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Abstract Public telephone systems transmit speech across a limited frequency range,
about 300–3400Hz, called narrowband (NB) which results in a significant reduction
of quality and intelligibility of speech. This paper proposes a fully backward compati-
ble novel method for bandwidth extension of NB speech. The method uses magnitude
spectrum data hiding technique to provide a perceptually better wideband speech sig-
nal. The spectral envelope parameters are extracted from the down-sampled frequency
shifted version of the high-frequency components of speech signal existing above NB,
which are then encoded and spread by using spreading sequences, and are embedded
in the low-amplitude high-frequency regions of the magnitude spectrum of NB speech
signal. The embedded information is extracted at the receiving end to reconstruct the
wideband speech signal. Theoretical and simulation analyses show that the proposed
method is robust to quantization and channel noises. The comparison category rating
listening and log spectral distortion tests clearly show that the reconstructed wideband
signal gives a much better performance in terms of speech quality when compared to
the conventional speech bandwidth extension methods employing data hiding.
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1 Introduction

The human speech contains frequencies beyond the bandwidth of the existing tele-
phone networks which is in the range of 300–3400Hz. Consequently, the transmission
of speech through the telephone networks results in a loss of portions of speech
spectrum causing a significant reduction in speech quality and intelligibility. The
transmission of wideband (WB) speech which lies in the range of 50–7000Hz through
telephone networkswould increase the quality, intelligibility and perceived naturalness
of speech signal compared to NB speech. But this requires building of new telephone
networks that support larger bandwidths which are expensive and will likely take
time to be established [27]. It is, therefore, desirable to enhance the bandwidth at the
receiver using speech bandwidth extension (BWE) techniques [24] without modifying
infrastructure of the existing telephone networks.

BWE techniques facilitate a major speech quality upgradation of the existing tele-
phone networks. One such method is artificial bandwidth extension (ABE) in which
WB signal is reconstructed by estimating the out-of-band (the frequencies below and
above NB) information from the NB signal alone. ABE techniques are motivated from
the fact that mutual dependence exists between the NB and the out-of-band, which
is illuminated from the speech production model. The dependency between the fre-
quency bands justifies the estimation of the out-of-band information from the NB
input.

According to the ABE techniques based on source-filter model, BWE is a matter
of estimating an excitation signal and a vocal tract filter that modifies the spectral
envelope. Estimation of theWB excitation signal is done using noise modulation [34],
harmonic and noise modeling [40], sinusoidal synthesis [10], spectral folding [24],
spectral translation [24], Pitch adaptive modulation [24] and nonlinear processing
[24]. Techniques for estimating the WB spectral envelope include codebooks [36],
linear mapping [29], Gaussian mixture models [33], hidden Markov models [2] and
neural networks [32]. However, ABE techniques suffer from an inherently limited
performance which is not sufficient for the regeneration of high-quality WB speech
[25].

A much better WB speech quality compared to ABE techniques is attained when
some additional information about the out-of-band is transmitted [27]. In order to
ensure the desired backward compatibility with respect to the existing telephone net-
works, data hiding methods would be used to hide the out-of-band information in the
NB signal. Various solutions have already been proposed in the literature for this prob-
lem. Siyue Chen and Henry Leung proposed a speech BWE method [3] in which line
spectrum pairs of the higher frequencies of speech usually ranging from 3.4 to 7kHz
called as the upperband (UB) signal are encoded and embedded into the NB speech to
provide a composite NB speech signal. When the embedded information is extracted
and decoded at the receiving end, a perceptually better WB signal is obtained. It was
found that this approach gave poor composite NB signal quality. To improve the qual-
ity of composite NB signal and reconstructed WB speech [3], Chen and Leung [5]
adopted phonetic classification to encode the UB signal more efficiently. But when
corrupted by the channel noise and channel spectral distortion, the approaches in [3,5]
gave poor BWE performance. Chen et al. [6] proposed BWE of NB speech by data
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hiding in which a hidden channel is provided by the removal of imperceptible com-
ponents of the NB signal. A good quality WB speech is reconstructed by regenerating
the concealed audible components existing outside the NB. The performance of the
method is limited by the number of audible components of missing frequency compo-
nents that can be embedded into the hidden channel. Chen et al. [7] proposed BWE of
telephony speech by perception based least significant bit watermark method which
embeds UB components into the NB speech to be extracted at the receiver for recon-
structing a high-quality WB signal. Vary and Geiser [39] used joint coding and data
hiding to embed 600 bit/s of additional information into the NB codec bit stream to
develop a backward compatible WB codec. A backward compatible WB telephony
based on NB coder and on BWE with 400 bit/s of additional information which is
embedded into the NB codec bit stream was proposed by Geiser and Vary [15]. This
approach gave poor performance when codec bits are corrupted by channel noise.

Speech-in-speech hiding used for reducing the storage and transmission require-
ments of electronic voice mail, proposed in [35], employs magnitude spectrum data
hiding to embed the parameters of secret speech signal in the low-amplitude high-
frequency regions of the spectralmagnitudeof the host speech signalwithout degrading
host signal perceptual quality. It was found that this approach is producing a stego
speech signal that is indistinguishable from the host speech, while being able to extract
the secret speech signal without any degradation in quality.

In digital telephone network, only the speechBWE towardUB is considered. This is
because the transmission at the low-frequency end (0–300Hz) is usually not a problem
in a digital telephone network [9,17,23]. In this paper, a novel NB speech BWE
technique using magnitude spectrum data hiding [35] for extending the bandwidth of
the digital telephone network is proposed. That is, the down-sampled frequency shifted
version ofUBsignal is analyzed using linear predictive coding (LPC), and the extracted
spectral envelope parameters are then encoded and embedded in the low-amplitude
high-frequency part of the magnitude spectrum of NB speech without altering the
low-frequency part. At the receiver, when the embedded information is extracted, a
WB signal with a much better speech quality can be reconstructed by combining
the UB signal that was transmitted through the low-amplitude high-frequency part
of the magnitude spectrum and the NB signal. The proposed scheme uses the real
UB information instead of its estimation which makes the reconstruction of the WB
speechmore accurate compared to the conventional ABEmethods. Also, the proposed
method is compatiblewith conventionalNB terminal equipments, e.g., a plain ordinary
telephone set (POTS). In other words, conventional NB receivers can still access the
NB speech properly without additional hardware, while a customized receiver is able
to extract the embedded information and provide WB signal with much better quality.

Alongwith quantization noise (QN) and channel noise, the telephone network chan-
nel introduces spectral distortion. Techniques proposed in [3,5,14] for BWE of NB
speech treats only the QN [pulse code modulation (PCM), μ-law, adaptive delta pulse
code modulation (ADPCM), enhanced full rate (EFR)] ignoring the channel noise
and spectral distortion. In this work, direct sequence code division multiple access
(DS-CDMA) technique is employed to suppress channel noise and QN, and adaptive
channel equalization is employed to compensate the effect of spectral distortion.
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DS-CDMA technique is employed in this work for the successful extraction of
the embedded information as it is well recognized by its robustness to interference.
In particular, specific spreading sequence (SS) is multiplied with each data bit to be
embedded to spread it. The spread signals are then summed up together to form the
embedded information. Since the spreading sequences (SSs) being orthogonal over
one another and have a lowcross-correlation, the embedded information can be reliably
recovered by using a multiuser detector [31].

To minimize the interference caused by the other embedded components, spread-
ing sequences with low cross-correlations are preferred. Hadamard codes have an
optimal cross-correlation performance, i.e., orthogonal to each other, whereas the
m-sequences, Gold-codes and Kasami-codes are with varying cross-correlation prop-
erties [8,16]. Because the Hadamard codes are well recognized by its optimal
cross-correlation performance, it is employed in this work for minimizing the inter-
ference caused by the other embedded components.

Adaptive channel equalization [37] is also employed in this paper to mitigate the
degradation of performance due to spectral distortion caused by a telephone network
channel. Since recursive least square (RLS) algorithm converges fast and has good
tracking capability, it is used for channel equalization.

The rest of the paper is organized as follows. In Sect. 2, we introduce the magnitude
spectrum data hiding based approach for BWE. Section3 describes the proposed NB
speech BWE method using magnitude spectrum data hiding technique in detail. The
performances of the proposed method under additive white Gaussian noise (AWGN)
and QN are analyzed in Sect. 4. Section5 discusses the subjective and objective test
results of the proposed method. Finally, conclusions are presented in Sect. 6.

2 Magnitude Spectrum Data Hiding Scheme

2.1 Fourier Transform of NB Speech

The discrete Fourier transform (DFT) of a NB signal, XNB(n), 0 ≤ n ≤ N − 1, is
given by

XNB(k) =
N−1∑

n=0

XNB(n)e− j2
∏

kn/N , 0 ≤ k ≤ m − 1 (1)

In polar coordinates, XNB(k), can be expressed as:

XNB(k) = |XNB(k)| e j�NB(k) (2)

The magnitude spectrum |XNB(k)| satisfies the symmetry shown in Eq. (3) and hence
can be defined uniquely by the first m/2 frequency components.

|XNB(k)| = |XNB(m − k)| (3)

This symmetry must be preserved when embedding information in the magnitudes.
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2.2 Properties of NB Speech

The distribution of the first three formants of NB speech denotes the primary cues
to the vowels and most of the vowel energy is concentrated below 1000Hz [38].
The spectral magnitude shows very week components at high frequencies [38] for all
vowels and most of the voiced consonants. Few unvoiced fricative consonants present
largemagnitudes at high frequencies, and even if we do notmodel correctly these high-
frequency components [1] the NB signal intelligibility is negligibly affected. This has
motivated us to hide the spreaded spectral envelope parameters of the down-sampled
frequency shifted version of UB signal in the low-amplitude high-frequency region of
the magnitude spectrum of NB signal.

2.3 Magnitude Spectrum Data Hiding for Bandwidth Extension

In the first stage of the magnitude spectrum data hiding algorithm, the fast Fourier
transform (FFT) is performed on NB signal XNB(n), followed by decomposition into
its magnitude spectrum |XNB(k)| (k = 0, 1, . . . ,m − 1) and phase spectrum �NB(k).
We assume that the down-sampled frequency shifted version of UB signal is encoded
into a sequence of data bits, i.e., {dr }, dr ∈ {−1, 1} , r = 0, 1, . . . , R − 1, where R
denotes the total number of bits.

Each data bit to be embedded have to be spread by multiplying with a specific SS
(Hadamard codes are used in this paper), i.e.,

dr c
r , 0 ≤ r ≤ R − 1 (4)

where cr is a SS with length U , and r is the index of a particular data bit (dr ) and its
corresponding SS used to spread it. The spreading vectors are then summed up together
to form the embedded information given by

H =
R−1∑

r=0

dr c
r (5)

where H denotes the vector of embedded information. The U last elements of the
first half of the |XNB(k)| are replaced by βH of the down-sampled frequency shifted
version of UB signal [35]. The resulting magnitude spectrum, denoted by

∣∣X1
NB(k)

∣∣,
is given by (6)

|X1
NB(k)| =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

|XNB(k)|, k = 0, . . . , m
2 −U

βHu, k = m
2 −U − 1, . . . , m

2 − 1

βHu, k = m
2 , . . . , m

2 +U

|XNB(k)|, k = m
2 +U + 1, . . . ,m − 1

(6)
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where Hu is the u th element of H , and β is a scalar that will improve the composite
NB signal quality X1

NB, i.e.,

β2Hu
2 ≤ 1

ENB
(7)

where ENB is the energy of |XNB(k)|. Hence, a suitable value of β can be determined

by β =
√

1
ENBHu

2 . Considering that |dr cur |is always equal to 1, we have

β =
√

1

RENB
(8)

These modifications lead to a composite NB signal and its spectrum is a combination
of

∣∣X1
NB(k)

∣∣ and �NB(k),

X1
NB(k) = |X1

NB (k) | e j�NB(k), k = 0, . . . ,m − 1 (9)

The time domain composite NB speech signal X1
NB(n), n = 0, . . . , N−1, is obtained

by the inverse FFT (IFFT) and it is transmitted through the telephone network channel.

X1
NB(n) = IFFT(X1

NB(k)) (10)

The composite NB signal X1
NB(n), communicated through the telephone network

channel is distorted and noisy. If the proposed speech BWE receiver operate on the
distorted signal it would give a large bit error rate (BER). To compensate the channel
spectral distortion, various channel equalization methods have already been proposed
in the literature [37]. An equalizer that performs better, in terms of a lower mean
square error (MSE), will usually result in a lower BER in embedded information
extracting. Hence in this paper, the RLS algorithm with 512 taps was employed for
channel equalization. Let X̂1

NB(n) denote the signal observed at the output of channel
equalizer. X̂1

NB(n) can be assumed to be perceptually similar to X1
NB(n) since the

channel is able to communicate X1
NB(n) with an adequate perceptual quality. Thus,

we have
X1

NB(n) ≈ X̂1
NB(n) (11)

Furthermore, the perceived differences between XNB(n) and X1
NB(n) would be very

small since only the low-amplitude high-frequency part of |XNB(k)| were changed to
obtain X1

NB(n). Hence, X1
NB(n) can be approximated by XNB(n)

X1
NB(n) ≈ XNB(n) (12)

i.e., the quality of XNB(n) is not considerably degraded although additional informa-
tion is embedded into it. From Eqs. (11) and (12), we have

X̂1
NB(n) ≈ XNB(n) (13)
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i.e., the perceptual quality of the received X̂1
NB(n) is similar to that of the NB signal

XNB(n).
In order to retrieve the down-sampled frequency shifted version of UB signal,

initially FFT is applied to X̂1
NB(n) and decompose into its magnitude spectrum and

phase spectrum. The embedded information is then extracted from the same locations
as they were embedded in the magnitude spectrum of X̂1

NB(n) [35] by

Ĥu =
∣∣∣X̂1

NB(k)
∣∣∣ , k = m

2
−U − 1, . . . ,

m

2
− 1 (14)

We use Ĥu instead of βHu to denote the extracted embedded information because it
is subjected to noise corruption. A multiuser detector is employed here to decode the
data bits. That is,

d̂r = sign

(
U−1∑

u=0

Ĥucu
r

)
(15)

In a noise-free environment, Ĥu = βHu . Substituting it into (15), the decoding process
can be further interpreted as

d̂r = sign

(
U−1∑

u=0

βHucu
r

)

= sign

⎛

⎝β

U−1∑

u=0

⎛

⎝dr cu
r cu

r +
R−1∑

q=0,q �=r

dqcu
qcu

r

⎞

⎠

⎞

⎠

= sign

⎛

⎝βUdr + β

R−1∑

q=0,q �=r

dq

U−1∑

u=0

cu
qcu

r

⎞

⎠ (16)

The employed SSs are mutually orthogonal. That is

U−1∑

u=0

cu
qcu

r = 0 (17)

where q �= r . Therefore,

β

R−1∑

q=0,q �=r

dq

U−1∑

u=0

cu
qcu

r = 0 (18)

It can be seen that if β
∑R−1

q=0,q �=r dq
∑U−1

u=0 cuqcur = 0, the interference caused by
the other embedded components can be completely removed. This shows that the data
bits, i.e., dr , that represent the down-sampled frequency shifted version of UB signal
can be successfully recovered due to the suppression of the interference caused by the
other embedded components because of employing DS-CDMA technique.
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3 Bandwidth Extension of NB Speech Using Magnitude Spectrum Data
Hiding

In this section, we propose to extend the bandwidth of NB speech by the proposed
magnitude spectrum data hiding technique. The basic idea is the spreaded spectral
envelope parameters of the down-sampled frequency shifted version of UB signal are
embedded in the low-amplitude high-frequency part of |XNB(k)| at the transmitter.
The embedded information is extracted at the receiving end to reconstruct the WB
speech signal with much better quality. The transmitter and receiver sections of the
proposed NB speech BWE method using magnitude spectrum data hiding technique
are discussed below.

3.1 Transmitter

The proposed speech BWE transmitter is shown in Fig. 1. Initially, the original WB
speech (0–7kHz), with a sampling rate of 16kHz, is band-splitted using a low pass
filter (LPF) and a high pass filter (HPF), respectively. The LPF output (0–3.5kHz)
is then decimated to provide the NB signal, denoted by XNB(n). The HPF output
(3.5–7kHz) is shifted to the NB frequency range, and also decimated to provide the
extendedband signal, denoted by XEB(n). Thus, the sampling rate of XNB(n) and
XEB(n)is 8kHz, which is the sampling rate of the channel.

To embed XEB(n) into the NB signal imperceptibly, it would be required to mini-
mize the number of the data bits, i.e., dr , that represent XEB(n). Here, the LPC [18]
and vector quantization (VQ) are employed to accomplish this target. LPC is based on
the source-filter model of speech production. The filter coefficients are the reciprocal
of the autoregressive (AR) filter coefficients. The AR coefficients which correspond
to the spectral envelope of XEB(n) are denoted as bi (i = 1, . . . , 10), where i is the
order of filter, which are found by using the Levinson–Durbin algorithm [18] to solve
the set of equations

10∑

i=1

bia
1(|i − q|) = −a1(q), q = 1, . . . , 10, (19)

where a1(q) are the modified autocorrelation coefficients. These AR coefficients are
then converted to line spectral frequencies (LSFs). This is because slight change in
AR coefficients will result in significant distortions when reconstructing XEB(n). The
extendedband signal XEB(n) gain should also be embedded since the reconstructed
XEB(n) has to be scaled to an appropriate energy to circumvent over-estimation [30].

Therefore, the relative gain of XEB(n) against XNB(n) is calculated as GArel = GAEB
GANB

and combined with 10 LSFs to provide a representation vector of XEB(n), i.e., D =
[LSF1,LSF2, . . . ,LSF10,GArel].

We do not encode the excitation signal parameters of XEB(n) for minimizing the
number of the data bits to be embedded. This is because, human ear is insensitive to
the excitation signal distortions at frequencies above 3400Hz [26]. Therefore, XEB(n)
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X1
NB(n)

encoding

Fig. 1 Proposed speech BWE transmitter

excitation estimation from the NB signal at the receiver is well-suited for the recon-
struction performance.

The representation vector D is then quantized to the closest entry of a VQ codebook
that is generated by the Linde–Buzo–Gray training (LBG) algorithm [28]. The binary
representation of the entry index, i.e., (d0d1d2 . . . dR−1) is embedded into NB signal
by the proposed magnitude spectrum data hiding technique to produce a composite
signal X1

NB(n) that can be transmitted through the telephone network channel.
To achieve synchronization [11] among the transmitting and receiving frames, a syn-

chronization sequence such as 111…11 is inserted at each frame of the composite NB
signal. Reception of a certain number of successive identical waveforms (synchroniza-
tion sequence) at the receiver indicates the arrival of a new composite NB signal frame.

3.2 Receiver

The proposed speech BWE receiver is shown in Fig. 2. At the receiver, frame syn-
chronization is first performed. When the embedded information is extracted by the
proposed magnitude spectrum data hiding technique, the entry index can be obtained
and the corresponding quantized LSFs and relative gain are properly retrieved from
the VQ codebook. The LSFs are transformed back to the AR coefficients. Meanwhile,
the excitation signal is obtained as the residue of an LPC analysis on X̂1

NB(n), i.e.,

res(n) = X̂1
NB(n) −

10∑

j=1

c j X̂
1
NB(n − j) (20)

where c j denotes the AR coefficients of X̂1
NB(n) and res(n) is the residue (excitation).

It is then fed into the synthesis filter described by the AR coefficients to reconstruct
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Fig. 2 Proposed speech BWE receiver

the extendedband signal X̂EB(n) that was embedded. The X̂EB(n) gain is adjusted
to GÂEB, which is obtained by GÂEB = GÂrel · GÂNB, where GÂNB is estimated

from X̂1
NB(n), GÂrel is obtained from the

�

D. At this point, the sample rate for both
the X̂1

NB(n) and X̂EB(n) is 8000Hz and should be interpolated to 16,000Hz, the
sample rate for WB speech. The interpolated X̂EB(n), denoted by X1

EB(n), lies in
the NB frequency range and is shifted to UB. Finally, perceptually better WB speech
(X1

WB(n)) is reconstructed by adding the restored extendedband (X1
EB(n)) signal to

the up-sampled composite NB (X11
NB(n)).

4 Performance Analysis of Magnitude Spectrum Data Hiding

Although using orthogonal SSs can successfully recover dr in a noise-free trans-
mission, in practice, there is always noise corruption during transmission. The most
common one is AWGN. Let X̂1

NB(n) denote the received NB signal observed at the
channel equalizer output and is given by (21)

x̂1NB(n) = x1NB(n) + g(n) (21)

where g(n) is AWGN with zero mean and a variance of σg
2 . Its FFT x̂1NB(k) is given

by

x̂1NB(k) =
N−1∑

n=0

x̂1NB(n)e
− j 2

∏
kn

N =
N−1∑

n=0

(x1NB(n) + g(n))e
− j 2

∏
kn

N (22)

In other words, the extracted embedded information is given by

Ĥu = βHu +
N−1∑

n=0

g(n)e
− j 2

∏
kn

N (23)
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based on (6) and (14). Defining Ju =
N−1∑
n=0

g(n)e
− j 2

∏
un

N , (23) becomes

Ĥu = βHu + Ju (24)

A multiuser detector is employed here to decode the data bits. That is

d̂r = sign

(
U−1∑

u=0

(βHu + Ju)cu
r

)

= βUdr +
R−1∑

q �=r

βdq

U−1∑

u=0

cu
qcu

r +
U−1∑

u=0

Jucu
r (25)

Since the interference caused by the other embedded components can be completely
removed because of orthogonality of SSs, (25) can be further written as

d̂r = βUdr +
U−1∑

u=0

Jucu
r (26)

From (26), a detection error occurs if
∣∣∣
∑U−1

u=0 Jucur
∣∣∣ ≥ βU and

∑U−1
u=0 Jucur has an

opposite sign with dr . According to the central limit theorem [12], the conditional
probability density function (CPDF) of d̂r is given by

p(d̂r/−1) = 1√
2�σJc

2
e
− (d̂r+βU )2

2σJc
2 (27)

provided dr = −1. Here, σJc
2 is the variance of the random variable

∑U−1
u=0 Jucur ,

which can be expressed by

σJc
2 = E

⎡

⎣
(
U−1∑

u=0

Jucu
r

)2⎤

⎦ = E

[
U−1∑

u=0

U−1∑

k=0

Ju Jkcu
r crk

]
(28)

Considering that cur is a random variable with zero mean and a variance of 1, and Ju
is uncorrelated with cur , (28) can be further written as

σJc
2 = E

[
U−1∑

u=0

Ju
2 (

cu
r )2

]
=

U−1∑

u=0

E
[
Ju

2 (
cu

r )2] = UσJ
2 (29)

where σJ
2 denotes the variance of Ju . Analogous to (27), the CPDF for dr = 1 can

be formulated as

p(d̂r
/
1) = 1√

2�σJc
2
e
− (d̂r−βU )2

2σJc
2 (30)



Circuits Syst Signal Process (2017) 36:4512–4540 4523

Therefore, the CPDF of deciding in favor of d̂r = 1 when dr = −1. That is,

p(1/ − 1) =
∞∫

0

p(d̂r/−1)dd̂r = 1√
2�σJc

2

∞∫

0

e
− (d̂r+βU )2

2σJc
2 dd̂r (31)

The above equation can be expressed in terms of the complementary error function
(CEF) as

p(1/ − 1) = 1

2
erfc

⎛

⎝
√

β2U 2

2σJc
2

⎞

⎠ (32)

where erfc (q) = 2√
�

∞∫
q
e−t2dt . Similarly, we can derive the CEF for deciding in favor

of d̂r = −1 when dr = 1. That is,

p(−1/1) = 1

2
erfc

⎛

⎝
√

β2U 2

2σJc
2

⎞

⎠ (33)

Based on p(1/ − 1) and p(−1/1), the average probability of detection error is given
by

perror = p(−1)p (1/ − 1) + p (1) p (−1/1) = 1

2
erfc

⎛

⎝
√

β2U 2

2σJc
2

⎞

⎠ (34)

assuming that dr = −1 and dr = 1 are equiprobable. Substituting (29) and (8) into
(34), we have

perror = 1

2
erfc

(√
U

2RENBσJ
2

)
(35)

Recalling that Ju = ∑N−1
n=0 g(n)e

− j 2
∏

un
N , σJ

2 can be obtained as

σJ
2 = E

⎡

⎣
(
N−1∑

n=0

g(n)e
− j 2

∏
un

N

)2⎤

⎦ = E

[
N−1∑

n=0

g2(n)e
− j 4

∏
un

N

]
= σg

2
N−1∑

n=0

e
− j 4

∏
un

N

(36)

Since
∑N−1

n=0 e
− j 4

∏
un

N can be treated as a scalar of σg
2 when N is set as a constant, we

can reduce (36) to
σJ

2 = Bσg
2 (37)

where B = ∑N−1
n=0 e

− j 4
∏

un
N . Substituting (37) into (35), the error probability under

AWGN can be obtained as
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perror = 1

2
erfc

(√
U

2RENBBσg2

)
(38)

The performance of the proposed scheme under AWGN depends on the length of SS,
the number of data bits that represent XEB(n), the energy of NB signal and variance
of AWGN.

Besides AWGN, the embedded information is also required to be robust to the QN.
The quantized NB signal is given by

x̂1NB(n) = x1NB(n) + g′(n) (39)

where g′(n) is the QN. Its FFT x̂1NB(k) is given by

x̂1NB(k) =
N−1∑

n=0

x̂1NB(n)e
− j 2

∏
kn

N =
N−1∑

n=0

(x1NB(n) + g′(n))e
− j 2

∏
kn

N (40)

Correspondingly, the extracted embedded information is given by

Ĥu = βHu +
N−1∑

n=0

g′(n)e
− j 2

∏
kn

N (41)

Comparing (41) with (23), except that g′(n) is used instead of g(n), the extracted
embedded information expressions under AWGN and under QN have the same for-

mula. Hence, if we define Ju = ∑N−1
n=0 g′(n)e

− j 2
∏

un
N , the derivation of the error

probability under QN should be the similar as that under AWGN. In other words, the
error probability under QN is given by

perror = 1

2
erfc

(√
U

2RENBσJ
2

)
(42)

When a uniform quantization (UQ) is applied, XNB(n) can be modeled as being
uniformly distributed within each cell, i.e.,

[
l� − �

2 , l� + �
2

]
, where l is an integer

and � is the step size. Thus, we can obtain the expected squared error by UQ as

σg
2 = E

[
g′2(l)

]
=

�
2∫

−�
2

g′2(l)p(g′(l))dg′(l) =
�
2∫

−�
2

1

�
g′2(l)dg′(l) = �2

12
(43)

Substituting (43) into (37), we have

σJ
2 = B

�2

12
(44)
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Given (42) and (44), the error probability under UQ is given by

perror = 1

2
erfc

(√
6U

BRENB�2

)
(45)

Besides UQ, non-UQ is also popular in analog-to- digital conversion of speech signals.
In non-UQ, the signal to quantization error ratio (SQER) is required to lie within 38dB
[18], so that the digitized speech quality can be retained. That is, assuming the power

of NB speech as σX
2, we have σX

2

σg2
= 38 dB = 6309.6. Hence, the error probability

under non-UQ is given by

perror = 1

2
erfc

(√
U

2 × 1.585 × 10−4 BRENBσX
2

)
= 1

2
erfc

(√
3154.8U

BRENBσX
2

)

(46)
The performance of the proposed scheme under non-UQ depends on the length of SS,
the number of data bits that represent XEB(n), the energy and power of NB speech.

5 Experimental Results

The speech samples used for evaluation of the proposed method were taken from the
TIMIT database [13]. Ten different sentences spoken by ten different male and female
speakers of 2–2.5 s long were taken for evaluating the performance of the proposed
method. ANB reference samples were produced by the adaptive multirate (AMR)
NB coded NB samples. AWB references were produced by the AMR-WB coded WB
samples. The NB samples were partitioned into non-overlapping 20ms frames to be
processed one by one.

The performance evaluationwas done using both subjective and objectivemeasures.
The different methods compared with the proposed method are ABE of telephony
speech by data hiding [3], speech BWE by data hiding and phonetic classification [5],
telephony speech enhancement by data hiding [6], An audio watermark-based speech
BWE [7], steganographic WB telephony using narrowband speech codecs [39] and
ABE of speech supported bywatermark transmitted side information [14] represented,
respectively, by conventional data hiding (CDH), data hiding with phonetic classifi-
cation (DHWPC), conventional signal domain data hiding (SDDH), conventional bit
stream data hiding (BSDH), conventional joint coding and data hiding (JCDH) and
conventional WTSI (CWTSI) in the analysis. Conventional WTSI uses the vecto-
rial form of quantization modulation index (QIM) for speech BWE. The experiments
conducted in this paper use the two channel models provided below:

(i) μ-law channel model.
(ii) AWGN channel model with a signal to noise ratio (SNR) of 35 dB.
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Table 1 Comparison mean opinion score (CMOS)

Score Rating of second signal compared to that of the first signal

3 Much better

2 Better

1 Slightly better

0 About the same

−1 Slightly worse

−2 Worse

−3 Much worse

5.1 Subjective Quality Evaluation

The obtained speech quality of the proposed method in comparison with the ANB ref-
erence sample, AWB reference sample and outputs of the conventional speech BWE
methods [3,5–7,14,39] was assessed using comparison category rating (CCR) listen-
ing test [19] recommended by international telecommunications union (ITU-T) and
perceptual transparency was assessed using mean opinion scores (MOS) test [3–5]. A
subjective test is employed to evaluate the comparative performance of the bandwidth
extended NB telephonic speech taken from NTIMIT database with the corresponding
WB speech signal taken from TIMIT database. The subjective comparison of original
WB speech taken from the TIMIT database, composite NB speech, telephone speech
taken from the NTIMIT database and reconstructed WB speech by simulating NB
quality speech from original WB speech signal using ITU tools was also employed.
In these tests, the speech samples have been presented to each listener through head-
phones, separately in a quiet room and the evaluation was made by asking people’s
opinions on speech sounds using a predefined scale. Twenty normal listeners (10
females and 10 males) between the age of 22 and 32years participated in these tests.

5.1.1 Pairwise Comparisons

CCR listening test compares two speech samples and provides information on which
sample is better in terms of quality based on the comparison mean opinion score
(CMOS) given in Table1. Subjects participating in a CCR listening test compared
pairs of speech samples from the ANB, AWB, outputs of the conventional speech
BWE methods [3,5–7,14,39] and proposed method X1

WB(n). The second signal of
the pair is rated compared to the first signal. The average listener ratings in pair-
wise comparisons between the ANB, AWB, outputs of the conventional speech BWE
methods [3,5–7,14,39] and X1

WB(n) are shown in Fig. 3a, b in which the relative
frequencies of the scores are indicated by the bars. Bars at positive score values indi-
cate the preference for the second signal in the pairwise comparison. For example, in
the pairwise comparison between the ANB and the AWB, bars on positive side show
preference for the AWB.
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Fig. 3 a Results of pairwise comparisons of ANB, AWB, CDH [3], DHWPC [5], SDDH [6], BSDH [7],
JCDH [39], CWTSI [14] and proposed method. In each illustration, the bars indicate relative frequencies
of the scores from much worse (-3) to much better (3) in pairwise comparisons. b Results of pairwise
comparisons of ANB, AWB, CDH [3], DHWPC [5], SDDH [6], BSDH [7], JCDH [39], CWTSI [14] and
proposed method. In each illustration, the bars indicate relative frequencies of the scores from much worse
(-3) to much better (3) in pairwise comparisons
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Fig. 3 continued
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The distributions in Fig. 3a, b indicate the superiority of the AWB over the ANB,
outputs of the conventional speech BWE methods [3,5–7,14,39] and X1

WB(n), and
that of X1

WB(n) over the ANB and outputs of the conventional speech BWEmethods
[3,5–7,14,39] in terms of speech quality.

5.1.2 Perceptual Transparency

The proposed method should embed information transparently. That is, the composite
NB signal X1

NB(n) should be subjectively indistinguishable from NB signal XNB(n).
MOS test [3–5] is used in this paper to assess the perceptual transparency. Subjects
participating in an MOS test compare pairs of speech samples from XNB(n) and
X1

NB(n), and give their opinions in terms of MOS given in Table2. Table3 presents
the resultant average MOS over all subjects and all samples of conventional speech
BWE methods [3,5–7,14,39] and proposed method. A clear perceptual transparency
advantage of the proposed method over the conventional speech BWE methods [3,
5–7,14,39] was observed from the average MOS shown in Table3. Moreover, the
proposed method gives an MOS of 3.91 which being closer to the MOS for which
the two signals sound identical shows that the quality of X1

NB(n) is almost identical
to that of XNB(n). Obviously, the data embedding performed in the proposed speech
BWE method has very little impact on perception.

5.1.3 Subjective Comparison of Bandwidth Extended NB Telephonic Speech with the
Corresponding WB Speech Signal

A subjective test is carried out to evaluate the comparative performance of the
bandwidth extended NB telephonic speech taken fromNTIMIT database with the cor-

Table 2 Mean opinion scores
(MOS)

Score Instruction

1 Two signals are different

2 Two signals are similar, but the
difference is easy to see

3 Two signals sound very simi-
lar, only little difference exists

4 Two signals sound identical

Table 3 Comparative
performance in terms of average
MOS

Method MOS

Conventional data hiding [3] 3.02

Data hiding with Phonetic classification [5] 3.75

Conventional signal domain data hiding [6] 3.58

Conventional bit stream data hiding [7] 3.02

Conventional joint coding and data hiding [39] 3.53

Conventional WTSI [14] 3.88

Proposed method 3.91
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Table 4 Subjective test results
of the comparison between I and
II

I II


 20

� 0

≈ 0

responding WB speech signal taken from TIMIT database. The original WB speech
is numbered as I; bandwidth extended NB telephonic speech (the reconstructed WB
speech of proposed method for the telephone speech input) is denoted as II. The lis-
teners were asked to do pairwise comparison of speech samples taken from I to II.
They had to respond whether the first sample of the pair sounded better (
), worse
(�) or equal (≈) when compared to second one. The results of comparing I–II are
tabulated in Table4. The number of listeners with a particular preference (
 or � or≈)

are provided in the Table in Arabic numbers. From Table4, we observe that original
WB speech is better than the bandwidth extended NB telephonic speech.

5.1.4 ITU-T Test Results

The speech samples used in the listening test were taken from the TIMIT database.
Ten different sentences spoken by ten different male and female speakers of 2–2.5 s
long were taken for evaluating the performance of conventional speech BWEmethods
[3,5,6] and the proposed method. Since the main application of the speech BWE
technique is in mobile communications, listening test samples were prepared so that
they simulated speech transmitted over a cellular telephone network. The test samples
were high pass filtered with the MSIN filter, which approximates the input response
of a mobile station and the sound level of each test sample was normalized to 26dB
below overloading [20]. These preprocessed test samples were then down sampled to
the 8kHz sampling rate and used as NB signal for conventional speech BWEmethods
[3,5,6] and the proposed method.

A subjective listening test is carried out to evaluate the comparative performance
of conventional speech BWE methods [3,5,6] and the proposed method. The original
WB speech taken from TIMIT database is numbered as I; the telephone speech taken
from NTIMIT database is denoted as II; the composite NB speech is numbered as
III, and the reconstructed WB speech is denoted as IV. The listeners were asked to
do pairwise comparison of speech samples taken from I to IV. They had to respond
whether the first sample of the pair sounded better (
), worse (�) or equal (≈) when
compared to second one. The results of comparing I, II and III with the other signals
are tabulated in Table5a–c, respectively. The number of listeners with a particular
preference (
 or � or ≈) are provided in the Table in Arabic numbers. From Table5a,
we observe that original WB speech is better than telephone speech and composite
NB speech of conventional speech BWE methods [3,5,6] and the proposed method.
It is also seen that, compared to the conventional speech BWE methods [3,5,6], the
proposed scheme has a better WB reconstruction performance. Table5b shows that,
compared to the conventional speech BWEmethods [3,5,6], the composite NB speech
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Table 5 Subjective test results of the comparisons between (a) I and the others, (b) II and the others, and
(c) III and IV

I II III IV

(a)

Conventional data hiding [3] 
 20 20 9

� 0 0 0

≈ 0 0 11

Data hiding with Phonetic classification [5] 
 20 20 7

� 0 0 0

≈ 0 0 13

Conventional signal domain data hiding [6] 
 20 20 6

� 0 0 0

≈ 0 0 14

Proposed method 
 20 20 4

� 0 0 0

≈ 0 0 16

II III IV

(b)

Conventional data hiding [3] 
 5 3

� 9 10

≈ 6 7

Data hiding with Phonetic classification [5] 
 4 2

� 11 12

≈ 5 6

Conventional signal domain data hiding [6] 
 1 1

� 12 15

≈ 7 4

Proposed method 
 0 0

� 14 19

≈ 6 1

III IV

(c)

Conventional data hiding [3] 
 3

� 11

≈ 6

Data hiding with Phonetic classification [5] 
 2

� 13

≈ 5

Conventional signal domain data hiding [6] 
 1

� 16

≈ 3



4532 Circuits Syst Signal Process (2017) 36:4512–4540

Table 5 continued

III IV

Proposed method 
 0

� 18

≈ 2

of proposedmethod is better than telephone speech and also that there is a clear quality
improvement of the reconstructed WB speech of proposed method over the telephone
speech. From Table5c, we observe that, compared to the conventional speech BWE
methods [3,5,6], the reconstructed WB speech of the proposed method is better than
composite NB speech.

5.2 Objective Quality Evaluation

To further evaluate the proposed method, the same data base used in the subjective
listening tests is evaluated using the objective measures. The quality of reconstructed
UB speech was assessed using LSD measure [3], and perceptual transparency was
assessed using the ITU-T PESQ tool [21]. The robustness of embedded information
against quantization and channel noiseswas assessed usingBER. The quality of recon-
structed WB speech was assessed using the WB-PESQ measure [22] recommended
by ITU-T. The spectrogram analysis was employed to compare the performance of
proposed and conventional speech BWE methods for fricatives. The comparison of
pitch contours before and after proposed method was employed. The comparison of
bandwidth extended NB telephonic speech with the corresponding WB speech sig-
nal and the comparison of telephone speech with the composite NB speech was also
employed.

5.2.1 Comparison of Original and Reconstructed UB Speech

LSD measure, which is based on comparing the short-time spectral envelopes, is used
in this paper to assess the perceptual similarity of the true and the reconstructed UB
signals. The LSD measure is computed using the formula

LSD = 1

2�

�∫

−�

(
20 log10

G

|A(e jw)| − 20 log10
Ĝ

| Â(e jw)|

)2

dw (47)

where G and 1
A(e jw)

are the gain and the true UB spectral envelope, respectively; and

Ĝ and 1
Â(e jw)

are the gain and the reconstructed UB spectral envelope, respectively.

The spectral envelopes are calculated based on linear prediction for short frames of
20ms long. Finally, the mean of the LSD measure is calculated over all frames of
the signal to be evaluated. A smaller value of LSD indicating a superior quality of
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Table 6 Comparative
performance in terms of average
LSD

Method LSD

Conventional data hiding [3] 12.17

Data hiding with Phonetic classification [5] 10.46

Conventional signal domain data hiding [6] 6.3

Conventional bit stream data hiding [7] 5.89

Conventional joint coding and data hiding [39] 5.05

Conventional WTSI [14] 2.9

Proposed method 2.43

Table 7 Comparative performance in terms of average NB-PESQ

Method NB-PESQ

Conventional data hiding [3] 3.21

Data hiding with Phonetic classification [5] 3.96

Conventional signal domain data hiding [6] 3.75

Conventional bit stream data hiding [7] 3.17

Conventional joint coding and data hiding [39] 3.68

Conventional WTSI [14] 3.98

Proposed method 4.05

reconstructed UB signal. Table6 presents the resultant average LSD over all samples
of conventional speech BWE methods [3,5–7,14,39] and proposed method with a
μ-law channel model.

From Table6, we observe that the proposed method consistently outperforms the
conventional speech BWE methods [3,5–7,14,39]. This happens because the number
of error bits is decreased due to the suppression of channel noise, quantization noise
and channel spectral distortion, and will give a smaller error in embedded information
extracting. Moreover, the proposed method gives a low LSD of 2.43 which shows that
the quality of the reconstructed WB speech X1

WB(n) of the proposed method almost
reaches the quality level of original WB speech XWB(n). These LSD values support
the good WB performance of the proposed method which was already found in the
subjective tests. The proposed method gives an LSD of 2.57 with AWGN channel
model.

5.2.2 Perceptual Transparency

The NB-PESQ measure is used to evaluate the perceptual transparency by provid-
ing XNB(n) (reference speech) and X1

NB(n) (degraded version of speech) as inputs.
Here, the speech quality is rated using NB-PESQmeasure by comparing XNB(n)with
X1

NB(n). The PESQ returns a score from0.5 to 4.5,with higher scores indicating supe-
rior quality. Table7 presents the resultant average NB-PESQ score over all samples
of conventional speech BWE methods [3,5–7,14,39] and proposed method. A clear
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Fig. 4 a NB speech signal. b Composite NB speech signal

perceptual transparency improvement of the proposed method over the conventional
speech BWEmethods [3,5–7,14,39] was observed from the average NB-PESQ scores
shown in Table7. The proposed method gives a PESQ score of 4.05 which shows that
excellent perceptual transparency of the proposed method which was already found
in the subjective listening tests.

The spectrograms of the NB signal XNB(n) and the composite NB speech signal
X1

NB(n) are shown, respectively, in Fig. 4a, b. It is clear from the figures that XNB(n)

and X1
NB(n) are almost indistinguishable.
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Fig. 5 Spectrograms from top to bottom: a NB speech, b conventional data hiding, c data hiding with
phonetic classification, d proposed method, e original WB speech

5.2.3 Robustness of Embedded Information

Next, we consider the effect of noise corruption. AWGN is added to composite NB
signal X1

NB(n), with a SNR of 35dB. The BER is used as a performance measure.We
used 6 bits to encode the entry index of the VQ codebook; i.e., the VQ codebook has a
size of 26 = 64. The SS length is fixed at 8.A smaller value of BER indicates a superior
quality of reconstructed signal. It is observed that with SNR of 35dB, the obtained
BER is 4.52 × 10−4, which shows that the embedded information was successfully
recovered by employing DS-CDMA technique.

Although the μ-law coding causes distortions to the embedded information, the
obtained BER after applying μ-law coding to X1

NB(n) is 1.31 × 10−4, which shows
that the embedded information was properly retrieved by employing DS-CDMA tech-
nique.

5.2.4 Spectrogram Analysis

The performance of the proposed, conventional data hiding [3] and data hiding with
phonetic classification [5] techniques for fricatives were compared in terms of spec-
trogram analysis. The spectrograms of the utterance “less poisonous” reconstructed
by different methods were illustrated in Fig. 5. The fricatives are marked on the top
of Fig. 5. The upper plot 5a depicts the spectrogram of NB speech, whereas the lower
plot 5e depicts the spectrogram of original WB speech. The middle plots 5b–d shows
the spectrograms of the conventional data hiding [3], data hiding with phonetic clas-
sification [5] and proposed methods. Note the improvement of 5c over 5b at the first
instance of /s/. A significant improvement of proposed method can be reported for
graph 5d, which is—for all fricative instances /s/ and /z/—very close to graph 5e.
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Table 8 Comparative performance in terms of average WB-PESQ

Method WB-PESQ

Conventional data hiding [3] 2.62

Data hiding with Phonetic classification [5] 2.85

Conventional signal domain data hiding [6] 3.79

Conventional bit stream data hiding [7] 3.83

Conventional joint coding and data hiding [39] 3.19

Conventional WTSI [14] 4.05

Proposed method 4.16

5.2.5 WB Speech Quality

The speech samples used in the WB-PESQ measure [22] were taken from the TIMIT
database. Ten different sentences spoken by fifteen different male and female speakers
of 2–2.5 s long were taken for evaluating the performance of conventional speech
BWE methods [3,5–7,14,39] and the proposed method. The WB-PESQ measure is
used to evaluate the quality of reconstructed WB speech by providing original WB
speech taken from TIMIT database XWB(n) and reconstructed WB speech X1

WB(n)

as inputs. Here, the speech quality is rated using WB-PESQ measure by comparing
XWB(n) with X1

WB(n). Table8 presents the resultant average WB-PESQ over all
samples of conventional speech BWE methods [3,5–7,14,39] and proposed method.
A clear quality improvement of the proposed method over the conventional speech
BWEmethods [3,5–7,14,39] was observed from the averageWB-PESQ scores shown
inTable8. The proposedmethod gives a PESQscore of 4.16which shows that excellent
reconstructed WB speech quality of the proposed method which was already found in
the subjective listening tests.

5.2.6 Comparison of Pitch Contours

The time domain waveforms, pitch contours and spectrograms of original WB speech
XWB(n) and reconstructedWBspeech X1

WB(n) are shown, respectively, in Figs. 6 and
7. It is clear from the figures that the pitch contours of XWB(n) and X1

WB(n) are almost
same. This happens because the pitch (F0) information is present in the low-frequency
region (below 300Hz) of a NB signal and the spreaded spectral envelope parameters
of the extendedband signal are embedded in the low-amplitude high-frequency part
of the magnitude spectrum of NB speech without altering the low-frequency region.

5.2.7 Objective Comparison of Telephone Speech and Composite NB Speech

Ten different sentences spoken by fifteen different male and female speakers of 2–2.5 s
long were taken for evaluating the performance of conventional speech BWEmethods
[3,5–7,14,39] and the proposedmethod. TheNB-PESQmeasure is used to evaluate the
comparative performance between telephone speech taken from the NTIMIT database
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Fig. 6 a Time domain waveform of original WB speech. b Pitch contour of original WB speech. c Spec-
trogram of original WB speech

Fig. 7 aTime domainwaveform of reconstructedWB speech. b Pitch contour of reconstructedWB speech.
c Spectrogram of reconstructed WB speech

and composite NB speech by providing telephone speech and composite NB speech
as inputs. Here, the speech quality is rated using NB-PESQ measure by comparing
telephone speech with composite NB speech. Table9 presents the resultant average
NB-PESQ score over all samples of conventional speechBWEmethods [3,5–7,14,39]
and proposed method. Compared to the conventional speech BWE methods [3,5–
7,14,39], the compositeNB speech of proposedmethod is better than telephone speech
which was already found in the subjective listening tests.
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Table 9 Comparative
performance in terms of average
NB-PESQ

Method PESQ

Conventional data hiding [3] 1.67

Data hiding with Phonetic classification [5] 1.95

Conventional signal domain data hiding [6] 2.83

Conventional bit stream data hiding [7] 2.48

Conventional joint coding and data hiding [39] 2.79

Conventional WTSI [14] 2.96

Proposed method 3.18

5.2.8 Objective Comparison of Bandwidth Extended NB Telephonic Speech with the
Corresponding WB Speech Signal

The WB-PESQ measure is used to evaluate the quality of the bandwidth extended
NB telephonic speech (the reconstructed WB speech of proposed method for tele-
phone speech input). Here, the speech quality is rated using WB-PESQ measure
by comparing original WB speech XWB(n) with the bandwidth extended NB tele-
phonic speech X1

WB(n). The proposed method gives a PESQ score of 2.67 which
shows that poor bandwidth extended NB telephonic speech quality of the proposed
method.

6 Conclusion

A novel NB speech BWE technique using magnitude spectrum data hiding for
extending the bandwidth of the existing NB telephone networks is proposed. The
spreaded spectral envelope parameters of extendedband signal are embedded in the
low-amplitude high-frequency part of the magnitude spectrum of NB signal at the
transmitter. The embedded information is extracted at the receiving end to reconstruct
the wideband speech signal.

DS-CDMA technique is employed to increase the robustness of the embedded
extendedband signal to quantization and channel noises by spreading the spectral
envelope parameters by multiplying them with SSs and then adding them up together
to provide the embedded information. The embedded information can be reliably
recovered by using a multiuser detector. The experimental results show that the pro-
posed method is found to be robust to quantization and channel noises. CCR and LSD
test results indicate that there is a clear speech quality improvement of the proposed
method over the conventional data hiding, data hiding with phonetic classification,
conventional signal domain data hiding, conventional joint coding and data hiding,
conventional bit stream data hiding and conventional WTSI techniques. The MOS
test value obtained for the proposed method indicate that the method embeds the UB
information more transparently compared to the conventional data hiding, data hid-
ing with phonetic classification, conventional signal domain data hiding, conventional
joint coding and data hiding, conventional bit stream data hiding and conventional
WTSI techniques. The proposed method is demonstrated to produce a much better
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quality speech signal than the conventional data hiding, data hiding with phonetic
classification, conventional signal domain data hiding, conventional joint coding and
data hiding, conventional bit stream data hiding and conventional WTSI techniques.
Hence, it is suitable for extending the bandwidth of the existing telephone networks
without making changes to the telephone networks.
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