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Abstract This paper discusses the synchronization problem of hybrid switching-
impulsive dynamical networks. By using the contraction theory, several unified criteria
are obtained for network synchronization based on the conception of the average
impulsive dwell-time. It is demonstrated that the synchronizationproperty of the hybrid
network depends not only on the network’s structure (i.e., topology), but also the
node’s dynamics, and that such unified average dwell-time-based conditions are less
conservative than some existing results. The numerical examples are presented to
illustrate the effectiveness of the proposed results.

Keywords Hybrid network · Contraction theory · Synchronization

1 Introduction

Complex networks exist widely in the internet, food webs, electrical power grids,
image processing, social networks, and so on [1–3,36]. The modeling of complex
networks is the basics of analysis, control, and synchronization, and the modeling
methods may use the least squares [12–15] and other parameter estimation approaches
[16,17,27,38,39]. A complex network is a large set of interconnected nodes, in which
a node is a fundamental unit with specific contents. Among the various behaviors
of networks, the synchronization in complex networks has been extensively inves-
tigated [43,47,48]. Synchronization can be found to be important in many areas
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of applications, from the brain function and epilepsy to the emergence of coherent
behaviors.

In recent years, many synchronization criteria have been obtained, including the
master stability function-based criteria, the matrix measure analysis-based criteria,
and the Lyapunov function-based criteria. The first one computes the maximum Lya-
punov exponent of the variational equations [30], which provides a numerical condi-
tion for synchronization of complex networks. The second one, proposed by Chen
in [6,7], has been successful in treating local synchronization with complex net-
work topologies. The last one uses the Lyapunov function method to obtain ana-
lytical conditions for network synchronization [8,24,26], in which the complex net-
works consist of many different special features, such as switching behaviors [32],
time-varying coupling [25,35], nonlinearities [18,19,40,41] etc. As we know, the
dynamical behaviors of network’s node are often subject to instantaneous pertur-
bations caused by abrupt jumps at certain instants during the evolutionary process
of some realistic systems. That is, this kind of systems exhibits impulsive phenom-
ena. To characterize the impulsive effects on complex systems, some results about
the stability and synchronization criteria have been obtained in [37,46,49]. How-
ever, an impulsive system consists of nonlinear subsystems, and there exist some
switching phenomena, (i.e., the system may switch from the k − 1-th subsystem to
the k-th subsystem according to some certain switching law).It is also worth not-
ing that in the practical cases, the time delays in couplings and in dynamical nodes
often appear, which may cause instability of dynamical systems [21]. All these effects
of impulse, switching, and multiple delays can be characterized by a unified hybrid
switching-impulsive dynamical networks with multiple delays. Since the existence of
impulse, switching events, and delays will cause oscillations and instability, leading
to poor performances, it is necessary to consider these effects on network synchro-
nization.

Recently, the unified stability criteria of impulsive dynamical systems have attracted
increasing attention. Some new and pioneering results on unified stability and syn-
chronization conditions have been proposed [9,29]. Chen et al. investigated the
problems of the robust stability for uncertain impulsive systems with time-delay
[9]. By using the Lyapunov function and Razumikhin-type method, a unified suf-
ficient condition has been obtained in the form of linear matrix inequalities. Lu et
al. [29] studied the synchronization of impulsive dynamical networks, in which two
types of impulses have been considered: synchronization impulse and desynchro-
nization impulse. On the basis of the work in [23], this paper focuses on the uni-
fied synchronization of hybrid switching-impulsive dynamical networks with multiple
delays.

The rest of this paper is organized as follows. In Sect. 2, the conceptions of the con-
traction theory and the partial contraction principle are briefly reviewed. The hybrid
switching-impulsive dynamical network with multiple delays is described in Sect. 3.
In Sect. 4, some unified synchronization criteria of the hybrid network are established.
A numerical example is given to illustrate the effectiveness of the results in Sect. 5.
Finally, conclusion is drawn in Sect. 6.
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2 Basic Conception

Before giving themain results of this paper, we briefly give an introduction to the basic
definitions and main results of the contraction and partial contraction theory, which
can be found in [31,34,42].

Consider a nonlinear system

ẋ = f (x, t), (1)

where x ∈ R
n is the state vector and f is considered to be continuously differentiable

map. Then, we have

d

dt
(δxTδx) = 2δxTδ ẋ = 2δxT

∂ f

∂x
δx ≤ 2λmaxδx

Tδx,

where δx ∈ R
n is a virtual displacement between neighboring solution trajectories of

system (1). The Jacobian matrix is defined as J = ∂ f
∂x , and the largest eigenvalue of

symmetric part of Jacobian is represented by λmax(x, t). If λmax is strictly uniformly
negative, any infinitesimal length ‖δx‖ converges exponentially to zero. The nonlinear
system (1) of the contraction theory is presented in the following. A nonlinear system
(1) is contracting if andonly if the largest eigenvalueof the Jacobianmatrix is uniformly
negative. If this condition holds, all trajectories will converge exponentially to a single
particular trajectory independent of initial conditions.

Next, we summarize the concept of the partial contraction theory, which is based
on the contraction theory and derived from a very simple general result [31]. Consider
a nonlinear systems of the form

ẋ = f (x, x, t) (2)

and assume that the auxiliary system

ẏ = f (y, x, t) (3)

is contracting with respect to y. If a particular solution of the auxiliary y-system
verifies a specific smooth property, all trajectories of the original x-system verify this
property exponentially. Based on this condition, the original system is said to be partial
contracting.

Definition 1 [33] The average impulsive dwell-time of the impulsive sequence ζ =
{t1, t2, . . . } is denoted as a positive scalar function T ∗ if there exist positive integer
N0 and positive function T (t), such that

1

T ∗

Nζ (t)∑

j=1

� j − N0 ≤ Nζ (t) ≤ 1

T ∗

Nζ (t)∑

j=1

� j + N0,
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where Nζ (t) is the number of impulsive times for a given impulsive sequence ζ , and
� j denotes the period between the impulses following the j-th impulse.

Remark 1 [29]. The concept of “average impulsive interval” is introduced by refer-
ring to the concept of average dwell-time to characterize how often or how seldom
impulses occur. This new concept will be utilized to derive a unified criterion for the
synchronization analysis of impulsive dynamical networks, which is simultaneously
applicable for CDN’s with desynchronizing impulses or synchronizing impulses. Fur-
ther it is applicable to impulsive signals with a wider range of impulsive interval.

Definition 2 [50] The matrix measure of matrix A = (ai j ) ∈ R
n×n is defined as

μ.(A) = lim
ε→0+

‖In + εA‖ − 1

ε
,

where ‖ · ‖ is the matrix norm, and In denotes the identity matrix. Then, the matrix
measures

μ1(A) = max
j

{
a j j +

n∑

i=1,i �= j

|ai j |
}
,

μ2(A) = 1

2
λmax(A

T + A),

μ∞(A) = max
i

{
aii +

n∑

j=1, j �=i

|ai j |
}
,

where λmax(·) is the maximum eigenvalue.

Lemma 1 [22] For matrix A ∈ R
n×n, B ∈ R

n×n, the following inequality holds:

‖ exp[(A + zB)t]‖ ≤ exp[μ(A + zB)t] ≤ exp[(μ(A) + ‖B‖)t], |z| = 1,

where μ(A) is the matrix measure of matrix A.

3 Problem Formulation and Preliminaries

In this section, we consider a hybrid switching-impulsive dynamical network with
multiple delays consisting of N coupled nodes, with each node being an n-dimensional
dynamical system. The proposed network can be described by

ẋi (t) = fσ(k)(xi (t)) + gσ(k)(xi (t − τ(t)))

+
m∑

l=1

N∑

j=1

ε
σ(k)
l cσ(k)

i jl (t)
σ(k)
l (t)x j (t − τl(t)), t �= tk, (4)

�xi (t) = Bikxi (t), t = tk, (5)

xi (θ) = ϕi (θ), θ ∈ [−τ̄ , 0], (6)
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where t ∈ R
+ is the set of positive integers, and xi (t) ∈ R

n is the state variable of
node i , i = 1, 2, . . . , N . σ : R+ → I = {1, 2, . . . , r}, which is represented by σ(k)
according to [tk−1, tk) → I , is a piecewise constant function of time, ε

σ(k)
l called a

switch signal. fσ(k) and gσ(k) are continuously differentiable maps, and time delays
τ(t) and τl(t) are bounded time-varying with

0 ≤ τ(t) ≤ τ, 0 ≤ τl(t) ≤ τl (l = 1, 2, . . . ,m), τ̄ = max{τ, τ1, τ2, . . . , τm},

ϕi (θ) is a vector-valued initial continuous function defined on the interval [−τ̄ , 0],

σ(k)(t) = (rσ(k)

i j (t))n×n is the inner-coupling matrix, and Cσ(k)
l (t) = (cσ(k)

i jl (t))N×N

represents the outer-coupling configurations. Assume that cσ(k)
i il (t) = −∑N

j=1, j �=i

cσ(k)
i jl (t) (i = 1, 2, . . . , N ). The impulsive instant sequence {tk} satisfies

0 ≤ t0 ≤ t1 ≤ · · · ≤ tk ≤ . . . , �xi (tk) = xi (t
+
k ) − xi (t

−
k ),

where x(t−k ) = lim
t→t−k

x(t) denotes the state jumps at the switching instants tk , t
−
k →

+∞, and Bik ∈ Rn×n are impulsive constant matrices.
Before the main results are derived, a definition of synchronization for network

(4–6) is needed.

Definition 3 The N nodes of the hybrid switching-impulsive network (4–6) are said
to achieve synchronization if

lim
t→∞ ‖xi (t) − x j (t)‖ = 0, i, j = 1, 2, . . . , N .

Remark 2 The hybrid network (4–6) includes many existing network models.

(a1) When

fσ(k)(xi (t)) = f (xi (t)), gσ(k)(xi (t − τ(t))) = 0, cσ(k)
i jl (t) = cσ(k)

i j , τl(t) = d(t),

ε
σ(k)
l = 1, 
σ(k)

l = 
σ(k), Bk = 0,

there exists no impulsive effect. For this case, the networks (4–6) are equivalent to the
system in [28] as

ẋi (t) = f (xi (t)) +
N∑

j=1

cσ(t)
i j 
σ(t)x j (t − d(t)). (7)

(a2) When

fσ(k)(xi (t)) = Axi (t) + f (xi (t)), gσ(k)xi (t − τ(t)) = 0,

cσ(k)
i jl (t) = Gi j , τl(t) = τ(t), εσ(k)

l = 1, 
σ(k)
l = 
,

there exists no switching. For this case, the network (4–6) becomes the network in
[11] as
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ẋi (t) = Axi (t) + f (xi (t)) +
N∑

j=1

Gi j
x j (t − τ(t)), t �= tk, (8)

�xi (t) = Dikxi (t), t = tk, (9)

xi (θ) = ϕi (θ), θ ∈ [−τ̄ , 0].

(a3) When

fσ(k)(xi (t)) = Cxi (t) + B f (xi (t)), gσ(k)(xi (t − τ(t))) = 0,

cσ(k)
i jl (t) = ai j , ε

σ(k)
l = 1, 
σ(k)

l (t) = 
, x j (t − τl(t)) = x j ,

the network (4–6) without switches becomes the system in [29] as

ẋi (t) = Cxi (t) + B f (xi (t)) + c
N∑

j=1

Gi j
x j (t − τ(t)), t �= tk,

x j (t) − xi (t) = μ(x j (t) − xi (t)), t = tk,

xi (θ) = ϕi (θ), θ ∈ [−τ̄ , 0].

Based on the partial contraction theory, construct an auxiliary system of system
(4–6) as

ẏi (t) = fσ(k)(yi (t)) + gσ(k)(yi (t − τ(t)))

+
m∑

l=1

N∑

j=1

ε
σ(k)
l cσ(k)

i jl (t)
σ(k)
l (t)y j (t − τl(t))

−α

N∑

j=1

y j (t) + α

N∑

j=1

x j (t), t �= tk, (10)

�yi (t) = Bk yi (t), t = tk, (11)

yi (θ) = ϕi (θ), θ ∈ [−τ̄ , 0], (12)

which has a particular solution y1 = y2 = · · · = yN , where constant α is determined.
According to the partial contraction theory, if the auxiliary system in (10–12) is

contracting with respect to y, all system trajectories of system in (4–6) will verify the
independent property x1 = x2 = · · · = xN exponentially.

Let δyi (t) denote the virtual displacement of the state variable of node i of system
in (10–12); one has

δ ẏi (t) = ∂ fσ(k)(yi (t))

∂yi (t)
δyi (t) + ∂gσ(k)(yi (t − τ(t)))

∂yi (t − τ(t))
δyi (t − τ(t)) (13)

+
m∑

l=1

N∑

j=1

ε
σ(k)
l cσ(k)

i jl (t)
σ(k)
l (t)δyj (t − τl(t)) − α

N∑

j=1

δyj (t), t �= tk, (14)
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�δyi (t) = Bkδyi (t), t = tk . (15)

Then, the virtual system in (13–15) can be rewritten in the following Kronecker-
product form:

δ ẏ(t) = Aσ(k)δy(t) + Bσ(k)δy(t − τ(t)) +
m∑

l=1

Dσ(k)
l (t)δy(t − τl(t))

−Lδy(t), t �= tk, (16)

�δy(t) = Ekδy(t), t = tk, (17)

where Aσ(k) = (IN ⊗ Fσ(k)), Bσ(k) = (IN ⊗ Gσ(k)), D
σ(k)
l (t) = ε

σ(k)
l (Cσ(k)

l (t) ⊗



σ(k)
l (t)), and Ek = (IN ⊗ Bk)) with L = αN ,

Fσ(k) = diag

[
∂ fσ(k)

∂y1(t)
,
∂ fσ(k)

∂y2(t)
, . . . ,

∂ fσ(k)

∂yN (t)

]
,

Gσ(k) = diag

[
∂gσ(k)

∂y1(t − τ(t))
,

∂gσ(k)

∂y2(t − τ(t))
, . . . ,

∂gσ(k)

∂yN (t − τ(t))

]
.

Remark 3 In this paper, the contraction and partial contraction theory are used to study
the synchronization of hybrid networks if initial conditions or temporary disturbances
are forgotten exponentially fast. Unlike most existing results based on the Lyapunov
stabilitymethod, the contraction theory does not require explicit knowledge of specific
attractors. The system description in terms of differential equations is used to carry
out stability analysis using the virtual displacements. Moreover, some assumptions on
the nonlinear function f (xi (t)) and g(x j (t − τ(t))) in network (4–6) are released via
contraction analysis, such as

‖ f (x(t)) − f (y(t))‖ ≤ L‖x(t) − y(t)‖, f Tσ (xi )Pσ xi ≤ ϕσ x
T
i Pσ xi ,

‖g(x(t − τ)) − g(y(x(t − τ)))‖ ≤ K‖x(t − τ) − y(t − τ)‖, ‖xi (t − τ)‖ ≤ ρi xi (t),

where L , K and ρi are nonnegative constants, ϕσ are continuous functions, which are
used to obtain the synchronization criteria of dynamical networks [11] based on the
Lyapunov stability theorem. Also Jacobi matrix of the nonlinear function is used for
the study of synchronization, which means that the obtained criteria are local.

To facilitate our analysis, some other helpful lemmas should be given subsequently.

Lemma 2 The virtual system in (16–17) is contracting if

δ ẏ(t) =
(
Aσ(k) + z0Bσ(k) +

m∑

l=1

zl D
σ(k)
l

− L + K

)
δy(t), ∀|zi | = 1, (18)
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where

zi = exp( jωi ), ωi ∈ [0, 2π ](i = 0, 1, 2, . . . ,m), j = √−1,

and

K =
{
0, t ∈ [tk−1, tk ),
Ek, t = tk .

is exponentially stable.

Proof The proof can be obtained by using the method in [4]. Lemma 2 can handle the
delay effect.

4 Main Results

In this section, we will present a simple dwell-time-based unified condition for the
globally exponential converge of a hybrid switching-impulsive dynamical network
with stable (contracting) discrete dynamics or unstable (noncontracting) discrete
dynamics (that is, the synchronizing impulses or desynchronizing impulses) to a syn-
chronization manifold x1 = x2 = · · · = xN by using the partial contraction theory.

Theorem 1 The hybrid switching-impulsive dynamical network (4–6) synchronizes
in the sense that x1 = x2 = · · · = xN , if there exists a constant η < 0 such that one
of the following two conditions hold,

(A1) �i+1 + ln β
�i+1

≤ η, i ∈ [0, Nζ (t)],
(A2) �i+1 + ln β

T ∗ ≤ η, i ∈ [0, Nζ (t)], if T ∗ exists,

where �i+1(t) = μ(Aσ(i+1) − L) + ‖Bσ(i+1)‖ +
m∑
l=1

‖Dσ(i+1)
l (t)‖, and β = max

j
(β j )

with β j = ‖I + E j‖, j = 1, 2, . . . , Nζ (t).

Proof From the hybrid network in (18), if t ∈ [t0, t1), we get

δy(t) = exp

{∫ t

t0
[Aσ(1) − L + z0Bσ(1) +

m∑

l=1

zl D
σ(1)
l (s)]ds

}
δy(t0). (19)

�
Taking the norm on both sides of (19) and using Lemma 1, we can obtain

‖δy(t)‖ ≤ ‖ exp
{ ∫ t

t0
[Aσ(1)−L+z0Bσ(1)+

m∑

l=1

zl D
σ(1)
l (s)]ds

}
‖ · ‖δy(t0)‖

≤ exp

{∫ t

t0
[μ(Aσ(1)−L)+‖Bσ(1)‖+

m∑

l=1

‖Dσ(1)
l (s)‖]ds

}
‖δy(t0)‖.

(20)
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Thus, for t = t1, we have

δy(t+1 ) = (I + E1)δy(t1), (21)

so

‖δy(t+1 )‖ ≤ ‖I + E1‖ · ‖δy(t1)‖

≤ β1‖δy(t0)‖ exp
{∫ t1

t0

[
μ(Aσ(1) − L) + ‖Bσ(1)‖ +

m∑

l=1

‖Dσ(1)
l (s)‖

]
ds

}
.

(22)

For t ∈ [t1, t2), it follows from (18) that

‖δy(t)‖ ≤ ‖ exp
{ ∫ t

t1
[Aσ(2) − L + z1Bσ(2) +

m∑

l=1

zl D
σ(2)
l (s)]ds

}
‖ · ‖δy(t1)‖

≤ β1‖δy(t0)‖ exp
{ ∫ t

t1
[μ(Aσ(2) − L) + ‖Bσ(2)‖ +

m∑

l=1

‖Dσ(2)
l (s)‖]ds

+
∫ t

t0
[μ(Aσ(1) − L) + ‖Bσ(1)‖ +

m∑

l=1

‖Dσ(1)
l (s)‖]ds

}
. (23)

Similarly, for t ∈ [tk, tk+1),

‖δy(t)‖ ≤ β1β2 . . . βk‖δy(t0)‖ exp
{ ∫ t

tk
�k+1(s)ds + . . . + ∫ t2

t1
�2(s)ds

+ ∫ t1
t0

�1(s)ds

}
, (24)

where

�i+1(t) = μ(Aσ(i+1) − L) + ‖Bσ(i+1)‖ +
m∑

l=1

‖Dσ(i+1)
l (t)‖.

Letting β = max
j

(β j ), it follows ( 24), and we have

‖δy(t)‖ ≤ ‖δy(t0)‖β−1βk+1 exp

( Nζ (t)∑

j=0

� j+1� j+1

)
. (25)
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Next, we firstly consider that the average impulsive dwell-time T ∗ does not exist.
That is to say that the impulsive set (tk, Ek) is not countable. Therefore, we have

‖δy(t)‖ ≤ ‖δy(t0)‖β−1
Nζ (t)∏

j=0

exp(ln β + � j+1� j+1)

≤ ‖δy(t0)‖β−1 exp

[ Nζ (t)∑

j=0

(ln β + � j+1� j+1)

]

≤ ‖δy(t0)‖β−1 exp

[ Nζ (t)∑

j=0

(
ln β

� j+1
+ � j+1)� j+1

]
,

≤ ‖δy(t0)‖β−1 exp[η(t − t0)], (26)

where η = max
j

(
ln β
� j

+ � j ).

Secondly, we take into account that the average dwell-time T ∗ exists. To obtain
the unified synchronization criterion, consider two cases β ≥ 1 and β < 1 based on
Definition 1.

Case 1. β ≥ 1.
In this case, the discrete dynamics is unstable (that is, the desynchronizing

impulses). Then, from (25), we get

‖δy(t)‖ ≤ ‖δy(t0)‖β−1β

(∑Nζ (t)

j=0 � j+1
T∗ +N0

)

exp

( Nζ (t)∑

j=0

� j+1� j+1

)

= ‖δy(t0)‖β−1βN0 exp

( Nζ (t)∑

j=0

� j+1� j+1 +
∑N

ζ
(t)

j=0 � j+1

T ∗ ln β

)

= ‖δy(t0)‖β−1βN0 exp

( Nζ (t)∑

j=0

[� j+1 + ln β

T ∗ ]� j+1

)

≤ ‖δy(t0)‖βN0−1 exp

(
η

Nζ (t)∑

j=0

� j+1

)

= ‖δy(t0)‖β−1βN0 exp[η(t − t0)], (27)

where η = max
i

(�i+1 + ln β
T ∗ ).

Case 2. β < 1.
In this case, the discrete dynamics is stable (that is, the synchronizing impulses).

Then, from (25), we get



Circuits Syst Signal Process (2015) 34:1499–1517 1509

‖δy(t)‖ ≤ ‖δy(t0)‖β−1β

(∑Nζ (t)

j=0 � j+1
T∗ −N0

)

exp

( Nζ (t)∑

j=0

� j+1� j+1

)

≤ ‖δy(t0)‖β−1β−N0 exp

(
η(t − t0)

)
. (28)

Therefore, from ( 27) and ( 28), we get

‖δy(t)‖ ≤ max
{
β−N0 , βN0

}‖δy(t0)‖β−1 exp

(
η(t − t0)

)
. (29)

Since we can always choose α such that �i+1 + ln β
�i+1

< 0 (or �i+1 + ln β
�i+1

< η, if
T ∗ exists). Then, there exists η < 0 such that one of the two conditions in Theorem
1 is satisfied. So it implies that system (18) is globally exponentially stable. From
Lemma 2, it is easy to see that the hybrid network in (16–17) is contracting. Using the
parting contraction theory, we know that all trajectories of the system in (4–6) globally
exponentially converge to the synchronization manifold x1 = x2 = · · · = xN . The
proof is completed. �

Remark 4 FromTheorem 1, a general criterion for guaranteeing the globally exponen-
tial synchronization of network (4–6) is established. We consider both the impulsive
ln β
�i

(or ln β
T ∗ ) and switching effects �i in the aggregated form. No additional limita-

tion is imposed on ln β
�i

(or ln β
T ∗ ) and �i . Furthermore, unlike the conditions based

on the Lyapunov stability theorem, there is no sign requirement on the derivative of
Lyapunov function V (t) in the interval [tk−1, tk), which is required to obtain the stabil-
ity conditions of hybrid switching-impulsive systems [44,45] (that is, the continuous
subsystems in interval [tk−1, tk) must be required to be asymptotical stable). Then,
Theorem 1 is less conservative than the results in [44,45].

Remark 5 Theorem 1 gives the conditions based on the average impulsive dwell-time.
It is noted that when β > 1 (noncontracting or unstable discrete-systems dynamics),
the impulses may desynchronize the systems, and then the impulses are required not
to happen so frequently. Meanwhile, an upper bound on the average impulsive dwell-
time is obtained. When β ≤ 1 (contracting or stable discrete-systems dynamics), the
impulses can synchronize the systems, and then the impulses are required to happen so
frequently. A lower bound on the average impulsive dwell-time is obtained. Although
a recent similar result was obtained in [29], the Lyapunov function has been used for
synchronization of impulsive dynamical networks, compared to Theorem 1. Theorem
1 gives an alternative unified condition if average impulsive dwell-time does not exist.
Moreover, the network in (4–6) includes both the impulse and switching effects, which
is more general than the systems proposed in [10,29].

Remark 6 The criterion in Theorem 1 considers only the complete synchronization
of hybrid networks. In fact, we can extend this unified criterion based on the average
impulsive dwell-time and contraction theory to study other kinds of synchronization,
such as the generalized synchronization, which have been investigated in [9].
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Corollary 1 For network (16–17), if there exists a constant η < 0 such that the
following conditions hold

�i+1 + ln β

inf
i

{ti+1 − ti } ≤ η, i ∈ [0, Nζ (t)], β > 1, (30)

then the network in (4–6) synchronizes in the sense that x1 = x2 = . . . = xN , where
β and �i are given in Theorem 1 and

�i+1 + ln β

sup
i

{ti+1 − ti } ≤ η, i ∈ [0, Nζ (t)], β ≤ 1. (31)

then the network (4–6) synchronizes in the sense that x1 = x2 = . . . = xN , where β

and �i are given in Theorem 1.

Proof For β > 1, the impulses should not happen frequently. Then, the average
impulsive dwell-time T ∗ in condition (1) of Theorem 1 can be replacedwith inf

k
{tk+1−

tk}. Therefore, the criteria on (30) can be easily obtained. Forβ ≤ 1, the proof is similar
and omitted. �
Remark 7 From conditions (30) and (31), we know that the average impulsive dwell-
time T ∗ satisfies inf

k
{tk+1 − tk} < T ∗ < sup

k
{tk+1 − tk}. For β > 1, we get ln β > 0,

and then the condition (a1) of Theorem 1 based on the average impulsive dwell-time
is less conservative than condition (a1) of Corollary 1. For β ≤ 1, we get ln β ≤ 0,
and then condition (1) of Theorem 1 based on the average impulsive dwell-time is
less conservative than condition (a1) of Corollary 1. Moreover, it is noted that the
synchronization criterion in Theorem 1 based on the average impulsive dwell-time is
less than the results in [9] based on conditions of Corollary 1.

5 Illustrative Example

In this section, an example will be given to illustrate the main results proposed in this
paper for both contracting and noncontracting discrete dynamics (that is, β < 1 and
β ≤ 1).

Example Consider the classical Lorenz chaotic system,

ẋi1 = 10(xi2 − xi1), (32)

ẋi2 = 28xi1 − xi2 − xi1xi3, (33)

ẋi3 = xi1xi2 − 8

3
xi3, (34)

where xi = (xi1, xi2, xi3)T ∈ R
3 is the state vector of node i . Then, the system in

(32–34) exhibits chaotic behavior with the initial conditions xi1 = 0.4, xi2 = 0.6, and
xi3 = 0.5, which is shown in Fig. 1.
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Fig. 1 The chaotic attractor of system (32–34)

In this example, we consider two cases of the synchronization of a hybrid network
without switching effects.

Case 1. Let us firstly consider the hybrid dynamical network of system (32–34)
with five nodes, under which the discrete dynamics is contracting (β < 1):

ẋi (t) = Axi (t) + f (xi (t)) +
4∑

l=1

5∑

j=1

εl ci jl(t)
(t)x j (t − τl(t)), t �= tk (35)

�xi (t) = Bkxi (t), t = tk, (36)

where

A =
⎡

⎣
−10 10 0
28 −1 0
0 0 − 8

3

⎤

⎦, f (xi ) =
⎡

⎣
0
−xi1xi3
xi1xi2

⎤

⎦.

The coupling delays are τ1(t) = 0, τ2(t) = 0.1+0.05 sin(t), τ3(t) = 0.2+0.1 sin(t),
and τ4(t) = 0.3+ 0.2 sin(t), the inner-coupling matrix 
(t) = 
 = diag[1, 1, 1], the
outer-coupling matrices

C1(t) =

⎡

⎢⎢⎢⎢⎣

−2 1 0 0 1
1 −2 1 0 0
0 1 −2 1 0
0 0 1 −2 1
1 0 0 1 −2

⎤

⎥⎥⎥⎥⎦
, C2(t) =

⎡

⎢⎢⎢⎢⎣

−3 2 1 0 0
0 −2 1 1 0
0 0 −1 1 0
1 0 0 −3 2
1 1 0 0 −2

⎤

⎥⎥⎥⎥⎦
,

C3(t) =

⎡

⎢⎢⎢⎢⎣

−1 1 0 0 0
0 −1 1 0 0
0 0 −1 1 0
0 0 0 −1 1
1 0 0 0 −1

⎤

⎥⎥⎥⎥⎦
, C4(t) =

⎡

⎢⎢⎢⎢⎣

−2 1 1 0 0
0 −2 1 0 1
1 0 −2 1 0
0 1 0 −2 1
1 1 0 0 −2

⎤

⎥⎥⎥⎥⎦
.
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If we select the coupling strength ε = 1 in the auxiliary system (10–12), we can
get

� = μ(IN ⊗ A + IN ⊗ J1 − L + C1 ⊗ 
) +
4∑

l=2

‖Cl ⊗ 
‖ = 30.9312,

where

J1 = ∂ f (xi (t))

∂xi (t)
=

⎡

⎣
0 0 0
−xi3 0 −xi1
xi2 xi1 0

⎤

⎦ .

In this case, we consider the contracting discrete dynamics β ≤ 1 (that is, synchro-
nizing impulses). Taking the impulsive control matrix Bk = diag[−0.8,−0.8,−0.8],
which implies that β = 0.04, the average impulsive dwell-time T ∗ = 0.1, and the
impulsive sequence is depicted in Fig. 2. From condition (2a) in Theorem 1, we have
� + ln β

T ∗ = −10.2443 < 0. Then, the dynamical network (35–36) can achieve syn-
chronization under the effect of the contracting discrete dynamics, which are shown
in Fig. 3. However, from the impulsive sequence of Fig. 2, it is easy to see that the
maximum impulsive interval�max = sup{tk − tk−1} = 0.25. If we use the conception
of sup{tk − tk−1} to take place of the average impulsive dwell-time T ∗ in Corollary
1, then we have � + ln β

sup{tk−tk−1} = 9.0690 > 0, and Corollary 1 cannot ensure the

synchronization since they require that � + ln β
sup{tk−tk−1} < 0 for all t ≥ t0. There-

fore, the conditions in Theorem 1 based on the average impulsive dwell-time are less
conservative than the results in [5,20].

Case 2. Next, we consider the hybrid dynamical network of system in (32–34)
under the effect of noncontracting discrete dynamics (β > 1),

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035
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0.045

0.05

t

β=
0.
04

Fig. 2 The contracting discrete dynamics β = 0.04
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Fig. 3 Synchronization errors of the dynamical network (35–36) under the contracting discrete dynamics

ẋi (t) = Axi (t)+ f (xi (t))+
4∑

l=1

5∑

j=1

εl h jl(t)(x j (t−τl(t))−xi (t − τl(t))), t �= tk

(37)

�xi (t) = Bkxi (t), t = tk, (38)

where A, f (xi ), and the coupling delays τl (l = 1, 2, 3, 4) are still the same as Case
1. The nonlinear function is

5∑

j=1

h j1 = (IN ⊗ 
1)xi , h j2 = Ck
x j (t − τk(t)), (k = 2, 3, 4),

where 
 = I3,C2,C3, andC4 are the same as Case 1, and 
1 = [0, 0, 0;−40, 0, 0; 0,
0, 0, ].

If we select εi = 0.05 (i = 2, 3, 4) in the auxiliary system (10–12), we can get
� = −0.4128 < 0. In this case, we consider the noncontracting discrete dynamics
β > 1 (that is, desynchronizing impulses). Taking the impulsive control matrix Bk =
diag[0.1, 0.1, 0.1], which implies that β = 1.21 > 1, the average impulsive dwell-
time T ∗ = 0.5, and the impulsive sequence is depicted in Fig. 4. From condition (2)
in Theorem 1, we have � + ln β

T ∗ = −0.0316 < 0. Then, the dynamical network in
(37–38) can achieve synchronization under the effect of the noncontracting discrete
dynamics, which is shown in Fig. 5. However, from the impulsive sequence of Fig. 4, it
is easy to see that the minimum impulsive interval �min = inf{tk − tk−1} = 0.1. If we
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Fig. 5 The synchronization errors of the dynamical network in (37–38) under the noncontracting discrete
dynamics

use the conception of inf{tk − tk−1} to take place of the average impulsive dwell-time
T ∗ in Corollary 1, then we have � + ln β

inf{tk−tk−1} = 1.4934 > 0, and the Corollary 1

cannot ensure synchronization since they require that �+ ln β
inf{tk−tk−1} < 0 for all t ≥ t0.

Therefore, the conditions in Theorem 1 based on the average impulsive dwell-time
are less conservative than the results in [5,20].
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6 Conclusion

Based on the contraction theory and the conception of average impulsive dwell-
time, several unified criteria for globally exponential synchronization of the hybrid
switching-impulsive network have been presented. Two cases have been considered:
contracting discrete dynamics and noncontracting discrete dynamics. According to
the theoretical analysis, these conditions generalize and relax most existing results on
synchronization of the hybrid network.
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