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Abstract In this paper, a low power digital baseband to be used together with
impulse-radio ultra wideband radio frequency front-end has been presented. It can
provide received pulse synchronization required for burst mode and low power op-
eration. It also overcomes clock drift issue between different transceivers. The clock
and data recovery is implemented fully in digital domain without the need of conven-
tional phase-locked loop, delay locked loop or analog-to-digital converter. The chip
is designed using 0.18 µm CMOS technology. It consumes 5 mW and can recover
data up to 20 Mbps.

Keywords Clock drift · Digital baseband · Synchronization · Ultra wideband
(UWB) · Wireless transceiver

Abbreviations
ADC Analog-to-digital converter
BER Bit error rate
CDR Carrier data recovery
DLL Delay-locked loop
FSM Finite state machine
HDL Hardware description language
IR Impulse radio
LFSR Linear feedback shift register
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LNA Low noise amplifier
MAC Medium access control
MCU Micro-controller unit
NRZ Non-return-to-zero
OOK On-off keying
PLL Phase-locked loop
PN Pseudorandom number
RF Radio frequency
RX Receiver
RZ Return-to-zero
SPI Serial peripheral interface
TX Transmitter
UWB Ultra wideband
VCO Voltage controlled oscillator
WPAN Wireless personal area network
WSN Wireless sensor network

1 Introduction

Ultra wideband (UWB) transceiver had become a hot research topic due to its poten-
tial low power applications in wireless personal area networks (WPAN) and wire-
less sensor networks (WSN). As shown in Fig. 1, impulse radio (IR) UWB re-
ceiver architecture consists of RF front-end, digital baseband and micro-controller
unit (MCU). In the literature, most researches emphasize on RF front-end implemen-
tation [5, 8, 12], which recovers the transmitted pulse into either return-to-zero (RZ)
or non-return-to-zero (NRZ) formats. Most of them exclude the clock and data re-
covery (CDR) function. The CDR ensures proper burst mode operation to minimize
receiver power consumption. It also overcomes clock drift issue between different
transceivers.

In conventional RF transceiver, phase locked loop (PLL) and delay locked loop
(DLL) are very popular analog techniques for CDR [4, 6]. However, their implemen-
tations do not integrate well with IR UWB transceiver. One of the key attractive-
ness of IR UWB transceiver is its amenability to digital processing. This eliminates
many power hungry RF or analog blocks such as mixer and frequency synthesizer.
Therefore, it is important for us to maintain this trait of IR UWB transceiver while
implementing the CDR function.

Another popular all digital timing recovery technique involves the use of analog-
to-digital converter (ADC), followed by digital signal processing [1, 10]. This method
requires the partition of analog and digital boundary at the very early stage of RF

Fig. 1 General UWB receiver
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front-end, usually right after the low noise amplifier (LNA). The required over sam-
pling and narrow pulse width often implies high speed processing which is very
power consuming.

In this paper, we look at alternative way of digital timing recovery that inte-
grates well with IR UWB RF front-end. The proposed method eliminates the need
for PLL/DLL, and avoids the employment of ADC and high speed processing men-
tioned earlier. In this paper, the developed digital CDR will be used together with the
RF front-end reported in [5] where On-Off Keying (OOK) modulation is employed.

2 Proposed Digital Baseband Architecture

The proposed digital baseband is shown in Fig. 2. It consists of Serial Peripheral Inter-
face Bus (SPI), pulse width calibration, voltage-controlled oscillator (VCO) calibra-
tion, pseudorandom number (PN) sequence generator, encoder, decoder/correlator,
bit error rate (BER) estimator, pulse searcher, and pulse tracker.

The SPI module serves as an interface between the internal reconfigurable registers
and the external programming device (MCU). The internal registers will control the
settings of sub-blocks within digital baseband and RF front-end. Both the VCO and
pulse width calibration are used together with the transmitter block to calibrate centre
frequency and pulse width of UWB pulse.

The PN sequence generator is included for testing and debugging purpose. It can
generate pseudorandom bit sequence with length of 29 − 1 based on linear feedback
shift register (LFSR). The generated bit sequence can either serve as input signal to
the transmitter for transmitter testing, or input signal to the receiver path within digi-
tal baseband for receiver testing. To enhance the sensitivity of transceiver, additional
encoder and decoder/correlator blocks are also included. The encoder encodes the
transmitted bit sequence with either Barker code or Gold code before sending it to
the transmitter. Similarly, the decoder/correlator block correlates the received bit se-
quence with the given Barker or Gold code to recover the original transmitted signal.

Fig. 2 Digital baseband block diagram
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This can improve the sensitivity of transceiver by providing additional coding gain.
However, it will lower overall throughput of transceiver due to additional coding bits.
The BER estimator is included for the optimization of RF transceiver settings. During
the calibration mode, the digital baseband will cycle through different RF transceiver
settings and obtain BER for each setting. The setting with the lowest BER will be
chosen as the optimum settings for RF transceiver after calibration.

Pulse searcher and pulse tracker are used together to mimic the function of clock
and data recovery. Given a sequence of pilot signals, pulse searcher would identify
the timing location of received UWB pulse within a specific time interval. However,
due to clock drift issue between transmitter and receiver, this identified timing lo-
cation will also drift with time and become inaccurate. To circumvent this problem,
pulse tracker module is invoked once pulse searcher successfully identifies received
UWB pulse timing location. It will continuously track the location of UWB pulse
even in the presence of clock drift. It also recovers the received data into NRZ for-
mat and generates the corresponding data clock. Both the period and duty cycle of
data clock are adjusted continuously in the presence of clock drift. In addition, after
synchronization, pulse tracker module also generates enable signal for transceiver’s
burst mode operation. These two blocks will be explained in detail in the following
section.

3 Digital Implementation of Clock and Data Recovery

There are three assumptions needed in the implementation of the proposed system.
Firstly, digital baseband requires a pilot signal consists of 16 consecutive transmitted
1s at the start of each data packet. This facilitates the identification of received UWB
pulse location. Secondly, due to OOK modulation, continuous tracking of pulse lo-
cation can only occur for received 1s. Therefore, long consecutive received 0s are
prohibited in the transmitted sequence. This should not pose any severe problem be-
cause a well-designed Media Access Control (MAC) protocol should ensure suffi-
cient randomization of transmitted bit sequence to avoid the above-mentioned sce-
nario. Thirdly, the received UWB pulse has been sufficiently amplified by RF front-
end (LNA, energy detector and limiting amplifier) to rail-to-rail level. It should also
be pointed out that our proposed solution only targets for OOK modulation. The al-
gorithm would be much more complicated for pulse-position modulation (PPM) due
to offset in pulse position and the required timing resolution.

3.1 UWB Pulse Searching Module

As shown in Fig. 3, UWB pulse searching module consists of four D-flip-flop detec-
tors, a sampling controller, ten negative edge-triggered 5-bit registers (NR0–NR9),
ten positive edge-triggered 5-bit registers (PR0–PR9) and a decision Finite State Ma-
chine (FSM). UWB pulses are detected using the D-flip-flop detector as shown in
Fig. 4.

For any given data rate, the system clock is first set to 10 times of the data rate
through an internal frequency divider. Each symbol period is then divided into 10
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Fig. 3 UWB pulses searching algorithm block diagram

Fig. 4 D-flip-flop detector

smaller duration windows by the sampling controller. Therefore, one duration win-
dow (Tdur) is equivalent to one system clock interval (Tclk). Each duration window
within the symbol period is then tracked by either positive counter or negative counter
as shown in Fig. 5. In addition, each duration window will have its corresponding
5-bit register to store the number of UWB pulse detected during that duration win-
dow. As an example, NR1 would be the 5-bit register corresponds to the duration
window when the negative counter equals to 1. The sampling controller will generate
the control signals (ENi and RSTi) for each of the D-flip-flops as shown in Fig. 5.

There are three operation phases for D-flip-flop detector. D-flip-flop is first reset
during reset phase (RST = 1). After which, D-flip-flop will enter acquisition phase
(EN = 1/RST = 0) to detect any incoming pulse for one full duration window. Its
output (Q) will then be fed to the controller during sampling phase. Any incoming
pulse will set the Q to 1 and increase the count of the corresponding 5-bit register
(NRi or PRi) by 1 through Trig signal. As the three phases of operation span two
duration windows (2 × Tclk), both odd and even D-flip-flops are needed to cover 10
duration windows alternatively. The sampling controller will generate proper ENi

and RSTi for four flip-flop detectors. It will also produce Trig signals for NRi and
PRi based on Q outputs from flip-flop detectors. At the end of 16 pilot symbols of
transmitted 1s, both the negative and positive edge-triggered registers (NRi and PRi)
will have statistics which indicate the most likely timing location of incoming UWB
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Fig. 5 UWB pulse searching algorithm timing diagram

Fig. 6 Matlab behavioral
simulation for synchronization
error

pulses. The decision FSM will then determine this timing location based on the col-
lected data from these registers. Its decision will be feedback to sampling controller
for proper selection of D-flip-flop detector. Control signals for subsequent detection
of incoming UWB pulses will also be generated. As illustrated by the example shown
in Fig. 5, incoming UWB pulses occur at duration window corresponding to NR3 and
PR3, which have the highest number of count. During detection, noise and glitches
could randomly increase the register counts, such as NR2/PR2 and NR9/PR9. By
setting proper threshold in decision FSM (NRi or PRi > 12), we should be able to
mask these detection errors and find the correct timing location for incoming UWB
pulses.

The setting of threshold depends on two factors, i.e., receiver sensitivity and chan-
nel condition. Poorer channel condition might result in many detection errors and
require higher threshold to mask these detection errors. On the other hand, poorer
sensitivity with good channel condition might require lower threshold to enable the
detection of the desired UWB received pulses. To investigate the selection of thresh-
old, a Matlab behavioral model as shown in Fig. 6 has been built. The RF front-end
is modeled after [5]. Noise is injected after the energy detector to vary signal to noise
ratio (SNR). It should be pointed out that the RF front-end reported in [5] is not op-
timum due to the energy detection and limiting amplifier employed. It can result in
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Fig. 7 Synchronization error rate for (a) Gaussian pulse, (b) 1st derivative, (c) 2nd derivative, and (d) dif-
ferent pulse shapes at threshold = 12

a lot of glitches or noise pulses under poor SNR due to high gain of limiting ampli-
fier. The synchronization error rate with different pulse shapes are shown in Fig. 7.
As illustrated, high synchronization error rate is observed with lower threshold (<12)
for smaller SNR. However, with too high a threshold (>12), the synchronization er-
ror rate saturates at higher SNR and performs poorer than lower threshold. This is
because high threshold causes failure in detecting right timing location. From this
study, the optimum threshold is 12 that tallies with our measurement setting. It is
also observed that there is little difference in synchronization error rate for different
pulse shapes adopted in the simulation. This is because energy detection instead of
matched filter receiver is employed in our RF front-end. Matched filter receiver is not
used as it complicates the design of RF front-end and increases power consumption.
The transmitter employed in our project exhibits pulse shape similar to the 2nd order
derivative of a Gaussian pulse.

Most of the time, positive and negative edge-triggered registers will record same
number of UWB pulse detection. Therefore, either one can be chosen for subsequent
UWB pulse detection. In the proposed algorithm, we choose the duration window
corresponding to NRi if NRi = PRi. However, if the incoming pulse is occurring
right at the transition edge, the corresponding edge-triggered registers might fail to
detect pulses due to meta-stability issue. Therefore, both positive and negative edge-
triggered flip-flop and registers are included to overcome the problem. If positive
(negative) edge-triggered flip-flop encounters meta-stability issue and fails to detect
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Fig. 8 UWB pulse detect
algorithm flowchart

Fig. 9 UWB pulse searching
algorithm flowchart

incoming signal, negative (positive) edge-triggered flip-flop should still be able to
detect incoming pulse and result in NRi > PRi (or PRi > NRi). The flowchart for
pulse detect algorithm is also illustrated in Fig. 8.

Figure 9 shows the complete pulse searching algorithm flowchart. At the begin-
ning detection of each data packet, the count for both the positive and negative edge-
triggered registers are reset to zeros. After which, UWB pulse detect algorithm dis-
cussed earlier will be invoked. At the end of 16 pilot symbols, FSM will determine
the duration window with maximum number of detected UWB pulses. If the num-
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ber also exceeds the preset threshold (12), the pulse searching algorithm completes
and the pulse tracker is invoked. Otherwise, the pulse searching algorithm will be
repeated.

3.2 UWB Pulse Tracking Algorithm

Once UWB pulse searching algorithm completes, the exact duration window where
UWB pulses occur will be known. UWB pulse tracking algorithm as shown in Fig. 10
will begin. Pulse detection will span three consecutive duration windows. The center
duration window is determined from pulse searching algorithm. A tracking counter
will be used to track UWB pulse. As tracking algorithm only corrects drift upon
detection of 1s, slow clock drift coupled with short consecutive transmission of 0s
are needed to ensure the proper operation of the algorithm. This is a reasonable as-
sumption given that typical crystal oscillator exhibits frequency stability of ±50 ppm.
Assuming a worst case scenario of 100 ppm between RX and TX system clocks, this
will give rise to frequency difference of 10 kHz for system clock of 100 MHz. For
the algorithm to fail, RX and TX system clocks have to be out of synchronization by
more than one system clock interval (10 ns) between the detection of 1s. This corre-
sponds to transmission of 1000 consecutive 0s at 10 Mbps (100 µs), which is unlikely
to happen for a well-designed MAC.

When tracking counter value is zero, it indicates the position of duration window
where UWB pulse should occur. Under normal condition with no pulse detected,
tracking counter would repetitively count to 10 cycles and reset, which matches sym-
bol period exactly. The algorithm will reset tracking counter to zero once UWB pulse
is detected. If the position of UWB pulse does not change over time, it will be de-
tected when tracking counter value is zero. Therefore, it would not incur any change
on tracking counter as well as duration window. However, if clock drift causes the
UWB pulse position to change to the adjacent duration window, received UWB pulse
will reset the tracking counter to zero instantaneously and the position of the center
duration window will now be updated. The detailed timing diagram of pulse tracking
algorithm is shown in Fig. 11. As illustrated, initial UWB pulse occurs when negative

Fig. 10 UWB pulses tracking
algorithm flowchart
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Fig. 11 UWB pulse tracking algorithm timing diagram

Fig. 12 Die photo

counter equals to three, where the tracking counter is set to zero. Once UWB pulse
drift to duration window where negative counter equals to two, the tracking counter
will be reset right away to reflect the changes. The corresponding NRZ data and data
clock can then be easily generated based on tracking counter and detecting D-flip-flop
output.

The full system simulation is done using Matlab Simulink. Once the critical sys-
tem parameters are determined, Cadence NC-Verilog is employed for digital simula-
tion. The whole chip is then synthesized with Synopsys DC Compiler before sending
to Cadence SOC Encounter for place and route. Post-layout simulation is then per-
formed again with NC-Verilog after incorporating the post-layout verilog netlist and
timing data.

4 Measurement Results

The digital baseband is implemented using Verilog hardware description language
(HDL) and fabricated using 0.18 µm CMOS technology. The chip occupies a die area
of 0.8 mm × 0.7 mm and is shown in Fig. 12. It should be pointed out that the reported
chip includes all the functions described in earlier section, including pulse searching
and tracking module. To verify the functionality of clock and data recovery, the fol-
lowing setup is used. 100 MHz crystal oscillator is employed as system clock and the
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Fig. 13 Measured waveforms

targeted data rate is 10 Mbps. A PN data sequence with bit rate of 10.5 Mbps is trans-
mitted through a UWB transmitter and received by a corresponding UWB receiver
front-end. The receiver and transmitter employed are similar to those reported in [5]
and [3] earlier. The recovered RZ data from receiver front-end is then sent to the pro-
posed digital baseband for proper clock and data recovery. The PN data is purposely
set to 10.5 Mbps to introduce clock drift phenomenon. The recovered NRZ data and
corresponding data clock are shown in Fig. 13. As illustrated, digital baseband cor-
rectly recovers transmitted data in NRZ format and eliminates clock drift issue. As
pulse tracking algorithm can only update pulse position when 1s are detected, we see
that duty cycle of data clock is only updated when 1s are received. In addition, when
longer consecutive 0s are observed in the transmitted sequence, more drift error is
accumulated, which result in larger change in duty cycle of data clock. The exper-
iment setup achieves sensitivity of −70 dBm @ 20 Mbps with BER of 10−3 with
cable testing [5]. The performance is compared with other UWB receiver in Table 1.
The higher bit energy consumed is due to larger LNA current [5] which improves the
sensitivity. The setup can also achieve wireless transmission distance of 2.5 m with
BER of 10−3 at same data rate. For wireless transmission, multi-path fading might
potentially result in receiving pulses at multiple duration windows and cause error
at pulse searching algorithm. However, this phenomenon is not observed during the
testing. One possible explanation is due to the poor sensitivity of non-coherent re-
ceiver employing energy detector. As received pulses due to multi-path fading have
much smaller energy, they do not result in rail-to-rail UWB RZ pulse at the input of
digital baseband. The performance of digital baseband is summarized in Table 2. It
operates under 1.8 V and consumes only 5 mW. From testing, it can handle data rate
up to 20 Mbps.
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Table 1 Performance comparison

Paper Modulation Sensitivity Data rate nJ/bit Tech./Area

(dBm)

[8]* PPM −99 100 kbps 2.5 90 nm/2 mm2

[2]* OOK −65 1 Mbps 2.6 180 nm/1.8 mm2

[11] PPM N/A 20 Mbps 1.44 180 nm/NA

[5] OOK −70 20 Mbps 3.1 180 nm/

+ −83 1 Mbps + 2.8 mm2+
This work 0.25 0.56 mm2

*Without clock and data recovery

Table 2 Digital baseband specification

System clock <200 MHz

Data rate <20 Mbps

Area 800 µm × 700 µm

Operating voltage 1.8 V

Power consumption 5 mW @ 10 Mbps

Technology 0.18 µm CMOS

It is difficult to obtain a fair comparison for the proposed solution and other re-
ported OOK receivers. Most OOK receivers, such as [8] and [2], do not consider
CDR and clock drift issue, assuming it will be taken care of by baseband. On the
other hand, [1] and [11] circumvent the problems through the introduction of power
hungry ADC. In [11], signal band of 500 MHz is first down converted to baseband
before sending to ADC. This avoids high sampling rate and results in lower power
ADC of around 10 mW. However, it has added cost of mixer and LO. On the other
hand, [1] employs direct sampling of the RF signal which results in high power ADC
of around 80 mW due to narrow UWB pulse width. Although the ADC also provides
higher flexibility and sensitivity for receiver, the larger power penalty might not be
desirable. The PLL and DLL solutions introduced in [7, 9], covering similar data rate,
consume around 17 mW.

5 Conclusion

A reconfigurable digital baseband for UWB transceiver is designed using 0.18 µm
CMOS. The clock and data recovery function is fully implemented in digital domain
without any need for PLL/DLL or ADC, and is thus very amenable to the integration
with UWB transceiver. The successful synchronization of received data also allows
burst mode operation to minimize the power of RF front-end.
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