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Abstract In this paper, the problem of colour image segmentation is addressed using
the Dempster–Shafer (DS) theory. Examples are provided showing that this theory is
able to take into account a large variety of special situations that occur and which are
not well solved using classical approaches. Modelling both uncertainty and impreci-
sion, and computing the conflict between images and introducing a priori information
are the main features of this theory. Consequently, the performance of such a segmen-
tation scheme is largely conditioned by the appropriate estimation of mass functions
in the DS evidence theory. In this paper, a new method of automatically determining
the mass function for colour-image segmentation problems is presented. The mass
function of each pixel is determined by applying possibilistic c-means (PCM) clus-
tering to the grey levels of the three primitive colours. A reliability criterion, associ-
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ated with each pixel and the mass functions of its neighbouring pixels, is used into
a fuzzy based reasoning system in order to decide on the appropriate segmentation.
Experimental segmentation results on medical and textured colour images highlight
the effectiveness of the proposed method.

Keywords Dempster–Shafer’s evidence theory · Data fusion · Conflict · Fuzzy
clustering · Possibilistic approaches

1 Introduction

Data fusion techniques [3], based on exploiting redundant and complementary infor-
mation from different sources is an appealing approach for colour image segmenta-
tion [10, 11, 23, 26]. Many approaches or mathematical formalisms have been pro-
posed for data fusion: probability [27], fuzzy logic [2, 20, 24], possibilities [13],
evidence theory [14, 28], etc.

Moreover, the Dempster–Shafer evidence theory aims to represent and handle un-
certain information. An important property of this theory is its ability to merge dif-
ferent data sources in order to increase the information quality. The application areas
of the DS theory are various [15, 20], but in the use of this theory for image seg-
mentation, the determination of the mass functions is a hard task. Many authors have
addressed this problem using different approaches [25, 29, 31, 32]. In particular, the
relationship between the fuzzy sets and the DS evidence theory is investigated in
[4, 30]. In terms of using the evidence theory for image segmentation application,
due to the deficiency of specificity and the fuzziness of the mass function estimation
in the evidence theory, the advantages provided by fuzzy set theory are characterized
by various definitions of membership functions.

In this context, Zimmermann and Zysno [31] have provided a model for mem-
bership functions based on the “distance” of a point from a prototypical member
(MMFD). However, one of the major factors that influences the determination of
the membership functions is the “distance measure” chosen for the problem at hand
[6, 31]. With the same objective, Vannoorenberghe et al. [29] have shown through
empirical studies that a good model of the mass functions is based on the assumption
of Gaussian distributions (MMFAGD) and histogram thresholding and applied on
synthetic and biomedical images that contain only two classes. However, this model-
based method requires the knowledge of a priori information not often available at
our disposal. Hence, Ben Chaabane et al. [7, 8] proposed a mass functions estima-
tion based on fuzzy homogeneity approach to overcome this limitation. This method
may be seen to be a straightforward complement to that in the paper proposed by
Vannoorenberghe et al. [29].

Recently, fuzzy clustering methods have shown good ability to generate the mem-
bership update equations for an iterative algorithm. Most analytic fuzzy approaches
are derived from Bezdek’s Fuzzy C-Means (FCM) algorithm applied to the grey lev-
els to automatically determine the membership degree of each pixel. The idea is to
assign, at each image pixel level, a mass function that corresponds to a membership
function in fuzzy logic [9, 32]. The degrees of membership of the various pixels are
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determined by applying fuzzy c-means (FCM) clustering to the grey levels of the
image.

However, this algorithm has a considerable difficulty in noisy environments, and
the memberships resulting from FCM do not always correspond to the intuitive con-
cept of degree of belonging or compatibility. The membership degrees are computed
using only the grey levels and do not take into account the spatial information of pix-
els with respect to one another. Also, the Hard C-Means (HCM) [16] is one of the
oldest clustering methods in which HCM memberships are hard (i.e., 1 or 0). This
method is used to learn the prototypes of clusters or classes, and the cluster’s centres
are used as prototypes. In principle, the main differences between the various works
in the references cited above are in the method of mass functions estimation, and
in the application. At the same time, one should point out the lack of methods for
automatically generating the membership functions from the training data; this is a
serious problem in many applications.

In this paper, we investigate as to how the user can choose a suitable method for
determining the mass function in the Dempster–Shafer evidence theory. We refor-
mulate the fuzzy clustering problem so that the clustering method can be used to
generate memberships with typical interpretation. Hence, this work may be seen as
a straightforward complement to the one proposed by Zhu et al. [32]. In their paper,
the authors suggested that the user has to search for a suitable method for automati-
cally determining the mass function. Hence, this paper is devoted to this task, applied
to colour image segmentation, where we aim at providing help to the doctor for the
follow-up of the diseases of the breast cancer. The objective is to rebuild each cell
from a series of three component images (R, G and B). From an initial segmentation
obtained by using the PCM algorithm, one seeks a segmentation which represents
as well as possible the cells, in order to give to the doctors a schema of the points
really forming part of the cells, as also the number of the cells. The idea is based on
the Possibilistic C-Means (PCM) algorithm. The determination of the mass function
does not only take into account the advantage of the fuzzy framework, but also con-
siders the spatial relation of the membership degrees among neighbouring pixels to
explore the image features. Once the mass functions are determined for each primi-
tive colour to be fused, the DS combination rule and decision are applied to obtain
the final segmentation.

Section 2 introduces a method for the estimation of the mass functions in the
Dempster–Shafer evidence theory, as applied to colour image segmentation. Experi-
mental results are discussed in Sect. 3, and conclusion is given in Sect. 4.

2 Mass Functions Determination Using PCM

The original FCM formulation minimizes the objective function given by [5]:

JFCM = Jm(u, v) =
c∑

i=1

n∑

k=1

um
ikd

2
ik (1)

subject to
∑c

i=1 uik = 1 for all k.
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In (1), d2
ik is the distance of the feature point xk to the centres of the classes vi of an

(M ×N) image, n = M ×N is the total number of feature vectors, c is the number of
classes that are user-dependent and should be known a priori in the PCM algorithm,
and U = [uik] is a c × n matrix, called the fuzzy c-partition matrix [1, 19, 21, 22],
uik is the membership degree of the feature point xk in cluster i, and m ∈ [1,∞] is a
weighting exponent called the fuzzifier.

Simply relaxing the constraint in (1) produces a trivial solution, i.e., the criterion
function is minimized by assigning all membership to zero. Clearly, one would like
to have a good possibilistic data partition (high membership for the representative
points and low membership for the unrepresentative ones). The objective function
which satisfies these hypotheses may be formulated as [25]:

JPCM = Jm(u, v)

=
n∑

k=1

c∑

i=1

um
ikd

2
ik +

n∑

k=1

ηk

c∑

i=1

(1 − uik)
m (2)

where ηk are suitable positive numbers. The first term requires that the distances from
the vectors of the prototypes be as low as possible, whereas the second term forces
the uik to be as large as possible: this avoids the trivial solution.

The necessary conditions on the prototypes are identical to the corresponding con-
ditions in the FCM and its derivatives.

Hence, minimizing JPCM with respect to U is equivalent to minimizing the fol-
lowing objective function (2), with respect to each one of the uik :

JPCM = um
ikd

2
ik + ηk(1 − uik)

m. (3)

Differentiating (3) with respect to uik and setting it to zero leads to the equation

uik = 1

1 + (
d2
ik

ηk
)1/m−1

. (4)

Also, it has to be noted that ηk determines the relative degree to which the second
term in the objective function (3) is significant compared to the first term.

If both terms are to be weighted roughly equally, then ηk should depend on d2
ik

with m = 2 and

ηk =
∑n

k=1 um
ik
d2
ik∑n

k=1 u2
ik

. (5)
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So, we propose a family of possibilistic clustering algorithm of the general form:

The Possibilistic C-Means (PCM) algorithm
Fix the number of clusters c; fix m, 1 < m;
Set iteration counter t ′ = 1;
Initialize the possibilistic C-partition U(0);
Estimate ηk using (5);
Repeat

Update the prototypes using U(t ′); as indicated below;
Compute U(t ′+1) using (4);
Increment t ;

Until ‖U(t ′−1) − U(t ′)‖ < ε;
where ε is a chosen error. In the present study, the number of clusters is fixed, the
value of m is set to 2, and the clustering process is stopped when ε ≤ 10−3.

The purpose of segmentation is to partition the image into homogeneous regions.
The idea of using the DS evidence theory for image segmentation is to fuse, one by
one, the pixels coming from the three images. The PCM is applied to the three prim-
itive colours. Then, the segmented results are combined using the Dempster–Shafer
evidence theory to obtain the final segmentation results. In fact, the membership func-
tions generated by PCM clustering do not contain any spatial information, and they
are thus sensitive to undesired factors such as noise. To reduce the influence of the
undesired factors on the final determination of the mass functions, the spatial neigh-
bourhood is taken into account for the membership functions of each pixel of the
images.

However, a final membership degree of each pixel can be regarded as an angle-
related function that contains the spatial information among neighbouring pixels. In
Fig. 1, eight neighbouring pixels of distance one are angularly related to pixel pxy at
the location (x, y) in the window wxy .

Assume that gxy is the intensity of a pixel pxy at the location (x, y) in an (M ×N)

image, wxy is a size (t × t) window centred at pixel (x, y). One could average the
resulting membership degrees uxy along the direction θ within the window wxy to

Fig. 1 Spatial relationship
between pixel pxy at the
location (x, y) and its
neighbours in the bloc wxy with
different angular θ . Here, the
neighbouring distance d = 1 and
θ = {0◦,45◦,90◦,135◦,180◦,

225◦,270◦,315◦}
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obtain a final membership degree uxy of each pixel pxy , which will reduce the effect
of noise.

The final membership of pixel pxy within the window wxy is computed by

uxy = 1

t2

x+(t−1)/2∑

p=x−(t−1)/2

y+(t−1)/2∑

q=y−(t−1)/2

upq (6)

where x ≥ 2, p ≤ M − 1, y ≥ 2 and q ≤ N − 1.
However, the size of the window has an effect on the computation of the final

membership value. The window should be big enough to allow sufficient information
provided to the computation of each pixel membership degree. Furthermore, using a
larger window in the computation of the membership degree decreases the effect of
the noise. Also, a larger window causes a significant processing time. As a trade-off
choice, experimentally a (3 × 3) window is chosen for computing the final member-
ship degree off the final pixel pxy .

However, in the present study, we apply the PCM approach to the three primitive
colours (RGB) to represent each grey level gxy by a membership degree uxy . Then,
the segmentation results of the three primitive colours are combined by using the
Dempster–Shafer evidence theory [14, 28]. The main advantage of this theory is to
affect a degree of confidence, which is called the mass function, to all simple and
composed hypotheses (set classes Ci in the present case), and to take into account the
lack of information.

Therefore, the clusters generated by the PCM clustering from the frame of dis-
cernment Ω composed of i single mutually exclusive subsets Hi is symbolized by

Ω = {H1,H2, . . . ,Hc} = {Ci}; 1 ≤ i ≤ c. (7)

In order to express a degree of confidence for each proposition A of 2Ω , it is possible
to associate an elementary mass function m(A) which indicates all confidence that
one can have in this proposition. The function m is defined from 2Ω to [0,1] verifying

{
m(φ) = 0,∑

An⊆Ω m(A) = 1.
(8)

If m(A) > 0, A is called a focal element.
The main advantage of the DS theory is its robustness of combining information

coming from various sources with the DS orthogonal rules [14], given by (10).
Let us assume the presence of Q distinct and independent information sources.

Each source is characterized by a mass function defined on the frame of discern-
ment Ω . The Dempster’s combination consists in determining the single masse m(.)

resulting from the fusion of these Q mass functions mQ(.) by using the orthogonal
rule. Then, the DS combination can be represented for Q information sources by the
following orthogonal rule:

m(Hi) = m1(Hi) ⊕ m2(Hi) ⊕ · · · ⊕ mQ(Hi) (9)

where ⊕ is the sum of DS orthogonal rule.
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In the case of two sources Sr and Ss , the DS combination can be represented as

∀Hi ⊆ Ω, m(Hi) = 1

K

∑

A∩B=Hi

mr(A).ms(B) (10)

where K is defined by [14]:

K = 1 −
∑

A∩B=φ

mr(A)ms(B). (11)

Note that this operation is commutative and associative. In (11), the normalization
coefficient K evaluates the conflict between the two sources Sr and Ss . The DS theory
of evidence is a rich model of uncertainty handling as it allows the expression of
partial belief [28].

2.1 Mass Function of Simple Hypotheses

The mass of simple hypotheses Hi is directly obtained from the membership func-
tions uxy of the grey level gxy at location (x, y) to cluster i as follows:

mxy(Hi) = mxy(Ci) = uxy(Ci); 1 ≤ i ≤ c. (12)

2.2 Mass Function of Double Hypotheses

The mass function assigned to double hypotheses depends on the mass functions of
each hypothesis. In fact, if there is a high ambiguity in assigning a grey level gxy to
cluster Cl or Cm from the same information source, that is |uxy(Cl) − uxy(Cm)| <

ε1, where ε1 is a threshold value, then a double hypothesis Hlm is formed and its
associated mass is computed according to the following formula:

mxy(Hlm) = mxy(Hl ∪ Hm)

= mxy(Cl ∪ Cm)

= �
(
uxy(Cl), uxy(Cm)

); 1 ≤ l,m ≤ c (13)

where � denotes a mass function operator, and the value of the threshold ε1 is chosen
following the application in question. In all cases, for the present study, ε1 is fixed
at 0.1.

However, the mass assigned to a double hypothesis depends on the membership
degrees of both the simple hypotheses.

It is evident that the more uxy(Cl) or uxy(Cm) is important, the more the mass to
their union is. At the same time, the closer the values of uxy(Cl) and uxy(Cm) are,
the greater is the ambiguity between the two hypotheses forming their union, and
consequently, the greater is the mass to assign to the double hypothesis Hl ∪ Hm.

In the present study, � represents the surface of a triangle presented in Fig. 2. The
surface of such a triangle depends on the amplitudes of the membership functions of
gxy to the clusters Cl and Cm, and also on the difference between these amplitudes.
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Fig. 2 Construction of
triangular membership functions
and determination of the
overlapped surface

Figure 2 shows how the triangle is constructed and how the mass of double hy-
pothesis Hl ∪ Hm is derived from the surface of the triangle. The vertical axis in
Fig. 2 represents the membership degrees. The unit of the horizontal has no effect on
the mass computation. The heights of the triangles are equal to uxy(Cl) and uxy(Cm),
respectively. The overlapping surface, as represented by the shaded region S in Fig. 2
of the two triangles, represents the membership of a grey level to the composite hy-
pothesis Hl ∪ Hm in the new reference system. Therefore, the mass value attributed
to the double hypothesis Hl ∪ Hm(or Cl ∪ Cm) can be directly computed from the
surface S.

From the membership function plots of Hl and Hm(Fig. 2), it can be seen that the
highest ambiguity between the hypotheses Cl and Cm is obtained when uxy(Cl) =
uxy(Cm) = 0.5. Therefore, we conclude that the maximum of the overlapped surface
S corresponds to the highest ambiguity case, and uxy(Cl) = 1, uxy(Cm) = 0 corre-
spond to the case of no ambiguity between the two classes.

From the membership functions of hypotheses Hl and Hm, the mass value as-
signed to the composite hypothesis Hl ∪ Hm is then given by

mxy(Hl ∪ Hm) = mxy(Cl ∪ Cm)

= �
(
uxy(Cl), uxy(Cm)

)

= S(uxy(Cl)).S(uxy(Cm))

4.Smax
. (14)

From (14), we see that the choice of the geometric shape of the surface has no effect
on the final results. The only important values are uxy(Cl) and uxy(Cm). Thus, the
distance between the vertices of the two triangles can be set to 1 for simplification.

Once the mass functions of the three primitive colours (three information sources)
are estimated, their combination is performed using the orthogonal sum of the
Dempster–Shafer evidence theory that can be represented as follows:

mxy(Hi) = m1
xy(Hi) ⊕ m2

xy(Hi) ⊕ m3
xy(Hi). (15)

The decisional procedure for the classification purpose consists of choosing one
of the maximum plausibility, the maximum belief, etc., as the most likely hypothe-
sis Hi . The decision-making is carried out on simple hypotheses that represent the
classes in the images. If we accept the composite hypotheses as the final results in the
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Fig. 3 Flow chart of the proposed method

decisional procedure, the segmentation results obtained would be more reliable but
with a decreased precision. The proposed method can be described by the flow chart
given in Fig. 3.

3 Experimental Results

In order to illustrate the methods presented in the previous section, a large variety of
medical and synthetic colour images (Fig. 4) are employed in our experiments. Some
experimental results are shown in Figs. 5–7. The images originally are stored in RGB
format. Each of the primitive colours (red, green and blue) is represented by 8 bits
and has an intensity range from 0 to 255.

We first present the segmentation results in the RGB colour space by applying
the PCM algorithm to the red, green and blue colour features, respectively. In this
case, a region is recognized in red component but is not identified by green and blue
components. This shows that the RGB space has a strong correlation of its three
components, and hence, the use of a single information source leads to bad results.
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Fig. 4 Data set used in the experiment. Twelve images were selected for a comparison study. The patterns
are numbered from 1 to 12, starting at the upper left-hand corner

The experimentation is carried out on medical images of cancer disease type in
Fig. 5(a) and these images are used as original images. The results are shown in
Figs. 5(b), (c), and (d).

The problem of incorrect segmentation can also be observed in Fig. 5. Indeed, in
Fig. 5(b), the resulting image presents six cells, and in Figs. 5(c) and (d) the resulting
images present, respectively, only three and five cells.

Comparing the results, we can find that the cells are much better segmented in
(b) than those in (c) and (d). Also, the first resulting image contains some holes in
one of the cells, which do not exist in another resulting image. This demonstrates the
necessity of the fusion process.

For purpose of comparison, we apply the proposed approach and some classical
and automatic approaches to the same-colour image segmentation. The latter methods
include those of Zimmermann and Zysno [31], Ben Chaabane et al. [6], Vannooren-
berghe et al. [29], Zhu et al. [32] and Duda and Hart [16]. The segmentation results
are shown in Figs. 6 and 7.

Figure 6 shows a comparison of the results between the traditional methods
MMFD [31], MMFADG [29], and the proposed method. The segmentation results
are obtained using the MMFD, the MMFAGD and PCM clustering algorithms for
the determination of the mass functions in the DS theory. They correspond, respec-
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Fig. 5 (Color online) Segmentation results on a colour image, (a) original image with RGB representation
(256 × 256 × 3) and c = 2, (b) segmentation results using PCM algorithm on red component, (c) segmen-
tation results using PCM algorithm on green component, (d) segmentation results using PCM algorithm
on blue component. (The various medical images used in this paper are provided with permission from
Cancer Service, Salah Azaiez Hospital, Bab Saadoun, Tunis, Tunisia)

tively, to Figs. 6(b), (c) and (d). The cells are exactly and homogeneously segmented
in Fig. 6(d), which is not the case in Fig. 6(b) and (c).

It can be seen from Table 1 that 46.31%, 23.66% and 2.54% of pixels were in-
correctly segmented in Fig. 6(b), (c) and (d), respectively. In fact, the experimental
result presented in Fig. 6(d) is quite consistent with the visualized colour distribution
in the objects, which makes it possible to take an accurate measurement of the cells
volumes [12].

In fact, the experimental results indicate that the proposed method, which uses
both the information reliability and the spatial neighbourhood information for the
calculation of the mass functions in the DS evidence theory, is more accurate than the
traditional methods in terms of segmentation quality as denoted by the segmentation
sensitivity, see Table 1.

To evaluate the performance of the proposed segmentation algorithm, its accuracy
was recorded. Regarding the accuracy, Tables 1 and 2 list the segmentation sensitivity
of the different methods for the data set used in the experiment.

The segmentation sensitivity [17, 18] (Sens %) is computed using

Sens = Npcc

N × M
× 100 (16)
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Fig. 6 (Color online) Comparison with the segmentation results on a colour image, (a) original image
with RGB representation (256 × 256 × 3) and c = 2, (b) segmentation results where MMFD as that used
for DS mass function, (c) segmentation results where MMFAGD as that used for DS mass function, (d)
segmentation results based on proposed approach, and (e) reference segmented image

where Sens, Npcc and N ×M correspond to the segmentation sensitivity (%), number
of correctly classified pixels and the image sizes, respectively.

The acquisition of the correct classified pixels is not a manual process; hence,
software based on a reference image is run. It consists of a small program which
compares the labels of the obtained pixels and the reference pixels. The correctly
classified pixel denotes a pixel with a label equal to its corresponding pixel in the
reference image. The labelling of the original image is generated by the user based on
the image used for segmentation. Consequently, the image segmentation ground truth
is generated manually by the doctor (specialist) using the original image. Figure 6(e)
shows the ideal segmented image.

Since there are many incorrectly segmented pixels by the HCM and FCM based
methods, some homogeneous areas are incorrectly segmented. The boundary of the
green class is clearly separated by the proposed approach, while there are too many
fragments in Figs. 7(b) and (c).

Since HCM and FCM based methods do not consider the spatial dependencies
among the pixels and the compatibilities of the points belonging to the classes to
compute the mass functions, there are some isolated pixels that are remaining. As
seen in the experimental results, the proposed approach works better than the HCM
and FCM based methods.

However, this new method requires a lot of computation time (see Table 3), due to
the large number of iterations and the number of operations (multiplications, addition
and exponent) that are necessary for the computation of membership’s degree, and
also for the computation of the mass functions for the simple and composite classes.
On the other hand, this new method is very efficient for colour images segmentation.
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Fig. 7 (Color online) (a) Original image 256 × 256 × 3 colour textured image disturbed with a “salt and
pepper” noise and with grey level zero to 255 of each primitive colours and c = 2, (b) resulting image by
HCM method, (c) resulting image by FCM method, (d) resulting image by the proposed method

To provide insights into the proposed method, we have compared the performance
of the proposed method with those of the corresponding Hard and Fuzzy C-Means
algorithms. The method was also tested on synthetic images and compared with other
existing methods.

The comparison of the proposed approach will be presented through the next ex-
periment. Figures 7(b), (c) and (d) shows the final segmentation results obtained from
the HCM algorithm, the FCM and the PCM algorithms, respectively, when a “salt and
pepper” noise of D density is added to the original image I , shown in Fig. 7(a). This
affects approximately (D × (N × M)) pixels. The value of D is 0.02.

Comparing Figs. 7(c), (d), and (e), we observe that the two regions are correctly
segmented in Fig 7(e), showing the complementary information provided by three
primitive colours and the good estimation of the mass function by PCM.

It can be seen from Table 2 that 28.77% and 11.08% of the pixels were incor-
rectly segmented by HCM and FCM based methods, respectively, but only 03.13%
are incorrectly segmented pixels by our proposed method. Comparing Figs. 7(b) and
(c) with (d), we can see that the image resulting from the proposed method is much
clearer than the one resulting from the HCM and FCM based methods.
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Table 1 Segmentation sensitivity from MMFD and DS, MMFAGD and DS, and PCM and DS for the data
set shown in Fig. 2

MMFD and DS MMFAGD and DS PCM and DS

(proposed method)

Sensitivity segmentation (%)

Image 1 66.84 72.94 96.87

Image 2 68.23 79.66 91.75

Image 3 72.56 83.19 89.85

Image 4 85.11 88.91 97.88

Image 5 75.42 76.86 94.35

Image 6 53.69 76.34 97.46

Image 7 83.54 93.88 98.84

Image 8 66.78 79.33 99.68

Image 9 75.84 77.85 98.89

Image 10 68.23 79.66 96.87

Image 11 62.74 74.43 90.18

Image 12 45.37 68.45 98.93

Table 2 Segmentation sensitivity from HCM and DS, FCM and DS, and PCM and DS for the data set
shown in Fig. 2

HCM and DS FCM and DS PCM and DS

(proposed method)

Sensitivity segmentation (%)

Image 1 86.74 89.45 96.87

Image 2 61.82 88.92 91.75

Image 3 73.76 87.25 89.85

Image 4 89.21 96.68 97.88

Image 5 78.62 90.15 94.35

Image 6 62.42 79.86 97.46

Image 7 73.64 96.88 98.84

Image 8 61.48 88.79 99.68

Image 9 73.38 99.63 98.89

Image 10 71.23 88.92 96.87

Image 11 44.93 69.07 90.18

Image 12 56.87 67.31 98.93

4 Conclusion

In this paper, we have proposed a new method for the estimation of the mass functions
in the Dempster–Shafer’s evidence theory applied to colour image segmentation. This
method consists of two steps. In the first step, the automatic estimation of mass func-
tions in the DS evidence theory is determined from the possibility theory, which takes
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into account the compatibility information and represents the membership degree of
each pixel with the central pixel and its neighbours. In the second step, the final
mass functions are computed based on the evidence theory. The Dempster–Shafer’s
orthogonal rule is used to handle the missing information and the high correlation
of the three-colour image components. The proposed method has been compared
with the conventional and the automatic mass functions determination procedures.
The best experimental results have been achieved by the proposed method for the
following reasons. First, the proposed method uses the compatibility information
to generate membership levels, i.e., the resulting partition of the data can be inter-
preted as the compatibilities of the points with the class prototypes, but the HCM and
FCM approaches use only the grey level to determine the membership degree of each
pixel. Secondly, the proposed method considers the neighbouring membership degree
among the pixels of the images during the determination of a final mass function in
the DS evidence theory.
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