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Abstract Bandwidth extension can be defined as a deliberate process of expanding
the frequency range (bandwidth) for signal transmission. Its significant advancement
in recent years has led to the technology being adopted commercially in several ar-
eas, including psychoacoustic bass enhancement of small loudspeakers and the high
frequency enhancement of perceptually coded audio. In this paper, a novel bandwidth
extension method based on chaotic data hiding is proposed. More specifically, a hid-
den channel is created by removing the imperceptible components from the transmit-
ted audio or video. The out-of-band information is then encoded and embedded into
the hidden channel without degrading the quality of the bandlimited signal. At the
receiver, when the out-of-band information is extracted from the hidden channel, it
can be used to combine with the bandlimited signal, providing a signal with a wider
bandwidth. To balance the tradeoff between robustness and payload of transmitting
the out-of-band information through the hidden channel, the technique of chaotic
code division multiple access (CDMA) is employed. Since minimizing the multiple
access interference (MAI) is crucial to the detection performance of a CDMA system,
we employ a hybrid algorithm based on genetic programming (GP) and DNA com-
puting to generate the desired spreading sequences with low cross-correlation. The
effectiveness of the proposed method is validated by applying it to enhance telephony
speech quality.
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1 Introduction

Bandwidth scarcity is a common problem of contemporary telecommunications. For
example, speech in communication networks is mostly transmitted in narrowband
(NB) by using an audio bandwidth (0.3–3.4 kHz) and a sampling frequency (8 kHz)
originating from conventional pulse coding modulation (PCM). Both the pleasant-
ness and intelligibility of NB speech suffer from the limited bandwidth. A similar
situation also exists for video communication. Although wideband (WB) transmis-
sion will become more prevalent in the future, it will take time before all the terminals
and networks support WB transmission. During the long transition period, alternative
solutions have to be sought to extend the bandwidth virtually, instead of physically.

Many efforts have been devoted to artificially generate WB audio/video from NB
audio/video [3, 6, 15]. The rationale is that while WB and NB audio/video are gener-
ated from the same source, they are highly correlated to each other [8]. By exploiting
the mutual dependence between these NB and WB signals, the missing WB com-
ponents can be estimated from the NB signal. However, “dependence” is not “de-
terministic”. This artificial bandwidth extension (ABE) approach has the limitation
of lacking sufficient information to estimate the out-of-band (the frequency range
beyond NB but within WB) information accurately [9].

In this paper, we propose to embed the out-of-band information into the NB sig-
nal by data hiding, which makes use of a hidden channel to transmit out-of-band
information [1, 19, 21]. More precisely, the NB components below the perceptual
threshold are removed. While this removal does not degrade the perceptual quality of
the NB audio/video, it creates a hidden channel, in which the out-of-band information
can be transmitted. At the receiver, when the hidden information is retrieved, a WB
signal can be constructed by combining the out-of-band signal that was transmitted
through the hidden channel and the NB signal. Since the proposed method uses real
out-of-band information for bandwidth extension, it does not have the problems of
conventional ABE methods, which use estimated values to construct the WB sig-
nal. Furthermore, the proposed method is compatible with conventional NB terminal
equipments, e.g., a plain ordinary telephone set (POTS). In other words, conventional
NB receivers can still access the NB audio/video properly without additional hard-
ware, while a customized receiver is able to extract the hidden signal and provide WB
services.

There are two challenges for this data hiding-based bandwidth extension frame-
work. On one hand, we want as much out-of-band information as possible to be trans-
mitted through the hidden channel. On the other hand, the hidden signal should be
robust to noise corruption or the quantization process. Because the direct sequence
code division multiple access (DS-CDMA) technique is well recognized by its high
capacity and robustness to interference, it is employed in this study for data transmis-
sion through the hidden channel. In particular, the data bits carrying the out-of-band
information are spread by multiplying with spreading sequences before embedding.
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Fig. 1 Illustration of perceptual
masking

The resulted spread signals are then multiplexed to form the hidden signal for trans-
mission. At the receiver, the corrupted hidden signal is extracted, and a multiuser
detector is used to retrieve the out-of-band information.

To minimize the multiple access interference (MAI) caused by the other si-
multaneously transmitted data information, spreading sequences with low cross-
correlations are preferred. Conventional spreading sequences, e.g., Walsh-Hadamard
codes, are able to achieve an optimal cross-correlation performance, i.e., orthogonal
to each other, only when the sequence length is a power of 2, i.e., 2k , k = 1,2,3, . . . .
However, in our application of bandwidth extension, the sequence length can be any
positive integer. In order to meet the design requirement that the spreading sequences
should have optimal cross-correlation performance for any sequence length, a chaotic
system with a hybrid algorithm based on genetic programming (GP) and DNA com-
puting is employed in this study. The proposed hybrid algorithm uses GP to design
a chaotic map with a maximum number of desired spreading sequences, and it uses
DNA computing to determine the initial conditions of the chaotic map.

The paper is organized as follows. Section 2 describes the proposed chaotic data
hiding method for bandwidth extension. Section 3 presents the design of chaotic
spreading sequences by GP-DNA. The performances of the proposed scheme un-
der additive white Gaussian noise (AWGN) and quantization error are analyzed in
Sect. 4. Section 5 presents a system design of telephony speech bandwidth extension
using chaotic data hiding. Experimental results using real speech signals are reported
in Sect. 6, and the concluding remarks are given in Sect. 7.

2 Chaotic Data Hiding for Bandwidth Extension

Data hiding is based on the knowledge that the presence of strong audio/video com-
ponents makes a spectral neighborhood of weaker components imperceptible, as
shown in Fig. 1. Therefore, the spectrum components of an NB audio/video sig-
nal below the perceptual thresholds can be removed without degrading the per-
ceptual quality. Assume that the NB audio/video signal is denoted by {xNB(k)},
k = 0,1, . . . ,N − 1. Its corresponding spectrum components can be represented by
{X(k)},1 k = 0,1, . . . ,N − 1, where N is the total number of samples. This below-

1A two-dimensional signal can be transformed to a one-dimensional signal by raster scan, zig-zag scan,
etc.
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Fig. 2 Block diagram of
embedding the encoded
out-of-band information into NB
signal by chaotic CDMA

perceptual-threshold removal process can be expressed by

X(k) =
{

X(k), if |X(k)| ≥ T (k),
0, if |X(k)| < T (k),

k = 0,1, . . . ,N − 1, (1)

where T (k) is the perceptual threshold obtained by passing the audio/video signal
through a psychoacoustic model [16] or a psychovisual model [22].

Assume that L components are set to zero during the removal process and that the
indices of these components are k0, k1, . . . , kL−1 respectively. We also assume that
the out-of-band information is encoded into a sequence of binary digits, i.e., {bm},
bm ∈ {−1,1}, m = 0,1,M − 1, where M denotes the total number of digits. Figure 2
plots the embedding procedure of the proposed chaotic hiding approach. As shown,
each data bit is spread out by multiplying with a spreading sequence, i.e., bmsm. The
length of the spreading sequence sm is equal to L. All these spreading signals are
then added together to generate the hidden signal. That is,

h =
M−1∑
m=0

bmsm, (2)

where h denotes the vector of the hidden signal. h is embedded into the NB signal by

X(k) = αhl, k = k0, k1, . . . , kL−1, (3)

where hl is the lth element of h, and α is a scalar that controls the hidden signal to
stay below the perceptual threshold, i.e., α2h2

l ≤ T (k). Hence, a suitable value of α

can be determined by α =
√

T (k)/h2
l . Considering that |bmsm

l | is always equal to 1,
we have

α =
√

T (k)

M
. (4)
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Fig. 3 Block diagram of decoding the out-of-band information by chaotic CDMA

After embedding, {X(k)}, k = 0,1, . . . ,N − 1 is transformed back to the time do-
main, providing the composite signal x′

NB(k) to be sent through the communication
channel.

At the receiver side, conventional terminals treat the received signal, i.e., X(k),
as an ordinary audio/video signal. Since the hidden signal is under the perceptual
threshold, it will not be perceptible to humans. Meanwhile, a pre-designed decoding
mechanism is able to retrieve the digital data {bm} from the hidden channel. As shown
in Fig. 3, the perceptual threshold is first evaluated again at the receiver. Since the
hidden signal is embedded under the perceptual threshold while the other spectrum
components are unaltered, the perceptual threshold estimated at the receiver should
be the same as the one obtained at the transmitter. The hidden signal h can thus be
properly extracted by

ĥl = X̂(k), if X̂p(k) < T (k). (5)

We use ĥl instead of αhl to denote the extracted hidden signal because the extracted
hidden signal is subjected to noise corruption. A multiuser detector [17] is used here
to decode the digital data. That is,

b̂m = sign

(
L−1∑
l=0

ĥls
m
l

)
. (6)

In a noise-free environment, ĥl = αhl . Substituting it into (6), the decoding process
can be further interpreted as

b̂m = sign

(
L−1∑
l=0

αhls
m
l

)

= sign

(
α

L−1∑
l=0

(
bmsm

l sm
l +

M−1∑
n=0,n�=m

bns
n
l sm

l

))

= sign

(
αLbm + α

M−1∑
n=0,n�=m

bn

L−1∑
l=0

sn
l sm

l

)
. (7)
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It can be seen that if
∑L−1

l=0 sn
l sm

l = 0, the MAI coming from other simultaneously
transmitted data can be completely removed. In other words, in order to decode bm

successfully, the spreading sequences are required to be orthogonal to each other.
Therefore, the design of the spreading sequences is critical in order to reduce MAI.

3 Design of Chaotic Spreading Sequences with GP-DNA Algorithm

The design of chaotic discrete sequences for DS-CDMA using ergodic properties of
chaotic systems has been applied to one-dimensional (1-D) chaotic systems [2, 14].
In these studies, a particular chaotic map F (·) is usually taken and iterated using a
randomly selected initial condition cm

0 . That is,

cm
l = F l

(
cm

0

)
, l = 1, . . . ,L − 1, m = 0, . . . ,M − 1. (8)

Then the time series are converted to binary spreading sequences using an appropriate
thresholding rule as follows:

sm
l = T

(
cm
l − 1

L

L−1∑
l=0

cm
l

)
, (9)

where

T (x) =
{

1, x > 0,
−1, x ≤ 0.

(10)

The ergodic properties of chaotic maps are then used to estimate the correlation per-
formance. These are basically asymptotic performance measures, and the theoretical
bounds are approached only when the sequence length is very long. However, in this
study, the sequence length is much shorter than what is required to approach the the-
oretical limit. To overcome the problem, an efficient GP-DNA algorithm [18, 20] is
employed for a quick design of the desired chaotic maps and identification of the
initial conditions.

A DNA computation model for the selection of the initial conditions is depicted
in Fig. 4. As shown, “Lor” represents the Lorenz system that produces the pertur-
bations and controls the well-designed chaotic map F (·). Initially, c1 is obtained as
the base sequence by optimizing its autocorrelation function. The control feedback
CF2 then evaluates the correlation properties of c2 with respect to c1. It outputs a
logical 0 when the new spreading sequence is optimized (i.e., orthogonal). Similarly,
the mth control feedback CFm evaluates the correlation properties of cm with all the
previously optimized spreading sequences. An “OR” operation is then performed for
all the CF outputs. The resulting signal is then multiplied by δ, which is generated by
the Lorenz system, to produce a perturbation value ξ . A new initial condition can be
obtained by adding ξ to the current one.

With DNA computation, we can search initial conditions for any given chaotic
map to generate desired spreading sequences. Meanwhile, the chaotic map itself also
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Fig. 4 Schematic diagram of
DNA computation based on
chaos

has to be optimized. GP is employed for this purpose. To illustrate the optimization
process, the tree representation of the dynamical system

cm
l = (

2.876 ∗ cm
l−1

)
mod 1 + 1.4327 ∗ cm

l−1 (11)

is plotted in Fig. 5. It is seen that the leaf nodes are variables from the initial ter-
minal set, i.e., C = {cm

l−1, random ephemeral constant}, and the internal nodes are
functional operators from the functional set, i.e., F = {+,−,∗,mod 1}. Since the ob-
jective is to obtain the chaotic map that can provide the maximum number of low
cross-correlation spreading sequences for the length L, the fitness of each individ-
ual in any population of GP is assigned a rank according to the number of optimal
sequences that it produces. We can summarize the GP-based searching algorithm as
follows:

Step 1: Set up an initial population of random functions (trees) with the “ramped
half-and-half” method. An equal amount of trees are assigned to depths d =
{2,3, . . . ,Dmax}. At each depth, half the trees are generated with the “full” method,
and the other half with the “grow” method. In the “full” method, all the leaf nodes
have the same depth di . Internal nodes are randomly selected from the functional
set F, and leaf nodes are selected from the terminal set C. The probability density
among the choices from F and C is uniformly distributed. The “grow” method starts
by randomly choosing a function in F or an input in C for the root node (50% prob-
ability for each). Then a corresponding symbol from C or F is selected to achieve
the depth di by recursively applying the “grow” method to that node.

Step 2: Rank each individual according to the number of optimal spreading se-
quences that can be obtained. Sort the population according to the rank and assign
the fitness to the individual by linearly interpolating from the best to the worst rank.
Average the fitness of individuals with the same rank so that all of them are sampled
at the same rate.

Step 3: Create a new population by reproducing or combining selected functions in
the current population. Reproduction of a function is simply a copying of it to the
new population. The genetic operator of crossover is used to combine functions.
Crossover involves crossing over two random subtrees of two respective parents.
The probability of an individual being selected for reproduction or crossover is
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Fig. 5 A GP functional tree

proportional to that individual’s fitness rank. The probability of performing repro-
duction vs. crossover is set to 0.2 : 0.8. Also, the population is forced to be 100%
diverse; in other words, no duplicates.

Step 4: Repeat steps 2 and 3 until a convergence to an optimal solution occurs or the
maximum number of generations is exceeded.

It is found that with the GP-DNA algorithm we can generate orthogonal sequences
for any length that satisfies L = 4k, k = 1,2, . . . . When L = 4k − 1, we can generate
the sequences which have the optimal cross-correlation as Gold sequences. There-
fore, the length of spreading sequences which have the optimal cross-correlation per-
formance is significantly extended compared to that of conventional sequences. In
addition, since the proposed algorithm uses only one chaotic map for generation by
simply adjusting the initial conditions, the system complexity is greatly reduced.

4 Performance Analysis of Chaotic Data Hiding

Although using orthogonal chaotic signature sequences can guarantee a correct de-
coding of bm in a noise-free environment, in practice, there is always a noise cor-
ruption during transmission. The most common one is additive white Gaussian noise
(AWGN), which comes from electronic devices. Mathematically, we can express the
received NB signal as

x̂NB(k) = x′
NB(k) + d(k), (12)

where d(k) denotes AWGN with zero mean and a variance of σ 2
d . Its Fourier trans-

form X(k) is given by

X̂(k) =
N−1∑
n=0

x̂NB(n)e−j 2π
N

kn =
N−1∑
n=0

(
x′

NB(n) + d(n)
)
e−j 2π

N
kn. (13)

In other words, the extracted hidden signal can be expressed as

ĥl = αhl +
N−1∑
n=0

d(n)e−j 2π
N

kn (14)
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based on (5) and (3). Defining εl = ∑N−1
n=0 d(n)e−j 2π

N
ln, (14) becomes

ĥl = αhl + εl. (15)

When a multiuser detector as given in (6) is applied, we have

b̂m = sign

(
L−1∑
l=0

(αhl + εl)s
m
l

)

= sign

(
αLbm +

∑
n�=m

αbn

L−1∑
l=0

sn
l sm

l +
L−1∑
l=0

εls
m
l

)
. (16)

Since MAI is completely removed by the use of orthogonal chaotic sequences, (16)
can be further written as

b̂m = sign

(
αLbm +

L−1∑
l=0

εls
m
l

)
. (17)

From (17), a detection error occurs if |∑L−1
l=0 εls

m
l | ≥ αL and

∑L−1
l=0 εls

m
l has an

opposite sign with bm. According to the central limit theorem [4], the conditional
probability density function (PDF) of b̂m can be expressed by

p(b̂m| − 1) = 1√
2πσ 2

εs

e
− (b̂m+αL)2

2σ2
εs , (18)

provided bm = −1. Here, σ 2
εs is the variance of the random variable

∑L−1
l=0 εls

m
l ,

which can be expressed by

σ 2
εs = E

[(
L−1∑
l=0

εls
m
l

)2]
= E

[
L−1∑
l=0

L−1∑
k=0

εlεks
m
l sm

k

]
. (19)

Considering that εl is uncorrelated with sm
l and sm

l is a random variable with zero
mean and a variance of 1, (19) can be further written as

σ 2
εs = E

[
L−1∑
l=0

ε2
l

(
sm
l

)2

]
=

L−1∑
l=0

E
[
ε2
l

(
sm
l

)2] = Lσ 2
ε , (20)

where σ 2
ε denotes the variance of εl . Similar to (18), the conditional PDF for bm = 1

can be formulated as

p(b̂m|1) = 1√
2πσ 2

εs

e
− (b̂m−αL)2

2σ2
εs . (21)
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Therefore, the conditional PDF of deciding in favor of “1” given that “−1” was trans-
mitted can be written as

p(1| − 1) =
∫ ∞

0
p(b̂m|−1)db̂m = 1√

2πσ 2
εs

∫ ∞

0
e
− (b̂m+αL)2

2σ2
εs db̂m. (22)

The above equation can be expressed in terms of the complementary error function
as

p(1|−1) = 1

2
erfc

(√
α2L2

2σ 2
εs

)
, (23)

where erfc(x) = 2√
π

∫ ∞
x

e−t2
dt . Similarly, we can derive the error function for de-

ciding in favor of b̂m = −1 when bm = 1. That is,

p(−1|1) = 1

2
erfc

(√
α2L2

2σ 2
εs

)
. (24)

Based on p(1|−1) and p(−1|1), the average probability of detection error can be
obtained as

Perr = p(−1)p(1|−1) + p(1)p(−1|1) = 1

2
erfc

(√
α2L2

2σ 2
εs

)
, (25)

assuming that bm = −1 and bm = 1 are equiprobable. Substituting (20) and (4) into
(25), we have

Perr = 1

2
erfc

(√
LT (k)

2Mσ 2
ε

)
. (26)

Recalling that εl = ∑N−1
n=0 d(n)e−j 2π

N
ln, σ 2

ε can be obtained as

σ 2
ε = E

[(
N−1∑
n=0

d(n)e−j 2π
N

ln

)2]
= E

[
N−1∑
n=0

d2(n)e−j 4π
N

ln

]
= σ 2

d

N−1∑
n=0

e−j 4π
N

ln. (27)

Since
∑N−1

n=0 e−j 4π
N

ln can be treated as a scalar of σ 2
d when N is set as a constant, we

can reduce (27) to

σ 2
ε = Cσ 2

d , (28)

where C = ∑N−1
n=0 e−j 4π

N
ln. Substituting (28) into (26), the error probability under

AWGN can be obtained as

P AWGN
err = 1

2
erfc

(√
LT (k)

2CMσ 2
d

)
. (29)
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Note that T (k)/Cσ 2
d is actually the signal-to-noise ratio (SNR) of the hidden channel,

i.e., SNRhidden = T (k)

Cσ 2
d

. That is,

P AWGN
err = 1

2
erfc

(√
LSNRhidden

2M

)
. (30)

The performance of the proposed method under AWGN depends on the number of
inaudible components that are removed from the NB speech, the number of simulta-
neously transmitted data bits, and the SNR of the hidden channel. For video signals,
although a discrete cosine transform (DCT), instead of a Fourier transform, is used
to obtain X(k), an analysis result similar to (30) can be obtained.

Besides AWGN, the hidden signal is also required to be robust to the quantization
process, which converts analog waveforms to digital bits. The quantized NB signal
can be modeled as

x̂NB(k) = x′
NB(k) + d(k), (31)

where d(k) is the quantization error. Hence, X(k) can be expressed by

X̂(k) =
N−1∑
n=0

x̂NB(n)e−j 2π
N

kn =
N−1∑
n=0

(
x′

NB(n) + d(n)
)
e−j 2π

N
kn. (32)

Correspondingly, the extracted hidden signal is given by

ĥl = αhl +
N−1∑
n=0

d(n)e−j 2π
N

kn. (33)

Comparing (33) with (14), except that d(n) is used instead of d(n), the expressions
of the extracted hidden signal under AWGN and under quantization have the same

formula. Hence, if we define εl = ∑N−1
n=0 d(n)e−j 2π

N
ln, the derivation of the error

probability under quantization should be the same as that under AWGN. In other
words, the error probability under quantization can be expressed by

Perr = 1

2
erfc

(√
LT (k)

2Mσ 2
ε

)
. (34)

The problem then becomes finding out what σ 2
ε is for the quantization error.

When a uniform quantization is applied, xNB(k) can be modeled as being uni-
formly distributed within each cell, i.e., (KΔ − Δ

2 ,KΔ + Δ
2 ], where K is an integer

and Δ is the quantization step size. Thus, we can obtain the expected squared error
by quantization as

σ 2
d = E

[
d2(k)

] =
∫ Δ/2

−Δ/2
d2(k)p

(
d(k)

)
dd(k) =

∫ Δ/2

−Δ/2

1

Δ
d2(k)dd(k) = Δ2

12
. (35)
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Substituting (35) into (28), we have

σ 2
ε = CΔ2

12
. (36)

Given (36) and (34), the error probability under uniform quantization can be derived
as

P UQ
err = 1

2
erfc

(√
6LT (k)

CMΔ2

)
. (37)

Besides uniform quantization, non-uniform quantization is also popular in analog-
to-digital conversion of audio/video signals. For example, in the 8-bit pulse coding
modulation (PCM), quantization errors are proportional to signal amplitudes. In other
words, a large quantization error is generated when the quantization is applied to low-
probability high-magnitude signal samples, while a relatively small quantization error
occurs for the high-probability low-magnitude samples. In this case, it is difficult to
derive a general formula of σ 2

d . However, there is usually a constraint on the signal-
to-quantization error ratio (SQER). For example, in PCM, the SQER is required to
lie within 38 dB [5], so that the quality of digitized speech can be retained. That is,

assuming the power of NB speech as σ 2
x , we have σ 2

x

σ 2
d

= 38 dB = 6309.6. Hence, the

error probability under 8-bit PCM can be written as

P PCM
err = 1

2
erfc

(√
LT (k)

2 × 1.585 × 10−4CMσ 2
x

)
= 1

2
erfc

(√
3154.8LT (k)

CMσ 2
x

)
. (38)

The payload of the hidden channel is defined as the maximum number of data bits
that can be transmitted simultaneously while a certain level of the error probability
is retained. If the error probability requirement is denoted by P0, in order to meet P0
under AWGN, we have

LSNRhidden

2M
≥ η0 (39)

according to (30), and η0 is the value that satisfies 1
2 erfc(

√
η0) = P0. With simple

manipulations, we obtain

M ≤ LSNRhidden

2η0
. (40)

Therefore, the payload of the hidden channel under AWGN can be expressed by

MAWGN =
⌊

LSNRhidden

2η0

⌋
, (41)

where 
·� denotes the operator rounding the positive number to the nearest integer to-
wards zero. Similarly, the payload of the hidden channel under uniform quantization
and PCM can be derived as

MUQ =
⌊

6LT (k)

η0CΔ2

⌋
(42)
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and

MPCM =
⌊

3154.8LT (k)

η0Cσ 2
x

⌋
(43)

respectively.

5 Application of Chaotic Data Hiding to Telephony Speech
Bandwidth Extension

The current public switched telephone network (PSTN), which has been part of our
daily life for more than a century, is designed to transmit toll-quality voice only. This
design target has been inherited in most modern and fully digitized phone systems,
such as digital private branch exchange (PBX) and voice over IP (VoIP) phones. As a
result, these systems are only able to deliver analog signals in a relatively narrow fre-
quency band, about 300–3400 Hz. This bandwidth limitation causes the characteris-
tic sound of “telephone speech”. Listening experiments have shown that an increased
frequency bandwidth can significantly improve the speech quality and intelligibility.
However, it is difficult to change the current PSTN infrastructure to provide a wider
bandwidth. In this section, we propose to extend the bandwidth of telephony speech
virtually, not physically, by the proposed chaotic data hiding method.

Figure 6 plots the system design. As shown, the original WB (0–7000 Hz) speech,
with a sampling rate of 16 kHz, is split into NB (0–3500 Hz) and highband (HB,
3500–7000 Hz) signals by a low-pass and a high-pass filter respectively. The HB
signal then undergoes a frequency down-shift operation. As a result, a frequency-
shifted version of HB, i.e., HBS , fits into the NB frequency range. Both NB and HBS

should be band-limited to below 4 kHz, so they are down-sampled, i.e., decimated,
so that their sampling rate is halved to 8 kHz, which is the sampling rate of the NB
channel.

Let us denote the decimated HBS signal as xNH(k), and the decimated NB signal as
xNB(k). xNH(k) is encoded into binary digits by using linear predictive coding (LPC)

Fig. 6 Block diagram of a telephony speech bandwidth extension system using the chaotic data hiding
method
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analysis and a vector quantization (VQ) codebook. The LPC analysis is performed
by employing a part of ITU-T G.729 [7]. More specifically, xNH(k) is segmented into
frames, and for each frame, with N speech samples, the autocorrelation coefficients
are calculated by

u(n) =
80∑

k=0

xNH(k)xNH(n − k), n = 0, . . . ,Na, (44)

where Na denotes the order of an autoregressive (AR) filter. The value of u(0) has
a lower boundary of u(0) = 1.0. Based on u(n), the AR filter coefficients aNH(i),
i = 1, . . . ,Na , are obtained by applying the Levinson–Durbin algorithm [13] to solve
the set of equations

Na∑
i=1

aNH(i)u′(|i − n|) = −u′(n), n = 1, . . . ,Na, (45)

where u′(n) represents the modified autocorrelation coefficients, i.e.,

u′(n) = exp

[
−1

2

(
3π

200
n

)2]
u(n) (46)

and u′(0) = 1.0001u(0). The relative gain of xNH(k) against xNB(k) is also calculated
as Grel = GNH

GNB
. aNH(i), i = 1, . . . ,Na , is then combined with Grel to form a represen-

tation vector of the decimated HBS signal. That is, a = [Grel, aNH(1), . . . , aNH(Na)].
To reduced the amount of information that is to be embedded, the representation

vector a is further quantized to a closest entry in a VQ codebook. We formulate this
process as

āid = Q(a), āid ∈ A, (47)

where Q(·) denotes the quantization operation and A is a 2M level, Na + 1 dimen-
sional VQ codebook, i.e., A = {āj ; j = 0, . . . ,2M − 1}. The generation of the VQ
codebook is performed by the popular binary-split Linde–Buzo–Gray training (LBG)
algorithm [12]. The binary representation of the index, i.e., (b0b1 · · ·bm · · ·bM−1) is
embedded into xNB(k) by the proposed chaotic data hiding method to produce a com-
posite signal x′

NB(k) that can be transmitted through an NB channel.
At the receiver end, the observed signal, i.e., x̂′

NB(k), is partitioned into frames
in the same way as at the transmitter. When the hidden information is extracted, the
entry index, i.e., id, can be obtained and the corresponding āid is retrieved from the
codebook. Meanwhile, the excitation signal is obtained as the residual of an LPC
analysis on the received NB signal, i.e.,

r(k) = x̂′
NB(k) −

Na∑
i=1

aNB(i) · x̂′
NB(k − i), (48)

where r(k) is the residual and aNB(i) denotes the AR coefficients for the received
NB signal. For unvoiced sounds, r(k) has a flat spectrum like white noise. For voice
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sounds, such as vowels and semi-vowel consonants, r(k) appears as harmonic peaks
plus the flat noise-like spectrum. These peaks occur in multiples of the pitch—the
fundamental voice frequency of a speaker. Hence, there is no need for the proposed
system to have any explicit voiced/unvoiced decision and control.

The all-pole AR filter described by āid is excited by r(k) to produce x̂NH(k). The
energy of x̂NH(k) should ideally be equal to the energy of the original HB signal.
This is achieved by multiplying x̂NH(k) by the estimated HB gain, i.e., ĜNH. Since the
relative gain Grel can be extracted from āid, the estimated HB gain can be obtained by
ĜNH = ĜNB ·Grel, where ĜNB is the NB gain estimated from the received NB signal.
At this point, x̂NB(k) and x̂NH(k) are still the signals sampled at 8 kHz. They should
be up-sampled to 16 kHz, the sampling rate of the WB output. In addition, x̂NH(k)

should be shifted to its destination frequency band by a high-pass filter, providing the
restored HB signal x̂HB(k). Finally, the WB speech is generated by adding x̂HB(k) to
the up-sampled NB speech.

6 Experimental Results

Experiments have been carried out to evaluate the proposed method for telephony
speech bandwidth extension. The NB speech is segmented into non-overlapped
frames. Each frame contains 256 samples so that the frame size is 32 milliseconds
(ms).

6.1 Payload of Hidden Channel

As shown in (41), the payload of the hidden channel under AWGN is determined
by the number of inaudible components in NB speech, the SNR value of the hidden
channel, and the error probability requirement. Therefore, we have to find out the
values of these parameters in real practice.

First, the number of inaudible components in NB speech is investigated. Twenty
NB speech signals are used in this experiment. The perceptual threshold is estimated
by the method in [16]. It is found that the number of inaudible components within
one speech frame, i.e., L, varies significantly from 8 to 48. This occurs because
each frame has its own perceptual characteristics. A frame carrying voiced fractive
phonemes must have a different L than a frame carrying vowels. In average, we have
L = 26.

Second, the SNR of the hidden channel is evaluated. In particular, Gaussian noise
that is distributed is added to NB speech in the time domain with a certain SNR value,
i.e., SNRNB = σ 2

x /σ 2
d , where σ 2

d is the noise variance. Then, the SNR of the hidden

channel, i.e., SNRhidden, is obtained by averaging T (k)

(X(k)−X̂(k))2 over all the inaudible

components. Figure 7 plots SNRhidden versus SNRNB. It is seen that SNRhidden in-
creases approximately linearly with SNRNB. However, there is a degradation around
12.5 dB in SNRhidden compared to SNRNB. Considering that SNRNB varies from 25
to 35 dB in real life [11], SNRhidden would be within 12.5 and 22.5 dB.

Given the above parameters, experiments are performed to find out the payload
of the hidden channel. We plot the experimental results versus P0 and L in Fig. 8
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Fig. 7 SNR of the hidden channel versus SNR of NB channel

when the SNR of NB speech is 25 dB and correspondingly SNRhidden = 12.57 dB.
It is seen that when the error probability requirement is P0 = 10−4, we always have
M ≥ L. As P0 decreases to 10−5, M takes almost the same value as L. If P0 becomes
even smaller, e.g., 10−6 or 10−7, the number of data bits that can be transmitted
simultaneously is always less than L. Therefore, we improve the robustness of the
hidden signal at the cost of payload. We calculate the theoretical payloads based on
(41) and find that the simulation results are consistent with the theoretical ones.

Using PCM, the ratio between T (k) and Cσ 2
x is determined to be around 12.5 dB

experimentally. Substituting this value into (38), we plot the theoretical payloads in
Fig. 9 versus P0 and L. The theoretical payloads under PCM are much larger than
those under AWGN; i.e., compared to PCM, the hidden signal is more vulnerable
to AWGN. To further clarify this, we compare the error probabilities under AWGN
and PCM when M = L. The SNR of the NB speech is set at 25 dB, which is the
worst transmission situation in practice. It is found that P AWGN

err = 1.064 × 10−5 and
P PCM

err = 1.053 × 10−8. Therefore, the decoding of hidden information under PCM is
much more reliable than that under AWGN. In other words, the number of data bits
that are to be hidden depends on the payload under the worst AWGN situation, not
the one under PCM.

6.2 Perceptual Quality of Composite Signal

The perceptual quality of the composite signal x′
NB(k) after embedding is subjec-

tively assessed by the mean opinion score (MOS). The subjects are asked to compare
xNB(k) with x′

NB(k) in a quiet environment and then provide their results. The MOS
scaling is divided into 4 grades as follows:
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Fig. 8 Payload of the hidden channel versus P0 and L under AWGN

Fig. 9 Payload of the hidden channel versus P0 and L under PCM

1. The two signals are quite different.
2. The two signals are similar, but the difference is easy to detect.
3. The two signals sound very similar; only a little difference exists.
4. The two signals sound identical.
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The two signals are played in random order. The sound pressure level is set at 63 dB.
Ten healthy adults, comprising 5 females and 5 males aged 25 to 38, are involved in
the test. The subjects are asked to compare xNB(k) with x′

NB(k) in a quiet environment
and then provide their results. The resultant average MOS over all subjects and all test
signals is 3.58. Therefore, although the embedding process has some negative impact
on the perceptual quality, the degradation is within a tolerable level.

The Diagnostic Rhyme Test (DRT) is also performed to evaluate the intelligibility
of the composite signal. The same 10 persons are still employed. Out of 96 word pairs
in the DRT list, only those that are able to hide extra information are used for testing.
One word is randomly taken from each word pair to generate x′

NB(k), and presented
to the subjects. The subjects are then asked to mark on answer sheets which one
they think was played. The error rate, defined as the fraction of wrong answers, is
computed to evaluate the performance. An average error rate of 12.7% over all the 10
subjects has been found from experiments. This result is close to that of the original
NB speech, which is 10.2%.

6.3 Perceptual Quality of the Reconstructed WB Speech

It has been shown in Fig. 8 that even under the worst telephony transmission situation,
i.e., SNRhidden = 12.57 dB, at least 6 data bits can be sent through the hidden channel
with an error probability as low as 10−7. Based on this result, we can use 6 digits
to encode the entry index of the VQ codebook; i.e., the VQ codebook has a size of
26 = 64. When these 6 digits can be decoded properly at the receiver, an HB signal
can be reconstructed and combined with the NB signal to provide a WB signal.

The objective measure used to evaluate the perceptual quality of the reconstructed
WB signal is spectral distortion (SD), defined as

SD =
√√√√ 1

7000

G2
WB

Ĝ2
WB

∫ 7000

0

∣∣∣∣10 log10
|X̂p(f )|2
|Xp(f )|2

∣∣∣∣
2

df , (49)

where X̂p(f ) and Xp(f ) are the reconstructed and the original WB LPC spectra, and
ĜWB and GWB are the gains of the reconstructed and the original WB speech respec-
tively. Figure 10 plots the SD values of using the chaotic data hiding method. For
comparison, the SD performance of a conventional ABE method based on codebook
mapping [10] is also plotted. In [10], the HB signal is estimated from the NB signal
by exploiting the training results from a hidden Markov model (HMM). The training
can be either speaker dependent or speaker independent. From Fig. 10, we observe
that when SNRNB ≥ 25 dB, the chaotic data hiding method consistently outperforms
the conventional ABE method. Only when NB speech is transmitted at 20 dB does
the chaotic data hiding method not perform as well as the conventional ABE method
with speaker-dependent training. This happens because the number of error bits is
increased due to the low SNR of the NB channel. However, considering that the tele-
phony speech is usually transmitted at 25 dB or even higher in real life, chaotic data
hiding is a better choice than the conventional ABE method to generate WB speech
artificially.



Circuits Syst Signal Process (2008) 27: 893–913 911

Fig. 10 SD performances of
chaotic data hiding and the
conventional ABE method

Fig. 11 Illustration of the
processing time for chaotic data
hiding and the conventional
ABE method with both
speaker-dependent and
speaker-independent training

The subjective evaluation of the perceptual quality of the reconstructed WB speech
is also carried out by MOS. The final average MOS is 2.97 when comparing the re-
constructed WB by chaotic data hiding with the original WB speech, while the MOS
is 1 when comparing the NB and the WB signals. Hence, there is a significant im-
provement of perceptual quality of the speech signal through the use of the proposed
data hiding method.

6.4 Computational Complexity

Computational complexity is measured by the processing time. A PC with Intel Pen-
tium IV 1.5 GHz CPU has been used to run MATLAB programs. Although using C
or C++ may be more appropriate and faster than using MATLAB, the relative time
difference between the tested schemes will not change much. Figure 11 illustrates the
results. Compared to the conventional ABE method [10], the proposed chaotic data
hiding method is found to have absolute superiority in processing speed, especially
when compared to the conventional ABE method with speaker-dependent training.
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7 Conclusion

In this paper, a novel bandwidth extension scheme for communication is proposed
based on chaotic data hiding. A hidden channel is created by removing the inaudible
components from an NB audio/video signal to transmit the out-of-band information.
Since the hidden channel is imperceptible to humans, the embedded signal will not
degrade the perceptual quality of the NB signal. At the receiver, when the signal
extracted from the hidden channel is decoded, the out-of-band information can be
restored and used to reconstruct a WB signal.

The hidden channel is in the least significant part of NB speech, and is thus vul-
nerable to noise corruption. The proposed chaotic data hiding is found to be robust to
channel noise and quantization error while achieving a high payload. We then apply
the proposed method to a real application—telephony speech bandwidth extension.
Both theoretical and experimental results show that the proposed method is effective
and the resulting payload is high enough to transmit all the out-of-band information
required. Compared to the conventional ABE methods, the proposed chaotic CDMA
method is able to artificially generate WB speech with a better quality and a reduced
computational cost.
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