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Abstract. This paper is concerned with the stabilization of a geometric nonlinear beam with a nonlinear delay term in
boundary control. The well-posedness of the closed-loop system where a nonlinear damping and a nonlinear delay damping
are applied at the boundary is examined using the Faedo—Galerkin approximation method. Constructing a novel energy-like
function to handle the nonlinear delay, the explicit exponential decay rate of the closed-loop system is established with a
generalized Gronwall-type integral inequality and the integral-type multiplier method.
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1. Introduction

Over the last few decades, axially moving systems were investigated because of their wide range of
applications in engineering practices, such as power conveyor belts, aerial cable tram ways, belt saws,
lift cables, and robotic arms. The vibration of axially moving systems with respect to the flexibility and
geometric parameters is generally described by string and beam equations. Suppressing the vibration of
the system is a main way in improving the work efficiency, and feedback control at the boundary is one
of the most effective methods due to the ease of implementation in practices. There is rich literature on
the stabilization of linear beam systems, such as Euler-Bernoulli beams [1,2], viscoelastic Timoshenko
beams [3,32], and linear thermoelastic beam [4].

In this article, we consider the stabilization of a geometric nonlinear beam described by the following
PDEs (partial differential equations),

PA(ze (2, t) + 2024 (x,t) + v22m(x, 1) + Elzppen(x,t)

P—-FA
= (EA—’_W)ZI((E?t) (1.1)

x

where z(z,t) is the transversal deflection at the position 2 and at time ¢, [-]; represents the derivative
with respect to ¢, [], denotes the derivative with respect to z, v is the constant transport velocity, and
P, A, p, E, I denote the initial axial tension, the cross-sectional area of beam, the mass per unit area, the
Young modulus, and the moment of inertia, respectively. The term T'(z,) := EA + \P/% of (1.1) is

referred to the nonlinear tension derived by the nonlinear geometric relation [22,23]. For beam systems

with limited but small amplitude, the nonlinear tension T'(z;) of (1.1) can be reduced to P — P;QEAZ?C

since \/1:_7 ~1-— % as s2 < 1. In this case, the approximate system of the nonlinear beam Eq. (1.1),
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PA(zee (2, ) + 20z (2, t) + UQZm(x, t)) + Elzppen(z,t)

LM (m t)zz(z,t) (1.2)

has been analyzed by [5-7], and [8,9] for the string model (EFI = 0). We are concerned whether the
geometric nonlinear beam (1.1) remains exponentially stable when a nonlinear damping and a nonlinear
time-delay damping implemented on the free end of the beam are considered.

Time delay is a universal phenomenon in engineering practices, for example, in electromechanical engi-
neering, chemical, physical, etc. In fact, the existence of time delay reduces the productivity, optimization,
and stability of the system (see [10,11]). Nevertheless, sometimes it may have a beneficial effect on the
system’s performance as well (see [12]). It is therefore essential to consider time delay when discussing
the control of a system. In [13], Morgiil presented a dynamic feedback controller to inhibit small delays
in boundary feedback of the wave equation. Liang et al. in [14] proposed the modified Smith predictor
to deal with the delayed boundary measurements of the Euler—Bernoulli beam. The exponential stability
of wave equations with bounded or internally distributed time delay was derived by Nicaise and Pignotti
[15]. The exponential stability of Euler—Bernoulli beams with boundary input delays was investigated by
a type of predictor presented in [16]. The time delay was a known term in the above-mentioned works and
that the methods of tackling stabilization relied on the parameters determining these time delays. When
the time delay in the actual system is an unknown term, how to design the controller to stabilize beam
systems is an interesting problem. It should be noted that Li-Xu-Han [17] studied the internal feedback
stability of the Euler—Bernoulli beam

2tt + Zpzas + U(x,t) =0, x € (0,1), t>0,
2(0,t) = 2,(0,t) = 242(1,t) =0, t > 0,

Zowe (1, 1) = Bz (1,6 — ), t>0,

2(x,0) = zo(x), z¢(x,0) = z1(2), € (0,1),
Zt(]-vg) = 77(0)’ e (_7—7 O)a

where, here and throughout this paper, z,(z,t) and z:(x,t) are replaced by z, and z; for notational
brevity, U(x,t) is the control input, and (z;(1,t — 7) is the boundary time-delay disturbance. In [18], the
exponential stability of the following Euler—Bernoulli beam

Ztt+zmmmz:0, 0<$<1, t>07
Zxa:m(]-at) = Oéu(t) +ﬁL{(t — T),
z(x,O) = wo(x), Zt('%o) = wl(x)y
U(e) = f(e)v b€ (_7—7 0)7

where old(t) + BU(t — 7) is the boundary control, was established by applying the dynamic control
strategy based on the classical Smith predictor. In fact, similar results have appeared in wave equations,
see, e.g., [19,20], where the wave equation is exponentially stable for a > 8 > 0, but the wave systems
with the same control law are instable if 0 < a < 3. However, there are only a few papers where the
stability analysis of geometric nonlinear beams with delay in boundary control is considered except for
some special cases on Kirchhoff systems [21]. Introduce non-dimensional variables

DR v~,P7a7P’7P7

to rewrite Eq. (1.1), and then, the followmg non-dimensional forms of the system (1.1) for brevity is
provided by

1 _
2+ 20250 + (Zazas — Ka —v? + \/Hi;> zml =0, (1.3)
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which is subject to the boundary conditions

Cpaa(1,t) +v2¢(1,8) — (@ — v + 1_“> zz(1,t) = U(t),

VI+22(10) (1.4)
2(0,t) = 2,(0,t) = 242(1,¢) =0,

and the initial conditions

Z(.I,O) = h(l‘), Zt(CC,O) = (gj)a
{ztu,tﬂ (bt -, T 0,7), (15)

for all € (0,1), where U(t) is control input applied at x = 1, { > 0,7 > 0, go, h, and g are the time
delay, the initial displacement, the initial velocity, and the given value of the system, respectively. From
a physical point of view, the velocity of a geometric nonlinear beam does not surpass a critical value and
the tensile stiffness is usually much larger than the initial tensile force (P < FA) for the beam (1.1), and
then, it is easy to see that |v] < 1 < a in dimensionless form (1.3). When the bending stiffness is not
considered, i.e., ¢ = 0, a geometric nonlinear string obtained by (1.3) was investigated in [24], where the
exponential stability is obtained under the linear feedback control (U (t) = kz(1,¢) with k > 0).

The main concern of this paper is to establish the well-posedness and exponential stability of solutions
for Egs. (1.3)—(1.5) under the following boundary control

Ut) = U(z(1,1)) + D(z(1,t = 7)), (1.6)

where the nonlinear function U satisfies the slope-restricted condition stated in Sect. 2, and the nonlinear
function D is Lipschitz continuous. It is observed that nonlinear boundary control is actually a practical
method, because when dealing with large deformation or saturation and using intelligent materials, the
controller needs to use the nonlinear behavior of actuators and sensors. To the best of our knowledge,
no relaxed results are available for the stabilization problem of the geometric nonlinear beam (1.3) with
a nonlinear time-delay term in boundary control. The novelties and key difficulties of the present article
can be summarized as follows:

(i) Due to the nonlinear geometric relation and nonlinear feedback, some commonly used approaches
such as frequency domain methods and linear semigroups used in [29] are hardly applicable to
establish well-posedness of the geometric nonlinear beam (1.3) which is more accurate than the
model considered in [5-7]. Therefore, the Faedo—Galerkin approximation is used to prove the ex-
istence and uniqueness of the solution for the closed-loop geometric nonlinear beam system, in
which two important estimates are completed by applying the properties of nonlinear functions
and the slope-restricted condition. Furthermore, the existence of the solutions is guaranteed to be
continuously dependent on the initial value.

(ii) Utilizing a multiplier-based integral inequality instead of the perturbed energy method used in
literature [7,28], the exponential stability of the resulting closed-loop system is obtained, in which
a novel energy-like function is constructed. One of the main characteristics of this method is that
the lower regularity of the integrand function is required.

The content of this paper is arranged as follows. The well-posedness of the resulting closed-loop system
is developed in Sect. 2 using the Faedo—Galerkin approximation method. In Sect. 3, the global stability
analysis is carried out with the integral-type multiplier method and a generalized Gronwall-type integral
inequality. The paper concludes in Sect. 4 with a summary.



125 Page 4 of 22 C. Li et al. ZAMP
2. Well-posedness of the closed-loop system

The current objective in this section is to set up the well-posedness of the resulting closed-loop system

Ztt + 2vZfEt + <Z£$’E’E - |:(CL - 1)2 + \}H%) Z£:| = Ov
x T

Couan(1,8) +v2¢(1,1) — (a —v? + Hl-;Ea(lt)> zz(1,1)
=U(z(1,1)) + D(2(1,t — 7)),
2(0,t) = 22(0,1) = 242(1,t) = 0,
2(x,0) = h(z), 2(z,0) = g(z),
z(Lt—71)=go(1,t —7), t € (0,7),
by substituting (1.6) into (1.4), and noting (1.3) with (1.5) for any ¢ > 0 and = € (0,1). We state the
following assumptions on functions U and D that will be needed in our analysis.
(H1) U : R — R is a continuous function and satisfies the slope-restricted condition

U(Sl) — U(SQ)

(2.1)

U(O) =0, ki < < k'27 V 81 7é So € R, (22)
S1 — S2
for any given constants ko > k1 > 0;
(H2) D : R — R is a continuous function satisfying
D(O) = O, |D(81) — D(82)| < k‘3|81 — 52|7 A S1,82 € R, (23)
in which 0 < k3 < effjrl with constant k; given in (H;).

Remark 2.1. The slope-restricted condition (2.2), which is regarded as a control design criterion in the
sense of absolute stability for ODE systems, is present in [25,26], so that a more flexible actuator selection
is possible in real dynamic systems. In fact, it is easy to find many nonlinear functions that satisfy these
two assumptions. In addition, it is worth emphasizing that we need this assumption that the minimum
growth rate of the nonlinear term without delay is greater than the maximum rate of growth of the
nonlinear delay, which is consistent with linear beam equations [27] or wave equations [19,20].

We introduce a new variable as in [30]
u(p,t) = z(1,t —7p), p € (0,1),
which implies that
Tu(p,t) +u,(p,t) =0, p€(0,1), t > 0. (2.4)

Hence, the closed-loop system (2.1) is equivalent to

Zep — |:<(1 _ 1;2 + \;ﬁ) ZT:| —+ 21}th + Czrxxr = 07
Tue(p,t) +up(p,t) =0, pe(0,1),

szvm(Lt) + ’UZt(l,t> - <(l —v? + \/%) Zm(l,t)
= U(u(0,)) + D(u(L, 1)

2(0,t) = 2,(0,t) = 2z22(1,%) = 0,

Z(Q?,O) = h(‘r)’ Zt($70) = g(.’l?),

u(0,t) = z(1,¢),

u(p, O) = 90(17 7p7'), pE (Oa 1)7

for all t > 0 and = € (0, 1). The definition of the energy-like function relevant to system (2.5) is given by

(2.5)
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1 1 1
1
E(t)=§/ dx+7/ 22dx + 1—a/ 1+ 22da g/
0 0 0
1
+%/6_2’)T 2(p,t)dp
0

1
43 [0, (2.6)
0

where e?"7k3 < v < 7(2k; — k3) with the constants ky, k3 given in assumptions (H;) and (Hz).
In what follows, a global existence result (well-posedness) of the system (2.5) is established us-

ing the Faedo-Galerkin method. To begin with, we borrow some standard notation from PDEs, e.g.,
L2(0,1), H*(0,1), H?(0,1) and H*(0,1). Set

Q1 = {z € H*(0,1) : 2(0) = 2,(0) = 0},

Qo ={z€ H*0,1) N Q : 2,,(1) = 0},

which are closed subspaces of H?(0,1) and H*(0, 1), respectively.

Theorem 2.1. Let h,g € Qo and go € H'(0,1). Suppose (H1), (Ha) and the following compatible condi-
tion

1—a

Chaza(1) +vg(1) — <a — 0?4 Ti(l)

) he (1) = U(g(1)) + D(go(1)) (2.7)

hold. Then, the system (2.5) admits a unique global solution z in the sense that for any time T > 0,
z € L([0,T),92), 2 € L>([0,T), %), 2 € L>([0,T),L*(0,1)).
Moreover, the existence of the solution is continuously dependent on the initial value condition.

Proof. Multiply the first equation of (2.5) by w and integrate over = € (0,1) by parts to obtainS

1

1 1 1
1—
/zttwdw +C / ZapaWerdT + / a—v2+ LI Zpwgdx + 20 / Zgrwdx
J ) V1422

0 0
= [vz(1,2) = U(u(0,1)) — D(u(1,1))]w(1), (2.8)

for any w € Q. Assume that {w;}$2; is an orthogonal basis on s. Since h,g € Q3, we may assume
without loss of generality that h, g € Span{w;,ws}. For each m € N and m > 2, let 2, := Span{w, - -
-, Wy, }. We find the Galerkin approximation solution z™ to Eq. (2.5)

{ 2™ (w,t) = 3000 Gim(t)w; (@), (2.9)

u™(p,t) = 2"(1,t — 7p),
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which satisfies
1

1
1—
/z{?wdx—i—(/z wmdx—i—%/ 7”wdac—i—/ a— a4 2w, dz
0 VIt P

0 x
= [vz"(1,) — U "(0,)) = D(u™(1,£))]w(1), (2.10)
2@, t) =300 QJM(t)U)j( ) € Em,

Tui*(p,t) + u:;n(p’ t)=0, pe(0,1),

2" (x,0) = ($)7 Zgn(‘rvo) = g(l‘) u™(p, O) = 90(17 —pT),

for all w € Z,,. It can be derived directly that there exist local solutions in the interval [0,%,,) for the
ODE system driven by ¢, (t) in (2.10) because of the Lipschitz continuity of functions U and D, which
can be extended to the whole interval [0, T) for any 7' > 0 by two important estimates as follows. 0

Estimate 1. sup,,cy En(t) < E(0) for almost all t > 0, where

1 1 [
1 1 1—a
E _ = mi12 - 2
'm(t) 2/[zt ] dx—|—2/ / (a v —&-m)dsdx
0 0 0
1 1
+g / [zg;]de—l-% / =207 [u™ (p, t)]2dp. (2.11)
0 0

From (2.11), we have that
dE,,(t) / / 1 /
m(t m,m / 2 —a m,m /
= [ zj}z"dx + a—v°+ zntzihde + zo zm de
o 0/ tt %t J < aEOE t ¢ t

o (P - [ 0.0F) —y [ .0, 2.12)
0

where we apply by (2.4) the fact that

1
d Y —2pT[, M TEPT ™M
pm 5/6 2Tl (p, )] *dp :7/6 2™ (p, tyuy (p,t)dp

0
= (T (L) = [ (0,6))
=y [ e T [u™ (p, t)]*dp. (2.13)
/
Taking w = zi™ in (2.10) and applying (2.12), we obtain
Wl _ [y (0,0) = D™ 0= (1,1) — - (7 (L) ~ ™ (0, 1))

1 1
—7/672‘)7[um(p,t)]2dp—QU/Z;';zgndxva[zfl(l,t)]? (2.14)
0 0
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Based on the slope-restricted condition (Hi) and (Hz), we can deduce that
U™ (0,4)u™(0,8) > ki [u™(0,4)]%,
|D(u™(1,4))] < kslu™(1,1)]. (2.15)
Using the Young’s inequality, (2.15) and 2] (1,t) = u™(0,t) and we have
(U ™(0,8)) = D(u™(1,1))]u™(0, 1)
— (k1 — %”)[um(o,t)]2 + %[um(l,t)P. (2.16)

Since z2™(0,t) = 0, then z(0,t) = 0, which gives
1

2v/z$z?dx = v[z"(1,1)]>. (2.17)
0
Substitute (2.16) and (2.17) into (2.14) to obtain
dEm(t) ks Y, o 2 2
< —(kg — = t Tlu™(1,t)]* — [u™(0,t
20 <= B 0,00 - L (1,0 ~ 0, 0)2)
1
k?’ —2pT7[,, M 2
A ap g e (p)2ap
0
1
< K00 - Kalu"(LOP < [ (o), (2.18)
0
where Ky =k — % — £ > 0 and Ky = e 7 — % > 0 owing to e*"Tky < v < 7(2k; — k3) and
0< ks < 6227’31. As a result, we have

1 1
Jrg/himder%/eﬂpngdp, (2.19)
0 0

so estimate 1 follows.

Estimate 2. For any T > 0, there exists a constant Cr such that
sup {]|271|* + Cllz%lI*} < Cr, (2.20)
meN

for t > 0 a.e.. First of all, let us estimate ||2[}(-,0)||> < oco. Considering the variational structure of
(2.10) and the compatibility condition, by setting t = 0 in (2.10), it follows that

1 1
l1-a m
/zt z,0)wdz —/ l(a—qﬂ +—= — [ng(:ao)]?) Zg (x,O)Lwdm

0 0

1

1
+</wzmm(m 0)dz + 21}/ 2z (z,0)da = 0, (2.21)
0

0
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for any w € Q1. Taking w = z}(0) in (2.21) and using the initial value condition, one gets

1
23 (- 0)|* = / Ka —v? + %) hm(x)] zit (2, 0)dx

1

1

—C/zg(a:,O)hmm(a:)dx—Zv/zl?(x,())gxdx. (2.22)
0 0

Application of the Cauchy—Schwarz inequality on the first term of (2.22) yields

1
o x)| zi(x T

0

[a a1, (a-Dh)

1+ (o) <1+@@P%”W$@mm

2a — v* — 1)y (7) 207 (2,0)|d

/
o/

< (2(1 —v? = 1)Hhxx||||zg(70)”

Likewise, one sees immediately that

C/z?;(x,())hzmx(x)dx < Cllzg(ﬁ)llllhmmllv
0

1

/ﬂ@m%mswmmmmw

0
Substitute the above estimates into (2.22) to get
125 (L 0)I < Cllhaawall + (20 = v* = 1) haal| + 20]|g2]. (2.23)

Now, the variational structure (2.10) shows

1 1
1—

/z{?wdx +/ a—v2+ e zntwypde
1+ [z]?

0 0
1

+C/z;';wmdx + [U(u™(0,t) + D(u™(1,¢))]w(1)
0
1

+2v/z;’}5wdx —wvz(1,)w(1) = 0, (2.24)
for any w € Q. Fizt,§ > 0 such thoat 0 < T —t. Replacing t by t+ 6 and subtracting (2.24), one obtains
1 1
/(zg(:m t+0)— 2z} (z,t)w(x)dx + ¢ /(z;’;(x, t40) — 2z (2, )Wy, (x)dx
i +[U W™ (0,t+6)) + D(u™(1,t + 50))}10(1) —[Uu™(0,t)) + D(u™(1,t)]w(1)
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+2v/(zm(x t+0) — 20 (z, t)w(x)de — vz (1,t + ) — 2" (1, t)]w(1)

1
1—-a
+/ a— 2 (z,t + 0)wy (z)de
) < \/1+ zm(:ct+5)]) ( Juws (@)
1
/ L (@, tw, (z)dz = 0 (2.25)
— a— 2t (x, t)wy (xz)dz = 0. :
) 1—1—[27"(:1: t)]2
Taking w = 2" (z,t + 9) — 2" (x,t) in (2.25), one has
1dd(4,t
5 c(1t7 ) ip 4P =0, (2.26)

where

(8,) := (Il (ot 4 8) — 2 (DI + (ot 4+ 8) — (L 1),

/ 9 1—a m m m
Pl:/(“” iV )}2)2 (@t +0)[25i (2, t +6) — 273 (1)) dz

0
- 1 CL*U2 ]ﬁ—a me T 72 "
/< ' 1+[z;n<x,t>12> At = sl

Py =[Uu™(0,t+68)) + D(u™(1,t+0))][u™(0,t + 6) — u™(0,t)]
—[U@™(0,t)) + D(u™(1,£)][u™(0,t + §) — u™(0,1)]

Py = QU/( Mgt 4 8) — 2@, ) (2P (£ + 8) — 2z, £))da
0

—vlz"(1,t +9) — 2" (1, t)] (2.27)
For simplicity, a continuous differentiable function ¢ : Ry — Ry is defined by
9 a—1
s):=sla—v°— ——|, Vs€ER, 2.28
0s) = sla—0* = <) (2:29)
where a > 1 > |v| > 0. By taking the derivative of ¢(s), it is easy to see that
do 9 a—1 (a—1)s?
Y =qg—v" - + , 2.29
ds V1+s2  (V1+s2)3 (2.29)
which gives
d
171}2<df¢<2a7’0271, Vs € R. (2.30)
s

Now, let us estimate Py. Integration by parts reveals
Py =o(z" (1,64 0)) — ¢(z" (1,1))][u™ (0, + 6) — u™ (0, 1)]

1
/5 (z,t+0)) — ¢(Z$(w7t))][

0

B 2, t 4 0) — 2" (z,t)|dx

= [o(z" (1, £ +0)) — o(27" (1, 1)) ][u™ (0, ¢ + &) — u™(0,1)]
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1
/ d—(b|g 2 (@, t46) Zag (T, T+ N[z (x,t + 6) — 2{"(x, t)|dx
0

1
d
+/ df's 2 (e, ) 2o (T, )28 (2,0 4 0) — 2" (2, t)]dx

0
=0Q1—Q2— Qs (2.31)
where
Q1= [0(2" (1, £ +6)) — o(z7"(1,1))][u™ (0, + &) — w™(0, )],
1
d
Qe = [ Pl v, + ) = Lo D[ (014 ) - 2o, O,
0
1
d d
Q3 = / |:d(q:|s=z;"(a:,t+6) - d7f|s=z;”(x,t) Z;nz(xvt)[zzn(xat + 6) - Zzn(ffat)]dff
0

Next, using the mean value theorem, Young’s inequality, (2.30) and |z,(1,t)]* < ||zzz(-,t)||? on Q1, it
follows that

IN

@1 < (2a— v? — D]zt (1,6 +0) — 2" (1, 6)||u™ (0, + &) — u™(0,t)]

2a —v? —1
4n
+(2a —v® = Dlu™ (0, ¢+ 6) — u™(0, 1)

2a —v? -1
e+ ) - 20
+(2a — v? — D)nlu™(0,t +6) — u™(0,t)|% (2.32)

IN

|Z;:n(17t+6) - Z;n(17t)|2

IN

Furthermore, in the light of (2.30), and applying Young’s inequality on Q2, we can find

1
Qs < (20— 02 _1)/| (2ot 4 6) — 27 (2, 8)] |27 (@, £+ 8) — 2, )| da
0

2a — U2 -1 m m 2 m m 2
< —— Al e+ 0) =z GOl + [l (0t 4+ 6) = 2 (L Ol (2.33)

According to (2.29), it is easy to get that

2

=3(a—1)s(1 + s2)73/2 {1 -5 i 32] : (2.34)

¢
ds?

which implies

d2¢| <3(a—1), VscR (2.35)

From (2.35), the Sobolev inequality sup,ejo 11 [22| < [|222[| and the estimate 1 (C||2
that

< 2E(0)), we have

vl
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Q3 <3(a—1 [z ||zt (x, t 4 6) — 20 (z, )] |27 (2, t 4+ 6) — 2{" (z, t)|dx

| M| [z (z,t 4+ 6) — 22" (m,t)\de

!
Z

[t
~—

1
/|z{"xt+6 — 2" (x,t)2dx
0

3(a—1
< (a—1) sup |20 (x,t+0) _z;”(x,t)|2/|z;’”;|2dx
2 e

|27 (z,t +0) — 2" (2, t)|*dw

O\H

_ 3(a=1)E()
- ¢
3(a—1)
2
Then, substitute (2.32), (2.33) and (2.36) into (2.31) and we have

|P1| < Cullegy (ot +0) = 20 (@, )7 + Colle" (-t +6) — 2" (2, 1)

1235 ( b+ 8) = 2 (1)

+

125

123 (-t +8) = 2" (- )1 (2.36)

+(2a — v? — D)nlu™(0,t + 6) — u™(0,1)|%, (2.37)

where C1,Cy > 0 are two positive constants. The slope-restricted condition (Hi) leads to

[U(u™0,t+98)) — Uu™(0,t)][u™(0,t + ) —u™(0,1)]

> ky[u™ (0, 4 6) — u™(0,1)[? (2.38)

fort € [0,T] a.e.. Hence, for Py in (2.27), it follows from (2.38) that
Py > ky[u™(0,t 4 6) — u™(0,8)[* + [D(u™(1,t + ) — D(u™(1,1))]

[u™ (0, + 8) — u™(0,¢)], (2.39)

which with the Young’s inequality together gives

k
— Py S (0,4 6) — w0, 0) + (1t +6) — " (1,0)?

+%[um(0, t+0) —u™(0,1))? (2.40)

fort € [0,T] a.e.. Similar to (2.17), it is easy to show P3 = 0. Putting (2.37), (2.40) and P3 = 0 into

(2.26) implies

1d{¢>(6,t) +§/16_2"T[um(p,t+5) —um(p,t)]de}
0

2dt
< Cill2gn (t+0) = 25 G117 + Coll2 (6 +6) — 27, 1)
+(2b — v* — D)nu™(0,t +6) — u™(0,)[* — ky|u™(0,t + ) — u™(0,)|?

’“23[ (1t ) — u" (1,t)}2+%[um(0,t+6)—um(O,t)]Q
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l m _.m 271 —2T7, m . m 2
L 0,6+ 8) w0, — e [um (1,14 6) — um(1,1)]
1

oy [ 4 8) (o)
0
< Cllzgy (ot +0) = 25 (S )12 + Call2 (-t +8) — 2 (5 )|
+(20 — v — Dylu™ (0, + &) — u™(0,t)[* — K1 |u™(0,t + &) — u™(0,t)|?
—Ko|u™(1,t +0) —u™(1,1)|%, (2.41)
where K1 = ki — %3 — 5= >0 and Ky = %6’27 — %3 >0 by (2.18). Since the Young’s parameter n > 0
is arbitrary, take n = 21:—1275—1 > 0; therefore, it follows for (2.41) that

A
m < 2C3A(6,1), (2.42)
dt
where
A@G,t) = Cllzin (b4 6) — 2 (L O + |2 (ot +6) — 2 (- 1)1?
1
+v/6_2’”[u’”(p7t +68) —u™(p, 1)]*dp,
0

Cs3 > 0 is a constant. This allows us to get
B(6,t) < A(6,t) < A(5,0)e2T, (2.43)

where the function ® is defined in (2.27). Divide the above inequality by 6% and pass to the limit as § — 0
to obtain

m m m Y
Izt O + Cllzgaell® < 127 (001 + Cllgaal® + 72||90p||2]€2c3T7 (2.44)

which with (2.23) together gives estimate 2.
The estimates 1,2 guarantee

{z™}i>1 s bounded in L*°([0,T); ),
{#" }m>1 s bounded in L*°([0,T); ),
{20} y>1 is bounded in L>([0,T); L*(0,1)).
In light of the Lions lemma, we conclude a subsequence from {z™},,>1 € L*([0,T); 1), still denoted by
{#™}m>1, and z € L*([0,T); Q) satisfying
2™ — zin L*([0,T); Q1) weak™,
z{" — 2z in L°°([0,T); Q1) weak™,
2 — 2y in L°([0,T); L2(0,1)) weak™.
From estimate 1, we have that {z™}%°_, is bounded in H?*(0, 1), which together with the compact embedding
(H?(0,1) C H'(0,1)) implies that {z}>°_, is compact in L*(0,1). Thus, we can find a subsequence of

{zm}yee | (denoted by itself) such that zM* — z,. Due to (2.28), one has ¢(z") — ¢(z,) in L?(0,1) for
a.e. t € 0,T). An application of estimate 2 means that {z™,(-,t)}°°_, is bounded in L*(0, 1), which yields
1

that {1, 1)}25_, is compact in L*(0,1). This, together with z*(1,t) = [ zMdx, implies that there is a
0
subsequence of zJ*(1,t) (denoted by itself), such that z;*(1,t) — 2z(1,t) for a.e. t € [0,T). Applying the
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Lebesgue dominated convergence theorem with the continuity of U and D gives U(2]"(1,t)) — U(z:(1,1))
and D(z{*(1,t — 7)) — D(2¢(1,t — 7)). By the Aubin—Lions theorem, we obtain that

1 1 1 1
1_
/zttwdx —|—C/zmwmdm + 2u / Zgrwdx + / (a —v? 4 \/17a2> ZgWypde
+ 2z

0 0 0 0
= [vze(1,¢) = U(u(0,t)) — D(u(1,t))]w(l), Yw € Qq, and ¢t € [0,T) a.e. (2.45)
by passing to the limit as m — oo to (2.10). Set w € Wy := {w € Q; : w(1l) = 0}. Based on (2.45), we
arrive at

1 1 1 1
1—
/zttwdx + (/zmwmdx + QU/Z:ctwdx = —/ (a — 0?4 \/17(12) ZpWedx (2.46)
+ zz

0 0 0 0

for almost every t € [0,T). This implies that the existence of generalized derivatives zyy.. s obtained,
namely z € Qs, and

1—
ztt + C2ooae + 2020t = [(a -2+ a> Zg

V1422

€ L*(0,1). (2.47)

Integrating (2.45) by parts leads to

1 1 1 1
1
/zttwdx + C/zuuwdx + 2v / Zprwdr — / a—v2+ 4 2z | wdx
V1+ 22 .

0 0 0 0

+ <a _2 4 1“)) 2o (1, ) w(1) — C2paa (1, )w(1)

1+ 22(1,¢
= [vz(1,t) = U(u(0,t)) — D(u(1,t))]w(1). (2.48)
Invoking (2.47) then shows
—v? __tra z —(z =vz —U(u —D(u
(a + = z%(l,t)) 2 (1, 1) —C2paa (1, 1) +(1,6)—U(u(0,t)) —D(u(1,1)). (2.49)

Thus, the existence of the global solution for the closed-loop system (2.5) follows in [0,T), for all T > 0.
In what follows, we demonstrate the uniqueness of the solution. Let z,Z be two solutions of the closed-
loop system (2.5). Substitute Z for z in (2.8) and subtract (2.8) to obtain

1

/(Ztt(x t) — zy(z,t))w(x) dx—l—(/ (Zox(2,t) — 22 (2, 1)) Wee (x)da

1
o
0

+U(

l1-a - 9 1-a N wde
( ! 1+z2> ( WT) ] “
(0,)) + D(u(1,£))]w(1) — [U(u(0,)) + D(u(1,#)w(1)

<3

+20 | (Zapt(,t) — 2zt (2, t))w(z)de — v[Z:(1,t) — z:(1,¢)]w(1) = 0. (2.50)

O\H

Taking w = Z — z and arguing as in (2.26), we can obtain that

dr(t)

5 < 20sT(1). (2.51)
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where Cs is given in (2.42) and

L(t) = CllZea () = 2oa (S OIIP + 1260 1) — 2 (O + 7/ “2[ap,t) — u(p, )]*dp,
0

which with T(0) = 0 gives the uniqueness of the solution.

Lastly, let us show the continuous dependence of the solution on the initial functions. Let z™ be the
solution of the closed-loop system (2.5) with initial value (h™, g™, g) € Qo x Q2 x HY(0,1) satisfying
h™ — h, g™ — g in Qa and g§ — go in H'(0,1). Then in a similar fashion, it follows from (2.51) that

x(t) < x(0)e23t, (2.52)

where
1

X(t) = Cllega(5) = zaa (SO + 128 (1) = 2 (O] + 7/672”[1&"(0, t) — ulp,t)]*dp,
0

and
1

3(0) = IR, — B2 + [lg™ — gl + 7 / 277 g — go)2dp,
0

which means that 2™ — z in H*(0,1) for any t > 0 as n — oo. The proof of Theorem 2.1 is completed.

3. Stability analysis of the closed-loop system

In this section, we complete the stability analysis of the displacement response and energy-like function
of the nonlinear beam system (2.5). For this, first a lemma which indicates that the energy-like function
E(t) is non-increasing, follows easily from estimate 1 in Theorem 2.1.

Lemma 3.1. Let z be the solution provided by Eq. (2.5). Then, the energy-like function E(t) defined in
(2.6) satisfies

1

dii) < —K1u%(0,t) — Kou?(1,1) ’}//672;” 2(p, t)dp
0
1
< —min{K1, K5,1} [u%(0,t) + u*(1 +7/e’2’” 2(p,t)dp| , (3.1)
0
where Ky =k — % — & >0 and Ky = Le™?7 — ks > 0 given by (2.18).

A generalized Gronwall-type integral inequality [31, p. 103] shown as Lemma 3.2 is needed to build
up the exponential stability of the closed-loop system (2.5).

Lemma 3.2. Suppose N : [0,+00) — [0,+00) is a non-increasing real-valued function with a constant
a > 0 such that

/N(s)ds < éN(T) for all T > 0. (3.2)
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Then, the following estimate is valid
N(t) < N(0)er ot (3.3)
Now, let us state the absolute stability of the closed-loop system (2.5).

Theorem 3.1. Under the assumptions of Theorem 2.1, the energy-like function E(t) defined by (2.6)
decays uniformly exponentially, i.e.,
E(t) < e E(0) (3.4)
for allt > 0, where
O
min{Kl, KQ, 1}

with C = max {1, }:2}3} and C, = max { 2Avths)*+(1v?) kg }

2(1—v2) R

a =20+ (3.5)

Proof. Take the inner product with zz, on both sides of the first equation in the closed-loop system (2.5)
to yield

Hy+ Hy+ H3 = Hy (3.6)
where

Hl == <I’Z_T, Ztt>a H2 <I’Zx, 21)th 3 :L'Zz, erx£>a

e o (o 1122) ] >

By the law of derivation and the boundary value condition z;(0,¢) = 0, for H; we have

H, = T2gt2edx

1
1
/aczt dac+§/ Zdx
0

1 1
[zzp2¢)eda + = 5 /zt dz — % 2(1,1). (3.7)
0

O~

[2232¢)pda —

[xz, 24t

w\»—*

O\H o O —_

Likewise, one gets
1 1

Hy = QU/Z‘Zwatd.r = /[vxzi]tdx. (3.8)
0 0

After integration by parts, we have that

1
= C2:(1,t)2g0a (1, 1) (/zmx 2o + X2pq)dx
0

— o (1, 8)20ma (1, 8) + / 2o (220 + T2000)da
0
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j ((EZ2

1
— (1,8 20mn(1,1) ?C/ (3.9)
0

w\f\

= Cz:(1,t)200a(1,t +2(/z dz +

NI
O\H
0
8N

8
o,
8

and

O\H
K
N
B
S
3
3
VR
S
HH
+|
N@
80
\_/\_/v
&

1
1—-a 1—a
2 2 2 2
=z(1,t) | a — v+ —/—m—— —/zz a—v" + —— | dz
( )< 1+z§(1,t)> ( \/l—l-z%)

0

! Il P
5 a—v Ve s
0
1 22
+1// 2% ) dwa (3.10)
5 a—v N sdz. .
00

Owing to the monotonicity of the function a — v? + \}% for any s > 0, then

e

1— i 1-
zi a—v2—|—7a 2/<a—v2—|— CL)ds.
V1+22 J 1+s

This together with (3.10) gives
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zi(l,t)

l1—a 1 1—a
H<Z 1t CL—’U2+7 — - / (G—U2+)d8
1< 2l )< 1+z§(1,t)> 2 Tts

éo/lo/(a—u + +S> dsdz. (3.11)
)dd + = /z dz

1
1
< - /[xzxzt +vz22]de + 2zt(1 t) — (2 (1,1) 200 (1, 1)
0

1—a
+za2c Lt)|a—v?+ —— ——
( )< 1—|—z§.(1,t))

zi(l,t)
1 9 1-a
—— a—v°+ ds. 3.12
2 / < \/1+8> (3.12)
0

Following the boundary value condition (2.5), the slope-restricted condition (H;), (Hz2) and Young’s
inequality, we immediately obtain that

(1, )2 (1, ) + 22(1, ) (a 24 1‘“))’

< Jza (1, 1) vz (1, 1) = U (u(0,1)) — D(u(1, 1))]]
< Lz (1, )l[0ful0, 8)] + kalu(0, )] + kslu(1, &)
< (v + k2)|z2 (1, )u(0, )] + kslza (1, t)u(l,1)]
ko)? k2
< (m )220 + O 0 gy 4 e ) (3.13)
4m 72
where 71,72 > 0 are Young’s coefficients. According to the definition of the energy function E(t) defined
by (2.6), it can be deduced from (3.12) and (3.13) that
1
¢ [ .2
dsdz + 5 2y dx
0

1 22

E(t) = %/ d:v—&-;//(a—v +

0

—l—%/ —2PTu2 (p, t)dp
0
(v+ k2)® +2m 2

. (0,%)

1
< — /[mzwzt +vxz ] dz + (m +n2)z (1 t)+
0

) zi(l,t)
k3 o 1 / < 5 l—a )
+—u*(1,t) — = a—v° 4+ —— | ds
4np ( ) 2 1+s
0
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1
+% / e=207u2(p, t)dp. (3.14)
0

2

Since f (afv +

\/m) ds > (1 —v%)z2 due to a > 1 > |v] > 0, inserting this into (3.14) produces

1

v+ k + 2
E(t) < - /[mzwzt + vz ] dz + (m +n2)z (1,t) + —( 121> il 2(0 t)
0 n
k2 /
1—w Y
3. 2 ~2072(
B u2(1.t) — - P 3.15
() - +2/e (p,t)dp. (3.15)
0

Due to the arbitrariness of parameters, letting 7, = 7o =
that

(3.15) and Lemma 3.1 implies

2w +ko)? + (1 —2?%) k32
201 — 12) w (0.6 + 7

1
E(t) < —/ [2p2: + vez?];da +
0

1
[ e

u?®(1,1)

2

1 1
<C, {u2(07t)+u2(1,t)+7 / e T (p, )dp] / 22020 + vaz]idx
0 0

CLE(t)
min{Kl, K27 1} ’

IA

1
- / [x202¢ + vo22],de — (3.16)
0

where C, = max{2<v+k?)2+(1_v2) ks }7 K =k —k — 7= >0, and Ky = Le—2m _ % > 0. On the

2(1—v2) ' 1—0? 2 2 2T
other hand, we can find from the definition of E(t) given in (2.6) that
1 1 . 1 1 1
1
/xztzwdm—l—v/szdx < §/z2dx—|— 5/22dx—|—v/z§dx
0 0 0 0
1 Lo 1
1
< i/zfda: + — + Y / de
0 0
122
A1 1 —
<C f/zdx%-f// a—v°+ ? ) dsdz
2 2 V1+s
00
< CE(t), (3.17)

with ¢ = max {1, }fig }, for all ¢ > 0. This together with Lemma 3.1 shows that

S 1 1
//[xzxzt +vzz2]dadt| < /[xzt(z, S)zp(x, S) + vrzi(x, S)]dx
T 0 0

+ | [ [z2e(@, T)2p (2, T) + vaz2(z, T)]dx
/
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Integrating (3.16) from T" to S (S > T') and substituting (3.18) into it yield

C-EM) _ _Lpqy

to
S

t)dt <2CE(T) + ————F—
/ O ( )erin{Kl,KQ,l}_a
T

where C, C, and « are given in (3.5). Passing to the limit as S — +oo gives

+oo
[ Bt < @),

(3.18)

(3.19)

(3.20)

Then, the inequality (3.4) follows by invoking Lemma 3.2, which completes the proof of Theorem 3.1.

O

Finally, we further analyze that the displacement response of the beam system is also exponentially

stable and the control input U, D for the closed-loop system (2.5) belongs to L?(0, 00).

Corollary 3.1. If the assumptions of Lemma 3.1 are satisfied, the displacement response z of the closed-

loop system (2.5) decays exponentially and

+oo o0 kz
/U2(u(0,t))dt+ / D?(u(1,t))dt < mE(O),
0 0

where ky are given by (2.2) and K1, Ko > 0 are given by (2.18).

Proof. Thanks to z(0,t) = 0, for all ¢ > 0, it follows that

x 1
2(a,t)] = / 205, 1)ds| < / (s )| < [l20(- 8)] <

0

for all t > 0 and = € [0, 1], where the following estimate

1 22
[ [ (e s
- a—v
2 1

0 0

is applied. Inserting the conclusion of Theorem 3.1 to (3.22) concludes our desired result.

For any p > 0, integrating over (0,p) on (3.1) of Lemma 3.1 gives

min{ K, Ky,1} /[u2(o,t) +u?(1,t)]ds < E(0) — E(p) < E(0),

which with the slope-restricted condition (H;) and (Hs) implies that

o0 [e%e] 9
/U?(u(o,t))dt+ /DQ(u(l,t))dtSME(o).
0 0

(3.21)

(3.22)
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Remark 3.1. When the linear feedback control, i.e., U(y:(1,t)) = k1y:(1,t), D(y:(1,t—7)) = ksy:(1,t—7)
for 0 < k3 < %, is implemented on the free end of the beam, the exponential stability of the closed-
loop system (2.5) is easily derived by the same method adopted in this paper. From the conclusion of
Theorem 3.1 and Corollary 3.1, the explicit exponential decay rate of the closed-loop system « is related
to the upper bounds ko, k3 of growth coefficients in assumptions (H1), (Hs2), and the moving speed v.
Consequently, distinct from the Lyapunov direct method ([33]), the explicit exponential decay rate not
relevant to initial energy can be guaranteed by the generalized Gronwall-type integral inequality (Lemma

3.2).

4. Conclusion

This paper investigates the stability of a geometric nonlinear beams when a nonlinear damping and a
nonlinear delay damping are applied at the free end of boundary. The emergence of time-delay term brings
some complexity to the analysis of the system. In order to deal with the time-delay term, an innovative
energy-like function is constructed to complete two important estimates. Then, the well-posedness of
the closed-loop system is completed by invoking the Faedo—Galerkin approximation approach, where
the existence of the solution is continuously dependent on the initial value. The uniform exponential
stability of the closed-loop system is demonstrated, for which the integral-type multiplier method and a
generalized Gronwall-type integral inequality are used, instead of the direct Lyapunov method applied
in the literature [7,28], to handle the nonlinearities derived by the nonlinear geometric relation and the
nonlinear feedbacks. If only the time-delay controller is implemented at the boundary, whether the system
can continue to maintain stability is an interesting and open problem.
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