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The initial-boundary value problem for the generalized double dispersion equation

Xiao Su and Shubin Wang

Abstract. We consider the initial-boundary value problem for the generalized double dispersion equation in all space dimen-
sion. Under the suitable assumptions on the initial data and the parameters in the equation, we establish several results
concerning local existence, global existence, uniqueness, and finite time blowup property. The exponential decay rate of the
energy is proved for global solutions. The sufficient and necessary conditions of global solutions and finite time blowup of
solutions are given, respectively.
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1. Introduction

In this paper, we focus on the following initial-boundary value problem of the generalized double dispersion
equation

upr — Augy — Au+ A%u — alAuy = Af(u), (z,t) € Qx RT (1.1)
u |aQ= O, Au |3Q= O7 (1.2)
w(z,0) = up(x), wup(x,0) =ui(x), (1.3)

where f(u) = BlulP~tu, 8 € R\ {0}, 1 < p < oo, and a > 0 is a constant. € is a bounded domain in R"
with smooth boundary 09, u = wu(z,t) denotes the unknown function, A is the n-dimensional Laplace
operator, the subscript ¢ indicates the partial derivative with respect to ¢, and ug and u; are the given
initial value functions.

In the physical study of nonlinear wave propagation in waveguide, the interaction of the waveguides
and the external medium and, therefore, the possibility of energy exchange through lateral surfaces of the
waveguide cannot be neglected. To consider the model of interaction between the surface of a nonlinear
elastic rod, whose material is hyperelastic (e.g., the Murnaghan material), and a medium, the longitudinal
displacement u(x,t) of the rod satisfies the following double dispersion equation (DDE)

1
Upp — Ugy = 1 (6u2 + auy — bum)m , (1.4)
and the general cubic DDE
1
Ut — Uze = (cu3 + 6u® + aug — by, + cut)m , (1.5)
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which can be obtained by meaning of the Hamiltonian principle (see [15,16]), where u is proportional to
strain g—g, U is the longitudinal displacement, a > 0, b > 0 and d # 0 are some constants depending on

the Young modulus. The multidimensional generalized forms of (1.4) and (1.5) are written as follows

g — Au — alAugy + bA%u = Af(u), (1.6)
wsr — Au — alAug + bA%u — cAuy = Af(u). (1.7)

So far, there has been an extensive body of work on the equations (1.4), (1.5) and their generalized forms
(1.6) and (1.7). For the Cauchy problem of these equations, the results are stated as follows. Wang and
Chen [19] studied the Cauchy problem of (1.5) and proved the existence, uniqueness, and nonexistence
of global solutions. By means of the potential well method, Xu and Liu [24] established the results on
global solutions and finite time blowup of solutions of the Cauchy problem of (1.6) with the initial energy
at low level and f(u) = alulP for 1 < p < ocoifn =1,2and 1+ 2 < p < 22 if n > 3 without the
local existence theory and uniqueness. Xu, Liu and Liu [25] studied the Cauchy problem of (1.6) with
f(u) = £alulP or —alu[P"tu, a > 0, in which the authors established global solutions u € H™(R™) with
m =1, forn =1 and m = 2,3,4 for n < 3, and finite time blowup of solutions were established in the
case of low initial energy. Kutev, Kolkovska, and Dimova [7] studied the Cauchy problem to (1.4) with
combined power-type nonlinearities and proved the sign-preserving property of the Nehari functional to
establish global solutions and finite time blowup of solutions with subcritical initial energy. Wang and
Da [20] investigated the small amplitude solution to the Cauchy problem of (1.7). Wang and Chen [23]
established asymptotic profile of solutions to the initial value problem of (1.7) and obtained the optimal
decay estimate of solutions. Erbay and Erkip [2] considered the instability and stability properties of
traveling wave solutions of (1.6) with f(u) = —|u[P~1u, p > 1.
In [1,9], the initial-boundary value problem of (1.4) and (1.5) was investigated, respectively,

Utg — Uggy — Ugatt T Uzgze — dux:ct == f(u)zm7 T e Qa t>0
w(0,t) = u(l,t) =0, upe(0,t) = uge(l,t) =0, (1.8)
u($70> = u0($)7 ut(x,()) = U (33)’

where Q = (0,1), d > 0. The global classical solutions were obtained in [1], and global solutions and
blowup of solutions with subcritical initial energy were studied in [9]. In [1] and [9], the authors studied
(1.9) by considering the following auxiliary problem

Vit — VUgz — Vgt + Vzgzs — QUgzt = f(vx)ma S Q,t >0
v(0,t) =v(l,t) =0, Vper(0,1) = vae(l, 1) =0, (1.9)
v(x,0) = vo(z), vi(z,0)=v1(x).

In [28], the authors studied the long-time behavior of solutions to the initial-boundary value problem of
(1.7) and obtained the existence of global attractor of solutions.

It is well known that many multidimensional wave equations arise from physical models, so it is mean-
ingful to study the multidimensional generalized double dispersion equations. However, until recently,
very little work has been done on the initial-boundary problem for the multidimensional double disper-
sion equation. It is our purpose to study the behavior of solutions to the problem (1.1)—(1.3) in the
phase space H}(Q) x L?(Q). Of course, it may be interesting to show how the nonlinear term affects the
behavior of the solutions. When the coefficient of nonlinear term is positive (8 > 0), we can obtain global
a prior in the phase space without any other restriction on the initial data. However, the case 8 < 0
may lead to finite time blowup of solutions. To discuss the issue, the potential well theory is introduced
by Sattinger in [17] to prove the global existence of solutions for nonlinear hyperbolic equations which
have not necessary positive definite energy. As far as we know, most of the relatives works focus on the
subcritical initial energy case E(0) < d. Sharp criteria has been obtained for the global solutions and
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finite time blowup solutions with subcritical initial energy. We refer the reader to [9,10,24,25] and the
reference therein.

It may be a interesting work to study the global solutions and finite time blowup of solutions with
supercritical initial energy. Based on a family of potential wells, Kutev, Kolkovska, and Dimova [6]
established the global weak solution with supercritical initial energy for the Cauchy problem of (1.6)
but without the result on finite time blowup of solutions. In [27], the authors provided the sufficient
conditions of global solutions with arbitrary positive initial energy to the Cauchy problem of a class
of the sixth-order “good” Boussinesq equation and also without the result about finite time blowup of
solutions with high initial energy. Later, Kutev, Kolkovska, and Dimova [8] investigated the finite time
blowup of solutions with E(0) > 0 for the Cauchy problem to Boussinesq equation with linear restoring
and combined power nonlinearities, by means of the modification of the concave method. In [3,26], the
authors studied semilinear parabolic equation and semilinear pseudo-parabolic equation, respectively.
They obtained global solutions and finite time blowup of solutions with arbitrary positive initial energy
by comparison principle.

Unfortunately, because of the absence of comparison principle for hyperbolic equation, this method
cannot be applied to wave equations much less to (1.1). However, Gazzola and Squassina [4] considered
the initial-boundary value problem of the following damped wave equation

ugr — Au + auy — yAu; = |ulPu, (1.10)

and presented the finite time blowup of solutions with arbitrarily positive initial energy under the case
~v = 0. Recently, Wang and Su [22] studied the initial-boundary value problem for the Boussinesqg-type
equation and provided sufficient conditions of global solutions and finite time blowup of solutions with
the initial energy at high level.

Now let us explain in some detail which are our main results. We first establish the local well-posedness
by the standard Galérkin method (see Theorem 2.2). In the case of the negative initial energy, we prove
the local solutions will blow up in finite time (see Theorem 2.5). By means of the potential well theory and
the concavity method, we study the global solutions and finite time blowup of solutions with E(0) < d (see
Theorem 2.6 and Theorem 2.7). At last, we consider the case of supercritical initial energy F(0) > d. Under
some additional assumptions on the initial data, we establish global existence and finite time blowup of
solutions with supercritical initial energy (see Theorem 2.9 and Theorem 2.11). Another interesting result
of this paper is to show that under the appropriate assumptions on initial data and parameters p, if the
solutions blow up in finite time Ti,ax, then there exists to such that u(t) belongs to the unstable set V', for
all [to, Tinax ). Comparing with Theorem 2.7, the necessary and sufficient conditions of blowup of solutions
are presented (see Theorem 2.13). The last result is to construct explicitly arbitrary high energy initial
data for which the solution of (1.1)—(1.3) blows up in finite time (see Theorem 2.11).

We conclude this section with several notations given. For 1 < p < oo, LP = LP(Q) denotes the usual

Lebesgue space with the norm || - || z»; in particular, || - || = || - ||z2. H* = H¥(2) stands for the classical
Sobolev spaces. By HY = HE(Q), we mean the closure in H* of the smooth functions with compact
support and we denote the Hj norm by |- |12, = || - [|* + ||V - [|*.

0

The powers (—A)® of —A for s € R on Q are denoted as
(—A)su(z,t) = Z)\Zak(t)ek(a:), seR. (1.11)
k=1

and the base functions {ey(x)} in H} with eg(x) being the eigenfunctions of the Laplace operator subject
to the Dirichlet boundary condition:

—Aep = \ 0
{ €k K€k, T €1 (1.12)

6k|em =0,
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corresponding to eigenvalue A, (k = 1,2,...) and 0 < A; < Ay < --- < )\ < ---. Using the definition
(1.11), if u € L2, then (—A)~zu € L2. Define a Hilbert space

H= (L2, (u,U)H) ,

with the scalar product

and
2

)

_1
lullg, 2 ull® + || (=)

which arising from scalar product and being an equivalent norm over L?2.

The notation (-,-) stands for the L2-inner product and (-,-)x x is used for the notation of duality
pairing between dual space. At last, X <— Y means the inclusion map of X into Y continuous. we use
the same letter C to denote a constant whose value may change from line to line and C(- - -) to denote
positive constants depending on the quantities appearing in the parenthesis.

This paper is organized as follows.

1. In Sect. 2, we present the main results of the paper;
2. In Sect. 3, we provide the proofs of the results.

2. The Main Results

In discussing well-posedness of the problem (1.1)—(1.3), we shall impose another restriction on the pa-
rameter p

l<p<oo, ifn=1,2 1<p§L2, ifn>3. (2.1)
—

In order to proceed with the presentation of our results, we shall introduce the appropriate definition
of a weak solution, which satisfies a certain variational equality. Since (—A)~1A2u = —Au, for any

ue {ue H NH) : Au|po=0}
(see [5, Lemma 1.7]), then applying the operator (—A)~! to Eq. (1.1), we have
(—A) Mgy + ugy +u— Au+ auy = — f(u). (2.2)

For the reason, the weak solution of Eq. (2.2) with the initial data (1.2) and boundary value condition
u Jga= 0 is said to be the weak solution of the problem (1.1)—(1.3). This leads to the following definition.

Definition 2.1. A function u € C ([0, T]; Hy)NC*([0,T]; L*)NC?([0,T]; H~') is said to be a weak solution
to the problem (1.1)—(1.3) over [0, T, if and only if for any ¢ € [0,7], it satisfies

(=) Fu, (~2)73) + s @)1 iy + (. 9) + (Vu, Vi)

for all test functions ¢ € C' ([O, TJ; H&), and
u(x,0) = ug(z) in Hy, ui(x,0)=ui(z) in L2 (2.4)

Moreover, if
Tiax = sup{T > 0 : u = u(z,t) exists on [0,T]} < oo,

then w is called the local weak solution of the problem (1.1)—(1.3). If Ty,ax = o0, then w is called the
global weak solution of the problem (1.1)—(1.3).
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The main result, which establishes local existence and uniqueness of weak solutions and conservation
law of the energy, reads as follows.

Theorem 2.2 (Local well-posedness). Let p satisfy (2.1), 3 € R\{0}. If the initial data ug € HE, uy € L2,
then there exists a mazimal time Tinax which depends only on ug and uy such that the problem (1.1)—(1.3)
admits a unique weak solution u defined on [0, Tinax) and

u € C ([0, Tmax); Hy) ,  ue € C ([0, Tax); L?) - (2.5)
Moreover, if
sup ([luelly, + Jullg) < oo, (2.6)
te[0,Tmax)

then Thax = 00. Furthermore, the conservation law of the energy of u holds, i.e.,
t
B(t) + a/ - 2dr = E(0) (2.7)
0

where
1 2 2 p +1
B(t) =5 (Nellze + Il ) + 5 Tl

Remark 2.3. It should be point out that if § > 0, a suitable modification to the proof of Theorem 2.2
allows us to get the global solution without uniqueness under the assumptions that

2
l<p<oo, ifn=1,2 1<p§L+2, if n > 3. (2.8)
n—
Note that 2+2 is the critical Sobolev exponent p+ 1 for the embedding H} < LP*!, but it is not known
n—2 0

if the energy equality (2.7) holds for "5 < p < Z—fg and the uniqueness of solutions is also unknown.

If B > 0, the energy formula E(¢) is positive, and we can achieve global a prior estimates from the
energy identity (2.7). If 8 < 0, the source term B|u|P~'u derives the solution to (1.1)—(1.3) to blow up in
finite time. So we have the following two results.

Corollary 2.4. Let p satisfy (2.1), and u be the unique local solution to (1.1)—(1.3). If 8 > 0, then u is
global. Moreover, if o > 0, then there exist constants 6 > 0 and C > 0 independent of t such that

E(t) < CE(0)e™, Vt e [0,00).
The proof of the energy decay estimate follows in a similar manner as in [22, Theorem 2.3].

Theorem 2.5. Let 5 < 0, p satisfy (2.1), and u be the unique local solution to (1.1)~(1.3). If there exists
to € [0, Timax) such that E(tg) < 0 or E(tg) =0, u(to) # 0, then the solution of the problem (1.1)—(1.3)
blows up in finite time.

Next, based on the potential well, we continue to address the issue of a source (8 < 0) which leads
to the fact that E(t) is nonpositive. For this purpose, from the variational point of view two natural
functionals associated with (1.1) need to be introduced. For 8 < 0, we define the continuous functional
J(u) as follows

Lo 18
I () = Sllullzy — Py
which may be regarded as the potential energy functional. The second important functional I(u) is the
variation of J(u) or may be called as the Nehari functional defined as

1
1) = [lullZyy — |BIlulZ5h.

lull7os:, ¥ ue Hg,
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The stable set and the unstable set are defined by
Wy ={ue€ Hj;J(u) <d}
W ={ue Hj;I(u)>0,J(u) <d} U{0},
V={ueH;I(u) <0,J(u) <d},
where the potential well depth d is defined as
d = inf {iti%)J()\u) :uEH&,u#O}. (2.9)

Furthermore, the potential well depth d, the stable, and unstable sets are also, respectively, characterized
by

2(p+1)

d= inf J(u)= L g0 7 s, (2.10)

ueN n 2( )

_pt1
W= {“ € Hi; () < d, Jull gy < 877705 7 }

_p+1
V= {u € H: J(u) < dJull gy > |3 7025 };

see [22, Remark 8], where the Nehari manifold
N ={ue€Hj;I(u)=0,u#0}.

Moreover, we have
Wi=WUV, and WnNV =0
Here and in the sequel C, is the optimal Sobolev constant of H} < LP*! denoted by

€. = sup llires
. Tl
u#0

The best constant C, has been determined in [11].

The following several results are established to describe the global existence and nonexistence of
solutions at three different levels: subcritical initial energy E(0) < d, critical initial energy E(0) = d, and
supercritical initial energy E(0) > d.

Theorem 2.6 (Global existence in W). Let 3 < 0, p satisfy (2.1) and u be the unique local solution to
(1.1)~(1.3). Assume that there exists to € [0, Tinax) such that

Elto) <d,  I(u(t)) > 0.

Then, u is global and w € W = W UOW, for all t € [tg,00). Moreover, when o > 0, E(tg) < d,
I(u(tg)) > 0 or u(ty) = 0, there exist positive constants & and C which depends on the initial data and
independent of t such that
E(t) < Ce 8, Yt ty,o0). (2.11)
Theorem 2.7 (Blowup in V). Let 8 < 0, p satisfy (2.1) and u be the unique local solution to (1.1)—(1.3).
Assume that there exists to € [0, Tmax) such that one of the following assumptions holds,
1. 0 < E(to) < d and I(u(ty)) <0,
2. E(to) =d, I(u(tg)) <0 and
((=2)Fu(to), (~A) Fug(to) ) + (ulto), ue(to)) = 0.
3)

Then, problem (1.1)—(1.3) does not admit any global weak solution.
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From Theorems 2.6 and 2.7, we can obtain the threshold result of global existence and nonexistence
of solutions for the problem (1.1)—(1.3) as follows.

Corollary 2.8. Let 8 < 0, p satisfy (2.1) and u be the unique local solution to (1.1)—(1.3). Assume that
there exists to € [0, Tmax) such that E(tg) < d. Then, when I(u(ty)) > 0, the problem (1.1)—(1.3) admits
a unique global weak solution, and when I(u(tg)) < 0, the problem (1.1)—(1.3) blows up in finite time.

Following the idea of [6,22], we shall establish the global existence and nonexistence results with
arbitrary positive initial energy.

Theorem 2.9 (Global existence for E(0) > 0). Let 8 < 0, p satisfy (2.1) and u be the unique local solution
o (1.1)=(1.3). Assume that E(0) > 0 and the following two assumptions are true

1 1 a? _1 2
L ((8) bug, (=) Hun ) + (o, 0) + §uolP + =25 ()

1 (p—1)(p+3)A1
LE 0 0

t SoDron (0) <0,

2. K(up) = I(ug) — ||U1||31 > 0.

Then, u s global.

Remark 2.10. We note here that the second restriction on the initial data implies I(ug) > 0. When
0 < E(0) < d, we immediately get the existence of global solutions from Theorem 2.6. That is to say the
first hypothesis turns out to be essential only when dealing with the case E(0) > d.

Theorem 2.11 (Blowup for E(0) > 0). Let 5 < 0, p satisfy (2.1) and u be the unique local solution to
(1.1)~(1.3). Assume that E(0) > 0, and

((—a) a0, (=8)Hun ) + (o) + 3 llwoll? = p—:lE(O) >0, (2.12)
1 2
H:m(m%), (2.13)

where
A=alp+3)A1, B=4(p+3)(p— DAi(1+ \1)>
Then, the solution of the problem (1.1)—(1.3) blows up in finite time.
Noting that when o = 0,

k=1/(p+3)(p— 1A

Next, we construct explicitly initial data with arbitrary high initial energy such that all assumptions of
Theorem 2.11 are satisfied.

Theorem 2.12. Let § < 0, p satisfy (2.1). Then, for every constant M > 0, there exist infinitely many
initial data ué\/l S Hol and u{VI € L? such that E(ué”,u{”) = M and Tyax < oo for the corresponding
solution of (1.1)—(1.3).

If we make a further assumption on p, 1 < p < 1+ %, we can provide the necessary and sufficient
conditions of blowup of the solutions for the problem (1.1)—(1.3).

Theorem 2.13. In addition to condition (2.1), we also assume that 1 <p <1+ %. Let 3 <0, a>0 and
u be the local solution to (1.1)~(1.3). Then, u blows up in finite time, i.e., Tmax < 00 if and only if there
exists to € [0, Tmax) such that E(tg) < d and u(ty) € V.
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We conclude this section with a few words about our results. Our first result stated in Theorem 2.2
provides local well-posedness of the problem (1.1)—(1.3) in the energy space and establishes the energy
identity. To obtain the global solutions, establishing global bounds on the solutions is the key steps. When
B > 0, it is easy to get global a priori because of the energy identity. When the source term appears
(8 < 0), finite time blowup of solutions may happen. So, the next main works of this paper are to discuss
the global solvability and finite time blowup of solutions for the problem (1.1)—(1.3) with 8 < 0. It was
found that if the initial energy functional E(0) is negative, then the weak solution always blows up for an
appropriate finite time. When the initial energy is positive and smaller than d, then the global existence or
blowup of solutions depends on the sign of the Nehari functional I(u), see Theorem 2.6 and Theorem 2.7.
The situation is, however, different when the initial energy is arbitrary positive especially lager than d,
leading to the sign-preserving property of I(u) which is no longer valid. Theorem 2.9 and Theorem 2.11
show that the global solvability or the finite time blowup of solutions of (1.1)—(1.3) with initial energy
E(0) > d depends not only on the initial profile ug but also on the initial velocity u;. So, some additional
assumptions on the initial data are necessary for global existence or finite time blowup of solutions with
supercritical initial energy.

3. Proof of the Main Results

In this section, we present the proof of the main results. We establish the local well-posedness in The-
orem 2.2 by applying an appropriate Faedo—Galérkin method which can be divided into four steps:
constructing finite-dimensional Galérkin approximations to the problem (1.1)—(1.3), establishing a priori
estimates, passing to limit, and verifying the conditions of initial data. The initial energy level plays a
crucial role in dealing with the global solvability and finite time blowup of solutions, and these cases are,
respectively, tackled with different tools.

3.1. Proof of Theorem 2.2

We divide into three steps to prove the theorem. Firstly, we prove the existence of local solutions u €
L>(0,T; H}) N Wee(0,T; L?). Secondly, we establish the energy identity (2.7). At last, we further its
uniqueness and the continuity of solutions.

Let {ex(z)} be the base functions in H} as mentioned in (1.12), and we normalize e, such that
|lex|l = 1. Let

U (2, 1) = Z g (t)er () (3.1)
k=1

be the Galérkin approximate solutions of the problem (1.1)—(1.3), satisfying

(=) mte + Umtt + U — Aty + Qg ex) = — (f(um), ex) , (3.2)

s (2,0) = woe) = 3 prex — o i H, 55 m - ox, (33)
k=1
m

Ut (2,0) = um (z) = kaek —uy in L%, asm — oo; (3.4)
k=1

therefore, by Poincaré inequality, we have

(=A) Z Uy (2,0) — (—=A)"2uy  in L, as m — oo. (3.5)
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Substituting (3.1) into (3.2)—(3.4), it follows that

1 _n

Ay @+ Wy + Qe + MeQiom, + @0, = —(f (), €x), (3.6)
akm(0) = pr,  ap,(0) =& (k=1,2,...,m), (3.7)

from here on the notation “’” denotes the derivative with respect to time ¢. According to the standard
ordinary differential equations theory, the problem (3.6), (3.7) admits a solution aj,, € C? on some
interval [0, ,,] for each m.

Multiplying both sides of (3.2) by aj,,,(t), summing up for kK =1,2,...,m and integrating between 0
and t, one has

t) + a/ | tmr |2d7 = E,,(0), ¥Vt €[0,tm], (3.8)

where

1 2 B 1
En(t) = 5 (hmelle + lem g ) + S lum 1722

Then, from (3.8), recalling H} < L%, and thanks to the Hélder and Young inequalities, we have

1

o (e o / -

1

=5 (llumll5, + lumoli3) +5 |u Mty dadr

1
<5 (lm B, + o) + 161 / il s 27

+

1
<5 (Il + ol ) + €18 / g + Nt ) i

According to the facts (3.3)—(3.5), for sufficient large m, we have

N |

(Wamell + iz ) + @ [ e
0

ptl

t
2 1 2
<l + ol + €131 [ 5 (emly + umel?)
0

A simple computation entails

1-p -1 e
Jimel+ Ty +o [ e PPar <2 (45 - 22 2ciae] 7 (39)
0
1-p

where A = ||uy H?i + ||u0|| . We find the right-hand side of (3.9) will blow up, as t — % however,

for
A2
T=_" (3.10)

Clplp—1)’
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we reach

t
et 3¢ + e 1573 + a/ [y ||2dr < 2771 A, Vt € [0,T]. (3.11)
0

The uniformly boundedness of the norms Huth?.( and Hume{& on [0,7] is obtained. Using the Bessel

inequality, we have > a7 () and Y @}, (t) are uniformly bounded over [0,7] and ag,,(t) can be
k=1 k=1
extended to [0, T for each m.
Now we pass to the limit. The estimate (3.11) implies that a subsequence of {u,,}, which we still

denote by {u,,}, can be extracted such that

Uy — u  weakly-star in  L>°(0,T; Hy ), (3.12)

Upt — v weakly-star in  L°°(0,T; L?), (3.13)
and u; = v ([12]). It remains to show (2.3), since (2.4) is immediate. Since the injection H} — L? is
continuous and compact, there is a subsequence {u,,} in H} such that

Uy — u  strongly in L2

extracting a further subsequence if necessary, u,, — u a.e. in ; hence, by the continuity of f(u) we can
get f(um) — f(u) a.e. in Q. Combining with the boundedness of f(uy,) in L> (0,T; L?), we immediately
get

f(um) — f(u) weakly-star in L (0,7;L?). (3.14)

It follows from (3.2) that ¢, 2= ((—A) ™' + 1) wpee € L°(0,T; H~1) then
Umtt = (I - A)il(iA)QOWL € LOO(O,T;Hil),

wd Ut — Uy weakly-star in  L>°(0,T; H 1), (3.15)
Moreover, noting that (—A)~2 : H=* — L? is a bounded linear operator,

(—A)*%umtt — (—A)*%utt weakly-star in L™ (0,7 L?). (3.16)
Then, for ¢ € C[0,T], pr = P(t)er € C ([O,T]; Hol), multiplying both sides of (3.2) by #(t), and taking
m — oo, for a.e. t € [0,T], we get

((fA)*%W, (—A)f%m) + (e o) -1, g2 + (u, 00) + (Vu, Vi)
+ a(ug, o) + (f(w), o) = 0.

The latter equation holds for all k, therefore, for any linear combination of the ¢;’s. Then, (2.3) holds.
Having established the existence of local solutions, and now we further study the uniqueness, energy
identity (2.7) and continuity of solutions.
Noting that (3.12), (3.13) and (3.15), we get

e + (I — A)u = —(=A)"ruyy — f(u) — au, € L=(0,T; L?). (3.17)
Then,
1d
(uge + (I — A)u,uy) = ST (e + [[ull® + | Vul?) (3.18)

which follows by Temam lemma [18, Section II, Lemma 4.1]. Then, multiplying both sides of (3.17) by u;
and then integrating over Q x [0, ¢], and using the fact (3.18), we can obtain then energy identity (2.7).

Let u,v be two solutions of the problem (1.1)—(1.3) which share the same initial data wug,u;. Let
w = u — v, then w(x,0) = 0, wy(z,0) =0, and w € L>=(0,T; HY), w, € L°°(0,T; L?), and w satisfies

(I + (=A) Hwy + (I = Aw = ~(f(u) = f(v)) - aw, (3.19)
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in the sense of distribution. Applying the bounded linear operator A; = (I-A)"'(=A): L? — L?(H~! —
H~1) to both sides of (3.19), we can get

wiy — Aw = Ay (—(f(u) — f(v)) — aw;) € L>=(0,T; L?). (3.20)
By Temam lemma again, we have
we C([0,T); HY), w € C([0,T]; L?).
By applying standard energy estimates for equation (3.20), we obtain

|2 + | Va2 = / / Ay (—(f (1) — F(0)) — own) wydadt
0 Q
< / (1A (F () — S + ol Are]) et

/ o)lllweldr +C / Juwe|2dr.
0

[f(u) = F()] < C(lulP~" + o),
then by using the Holder inequality, the Sobolev embedding H < L?P, we can get

Noting the fact

t
el + 19wl < € [ (Jur|? + [ 7w]?) dr

By means of the Gronwall’s inequality, we can get w(zx,s) = 0 a.e. in Q.

For extending the interval of existence, noting (3.10), we know T is uniformly upper bounded, if initial
data and the coefficients are fixed; then, by standard argument, we can find a T},.x such that (2.5) holds.
Thus, we complete the proof of Theorem 2.2. O

3.2. Proof of Theorems 2.5-2.7

In the occasion of the proof of Theorem 2.6 and Theorem 2.7, we shall proceed our argument based on
the following lemmas. The first one is the forward invariance of W and V under the flow of (1.1)—(1.3).
The proof is quite similar to [21, Lemma 4.1]; in order to avoid redundancy, we omit it here.

Lemma 3.1. Let 8 <0, p satisfy (2.1), and u be the unique local solution to (1.1)—(1.3).

1. If 0 < E(0) < d, then for allt € [0, Tinax), u(t) belongs to W provided that ug belongs to W.
2. If either 0 < E(0) < d or E(0) =d, and

(=) Fuo, (=2) " ) + (wo, 1) 2 0,

then for all t € [0, Timax), u(t) belongs to V provided that ug belongs to V.
3. If E(0) <0 or E(0) =0, ug # 0, then u(t) belongs to V for all t € [0, Tinax)-

Lemma 3.2. [13,14] Suppose that for t >ty > 0, a positive, twice-differentiable function ¢(t) satisfies the
inequality

¢"¢—(a+1)(¢')* 20
where o > 0 is a constant. If (tg) > 0 and ¢'(tg) > 0, then ¢p(t) — oo ast — t; < Ty = ¢(to)/(ad’(to))+
to.
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The proof of Theorem 2.6 is divided into three steps. Firstly, we prove the global existence of solutions
in the case of E(tg) < d and I(u(tg)) > 0. Secondly, by the approximation method, we discuss the case
E(tg) < d and I(u(tp)) > 0. At last, we establish the energy decay estimates.

Proof of Theorem 2.6. Without loss of generality, we may assume that tg = 0 so that u(tg) = up and
ut(to) = Ui.

Step 1. When F(0) < d and I(up) > 0 or ug = 0, it follows from the first statement of Lemma 3.1
that I(u) > 0 or [[uf gz = 0 for all t € [0, Tinax), which along with the equality (2.7) and the fact

1 p—1 1
Et) == 2+ |lul? — T 3.21
(t) 2HutHH+ 2(pH)IIuHHg +p+1 (u), (3.21)
that

t

1||ut||%¢ + ﬂuuw L+ a/ |u.|?dr < E(0) < d (3.22)
2 20p+1)" Mo - ’
0

for all t € [0, Tinax). Therefore, by virtue of Theorem 2.2 it yields Tiax = 00.
Step 2. When F(0) < d and I(ug) > 0, picking a sequence {\,,} such that 0 < \,,, <1, m=1,2,...
and A, — 1 as m — o00. Let ug, () = Apuo(x), urm(z) = Apuy(z). Then, ug,, € W and Eg,, (0) < d. In

fact, we know the condition I(ug) > 0 (I(ug) > 0) is equivalent to ||u0|\12q5 < %d (HUOH?{(} < %d)
for E£(0) < d. If ug # 0, then ||u0m||§{% < %d, 50 I(ugm) = I(Anu(0)) > 0. By a direct calculation,

we can show J(uom) = J(Amuo) < J(ug) (see [21]). Moreover,
1
Eom(0) = 5 l[11ml3 + J (uom) < E(0) < d.

If ug = 0, then ug,, = 0, and
Eom(0) = % [urlf3, < d.
Now considering Eq. (1.1) with the boundary condition (1.2) and the initial conditions,
u(z,0) = ugm(x), w(x,0) = upy,(z). (3.23)

Then, it follows from the argument of Step 1 that for each m the problem (1.1), (1.2), (3.23) admits
a global weak solution un,(t) € C ([0,00); Hj) with up; € C([0,00);H) and u,, € W for 0 <t < o0
satisfying

((*A)iéumm (*Ar%@) + (Umit, ©) -1, 1g + (Um, @) + (Vum, Vo)
+ a(umt7 SO) + (f(um)7 90) = 07
for any ¢ € C ([0, T]; H}) and T € (0, 00). Moreover, we have

t
1
el + —— T (1) + a/ [t |27 = o (0) < d,

1 2 p—l

(p+1) )

which along with the fact I(u,,) > 0 yields

t
1 2 p—1 2
3 it B+ o lmlg + @ [ e 7 <d. 0 <t <oc,
0
The remainder of the proof is similar to that in the proof of Theorem 2.2. Therefore, by virtue of

Theorem 2.2 it yields T ax = 00.
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Step 3. Next, we prove the decay property of the solution. For o > 0, we denote
o
1t = ((=2)Fu, (=8)Fur) + () + 5 [l

The standard approximation argument shows that I’(¢) exists and

2
_1
V(1) = =l = Bllullyits + [|(=2) ]|+ e
Let 0 < € < 1 be small enough that € < lii\l . Later, we may need to adjust e again. Define

L(t) = E(t) + €l(t).
By the Cauchy inequality and the Poincaré inequality, it is readily seen that L(t) and E(t) are equivalent
in the sense that
L1E(t) < L(t) < BE(t), VYt >0, (3.24)
where

1 1
i=1—€|l+—|+ea>0, Bo=14€(l+—+4+a] >0.
)\1 /\1

Using the equality (2.7), we get
d
e =
gl =c¢

From (3.22), we see ||uH§J(% < %E(O). Using the Sobolev embedding H} < LPT! we have

_1 2 1
(—2) 2|+ elluel® - allul® — ellullFy — eBlullpis. (3.25)

p—1
2(p+1) 7
1 1
Julfts < ot < e (22 E©) 7 uly.
Substituting the above inequality into (3.25), by the Poincaré inequality, and noting 5 < 0, it follows
that

d 2p+1 =
910 < —allul? +e (wcz“ (e Pw) - 1) ol

2
e (=a)Fu| + eful?

2p+1 =N
< (mwzﬂ (2 2pw) - 1) Jullyy + (2€ = Ma) [l

Consequently, using the expression (3.21), we obtain

d 2 2||€? 2 2
FLO <=2 B0) = 20 fullrr + (264 = Asa) il

p—1

2(p+1 N

+e <B|C’f+1 <(;_1)E(O)> +e— 1) ||uH§{3. (3.26)
Combing the fact F(0) < d with the equality (2.10), it holds
2 1 oz
ol (2 E0) et

Now, choosing

e (204D N
e<m1n{ 1 ,1—|B|C" b1 E(0) ,
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inequality (3.26) becomes

d
d—L(t) < —262E(t)7 Vt>0.
On the other hand, by virtue of (3.24), setting £ = 2=, and by Gronwall’s inequality, the last inequality

becomes
L(t) < L(0)e %, Vit>o0.
By using (3.24) again, we conclude
LO), o
1

E(t) < Vit > 0.

Consequently, (2.11) holds. Thus, we complete the proof of Theorem 2.6. O

Proof of Theorem 2.5 and Theorem 2.7. Without loss of generality, we may assume that ty = 0 so that
u(tp) = up and ug(tg) = wy. Arguing by contradiction, we suppose that Tiax = 00; under the assumptions
on the initial data, it follows from Lemma 3.1 that u(t) € V, for any t € [0, 00). For some 0 < T' < o0,
and for ¢ € [0,T], we define

t
1 2
o®) = -2y Haf| 4 Jul + o [ ulPar + a( = b)uol” (3:27)
0
Then,
t
() =2 ((—A)_fu,(—A) éu,g) + 2(u, uy —|—2a/ u, ur)d
0
By using the Schwartz inequality, we have
1., .2 12 2 2
10 OF <o) [ [ (=) b+ ll® + o [ flurl®ar | . (3.28)
0

Note that the standard approximation argument shows that ¢ (t) exists and by the fact (2.7), we have
¢ (t) = =2|jul® = 2/|Vul® = 28 ullfi + 2 |ull7,
= (p = Dllull}y — 2 + 1DE©O) + (p+ 3) [ull7,

t
2(p+1)oz/||u7||2d7'.
0

When E(0) < d (including the case E(0) < 0 or E(0) = 0, up # 0), we infer from the assumption
I(ug) < 0 and the second and the third result of Lemma 3.1 that I(u) < 0 for all ¢ € [0, 00). Moreover,

it holds ||u||H1 > 2(p+1)

d, which implies

¢(t) > 2(p + 1)(d — B(0)) + (p+3) Juelly +2(p + 1)04/ [ur | *dr. (3.29)

Therefore,
¢'(t) > ¢'(0) + 2(p + 1) (d — E(0)) .

Under the assumptions made in this theorem, it follows that for sufficiently large T, there is £; > 0 such
that ¢'(t) > 0 and ¢(t) > 0 for any t € [t1,T].
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On the other hand, the fact (3.28) along with (3.29) yields

o100 - (1+ 270 o'

(1) |20 + 1)(d — E(©O) + (0~ Da / Jur 2dr | > 0.
0

Applying Lemma 3.2, we can find ¢5 < % + t1 such that
v 1

%1Trtr21 o(t) = +oo.

Thus, ¢ always becomes infinite at t5 under the assumption made. This is a contradiction with T.x =
0. O

3.3. Proof of Theorem 2.9-Theorem 2.12

Proof of Theorem 2.9. Let
) t
vlt) = || -2y Fuf + ul? + o [ ulPar
0

Comparing the expression of ¢ with ¢ defined in (3.27), we reach

1

—5¢" () = I(u) - 17, £ K (u(t))

Now we assert that if K(ug) > 0, then K(u(t)) > 0, for all ¢ € [0, Tiax). Suppose that there exists
to € (0,Tmax) such that K(u(tg)) = 0, K(u(t)) > 0 for t € [0,tp), and K(u(t)) < 0 for t € (to, Tmax)-
Then,

p+3 p—1
2(p+1) 2(p+1)

to
E(0) = unto)l2 + Jutto)zy +a [ urlPdr (3.30)
0

By means of the Cauchy inequality, we obtain

=24 ((=2) Fult), (~2)Fuslto) ) = 24 (ulto), u(to)

p+3 2, (P— 1\ 2
< 5o Mt = [lu(t 31
(p—1)(p+3) M1
where A = e and
= 2a(u, up) < [Juel® + o [Jul? (3.32)

Substituting (3.31) and (3.32) into (3.30) and noting the fact
to

2/(u,u7)dT = llu(to)I* = luoll®,  llu(to)llrmy = Mllulto) I
0
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there holds
B(0) = = 24 (=) Fu(to), (~A) Fu(to) ) = 2A(ulto), us(to))

to
— a®[lu(to) 1% —043/HUIIQdTJraQHUOH2
0

> — AY'(to) — o P(to) + & [luo]? (3.33)
By the continuity of ¢ (t) and ’(t) on [0, T], there are numbers (1, (2 € (0,p) such that
b(to) = $(0) + 9’ (0)to + " (C1)t5 < ¥(0) + 4’ (0)to,
¥ (to) = ¢'(0) + ¢ (C2)to < ¥'(0).
Substituting the above two inequalities into (3.33) and noting that ¢'(0) < 0, we reach that
E(0) > — AY'(0) — a®¥(0) + o®||uo||?
— 24 ((fA)’%uo, (fA)’%ul) — 24 (ug, u1) — aAl|uo|?

2

)

st

which contradicts with the assumption 1.
In view of the hypothesis 2, we can obtain K (u(t)) > 0, for all ¢ € [0, Tiyax). Thanks to the energy
equality

t
p+3 9 p—1 5 1 / 9
U + u + —K(u) +«a u,||“dT = E(0),
st el + g gy Il + oK) o [ lPar = E(0)
0
we have L3 )
b 2 b— 2

—_ —_— < E(0). 3.34
2(p+1)HutHH+ 2(p+ 1)||U’HH(% ( ) ( )
Thus, for any ¢ € [0, Tnax), [luell3, + ||u\|§{% is uniformly bounded by a constant depending only on E(0)
and p. Then, according to Theorem 2.2, Ti,,x = 0co. We complete the proof of Theorem 2.9. 0

Proof of Theorem 2.11. By contradiction, we assume u(t) is a global solution for the problem (1.1)—(1.3).
Denote

1 2
F(t) = || (~a)~#a||” + lu)?
and set

H(t) = F'(t) + afJul* -

2+ g,

The standard approximation argument shows that F”(t) exists and
F'(t) = =2lul® = 2] Vull® — 26]ull i +2 fuelly, — 20w, ). (3.35)
In fact, for any u € C%([0,T]; H}), we have
F(t) = 2((=2) " ust + uses w) - gy + 2|5

Integrating the above identity over [0, ¢], we obtain
t

F(t) = F/(0) + 2 /((—A)_luTT iy W) g gy + 2ty |2, (3.36)
0
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By a density argument, the fact (3.36) also holds for u € C([0,T]; H}) N C*([0,T]; L?) N C3([0,T); H~1).
So (3.35) holds by using Eq. (2.2).
By means of the energy identity (2.7), we can get

H'(t) = (p = Dlullfyy + 0+ 3) luelly, — 200+ DEQ0) +2(p + 1)@/ lur|[*dr

> (p = DéullullZy + (0 +3) luely — 200 + DEO) + (p = (1 = &)l
Let 0 <& < 1for > 0and & =1 for a = 0. By using the Poincaré inequality, it yields
H'(t) > (p = DM&allulldy + (p+ 3) Juelly, — 200 + 1)E(0)

+ (=1 + )1 = &)lul?

> V(p+3)(p— DMEF (1) — 2(p + 1 E(0)

+(p = DL+ X)L = &)lull*. (3.37)
When « > 0, choosing £; is the root of the following equation

(=D +A0)1 = &) =av/(p+3)(p - Déh

and

£EV(p+3) (-1 > 0.
A straightforward computation yields (2.13). Thus, (3.37) can be estimated as

102 (P + alul? - 222 b)) = et
which together with the assumption (2.12) yields that
H(t) > H(0)e", vt >0, Jim H(t) = +oo. (3.38)

For a = 0, the rest proof follows from the concavity method and the idea of [22, Theorem 2.8]. To avoid
redundancy, we omit it here.
For a > 0, on the one hand, as a corollary of Theorem 2.5, assume tg = 0; if Ti,ax = 00, then

E(t) >0, Vte [0, Tuau)- (3.39)
We infer from (3.38), (3.39), and the energy identity (2.7) that

t

F(t) :H(—AY%UOHQ+HUOHZ+/(F'(T)—|—0¢Hu||2)d7'—oz/||uH2d7'
0

0

>H(—A)*%UOH2+ ||u0||2+@ (et — 1) fa/||u||2d7’ (3.40)

On the other hand, it follows from (3.39), the energy equality (2.7), and the Holder inequality that

2

1
lull < Jluoll + / lur ldr < Jluoll + (a~"0)% / Jur |2dr

< Jluol| + (o™ t) 2 B(0)=.
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Then, (3.40) can be estimated as
2 H(0
F(t) > H(_A)*%UOH + Jluol|® + % (et — 1) — 2t (afJuo|® + tE(0)) . (3.41)

Moreover, by using the Poincaré inequality, it follows that

PO < (145 ) P <2 (15 ) (luolP + 0~ t5(©) .

From the assumption (2.12), the above inequality, and the fact (3.41), we have

Lo H(0) ,
=)=+ ol + L et 1)

1
<2 (1 + A) ([[uol* + o 'tE(0)) + 2t (af|uo||* + tE(0)),
1
which is a contradiction for sufficient large ¢. Thus, the proof of Theorem 2.11 is completed. O

Proof of Theorem 2.12. Since Hi — H, forw € H}, w # 0,and h € H\ H}, h # 0, taking v = h—Pyih €

H, where Ppih being the orthogonal projection of i onto H}, then (w,v)s = 0. For any given arbitrary

positive constant M, we construct initial data u}?, 4} in the following way:

up' (z) = qu(z), uy’(z) = qu(z) + sv(@), (3.42)

where ¢ and s are positive constants, which will be chosen later. By a simple computation, it holds
(ug",ul")y = llwld, w3 = ¢ [lwll, + s°[lvll3,

and

B(0) = Bl ul') = Qo) + 557 ol

where
1 5] 41
Q0) = 3 (Iwlf+ lwly) = ~Ca it
We aim to show u! and u}? satisfy the assumptions (2.12) and E(ud!, u}!) = M for appropriately chosen
q and s. These assumptions are equivalent to

1 Kq> «
M =Qla) + 5%l < -=5 (Il + 5 lwll?)

Note that Q(¢) < 0 for all sufficiently large ¢, we can choose ¢ = ¢, sufficiently large so that

_1
2

Q) <0 and g > (5 (wlBe+ §1al?))

We fix s = s, so that M = Q(g) + 3s?|v||3,. Thus, initial data (3.42) with ¢. and s, satisfy the
assumption (2.12). Moreover, these initial data have arbitrary high positive energy F(0) = M. In this
way, if we take M > d, we find a wide class of initial data (3.42) with arbitrary high supercritical energy
E(0) = M > d for which the blowup result of Theorem 2.12 is valid. O
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3.4. Proof of Theorem 2.13

The sufficiency immediately follows from Theorem 2.7, we only need to give the proof of necessity. Given
Tiax < 00, the assertion that there exists tg € [0, Timax) such that u(tg) € V and E(tyg) < d can be
obtained provided we show

lim |u(t)| = +oc. (3.43)

t—Tmax

Indeed, if (3.43) holds, noting that

t
)] = ol <[t = woll < [ furdr
0

t
<t} / Jur 27
0

2

holds for all ¢ € [0, Tynax), which implies that
t
E(0) - E(t) = Oé/ [ur)|?dr > at™" [lu(®)]| — [luoll|® -
0

Then, it follows from the fact (3.43) that
lim E(t) = —occ. (3.44)

t—Tmax

On the other hand, from Theorem 2.2, we know that if T}, < 0o, then

lim  ([fuellyg + llullmy) = +oo,

—1Llmax

which along with the fact (3.21) yields
lim I(u)= —o0. (3.45)

t—Tmax

Then, the facts (3.44) and (3.45) imply that there exists tg € [0, Tinax) such that
J(u(to)) < E(to) <d, I(u(ty)) <O0.

Now we turn to prove (3.43). Assume that for a constant C; > 0, there exists a monotonically
increasing sequence {t,,} such that t,, — Tinax as m — 400 and

[u(tm)|| < Ch. (3.46)
From the energy identity (2.7), we know
2|3] 1
[Vu|? < 2E(0) + m”u“’ﬂfﬂ, Vt € [0, Thnax)- (3.47)
By means of the Gagliardo—Nirenber inequality and Young inequality, we have
2(p+DH)—(p—1n (p—Dn
lull7ris <Collull ™= [Vul ™=

a1 (p—1)

C.
<2t | Vul|E " 4
q1

Cy 2(p+1)=(p=D)n
q2e9? ] ’ *,

where C5 is a positive constant, ¢ > 0 will be chosen later, and g1, g2 > 1 satisfy q% + q% = 1. Then,

2|18|Cy | et (r=1) 1 (p+1)—(p=1)n
|B| 2 7||V’U,||QI len 4 ||u||2p+1)2p 1) a2
p+1 q1 G292

[Vul® < 2E(0) + (3.48)
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Taking t = t, ¢1 = ﬁ in (3.48) and noting (3.46), we can obtain
2|8|C2
Vulty)|? € Cs + ————c®||Vu(tnm)|*.
[Vu(tm)| 5t ot Da [ Vu(tm)|
Choosing ¢ sufficiently small such that %6‘11 < 1. Thus,

IVu(tm)I* < Ca.
It follows from the Sobolev embedding H} — LP*! that

lultm) 7552 < Cs,
in which together with (2.7), we have

lim ([l + HU”Hé) < 00,

max

which contradicts with Tinax < 0o. Then, (3.43) follows and the desired assertion immediately follows.
Theorem 2.13 is proved. O
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