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Abstract. A new method for computing all the Lyapunov characteristic exponents (LCEs) of
n-dimensional continuous dynamical systems is presented. The method relies on the use of the
Cayley Transform and a development of the ability to restart the computations for the variational
equation. The method intrinsically maintains the orthogonality of the @ matrix in the QR
decomposition of the solution of the variational equation. It therefore does not suffer from the
type of computational breakdown that occurs with the standard method for computing LCEs.
An example of a Lorenz system showing the breakdown of the standard method is presented,
and the same example is used to compute the LCEs by the present method. Comparisons of the
computational efficiency of the proposed method in relation to the standard method, and the
standard-method-with-reorthogonalization are presented. Issues of accuracy are addressed.

Keywords. Continuous n-dimensional dynamical systems, computation of all Lyapunov expo-
nents, Cayley transformation, preservation of orthogonality.

1. Introduction

Lyapunov characteristic exponents were originally introduced by Lyapunov [1]
in the context of non-stationary solutions of ordinary differential equations (also
see, Sansone and Conti [2]). They provide a way to characterize the asymptotic
behavior of nonlinear dynamical systems by giving a measure of the exponential
growth (or shrinkage) of perturbations about a nominal trajectory. Since they
measure the sensitivity of solutions of dynamical systems to small perturbations,
they are often used as indicators of chaotic motion when the dynamics occurs on
an invariant set (see Eckmann and Ruelle [3]). Positive LCEs are thus often used
to establish chaos; all the LCEs of a non-chaotic system are negative.

The increased interest in exploring the possibility of chaotic motions in all sorts
of dynamical systems has spawned a concomitant interest in computational and
experimental methods for determining LCEs, since most often, it is the occurrence
of positive LCEs that signals the presence of chaotic motions (see for example
Froeschle et al. [4], Schmid and Dunkin [5], Udwadia and Raju [6], Efimov et al.

[7)-
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Benettin et al. [8], in their two-part paper, provide a computational procedure
for determining the LCEs of a dynamical system. Using arguments motivated by
a geometrical approach to the problem, they propose a Gram-Schmidt orthogonal-
ization type procedure (see Benettin et al. [9]). Their computational procedure
relies on the fundamental Multiplicative Ergodic Theorem of Oseledec [10]. John-
son et al. [11] provide an alternative way of proving this theorem, and in the
process they indicate how the LCEs can be obtained computationally through a
QR decomposition of the fundamental matrix solution of the variational equa-
tion that corresponds to a given dynamical system. Geist et al. [12] provide a
comparison of different methods used for computing LCEs.

The determination of the LCEs of continuous dynamical systems begins with
their variational equation, which is a time-variant linear system of ordinary dif-
ferential equations. The fundamental matrix solution, Y'(¢) is expressed uniquely
as Y (t) = Q(t)R(t), where Q(t) is an orthogonal matrix, and R(t) is an upper-
triangular matrix all of whose diagonal elements are positive. As shown by Ben-
nettin et al. [8] and Johnson et al. [11], the information on the LCEs is extracted
using such a decomposition from the diagonal elements of the matrix R(t). It has
been known for some time now, though it is not commonly admitted by many, that
during the numerical computations, the matrix @(t) is prone to lose its orthogonal
nature (see Geist et al. [12]). The loss of orthogonality when considering contin-
uous dynamical systems can then result in not just the inaccurate determination
of LCEs, but also a complete breakdown of the computations (due to overflows
and underflows). Though perhaps known to some researchers in the field, such a
complete breakdown has, it appears, never been actually reported in the literature
to date. In this paper we show an example of this occurring.

While the loss of orthogonality has been recognized as the source of numerical
problems in the computation of LCEs, there are no numerical methods available
to date that can be implemented in a straightforward manner and generally guar-
antee the orthogonality of Q(t). Dieci et al. [13, 14! propose two approaches:
the use of automatic unitary integrators (mainly as a theoretical possibility), and
the use of projected schemes. The automatic unitary integrators are specialized
integrators developed to ensure the orthogonality of Q(¢). These methods how-
ever as stated by Dieci et al. [13] and Dieci and Van Vleck [15] are in general
difficult to implement, and they choose the projected schemes instead when deal-
ing with nonlinear systems. The projected scheme basically consists of using an
integrator combined with an MGS factorization of Q(t) after each integration
step. However, despite the additional computational burden of such a scheme,
there is still no guarantee that the computed orthogonal matrix Q(t) is the cor-
rect one. Numerical results shown in section 5 also indicate that the projected
scheme could consequently lead to errors in the computed LCEs. Rangarajan et
al. [16] provide a method which they claim maintains orthogonality of Q(¢), but

1 The authors thank one of the reviewers for pointing out this recent reference, unavailable
when the paper was submitted.
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their method seems to be amenable to low order (3-dimensional) systems only, as
does the recent method of Udwadia and von Bremen [17].

In this paper we present a method for computing all the LCEs of a general
n-dimensional continuous dynamical system. The method is based on the Cayley
transform. It intrinsically preserves the orthogonality of @Q(t) without the use
of ad hoc procedures like reorthogonalization of the columns of Q(t). Since or-
thogonality is preserved, no breakdown occurs, and the computation of LCEs is,
in general, more accurately carried out. The method requires (for large n) the
solution of just about half the number of differential equations required by the
standard method.

This paper is structured as follows. Section 2 gives the standard method for
computing LCEs of continuous dynamical systems, and here we also establish our
notation. Section 2.1 gives a numerical example that shows the actual breakdown
of such a computational scheme. In Section 3.1 we prove a useful lemma that is
crucial to the use of the method developed in this paper. Section 3.2 gives our
method for determining the LCEs of general n-dimensional systems. In Section 4
we revisit the example of Section 2.1, which fails when using the standard method.
Section 5 provides some insights into the computational efficiency and numerical
accuracy of our method. In Section 6 we give our conclusions and remarks.

2. Computation of LCEs

Consider the dynamical system

y(t) = f @), y(0) = o, (1)

where y € R™® and t € R . The variational equation associated with this dy-
namical system is given by

Y(t)=J@0)Y (),  Y(0) =1, (2)

where Y € R™*™ and J(t) is the n by n Jacobian matrix {gg?} evaluated at the
J

point y(t) along the trajectory of (1). We note that since Y'(0) is nonsingular,
Y (t) is nonsingular for ¢ > 0.

We assume that the regularity conditions are adequately satisfied ? and the n
Lyapunov exponents \; are then defined as the logarithms of the eigenvalues of
the matrix

Ay = lim Y7y ). (3)

— 00

The unique QR-factorization Y (t) = Q(¢)R(t), where all the diagonal elements
of R(t) are positive, when substituted into equation (2) yields

QUR(1) + QR(t) = JQMR(H),  QO)R(0) = L. (4)

2 As pointed out by Dieci et al. [13], it is difficult to verify the regularity of a given system.
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Premultiplying the differential equation in (4) by QT (¢) and postmultiplying it
by R™(t) gives

QTMQM) +RMHR™'(t) = QT (1) JM)QE),  Q(0) =14, R(0) = L. (5)
Since QT(t)Q(t) = I,,, the first member on the left in equation (5) is a skew

symmetric matrix. Furthermore, since R(t) is upper triangular, R(t)R™'(t) is
upper triangular. If we now define the matrix S(¢) as having the elements

(QTWIMQW),, . i>
Si)j (t) = 0, 1 :] ) (6)

then from equation (5), S(t) = QT(t)Q(t). This then yields the differential
equation governing the matrix Q(t) as

Q) =QWS(t),  Q0) = Iy, (7)
where the elements of the matrix S(t) are defined in (6). Again, since QT (£)Q(t)
is skew symmetric, from equation (5) the differential equations for p;(t) = In(R; ;(¢))
are

pi(t) = (QT(t)J(t)Q(t))W pi(0)=0, i=1,2,...,n. (8)

The time evolution of the LCEs is now given by () = p;(t)/t, and the LCEs
are obtained as (see, Geist et al. [12])

We note that the determination of the LCEs requires the determination of the n?
elements of the matrix Q(t) using the n? differential equations given in (7). In
addition to solving these n? differential equations, one is required to: (a) obtain
the trajectory of the dynamical system by integrating the n equations given by
(1), and (b) integrate the n equations given by (8) to obtain p;(t). Therefore the
total number of differential equations required to be solved for determining all n
LCEs of the system (1) is n(n + 2).

Since Q(t) is required to be orthogonal, its columns (obtained by integrating
(7)) must always be orthonormal. It is in the maintenance of this orthonormality
among the columns of Q(t) that straightforward numerical schemes when used to
compute LCEs appear to fare poorly, and could even breakdown completely.
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2.1 Breakdown of the standard method for computation of LCEs

For brevity, in this paper we shall refer to the method outlined in Section 2 for
computing LCEs as the standard method. As mentioned before, it has been known
for some time now that errors caused by the lack of orthogonality of the matrix
Q(t) lead to erroneous results in the computation of LCEs when using the standard
method. However, what appears to be left unstated in the literature to date is
that not only can the standard method yield inaccurate LCE results, but also it
can completely breakdown. We illustrate this with the following example system.
Consider the Lorenz system given by

y1(t) o(y2 — 1) y1(0) =0
9t) | =| a1 —yiys —y2 |, ya(0) =1 | (10)
Y3(t) Y1y2 — Bys y3(0) = 0

with the parameter values, a = 45.92, f = 4, and ¢ = 16. Before LCE
computations are initiated, the Lorenz system is integrated for 500 time units using
the ode45 routine that is available in MATLAB (with a relative error tolerance of
10~7, and a component-wise absolute error tolerance of 107%).

The LCEs are computed using the standard method with a fixed time-step size
(At), 4 order Runge-Kutta scheme. The LCEs are computed using different
values of At. For each value of At, the computations eventually breakdown.
Figure 1 shows the times, T, at which this breakdown occurs for each value of
At considered. The results from numerical simulations are recorded as experi-
mental points. The curve corresponds to the least-squares fit of these points. The
experimental points appear to lie along the curve given by Tp = 0.0469A¢=2-61
obtained from the curve fit.

Figure 2(a) shows the time evolution of the LCEs, X;(t), prior to break down
when using the step-size At = 0.01. The figure shows that the smallest LCE does
not converge to a definite value. Figure 2(b) shows the logarithm of the error in
orthogonality of Q(t) defined as eo(t) = ||QT (£)Q(t) — I||2 ; Figure 2(c) shows the

3
error in the sum of the LCEs defined as es(t) = Tr[J(t)] — >_ Ai(t) . Ideally, both
i=1

these errors must be zero. The figures show that these errors can indeed become
significant — significant enough to cause the standard method to breakdown, in this
case at t = 8,475.8. Recall that the LCEs are obtained, theoretically speaking, by
allowing the duration of integration to go to infinity.

Having illustrated the breakdown of the standard method, we next present a
method that guarantees that Q(t) will be orthogonal when computing the LCEs
for general n-dimensional dynamical systems.
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Figure 1. Logarithm of the time when the standard method fails (log,y[TB] ) versus the

time-step size At .
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Figure 2. (a) Computed LCEs as a function of time, using the standard method for the Lorenz
system with At = 0.01.
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Figure 2. (b) Logarithm of the error eo(t) = ||QT (£)Q(t) — IH2 in orthogonality as a function
of time, using the standard method for the Lorenz system with At¢ = 0.01.

3. Computation of LCEs of n-dimensional systems using the Cay-
ley method

At present there appears to be no general computational approach available that
guarantees that throughout the duration of integration, the matrix Q(¢) is main-
tained orthogonal. In this section we develop an approach that maintains the
orthogonality of Q(t). We provide the explicit equations that need to be numer-
ically solved to obtain the LCEs of an n-dimensional dynamical system.

3.1 A useful Lemma

We begin by proving a result that will be heavily used in the development of the
computational scheme developed in this section.
Consider the variational equation

V(t) = JOY(8), t>to, Y(t) = QoRo. (11)

We shall take @y to be orthogonal, and Ry to be upper-triangular with all its
diagonal elements positive. Subdivide the real line ¢ > ¢y into subintervals

t; <t<tiy, i=0,1,2,.... (12)
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Figure 2. (c) Error in the sum of the LCEs ( es(t) ) as a function of time, using the standard
method for the Lorenz system with At = 0.01.

each of length At; = t;41 —t;, i = 0,1,2,.... Denote the solution Y(t) of (11)
by

Y(t) = Q)R(t) (13)
so that

Lemma 1. At any time t =t;+7, 0 <7 < At;, i =0,1,2,...., the solution of
equation (11) can be expressed as

Y(t)=Y(ti+7) = QY (T)R; = QQ(T)R(T)R;, 0<7 <A, t; <t <ty
. - (15)
Here Y (1) = Q(7)R(7) is the solution of the differential equation
Y(r)=J(@)Y(r), 0<7<At, Y(0)=1,, i=0,1,2,....  (16)

so that Q(0) = I, R(0) = I,, , and
J(r) = Q J(t: +7)Qs. (17)
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Proof. Clearly the solution given by equation (15) satisfies (11) at 7 = 0 since,
by (15)

Y (t:) = QiQO)R(0)R; = QY (0)Ri = Qi R, (18)
as required by (14). The last equality in (18) follows from (16). Also by (15)
Y(t)=Y(t; +7) = QiQ(T)R(T)R; = Q;Y (T)R;, 0<7<At;.  (19)
Differentiating (19) with respect to 7 we get for 0 < 7 < At; and ¢; <t <
tit1,
Y(t) = QY (1)R: = QiQTJ(t; + 7)Q;Y (1)R: = J()Q:V (r)R; = J()Y (£), (20)

where we have made use of the fact that dt/dr = 1, the second equality follows
from relations (16) and (17), and the last equality is because of relation (15).
Equation (20) is the same as equation (11), and equation (18) is the same as (14);
we have thus shown that over each interval of time At;, equation (15) is the
solution of the variational equation (11). O

Remark 1. This lemma provides us, from a geometrical viewpoint, of the ca-
pability of changing the local coordinate system over the time interval At;,
1 = 0,1,2,..., so that at the beginning of each subinterval, the n-dimensional
volume element in phase space has its edges aligned along the local, orthogonal
coordinate axes.

3.2 The Cayley method

The Cayley transformation [18] provides a one-to-one relation between an n by
n orthogonal matrix Q(t), and an n by n skew symmetric matrix K(t). The
relation is

Qt) = (In = K()(In + K(t)) ™" = 2(In + K(1)) ™" — I, (21)

and it is valid as long as none of the eigenvalues of Q(¢) equal —1. In fact, when
IK(t)]] < 1, the inverse in equation (21) can be expanded in a convergent series
in powers of K(t). We note that K(0) =0 < Q(0)=1I,.

Using the relation for Q(¢) from (21) in equation (5) yields (see Appendix 1)

—2HT (K (t)H () + R(OR™Y(t) = H (t)J(t)H(t), K(0)=0,R(0)=1, (22)
where we have denoted the n by n matrix

H(t)=[h hy ... ho]= (I +K()" =G, (23)
and, J(t) = G(t)J(t)GT(t) . But the matrix S= HTKH is skew symmetric, and
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RR™! is upper-triangular, hence

-1 (HT(t)j(t)H(t)>_ P>
St =4 o, i=j . (24)
L(ETwimB®w) i<

The differential equation governing the elements of K (t) is then given by
K@t)=HT®)St)H 1 (t) =G t)St)G(t). (25)

But the matrix K (t) is also skew symmetric and hence its elements are determined
by computing the elements of the lower triangle of the matrix on the right hand
side in equation (25) yielding

Kij(t) = (G"())S(G()), ;i > j (26)

Notice that equation (26) constitutes a set of ng =mn(n —1)/2 differential equa-
tions.

Going back to equation (22), and denoting p;(t) = In(R;(t)), ¢ = 1,2,...,n,
we obtain

pi(t) = hE () J(®)hi(t), pi(0)=0, i=1,2,...,n (27)
from which the time evolution of the LCEs can be obtained as
Ai(t) = pi(t)/t, i=1,2,...n. (28)

The LCEs are given by \; = limy_.oo Ai(t), 1 =1,2,...,n.

Equations (24)-(28) along with equation (1), summarize the computational
procedure for obtaining the LCEs.

We note that these equations are valid as long as the transformation (21)
remains valid. Since Q(0) =1, and Q(t) is a continuous function of time, there
is always an interval of time 0 <t < ¢y in which no eigenvalue of Q(t) equals —1.
However, as the integration of equations (1), (24)-(28) proceeds, an eigenvalue of
Q(t) may well go though —1, and then the method would become inapplicable. In
fact the matrix H (see equation (23)) will become ill-conditioned when one of the
eigenvalues of Q(t) approaches —1.

It is now that we invoke the result of Lemma 1. We segment the integration
as follows. Let us say that we start at time ¢ =0 (note, K(0) = 0)and by using
equations (1), (24)-(28) we integrate up to time ¢ = ¢p. Let us say that at time
to a suitable norm of K(tp) becomes equal to some (user-defined) pre-assigned
value, n; that is, ||K]|| <n <1, for ¢t belonging to the interval (0, to). At time
to we thus obtain the matrix K (), and from it we construct Qo = Q(ty9) by
equation (21). We also obtain y;(t9) = yt,, pi(to), 1 =1,2,...,n.
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To proceed beyond time tg, we store Q(tg), and continue the integration for
to <t <ty using the following equation to track the trajectory of the dynamical
system

§() = F(y(®),  y(to) = Ysy- (29)

We can thus compute the Jacobian, J(t), along the trajectory.
For 7 =t —tp, by Lemma 1 (see Equation (16)), we obtain

= QLI (1) = TV (), Y(r=0)=1, (30)
Equation (30) now “restarts” the variational equation at 7 = 0 (or t = #g).
Setting Y (7) = Q(7)R(7) as before, we see that Q(r = 0) = I,, and R(7 =
0) = I, . The matrix Q(7 = 0) thus satisfies the Cayley Transform requirement!
In fact equation (30) is of the same form as equation (2) except with a modified
Jacobian, J(t). Hence the scheme given by equations (24)-(28) is again applicable
using this modified Jacobian. As seen from Lemma 1, equation (15), the updated
LCEs, p;(t), can now be obtained from the relations
pi(t) = pi(to + 1) = pi(to) + pi(1), to <t <t;, 0<7<Aty, i=1,2,...n.

(31)

and the updated matrix Q(t) = Q(to + 7) = Q(to)Q(7), to <t <ty.

As the integration of equation (31) proceeds, the eigenvalue of Q(7) may start
approaching —1 again (or alternatively ||K| may eventually equal 7) and once
again the procedure may need to be restarted at some time ¢; > tg, and so on.

It should be noted that the number of differential equations that need to be
solved using the approach described in this section is 2n+nx = n(n+3)/2. The
standard method requires 2n + n? = n(n + 2) differential equations to be solved
for determining all the LCEs. For large n, we thus require to solve about half
the number of differential equations required by the standard method (For details
regarding comparisons of computational efficiency and accuracy, see Section 5).

For 3 dimensional systems, we present below the differential equations govern-
ing the elements of the matrix K (t). The skew symmetric matrix K (t) may be
taken as

so that the matrix Q(¢) = [q1 ¢2 g3] , obtained from equation (21), is given explic-
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itly as
(1—a?>—=b*+c%) 2(a—be) 2(ac+b)
Q) = é —2(a+ bc) (1—a?+b2—c?) 2(c—ab) (33)
—2(b—ac) —2(c+ab) (14a?—b*—c?)

where, a(t) =1+ a?(t) + b*(t) + (1) .
Equation (25) then gives

a (14+a?) (ab+c) (ac—b) & Jq
bl = —% (@—c) (140 (a+be) | | ¢lua |, (34
¢ (b+ac) (bc—a) (1+c?) &' Jq

where ¢; are the columns of the matrix Q(t), which are explicitly given in equa-
tion (33).
Also, equations (27) now reduce to

pz(t) = QiT(t)J(t)Qi(t)v pi(o) =0, =123, (35)

Equations (1), (34), and (35) now form a set of 9 differential equations for the
determination of the 3 LCEs of the 3-dimensional system.

4. Numerical examples and remarks on computational procedure

In this section we provide a numerical example of the computational procedure
described in the previous section by determining the LCEs of the same example
discussed in Section 2.1 of the Lorenz system (equation (10)) which suffered a
breakdown during computation with the standard method.

The system was allowed to evolve for 500 units of time. The succeeding 100
units were then used for computation of the LCEs. Figure 3(a) shows the phase
plot of the system. In Figure 3(b) we show the time-evolution of the LCEs. The
integration is done using a constant time-step, 4" order Runge-Kutta scheme.
The time step used is 0.001. The variational equation is restarted so that during
the computations ||K||; is maintained to be less than 0.2.

Two measures of the error in the orthogonality of the matrix Q(t)are con-
sidered: (1) e, = |QT(1)Q(t) — I||2, and (2) ep = ||Det(Q(t)| — 1| . The latter
measure seems to give about the same quality of information as the former, but
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Figure 3. (a) Phase plot of the Lorenz system.

is substantially faster to compute. Logarithms of these measures are shown in
Figures 3(c) and 3(d), indicating the accuracy of the proposed method.

For purposes of comparison, the errors in orthogonality that result by using the
standard method for computation of the LCEs of the same system under identical
conditions as before are shown in Figures 3(e) and 3(f).

A comparison of Figures 3(c, d) and 3(e, f) shows that the error in orthogonality
of our proposed method is near the order of machine precision, and it is about 7
orders of magnitude smaller than that for the standard method; it is the build up
of this error in orthogonality that causes the standard method to eventually break
down.

5. Computational considerations, efficiency and accuracy

1. Orthogonlity of @: Figures 3(c) and 3(d) point out that the errors in orthogonal-
ity in Q(t) are indeed small. However, the method is constructed to maintain Q(t)
intrinsically orthogonal, and one might wonder why the error in orthogonality is
not of the order of machine precision (1071¢). The reason is that when we restart
the variational equation at, say, t = t;, we have Q(t) = Q(t;)Q(7) = Q;Q(7) ,
t > t;, where Q(T) is the Q-matrix in the time segment (¢;,¢;41 ), and ;41 is
the next time at which the variational equation needs to be restarted again. It is
the round-off in carrying out this matrix product that seems to cause the error in
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Figure 3. (b) LCEs of the Lorenz system.

the orthogonality of Q(t) to differ from machine precision. This round off error
is roughly proportional to the dimension of the matrix @, to the unit error u,
and the number of segmentations of the time axis required to keep ||K(t)|| < n
throughout the integration process. Over each individual time segment over which
the integration is done, the error in orthogonality (i.e. error in Q(T)) is indeed
found to be of the order of machine precision. In keeping with this observation,
our experiments found that a ten-fold increase in the duration of time over which
the LCEs are computed (say from 100 time units to 1000 time units) increases
the error in orthogonality by roughly one unit on the Log scale shown in Figu-
res 3.3 Also, the Jacobian matrix over each segment needs to be pre- and post-
multiplied by Q7 and Q; respectively, another source of round-off error, again
because of matrix multiplication. Hence, to reduce the roundoff errors caused by
matrix multiplication, it is desirable to have as few segments as possible, i.e., have
as few ‘restarts’ of the variational equation as possible. Larger values of n(< 1)
than the ones chosen for our numerical illustrations may therefore be better. Fur-
thermore, very small values of 1 may lead to very small segments of time (¢;, ;41 )

3 It should be pointed out that round off errors in the computation of LCEs of discrete sys-
tems caused by matrix multiplication is an issue that has gone largely unnoticed. Experience
with continuous systems seems to indicate that this may be an important issue as far as the
accuracy of the computed results is concerned, especially because, the LCEs are usually obtai-
ned by computations over numerous time steps.
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Figure 3. (c): Logarithm of the error eg(t) = ||QT (t)Q(t) — I||2 in orthogonality as a function
of time.

over which ||K(t)|| <, requiring in turn smaller integration time steps, and thus
also a consequent loss in computational efficiency. This problem can be averted to
a great extend by using variable time step integration schemes (like MATLAB’s
ODE45) with prescribed relative and absolute error tolerances.

2. Operations Count for the Cayley Method and the Standard Method: The
number of differential equations required to be solved by our method, for large n,
is roughly half that needed by the standard method. This is indeed helpful in terms
of memory storage for large dimensional systems. One can compare the efficiency
of the different methods based on the number of floating point operations needed
to compute the derivatives of the state vector for each method. The derivatives
of the state vector are evaluated at each step during the integration process and
thus they can be used as a measure of efficiency. The state vector basically has
three parts, the first n components correspond to the trajectory, the next set of
components correspond to the information required for obtaining @), and the last
n components correspond to the LCEs. Regardless of the method to be used, the
portion where the trajectory is computed will be the same for all methods. Thus
when comparing the numerical efficiencies of different methods, there is no need
to include an operation count for this part. Similarly, for the methods that are
compared here, the operation count corresponding to the LCEs is the same for
each method, and so we do not include the operation count for this part in our
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Figure 3. (d) Logarithm of the error ep = ||Det(Q(t)| — 1| in orthogonality as a function of
time.
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Figure 3. (e) Logarithm of the error eg(t) = ||QT (t)Q(t) — I||2 in orthogonality as a function of
time using the standard method.
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Figure 3. (f) Logarithm of the error ep = ||Det(Q(t)| — 1| in orthogonality as a function of
time using the standard method.

comparison of the efficiencies.

Table 1 shows the number of operations needed to compute the derivative of
the state vector for the portion corresponding to the ) matrix. Only higher order
terms in the number of operations are shown in the table. Note that in the case of
the Cayley method, only the upper triangular elements of K are part of the state
vector (only n(n —1)/2 elements). By exploiting the structure of the matrices
involved in the operations of the Cayley method one can obtain significant savings
in the number of operations, see Appendix 2 for ways to save computations. On
the otherhand, for the Standard Method, all the n? elements of @ are part of the
state vector. The number of operations needed to compute the Jacobian of the
system are not included in the operation count presented on Table 1, since the
number of computations needed to establish the Jacobian of the system are the
same for all the methods and depend only on the specific dynamical system.

The method here called the standard-method-with-reorthogonalization is ba-
sically the standard method where the () matrix is reorthogonalized after each
integration step. The reorthogonalization can be done using different methods,
the values reflected on the table correspond to using the Modified Gram-Schmidt
(MGS) method.

The table shows that asymptotically (for large n), the ratio of the operation
count of the Cayley, to the Standard, to the Standard-method-with-reorthogonali-
zation, is 9:5:7. Though the Cayley method is computationally more expensive
than the other two methods, it has the advantage that the orthogonality of @ is
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preserved. The standard-method-with-reorthogonalization preserves the orthogo-
nality of @, in an ad hoc manner; however the method will, in general, cause errors
in the computed LCESs because the reorthogonalization process while enforcing the
orthogonality of @, leaves the R matrix unaltered.

Method Multiplications/ Additions/ Total
Division Subtrac-
tions

9 4 9 8
Cayley Method §n3 — §n2 5713 - 5712 9n3 — 6n?
(Section 3.2)

) 3 5 3
Standard §n3 — §n2 §n3 — §n2 5n3 — 3n?
Method
(Section 2)

1 . .

Standard- Zn3 — —n? zn3 — §n2 n3 — 2n?

2 2 2 2

Method-with-
Reorthogonalization

Table 1. Operation count needed to evaluate the part of the derivative of the state vector corre-
sponding to @ for the Cayley, the Standard, and the standard-method- with-reorthogonalization.

3. Accuracy of Computed LCEs: As a comparative study of the accuracy of the
different methods we consider a 3-dimensional dynamical system whose variational
equation has the matrix solution Y'(¢) given by:

Y (t) = Q. (011)Qy(62t) Q4 (0st) R(t) = Q(t)R(1), (36)

where @, is an orthogonal matrix of rigid body rotation about the z-axis, with
rotation magnitude 6;¢; @, is an orthogonal matrix of rotation about the y-axis
with rotation magnitude 6t; @, is an orthogonal matrix of rotation about the
x-axis with rotation magnitude 6st; and, the upper triangular matrix R(t) is
taken to be

et sin(t) t

Rt)y=|0 et 2 |. (37)

Thus the Jacobian matrix, J(t), can be constructed using equation (4) as

J(t) = (Q)R() + Q)RR (H)QT (t). (38)

We use this specially constructed Jacobian in the variational equation, to compute
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the LCEs by the various methods. Since the exact LCEs for the system are now
known to be l1, I, and I3, (and at each time ¢, the exact matrix Q(t) is
also known) one can perform tests on the accuracy of the different methods for
computing LCEs.

In the numerical example, we use the following parameter values: 6, = 1,65 =
2,05 = 3; and, [y = 0.2,l = 0.05,l3 = —0.25. We compare the standard
method, the standard-method-with-reorthogonalization, and the method proposed
in this study. The integration for each of the methods was done with MATLAB’s
variable time-step integrator ODE45 using a relative tolerance of 1078, and an
absolute tolerance of 1079 for each component. Figure 4 shows the logarithm of
ec(t) = [|Q°(t) — Q(t)||]2 where Q°(t) is the computed matrix, and Q(t) is the
exact matrix known from equation (36). The MGS method is used to perform
reorthogonalization; rather than do the reorthogonalization after computing each
point on the trajectory, the reorthogonalization is done every 0.05 units of time.

As seen from the figure, the computed Q¢(¢) using the standard method diverges
with time from the exact Q(t).

-4 T T T T

-5 F

—6

Log,(e.(1)

-3, 5 10 15 20 25

Time

Figure 4. The dotted line shows the logarithm of the error e.(¢) with time obtained using the
Standard method; the dashed line shows the same error in @ after reorthogonalization every
0.05 units of time using MGS; and, the solid line shows the error using the Cayley Transform.

Also, though the reorthogonalization enforces the matrix Q¢(t) to be orthog-
onal, this orthogonal matrix differs from the exact matrix Q(¢); the error again
appears to show a tendency to increase with time. The Q€¢(¢) computed by the
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Figure 5. The dotted lines are the logarithms of the errors el(t) = |A¢(t) — [;(t)| in the 3 LCEs
obtained using the Standard Method; the dashed lines show the same errors using reorthogo-
nalization of the @ matrix with MGS at every 0.05 units of time; and, the solid lines show the
errors using the Cayley Transform method of Section 3.2. Lines with the sharp ‘dips’ corres-
pond to the largest LCE whose value is 0.2.

approach presented in Section 3.2 (with 7 = 0.7 ) does not appear to increase, and
is consistent with the integration error tolerances.

Figure 5 shows the logarithm of the errors el(t) = [\¢(t) — I;(t)| where \$(t) is
the i-th computed LCE and [;(¢) is the exact value. We observe that the errors in
computation of the LCEs using the standard method rapidly rise, errors with addi-
tional reorthogonalization are less, though they have the tendency to increase with
time, and those using our approach appear to be smaller and non-increasing over
the time range considered. As seen from the figure, for computing the largest LCE
the method proposed herein is superior in accuracy to the standard-method-with-
reorthogonalization by at least 2 orders of magnitude. Our method provides more
accurate results for the remaining two LCEs by about 1.5 orders of magnitude.

6. Conclusions and discussion

We have the following conclusions and remarks.
1. In this paper we have presented a method for computing all the LCE’s
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of an n-dimensional dynamical system using QR-decomposition® The method
intrinsically preserves the orthogonality of the matrix Q(¢), and thereby averts
the problem of breakdown (which could occur with the standard method) caused
by the loss of this orthogonality. Furthermore, no ad hoc reorthogonalization of @
is required in order to maintain its orthogonality. The breakdown of the standard
method for computing LCEs is illustrated using the example of a Lorenz system.

2. The computational scheme proposed in this paper relies on two central
ideas: (1) the Cayley transformation which allows us to express the orthogonal
matrix Q(t) in terms of a skew symmetric matrix K(t), and (2) the method of
restarting the computations for the variational equation when an eigenvalue of
@ approaches —1. Since the scheme preserves orthogonality, the estimates of the
LCEs it produces are more accurate, in general, than those obtained from the
standard method.

3. For large n, the method proposed here requires the solution of about half
the number of differential equations required by the standard method. The ac-
tual operations count for evaluating the derivative of part of the state vector (the
part corresponding to the elements needed to obtain Q) is 9n® — 6n2 for the
Cayley Method and 5n3 — 3n? for the Standard Method. The important differ-
ence between the standard method for computing LCEs and our approach is that
our computational scheme intrinsically preserves orthogonality, a key issue in the
accurate computation of LCEs when using the QR-decomposition.

4. To compare the accuracy of the computed LCEs using our proposed method,
the standard method, and the standard-method-with-reorthogonalization, we con-
struct an example whose LCEs are exactly known. For the example considered,
the Cayley method proposed herein yields LCEs that are more accurate by about
1 to 2 orders of magnitude than those obtained using the standard-method-with-
reorthogonalization. Ad hoc reorthogonalization of the () matrix keeps it orthog-
onal; but we show that such an ad hoc procedure could cause the computed @
matrix to deviate from the exact ) matrix of the variational system of equations.
Thus despite maintaining orthogonality, inaccurate LCE estimates may result.

5. Understanding the dynamics of certain nonlinear mechanical and structural
systems often requires models with several 1000’s of degrees of freedom. Even with
the reduction that our method generates in the number of differential equations
to be solved as compared to the standard method, due to computational resource
constraints our method may still be difficult to use for finding the LCEs for many
large-scale systems that arise in structural dynamics and computational mechanics.
To provide qualitative insights into the dynamics of such large order systems,
one needs to device methods for computing a few LCEs while preserving the
orthogonality of the relevant vectors. Work in this direction is currently ongoing
and will be reported when completed.

4 Computer code to compute the LCEs is available at http://www.usc.edu/go/DynCon.
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Appendix 1
We show here that: (1) Q T(t)Q(t) —2HT(tH)K(t)H(t) , and

)

2) QT(1)I()Q() = H (1) () H(t) A
where H(t) = (I + K(t))™ = G@#)™!, and J(t) = G(t)J(t)GT ().

Proof.
(1) Differentiating with respect to ¢,
Q(t) = (I - KE®))(I + K1)~ (AL1)
we get
. . d 1
Q) = ~KW+ K@)+ - KO g [0+ K™

= -KO)I+ K@) = (I - K@) +K(t) 'Kt
Since K (t) is skew symmetric, using (A1.2) we get
QTMQ(t) = —(I — K(t))™ (I + K (t) {1+ (I-K@®)I+K(t) '} x
K(t)(I+K(t)™"
=—{I-K@) " U+K®)+T K@) "(I-K@®)I+K@)I+K(t) "} x
KOI+K@t) =-{I-K®)) " I+K®¥)+I}KE)I+K( ))
—(I-K@) " {I+EK{t)+I-KO}YK(@t)(I+K(t)"
= 20 —-K@)'KO)I +K(t)™ ' = —2HT(t)K(t)H(t).

)+ K(1)™

A

(A1.3)

In the second equality above, we have used the fact that the matrices (I—K(t))
and (I 4+ K(t)) commute with each other.

(2) Noting that Q(t) = (I — K(t))(I + K(t))~1, and K(t) is skew symmetric,

the result is obvious. O

Appendix 2
Observations on how to minimize the number of operations needed
in the Cayley method.

In the process of computing the right hand side of the matrix K in the com-
putation of the LCEs using the Cayley method one can save computations by:
(I) using the form @ = 2(I, + K)~! — I,, in equation (21) and not the form
Q = (I, — K)(I, + K)~! (using the first form will save n3 multiplications and
n?® additions); (IT) using the special structure of the matrices in equation (26) will
lead to a reduction of 1 n multiplications and the same number of additions.
Since the matrix S i 1n equation (26) is skew symmetric, it can be expressed as

S=U-U", (A2.1)
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where U is an upper triangular matrix with zeros along its main diagonal. Equa-
tion (26) can then be written as

K=G'SG=G"U-U"G=a6"UG - GTUTG = A - AT. (A2.2)

Since the matrix K is skew symmetric, we only need to compute the elements
above the main diagonal of K . Basically then one has to compute the elements
of A = GTUG that are above the main diagonal; with this in mind it is clear
that the last row of the product GTU does not enter into the computations as
well as the first column of G. The matrix U is upper triangular with zeros along
the main diagonal; using this fact, it takes "("Tfl)g multiplications and the same
number of additions to compute the first n-1 rows of GTU . Additionally, since U
is upper triangular with zeros along the main diagonal, the first column of GTU
has all entries equal to zero. Using the last mentioned fact and that only the
elements above the main diagonal of A are needed, yields an additional "("72_1)2
multiplications and additions when performing the product [GTU]G . The total
number of operations needed to compute the elements above the main diagonal
of K is: n(n — 1)? multiplications, and n® — 3n? — L1n additions/subtractions
(note that % subtractions are needed to get the upper triangular elements
of A— AT"). In contrast, if one would not exploit the structure of S (and make use

of the form S = U — U7, one would need to use w
the same number of additions).

multiplications (and
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