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Abstract. In this paper we consider the approximate controllability of a class of degenerate semilinear
systems. The equations may be weakly degenerate and strongly degenerate on a portion of the lateral
boundary. We prove that the control systems are approximately controllable and the controls can be taken
to be of quasi bang-bang form.

1. Introduction

Controllability theory has been widely investigated for nondegenerate linear and
semilinear parabolic equations over the past 40 years and there have been a great
number of results (see for instance [2,11–13] and the references therein for a detailed
account). The null controllability and the approximate controllability have been shown
to be consistent and the sufficient conditions and necessary conditions have been
obtained. Particularly, it has been shown that the approximate controllability is a con-
sequence of the null controllability for the control systems governed by nondegenerate
linear parabolic equations [11,12]. However, the study on the controllability of degen-
erate parabolic equations just began several years ago and very few results have been
known [1,3–8,14,17,20–22,24]. Among these, some authors have investigated the
null controllability of one-dimensional linear and semilinear equations with boundary
degeneracy. In particular, the null controllability of the following degenerate semilin-
ear equation has been considered:

∂u

∂t
− ∂

∂x

(
xα
∂u

∂x

)
+ g(x, t, u) = h(x, t)χω, (x, t) ∈ (0, 1)× (0, T ), (1.1)

where α > 0, h is the control function, χω is the characteristic function of ω, a non-
empty subinterval of (0, 1), while g is locally Lipschitz continuous with respect to u
and satisfies some structural conditions, whose linear case is just

g(x, t, u) = c(x, t)u, (x, t, u) ∈ (0, 1)× (0, T )× R

(c ∈ L∞((0, 1)× (0, T ))). (1.2)
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Equation (1.1) can be used to describe some physical models. For instance, in [4,5,21]
we can find a motivating example of a Crocco-type equation coming from the study
on the velocity field of a laminar flow on a flat plate. It is noted that Eq. (1.1) is degen-
erate at {0} × (0, T ), a portion of the lateral boundary. As we know, the well-posed
problems for parabolic equations with boundary degeneracy are different from the
common ones [23,26]. In [1,3–8,22], the degeneracy of Eq. (1.1) is divided into weak
one and strong one according to the value of α, and different boundary conditions are
proposed for the two cases. More precisely, the boundary value condition is

u(0, t) = u(1, t) = 0, t ∈ (0, T ) (1.3)

in the weakly degenerate case with 0 < α < 1, while is(
xα
∂u

∂x

)
(0, t) = u(1, t) = 0, t ∈ (0, T ) (1.4)

in the strongly degenerate case with α ≥ 1. Indeed, the following initial value condi-
tion is proposed for both cases

u(x, 0) = u0(x), x ∈ (0, 1). (1.5)

Then, the null controllability problem of the semilinear system (1.1), (1.3) or (1.4),
(1.5) is defined as follows: for any u0 ∈ L2((0, 1)), is there a control function h such
that the solution of the system becomes null at the time T ? The answer is that the
system is null controllable if 0 < α < 2, while not if α ≥ 2. Here, the proof of the
null controllability is based on Carleman estimates.

Since the semilinear system (1.1), (1.3) or (1.4), (1.5) may be not null controllable,
a natural question is whether the system is approximately controllable. That is to say,
for any given initial datum u0 ∈ L2((0, 1)), the desired datum ud ∈ L2((0, 1)) and
the admissible error value ε > 0, whether there exists a control function h such that
the solution u of the problem (1.1), (1.3) or (1.4), (1.5) approximately approaches the
desired datum ud at time T , i.e.,

‖u(·, T )− ud(·)‖L2((0,1)) ≤ ε. (1.6)

For the degenerate linear system (1.1) with (1.2), (1.3) or (1.4), (1.5), (1.6), it has been
shown via a variational approach in [24] that the system is approximately controllable
and the control can be taken to be of quasi bang-bang form for each α > 0. Therefore,
different from the control systems governed by nondegenerate parabolic equations, the
null controllability and the approximate controllability are inconsistent for the control
systems governed by degenerate parabolic equations.

In this paper, we investigate the approximate controllability of the semilinear sys-
tem (1.1), (1.3) or (1.4), (1.5), (1.6). In general, we consider the multi-dimensional
case, i.e., the equation

∂u

∂t
− div(a(x, t)∇u)+ g(x, t, u) = h(x, t)χD, (x, t) ∈ QT = �× (0, T ),

(1.7)
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where a ∈ C(QT )∩C1(QT ) and is positive in�×[0, T ], 1
a
∂a
∂t ∈ L∞(QT ),� ⊂ R

n

is a bounded domain with smooth boundary, D is an open and nonempty subset which
is compactly embedded in�, h is the control function,χD is the characteristic function
of D, and g is a measurable function in QT × R satisfying

|g(x, t, u)− g(x, t, v)| ≤ C0|u − v|, (x, t) ∈ QT , u, v ∈ R (1.8)

and

g(x, t, ·) is differentiable at u = 0 uniformly in QT and

∥∥∥∥∂g

∂u
(x, t, 0)

∥∥∥∥
L∞(QT )

≤ C0 (1.9)

with some C0> 0. It is noted that a can be allowed to vanish at some points on the lateral
boundary ∂�×(0, T ), and thus Eq. (1.7) is degenerate on the set

{
(x, t) ∈ ∂�×(0, T )

: a(x, t) = 0
}
, a portion of the lateral boundary. However, D, the set where controls

are supported, is away from the region where Eq. (1.7) is degenerate since it is com-
pactly embedded in�. As mentioned in [24], we cannot apply the classical theory by
Fichera and Oleĭnik to Eq. (1.7) since there is a restriction a ∈ W 2,∞(QT ) in the clas-
sical theory [23]. Different from [1,3–8,22], in the present paper we do not prescribe
the Neumann boundary condition for Eq. (1.7) on the boundary where the equation is
strongly degenerate, but describe this boundary condition via restricting the solution
space just as done in [24]. That is to say, we propose the following boundary and initial
value conditions and desired terminal control condition

u(x, t) = 0, (x, t) ∈ �, (1.10)

u(x, 0) = u0(x), x ∈ �, (1.11)

‖u(·, T )− ud(·)‖L2(�) ≤ ε, (1.12)

where � is the nondegenerate and weakly degenerate parts of the lateral boundary,
i.e.,

� = {(x, t) ∈ ∂�× (0, T ) : a(x, t) > 0}
∪

{
(x, t) ∈ ∂�× (0, T ) : a(x, t)= 0 and there exists 0<δ < min{t, T − t}

such that
∫ t+δ

t−δ

∫
�∩Bδ(x)

1

a(y, s)
dyds < +∞

}
(1.13)

with Bδ(x) being the ball in R
n centered at x and with radius δ (see [24] for details).

We will prove that the degenerate semilinear system (1.7), (1.10)–(1.12) is approx-
imately controllable in this paper. Our method is inspired by Fabre et al. [10], where
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the authors studied the approximate controllability of the following nondegenerate
semilinear system

∂u

∂t
−	u + g(x, t, u) = h(x, t)χD, (x, t) ∈ QT , (1.14)

u(x, t) = 0, (x, t) ∈ ∂�× (0, T ), (1.15)

u(x, 0) = u0(x), x ∈ �, (1.16)

‖u(·, T )− ud(·)‖L2(�) ≤ ε. (1.17)

It was shown that for fixed u0 ∈ L2(�), ud ∈ L2(�) and ε > 0, there exists a
control function h ∈ L2(QT ) for the nondegenerate semilinear system (1.14)–(1.17)
by using the approximate controllability of the linear systems and the Kakutani fixed
point theorem. In the present paper, we establish the approximate controllability of
the degenerate semilinear system (1.7), (1.10)–(1.12) in a similar way. However, since
Eq. (1.7) can be degenerate on a portion of the lateral boundary, weak solutions with
poor regularity should be considered and some compact estimates for solutions of non-
degenerate equations are missing. For example, there is a L2 estimate for the gradient
of the solution to the problem (1.14)–(1.16), which plays an important role in study
controllability, while it fails for the problem (1.7), (1.10), (1.11) due to the boundary
degeneracy for Eq. (1.7). Therefore, we have to seek techniques to establish necessary
compact estimates. It is noted that (1.8) implies

|g(x, t, u)| ≤ C(|u| + 1), (x, t, u) ∈ QT × R

for some C > 0. This growth condition is optimal in the sense that the semilinear
system (1.7), (1.10)–(1.12) is not approximately controllable if g is superlinear [10].

The paper is organized as follows. In Sects. 2 and 3, we do some necessary com-
pact estimates of solutions to the linear problem and prove the well-posedness of the
semilinear problem, respectively. In Sect. 4, we recall the approximate controllability
of the linear system and do some preliminaries to study the semilinear system. The
approximate controllability of the semilinear system is proved in Sect. 5 subsequently.

2. Well-posedness of the linear problem and some compact estimates

In this section, we first recall the well-posedness of the linear problem and then do
some necessary compact estimates of solutions.

Consider the linear problem

∂u

∂t
− div(a(x, t)∇u)+ c(x, t)u = f (x, t), (x, t) ∈ QT , (2.1)

u(x, t) = 0, (x, t) ∈ �, (2.2)

u(x, 0) = u0(x), x ∈ �, (2.3)

where c ∈ L∞(QT ), f ∈ L2(QT ), u0 ∈ L2(�), and � is the nondegenerate and
weakly degenerate parts of the lateral boundary given by (1.13).
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The following two definitions are given in [24].

DEFINITION 2.1. Define B to be the closure of the set C∞
0 (QT ) with respect to

the norm

‖u‖B =
(∫∫

QT

a(x, t)(|u(x, t)|2 + |∇u(x, t)|2)dxdt

)1/2

, u ∈ B.

As to the set B, we give the following remark whose proof can be found in [26,
Corollary 2.1 and Remark 2.1].

REMARK 2.1. If u ∈ B, then u|� = 0 in the trace sense, while there is no trace
on (∂�× (0, T ))\� in general.

DEFINITION 2.2. A function u is called to be a weak solution of the problem (2.1)–
(2.3), if u ∈ L∞((0, T ); L2(�))∩B and for any functionϕ ∈ L∞((0, T ); L2(�))∩B

with ∂ϕ
∂t ∈ L2(QT ) and ϕ(·, T )|� = 0, the following integral equality holds

∫∫
QT

(
−u(x, t)

∂ϕ

∂t
(x, t)+a(x, t)∇u(x, t) · ∇ϕ(x, t)+c(x, t)u(x, t)ϕ(x, t)

)
dxdt

=
∫∫

QT

f (x, t)ϕ(x, t)dxdt +
∫
�

u0(x)ϕ(x, 0)dx .

REMARK 2.2. Assume that u ∈ L∞((0, T ); L2(�))∩B with ∂u
∂t ∈ L2(QT ). Then

u is a weak solution of the problem (2.1)–(2.3), if and only if the integral equality
∫∫

QT

(
∂u

∂t
(x, t)ϕ(x, t)+a(x, t)∇u(x, t) · ∇ϕ(x, t)+c(x, t)u(x, t)ϕ(x, t)

)
dxdt

=
∫∫

QT

f (x, t)ϕ(x, t)dxdt

holds for any function ϕ ∈ L∞((0, T ); L2(�))∩B, and (2.3) holds in the trace sense.

The problem (2.1)–(2.3) is well-posed.

PROPOSITION 2.1. For any c ∈ L∞(QT ), f ∈ L2(QT ) and u0 ∈ L2(�), there
exists uniquely a weak solution u ∈ L∞((0, T ); L2(�)) ∩ B to the problem (2.1)–
(2.3). Furthermore, the solution u satisfies

(i) It holds that

‖u‖2
L∞((0,T );L2(�))

≤ e2T ‖c‖L∞(QT )
(

2‖ f u‖L1(QT )
+ ‖u0‖2

L2(�)

)

and

‖u‖2
L∞((0,T );L2(�))

+‖a|∇u|2‖L1(QT )
≤ C1e2T ‖c‖L∞(QT )

×
(
‖ f ‖2

L2(QT )
+ ‖u0‖2

L2(�)

)
,

where C1 > 0 is a constant depending only on T ;
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(ii) For any 0 < τ < T , it holds that ∂u
∂t ∈ L2(� × (τ, T )), a|∇u|2 ∈ L∞((τ, T );

L1(�)) and

∥∥∥∥∂u

∂t

∥∥∥∥
2

L2(�×(τ,T ))
+ ‖a|∇u|2‖L∞((τ,T );L1(�))

≤ C2

(
1 + ‖c‖2

L∞(QT )

)
e4T ‖c‖L∞(QT )

(
‖ f ‖2

L2(QT )
+ ‖u0‖2

L2(�)

)
,

where C2 > 0 is a constant depending only on T ,
∥∥ 1

a
∂a
∂t

∥∥
L∞(QT )

and τ ;

(iii) If a|∇u0|2 ∈ L1(�) additionally, then ∂u
∂t ∈ L2(QT ), a|∇u|2 ∈ L∞((0, T );

L1(�)) and

∥∥∥∥∂u

∂t

∥∥∥∥
2

L2(QT )

+ ‖a|∇u|2‖L∞((0,T );L1(�))≤C3

(
1+‖c‖2

L∞(QT )

)

×e2T ‖c‖L∞(QT )
(
‖ f ‖2

L2(QT )
+‖u0‖2

L2(�)
+‖a|∇u0|2‖L1(�)

)
,

where C3 > 0 is a constant depending only on T and
∥∥ 1

a
∂a
∂t

∥∥
L∞(QT )

;
(iv) If u0 ∈ L∞(�) and f ∈ L∞(QT ) additionally, then u ∈ L∞(QT ) and

‖u‖L∞(QT ) ≤ eT ‖c‖L∞(QT )
(
T ‖ f ‖L∞(QT ) + ‖u0‖L∞(�)

)
.

Proof. The proof is similar to [24, Theorem 2.1], where the existence is proved by par-
abolic regularization method and the uniqueness is proved by the Holmgren method.

For any positive integer number k, choose ak, ck, fk, u(k)0 ∈ C∞(QT ) satisfying

a(x, t)+ 1

k
≤ ak(x, t) ≤ a(x, t)+ 2

k
,

∥∥∥∥ 1

ak

∂ak

∂t

∥∥∥∥
L∞(QT )

≤
∥∥∥∥1

a

∂a

∂t

∥∥∥∥
L∞(QT )

,

k = 1, 2, . . . ,

‖ck‖L∞(QT )≤‖c‖L∞(QT ), ‖ fk‖L2(QT )
≤‖ f ‖L2(QT )

, ‖u(k)0 ‖L2(�)≤‖u0‖L2(�),

k = 1, 2, . . .

and

ck → c and fk → f in L2(QT ), u(k)0 → u0 in L2(�), as k → ∞;
further,

∥∥∥ak |∇u(k)0 |2
∥∥∥

L1(�)
≤

∥∥∥a|∇u0|2
∥∥∥

L1(�)
, k = 1, 2, . . .

if a|∇u0|2 ∈ L1(�) additionally, and

‖u(k)0 ‖L∞(�) ≤ ‖u0‖L∞(�), ‖ fk‖L∞(QT ) ≤ ‖ f ‖L∞(QT ), k = 1, 2, . . .

if u0 ∈ L∞(�) and f ∈ L∞(QT ) additionally. Consider the problem



Vol. 10 (2010) Approximate controllability of a class of degeneracy 169

∂u(k)

∂t
− div

(
ak(x, t)∇u(k)

)
+ ck(x, t)u(k) = fk(x, t), (x, t) ∈ QT , (2.4)

u(k)(x, t)=0, (x, t) ∈ ∂�× (0, T ), (2.5)

u(k)(x, 0) = u(k)0 (x), x ∈ �. (2.6)

According to the classical theory on parabolic equations, the problem (2.4)–(2.6)
admits a unique classical solution u(k). Multiply Eq. (2.4) by u(k) and then integrate
over Qs (0 < s < T ) by parts to get

∫∫
Qs

(
1

2

∂

∂t

(
|u(k)|2

)
+ ak |∇u(k)|2 + ck |u(k)|2

)
dxdt =

∫∫
Qs

fku(k)dxdt.

Therefore,

∫∫
Qs

(
1

2

∂

∂t
(|u(k)|2)+ ak |∇u(k)|2

)
dx dt ≤ ‖c‖L∞(QT )

∫∫
Qs

|u(k)|2dx dt

+
∫∫

Qs

fku(k)dx dt, 0 < s < T .

Using the Hölder inequality and the Gronwall inequality, we can get by a standard
process (see for example [25,26]) that

∫
�

|u(k)(x, t)|2dx ≤ 2
∫∫

Qt

(
e2‖c‖L∞(QT )

(t−s) − 1
)

fk(x, s)u(k)(x, s)dx ds

+
∫
�

|u(k)0 |2dx

+ 2
∫∫

Qt

fk(x, s)u(k)(x, s)dx ds, 0 ≤ t ≤ T (2.7)

and

‖u(k)‖2
L∞((0,T );L2(�))

+
∥∥∥ak |∇u(k)|2

∥∥∥
L1(QT )

≤ Ce2T ‖c‖L∞(QT )
(
‖ fk‖2

L2(QT )
+ ‖u(k)0 ‖2

L2(�)

)
. (2.8)

Since a ∈ C(QT ) and is positive in � × [0, T ], (2.8) implies that {u(k)}∞k=1 is uni-
formly bounded in L∞((0, T ); L2(�)) and L2((0, T ); H1

loc(�)). It follows from the
diagonal principle that there exist a subsequence of {u(k)}∞k=1, denoted by itself for
convenience, and a function u ∈ L∞((0, T ); L2(�))∩ L2((0, T ); H1

loc(�)) such that

u(k) ⇀ u weakly in L2(QT ), ∇u(k) ⇀ ∇u weakly in L2((0, T ); L2
loc(�)),

as k → ∞. (2.9)
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Further, one gets from (2.7)–(2.9) that u ∈ L∞((0, T ); L2(�)) ∩ B satisfies∫
�

|u(x, t)|2dx ≤ 2
∫∫

Qt

(
e2‖c‖L∞(QT )

(t−s) − 1
)

f (x, s)u(x, s)dxds

+
∫
�

|u0|2dx + 2
∫∫

Qt

f (x, s)u(x, s)dxds

≤ e2T ‖c‖L∞(QT )
(

2‖ f u‖L1(QT )
+ ‖u0‖2

L2(�)

)
, 0 ≤ t ≤ T

(2.10)

and

‖u‖2
L∞((0,T );L2(�))

+ ‖a|∇u|2‖L1(QT )
≤ Ce2T ‖c‖L∞(QT )(

‖ f ‖2
L2(QT )

+ ‖u0‖2
L2(�)

)
. (2.11)

Now let us show that u is just a weak solution to the problem (2.1)–(2.3). For any
function ϕ ∈ C1(QT ) satisfying ϕ(x, t) = 0 for x near ∂� or t = T , multiply
Eq. (2.4) by ϕ and then integrate by parts over QT to get∫∫

QT

(
−u(k)

∂ϕ

∂t
+ ak∇u(k) · ∇ϕ + cku(k)ϕ

)
dx dt

=
∫∫

QT

fkϕdxdt +
∫
�

u(k)0 (x)ϕ(x, 0)dx .

Letting k → ∞ and using (2.9), one gets∫∫
QT

(
−u

∂ϕ

∂t
+ a∇u · ∇ϕ + cuϕ

)
dx dt =

∫∫
QT

f ϕdx dt +
∫
�

u0(x)ϕ(x, 0)dx .

For any function ϕ ∈ L∞((0, T ); L2(�)) ∩ B with ∂ϕ
∂t ∈ L2(QT ) and ϕ(·, T )

∣∣∣
�

=
0, the above integral equality still holds after an approximate procedure since u ∈
L∞((0, T ); L2(�)) ∩ B. Therefore, u is a weak solution to the problem (2.1)–(2.3).

Let us prove the estimates in (i)–(iv). First, (2.10) and (2.11) are just the estimates

in (i). Second, if a|∇u0|2 ∈ L1(�) additionally, multiplying Eq. (2.4) by ∂u(k)
∂t and

then integrating over Qs (0 < s < T ) by parts, we get

∫∫
Qs

⎛
⎝

∣∣∣∣∣
∂u(k)

∂t

∣∣∣∣∣
2

+ 1

2
ak
∂

∂t
(|∇u(k)|2)+ cku(k)

∂u(k)

∂t

⎞
⎠ dxdt =

∫∫
Qs

fk
∂u(k)

∂t
dxdt,

i.e.

∫∫
Qs

⎛
⎝

∣∣∣∣∣
∂u(k)

∂t

∣∣∣∣∣
2

+ 1

2

∂

∂t
(ak |∇u(k)|2)+ cku(k)

∂u(k)

∂t

⎞
⎠ dx dt

=
∫∫

Qs

(
fk
∂u(k)

∂t
+ 1

2

∂ak

∂t
|∇u(k)|2

)
dx dt.
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Using the Hölder inequality and the Gronwall inequality, together with the estimate
(2.8), we can get that

∥∥∥∥∥
∂u(k)

∂t

∥∥∥∥∥
2

L2(QT )

+
∥∥∥ak |∇u(k)|2

∥∥∥
L∞((0,T );L1(�))

≤ C
(

1 + ‖ck‖2
L∞(QT )

)
e2T ‖c‖L∞(QT )

×
(
‖ fk‖2

L2(QT )
+ ‖u(k)0 ‖2

L2(�)
+ ‖ak |∇u(k)0 |2‖L1(�)

)
, (2.12)

which leads to the estimate in (iii). Third, if u0 ∈ L∞(�) and f ∈ L∞(QT ) addition-
ally, then it follows from the maximum principle that

‖u(k)‖L∞(QT ) ≤ eT ‖ck‖L∞(QT )
(

T ‖ fk‖L∞(QT ) + ‖u(k)0 ‖L∞(�)
)
,

which yields the estimate in (iv). Now let us show the estimate in (ii). Fix 0 < τ < T .
From the mean value theorem and the estimate (2.8), there exists a τk ∈ (0, τ ) such
that

∥∥∥ak |∇u(k)(·, τk)|2
∥∥∥

L1(�)
= 1

τ

∫∫
Qτ

ak |∇u(k)|2dxdt

≤ C

τ
e2T ‖c‖L∞(QT )

(
‖ fk‖2

L2(QT )
+ ‖u(k)0 ‖2

L2(�)

)
.

(2.13)

Similar to the proof of (2.12), we can get that

∥∥∥∥∥
∂u(k)

∂t

∥∥∥∥∥
2

L2(�×(τk ,T ))

+
∥∥∥ak |∇u(k)|2

∥∥∥
L∞((τk ,T );L1(�))

≤ C
(

1 + ‖ck‖2
L∞(QT )

)
e2T ‖c‖L∞(�×(τk ,T ))

×
(
‖ fk‖2

L2(�×(τk ,T ))
+ ‖u(k)(·, τk)‖2

L2(�)
+ ‖ak |∇u(k)(·, τk)|2‖L1(�)

)
.

(2.14)

It follows from (2.14), (2.13) and (2.8) that

∥∥∥∥∥
∂u(k)

∂t

∥∥∥∥∥
2

L2(�×(τ,T ))
+ ‖ak |∇u(k)|2‖L∞((τ,T );L1(�))

≤ C

(
1 + 1

τ

)(
1 + ‖ck‖2

L∞(QT )

)
e4T ‖c‖L∞(QT )

(
‖ fk‖2

L2(QT )
+ ‖u(k)0 ‖2

L2(�)

)
,

which leads to the estimate in (ii).
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Finally, let us prove the uniqueness by the Holmgren method. Let ū and ũ be two
weak solutions of the problem (2.1)–(2.3) and denote

w(x, t) = ū(x, t)− ũ(x, t), (x, t) ∈ QT .

Thenw ∈ L∞((0, T ); L2(�))∩B and for any function ϕ ∈ L∞((0, T ); L2(�))∩B

with ∂ϕ
∂t ∈ L2(QT ) and ϕ(·, T )

∣∣∣
�

= 0, the following integral equality holds

∫∫
QT

(
−w∂ϕ

∂t
+ a∇w · ∇ϕ + cwϕ

)
dxdt = 0. (2.15)

For any ξ ∈ L2(QT ), the above existence result shows that the problem

−∂ψ
∂t

− div(a(x, t)∇ψ)+ c(x, t)ψ = ξ(x, t), (x, t) ∈ QT ,

ψ(x, t) = 0, (x, t) ∈ �,
ψ(x, T ) = 0, x ∈ �

admits a weak solution ψ ∈ L∞((0, T ); L2(�)) ∩ B with ∂ψ
∂t ∈ L2(QT ), which

implies that∫∫
QT

(
−∂ψ
∂t
ϕ + a∇ψ · ∇ϕ + cψϕ

)
dxdt =

∫∫
QT

ξϕdx dt (2.16)

for any function ϕ ∈ L∞((0, T ); L2(�))∩ B. Taking ϕ = ψ in (2.15) and ϕ = w in
(2.16), we get ∫∫

QT

ξwdx dt = 0.

This leads to

w(x, t) = 0, a.e. (x, t) ∈ QT

owing to the arbitrariness of ξ ∈ L2(QT ). Therefore,

ū(x, t) = ũ(x, t), a.e. (x, t) ∈ QT .

The proof is complete. �

COROLLARY 2.1. Assume that ‖ck‖L∞(QT ), ‖ fk‖L2(QT )
and ‖u(k)0 ‖L2(�) are

uniformly bounded and

ck ⇀ c weakly ∗ in L∞(QT ), fk ⇀ f weakly in L2(QT ),

u(k)0 ⇀ u0 weakly in L2(�). (2.17)

Then there exists a subsequence of {u(k)}∞k=1, which converges to u weakly in L2(QT )

and strongly in L1(QT ), where u is the solution of the problem (2.1)–(2.3), while u(k)

is the solution of the problem (2.1)–(2.3) with c = ck , f = fk and u0 = u(k)0 for
k = 1, 2, . . . .
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Proof. From Proposition 2.1 (i) and (ii), one gets that u(k) ∈ L∞((0, T ); L2(�))∩B

with ∂u(k)
∂t ∈ L2(�× (τ, T )) for any 0 < τ < T satisfies

‖u(k)‖L∞((0,T );L2(�)) + ‖a|∇u(k)|2‖L1(QT )
+

∥∥∥∥∥
∂u(k)

∂t

∥∥∥∥∥
L2(�×(τ,T ))

≤ C (2.18)

with some C > 0 independent of k. Therefore, there exist a subsequence of {u(k)}∞k=1,
denoted by itself for convenience, and a function u ∈ L∞((0, T ); L2(�))∩L2((0, T );
H1

loc(�)) and a n-dimensional vector function �ζ ∈ L2(QT ) such that

u(k) ⇀ u and a1/2∇u(k) ⇀ �ζ weakly in L2(QT ),

∇u(k) ⇀ ∇u weakly in L2((0, T ); L2
loc(�)) (2.19)

and

u(k) → u in L1(QT ). (2.20)

Here, (2.19) is derived from (2.18) directly, while (2.20) is derived from (2.18) via
the following detailed discussion. Fix a positive integer m̄ > 1/T satisfying {x ∈ � :
dist(x, ∂�) > 1/m̄} = ∅. For any integer m ≥ m̄, denote

�m = {x ∈ � : dist(x, ∂�) > 1/m} , Q(m)
T = �m × (1/m, T ) .

On the one hand, it follows from the embedding theorem and (2.18) that there exists
a subsequence of {u(k)}∞k=1, denoted by {u(km̄ (l))}∞l=1, such that

u(km̄ (l)) → u in L2(Q(m̄)
T ) as l → ∞.

Similarly, for m ≥ m̄ + 1, there exists a subsequence of {u(km−1(l))}∞l=1, denoted by
{u(km (l))}∞l=1, such that

u(km (l)) → u in L2(Q(m)
T ) as l → ∞. (2.21)

On the other hand, it follows from the Hölder inequality that
(∫∫

QT \Q(m)
T

|u(k) − u|dxdt

)2

≤ meas
(

QT \Q(m)
T

) ∫∫
QT \Q(m)

T

|u(k) − u|2dxdt

≤ 2meas
(

QT \Q(m)
T

) ∫∫
QT

(
|u(k)|2 + u2

)
dxdt

≤ 4T C2meas
(

QT \Q(m)
T

)
→ 0, as m → ∞.

(2.22)

Give ε > 0. Owing to (2.22), there exists a positive integer m0 ≥ m̄ + 1 such that∫∫
QT \Q

(m0)
T

|u(k) − u|dxdt <
ε

2
, k = 1, 2, . . . . (2.23)
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Due to (2.21), there exists a positive integer l0 such that for the so fixed m0 and any
l ≥ l0, ∫∫

Q
(m0)
T

|u(km0 (l)) − u|dxdt <
ε

2
. (2.24)

Therefore, for any m ≥ m0 + l0, we get from (2.23) and (2.24) that∫∫
QT

∣∣∣u(km (m)) − u
∣∣∣ dxdt =

∫∫
QT \Q

(m0)
T

∣∣∣u(km (m)) − u
∣∣∣ dxdt

+
∫∫

Q
(m0)
T

∣∣∣u(km (m)) − u
∣∣∣ dxdt < ε.

Hence

lim
m→∞

∫∫
QT

∣∣∣u(km (m)) − u
∣∣∣ dxdt = 0.

Finally, let us show that u is just the solution of the problem (2.1)–(2.3). It is not
hard to verify from (2.19) that u ∈ B and

�ζ (x, t) = (a(x, t))1/2∇u(x, t), a.e. (x, t) ∈ QT . (2.25)

For any function ϕ ∈ L∞(QT )∩ B with ∂ϕ
∂t ∈ L2(QT ) and ϕ(·, T )|� = 0, it follows

from the definition of weak solutions that∫∫
QT

(
−u(k)

∂ϕ

∂t
+ a∇u(k) · ∇ϕ + cku(k)ϕ

)
dxdt

=
∫∫

QT

fkϕdxdt +
∫
�

u(k)0 (x)ϕ(x, 0)dx .

Letting k → ∞ with (2.17), (2.19), (2.20) and (2.25), we get that∫∫
QT

(
−u

∂ϕ

∂t
+ a∇u · ∇ϕ + cuϕ

)
dxdt =

∫∫
QT

f ϕdxdt +
∫
�

u0(x)ϕ(x, 0)dx .

Since c ∈ L∞(QT ) and u ∈ L∞((0, T ); L2(�)), the above integral equality still
holds for each ϕ ∈ L∞((0, T ); L2(�)) ∩ B with ∂ϕ

∂t ∈ L2(QT ) and ϕ(·, T )
∣∣
�

= 0.
The proof is complete. �

For 0 < t ≤ T , since a is allowed to vanish at some points on the lateral boundary
∂�× (0, T ), it seems impossible to get a subsequence of {u(k)(·, t)}∞k=1, which con-
verges to u(·, t) strongly in L2(�), in Corollary 2.1. In the following three lemmas,
we establish this convergence under some additional conditions.

COROLLARY 2.2. Assume that ‖ck‖L∞(QT ), ‖ fk‖L2(QT )
and ‖u(k)0 ‖L2(�) are

uniformly bounded and

ck ⇀ c weakly ∗ in L∞(QT ), fk → f in L2(QT ), u(k)0 → u0 in L2(�).

(2.26)



Vol. 10 (2010) Approximate controllability of a class of degeneracy 175

Then there exists a subsequence of {u(k)}∞k=1, which converges to u in L∞((0, T );
L2(�)), where u is the solution of the problem (2.1)–(2.3), while u(k) is the solution
of the problem (2.1)–(2.3) with c = ck , f = fk and u0 = u(k)0 for k = 1, 2, . . . .

Proof. First, it follows from Proposition 2.1 (i) that

∥∥∥u(k) − u
∥∥∥

L2(QT )
≤ C (2.27)

with some C > 0 independent of k. Second, due to Corollary 2.1, there exists a
subsequence of {u(k)}∞k=1, denoted by itself for convenience, such that

u(k) → u in L1(QT ) as k → ∞. (2.28)

Now, from the assumption of this corollary, we get that u(k)−u ∈ L∞((0, T ); L2(�))∩
B is just the weak solution of the problem

∂(u(k) − u)

∂t
− div

(
a(x, t)∇(u(k) − u)

)
+ ck(x, t)(u(k) − u)

= fk(x, t)− f (x, t)− (ck(x, t)− c(x, t))u(x, t), (x, t) ∈ QT , (2.29)

(u(k) − u)(x, t) = 0, (x, t) ∈ �, (2.30)

(u(k) − u)(x, 0) = u(k)0 (x)− u0(x), x ∈ �. (2.31)

It follows from Proposition 2.1 (i) that

‖u(k) − u‖2
L∞((0,T );L2(�))

≤ C
(
‖( fk − f − (ck − c)u)(u(k) − u)‖L1(QT )

+ ‖u(k)0 − u0‖2
L2(�)

)

≤ C
(
‖( fk − f )(u(k) − u)‖L1(QT )

+ ‖(ck − c)u(u(k) − u)‖L1(QT )

+‖u(k)0 − u0‖2
L2(�)

)
(2.32)

with some C > 0 independent of k. Let us estimate the terms on the right side of
(2.32). On the one hand, it follows from (2.26) and (2.27) that

∥∥∥( fk − f )(u(k) − u)
∥∥∥

L1(QT )
≤ ‖ fk − f ‖L2(QT )

‖u(k) − u‖L2(QT )
→ 0,

as k → ∞ (2.33)

and

lim
k→∞

∥∥∥u(k)0 − u0

∥∥∥
L2(�)

= 0. (2.34)
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On the other hand, for any M > 0, one gets that

‖(ck − c)u(u(k) − u)‖L1(QT )

≤ ‖ck − c‖L∞(QT )‖u(u(k) − u)‖L1(QT )

= ‖ck − c‖L∞(QT )

∫∫
{(x,t)∈QT :|u(x,t)|>M}

∣∣∣u(x, t)(u(k)(x, t)− u(x, t))
∣∣∣ dxdt

+‖ck − c‖L∞(QT )

∫∫
{(x,t)∈QT :|u(x,t)|≤M}

∣∣∣u(x, t)(u(k)(x, t)− u(x, t))
∣∣∣ dxdt

≤‖ck −c‖L∞(QT )‖u(k)−u‖L2(QT )

(∫∫
{(x,t)∈QT :|u(x,t)|>M}

|u(x, t)|2dxdt

)1/2

+M‖ck − c‖L∞(QT )‖u(k) − u‖L1(QT )
,

which implies

lim
k→∞

∥∥∥(ck − c)u(u(k) − u)
∥∥∥

L1(QT )
= 0 (2.35)

owing to u ∈ L2(QT ) with (2.27) and (2.28). Letting k → ∞ in (2.32), we get from
(2.33)–(2.35) that

lim
k→∞

∥∥∥u(k) − u
∥∥∥

L∞((0,T );L2(�))
= 0.

The proof is complete. �
COROLLARY 2.3. Assume that ‖ck‖L∞(QT ), ‖ fk‖L∞(QT ) and ‖u(k)0 ‖L∞(�) are

uniformly bounded and

ck ⇀ c weakly ∗ in L∞(QT ), fk ⇀ f weakly ∗ in L∞(QT ),

u(k)0 ⇀ u0 weakly ∗ in L∞(�).

Then there exists a subsequence of {u(k)}∞k=1, which converges to u in L2(QT ), where
u is the solution of the problem (2.1)–(2.3), while u(k) is the solution of the problem
(2.1)–(2.3) with c = ck , f = fk and u0 = u(k)0 for k = 1, 2, . . . .

Proof. From Proposition 2.1 (i), (ii) and (iv), one gets that u(k) ∈ L∞(QT )∩ B with
∂u(k)
∂t ∈ L2(�× (τ, T )) for any 0 < τ < T satisfies

‖u(k)‖L∞(QT ) +
∥∥∥a|∇u(k)|2

∥∥∥
L1(QT )

+
∥∥∥∥∥
∂u(k)

∂t

∥∥∥∥∥
L2(�×(τ,T ))

≤ C (2.36)

with some C > 0 independent of k. Therefore, there exist a subsequence of {u(k)}∞k=1,
denoted by itself for convenience, and a function u ∈ L∞(QT )∩ L2((0, T ); H1

loc(�))

and a n-dimensional vector function �ζ ∈ L2(QT ) such that

u(k) ⇀ u weakly ∗ in L∞(QT ), a1/2∇u(k) ⇀ �ζ weakly in L2(QT ),

(2.37)

∇u(k) ⇀ ∇u weakly in L2((0, T ); L2
loc(�)) (2.38)
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and

u(k) → u in L2(QT ). (2.39)

Here, (2.37) and (2.38) are derived from (2.36) directly, while (2.39) is derived from
(2.36) via a similar process as the proof of (2.20). On the one hand, (2.21) holds. On
the other hand, instead of (2.22), one gets from (2.36) that

∫∫
QT \Q(m)

T

|u(k) − u|2dxdt ≤ meas
(

QT \Q(m)
T

)
‖u(k) − u‖2

L∞(QT )

≤ 4C2meas
(

QT \Q(m)
T

)
→ 0, as m → ∞.

(2.40)

Then, (2.39) follows from (2.21) and (2.40). Finally, we can prove that u is just the
solution of the problem (2.1)–(2.3) via the same process as the one in the proof of
Corollary 2.1. The proof is complete. �

COROLLARY 2.4. Assume that ‖ck‖L∞(QT ), ‖ fk‖L2(QT )
and ‖u(k)0 ‖L2(�) are uni-

formly bounded and

(ck − c)2 ⇀ 0 weakly ∗ in L∞(QT ), fk → f in L2(QT ), u(k)0 → u0 in L2(�).

(2.41)

Then {u(k)}∞k=1 converges to u in L∞((0, T ); L2(�)), where u is the solution to the
problem (2.1)–(2.3), while u(k) is the solution to the problem (2.1)–(2.3) with c = ck ,
f = fk and u0 = u(k)0 for k = 1, 2, . . . .

Proof. As shown in Corollary 2.2, u(k) − u ∈ L∞((0, T ); L2(�)) ∩ B is just the
weak solution to the problem (2.29)–(2.31). It follows from Proposition 2.1 (i) that

∥∥∥u(k) − u
∥∥∥2

L∞((0,T );L2(�))
≤ C

(
‖ fk − f − (ck − c)u‖2

L2(QT )
+ ‖u(k)0 − u0‖2

L2(�)

)

≤ C
(
‖ fk − f ‖2

L2(QT )
+ ‖(ck − c)u‖2

L2(QT )

+‖u(k)0 − u0‖2
L2(�)

)

= C
(
‖ fk − f ‖2

L2(QT )
+ ‖(ck − c)2u2‖L1(QT )

+‖u(k)0 − u0‖2
L2(�)

)

with some C > 0 independent of k. Then, one gets from (2.41) that

lim
k→∞ ‖u(k) − u‖L∞((0,T );L2(�)) = 0.

The proof is complete. �
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3. Well-posedness of the semilinear problem

In this section, we prove the well-posedness of the semilinear problem

∂u

∂t
− div(a(x, t)∇u)+ g(x, t, u) = f (x, t), (x, t) ∈ QT , (3.1)

u(x, t) = 0, (x, t) ∈ �, (3.2)

u(x, 0) = u0(x), x ∈ �, (3.3)

where f ∈ L2(QT ) and u0 ∈ L2(�).

DEFINITION 3.1. A function u is called to be a weak solution to the problem (3.1)–
(3.3), if u ∈ L∞((0, T ); L2(�))∩B and for any functionϕ ∈ L∞((0, T ); L2(�))∩B

with ∂ϕ
∂t ∈ L2(QT ) and ϕ(·, T )

∣∣∣
�

= 0, the following integral equality holds

∫∫
QT

(
−u(x, t)

∂ϕ

∂t
(x, t)+a(x,t)∇u(x, t)·∇ϕ(x, t)+g(x, t, u(x, t))ϕ(x, t)

)
dxdt

=
∫∫

QT

f (x, t)ϕ(x, t)dxdt +
∫
�

u0(x)ϕ(x, 0)dx .

As shown in the introduction, g is a measurable function in QT ×R satisfying (1.8)
and (1.9). Define the function

σ(x, t, u) =

⎧⎪⎨
⎪⎩

g(x, t, u)− g(x, t, 0)

u
, (x, t) ∈ QT , 0 = u ∈ R,

∂g

∂u
(x, t, 0), (x, t) ∈ QT , u = 0.

Then σ ∈ L∞(QT × R). Furthermore, σ satisfies the following property.

LEMMA 3.1. Assume that {wk}∞k=1 converges to w in L1(QT ). Then

σ(x, t, wk(x, t)) ⇀ σ(x, t, w(x, t)) weakly ∗ in L∞(QT ) as k → ∞

and

(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))2 ⇀ 0 weakly ∗ in L∞(QT ) as k → ∞.

Proof. We first prove

lim
k→∞

∫∫
QT

|σ(x, t, wk(x, t))− σ(x, t, w(x, t))|dxdt = 0. (3.4)

For any ε > 0, it follows from (1.9) that there exists a δ > 0 such that
∣∣∣∣σ(x, t, u)− ∂g

∂u
(x, t, 0)

∣∣∣∣ ≤ ε, |u| ≤ δ, (x, t) ∈ QT . (3.5)
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For any u, v ∈ R with |u|, |v| ≥ δ, one gets from (1.8) that

|σ(x, t, u)− σ(x, t, v)|
=

∣∣∣∣v(g(x, t, u)− g(x, t, v))− (u − v)(g(x, t, v)− g(x, t, 0))

uv

∣∣∣∣
≤

∣∣∣∣g(x, t, u)− g(x, t, v)

u

∣∣∣∣ +
∣∣∣∣u − v

u

∣∣∣∣
∣∣∣∣g(x, t, v)− g(x, t, 0)

v

∣∣∣∣
≤ C0

∣∣∣∣u − v

u

∣∣∣∣ + C0

∣∣∣∣u − v

u

∣∣∣∣ ≤ 2
C0

δ
|u − v|, (x, t) ∈ QT . (3.6)

Fix k ≥ 1. Denote

G(k)
1 = {(x, t) ∈ QT : |wk(x, t)| < δ, |w| < δ},

G(k)
2 = {(x, t) ∈ QT : |wk(x, t)| ≥ δ, |w| ≥ δ},

G(k)
3 = {(x, t) ∈ QT : |wk(x, t)| < δ, |w| ≥ δ},

G(k)
4 = {(x, t) ∈ QT : |wk(x, t)| ≥ δ, |w| < δ}.

Let us estimate the integers of |σ(x, t, wk(x, t)) − σ(x, t, w(x, t))| over G(k)
1 , G(k)

2 ,

G(k)
3 , G(k)

4 , respectively. First, it follows from (3.5) that
∫∫

G(k)
1

|σ(x, t, wk(x, t))− σ(x, t, w(x, t))|dxdt

≤
∫∫

G(k)
1

∣∣∣∣σ(x, t, wk(x, t))− ∂g

∂u
(x, t, 0)

∣∣∣∣ dxdt

+
∫∫

G(k)
1

|σ(x, t, w(x, t))− ∂g

∂u
(x, t, 0)

∣∣∣dxdt

≤ 2εmeas(G(k)
1 ). (3.7)

Second, (3.6) leads to∫∫
G(k)

2

|σ(x, t, wk(x, t))− σ(x, t, w(x, t))|dxdt

≤ 2
C0

δ

∫∫
G(k)

2

|wk(x, t)− w(x, t)|dxdt. (3.8)

Third, we get from (3.5) and (3.6) that∫∫
G(k)

3

|σ(x, t, wk(x, t))− σ(x, t, w(x, t))|dxdt

≤
∫∫

G(k)
3

|σ(x, t, wk(x, t))− σ(x, t, δsgn(w(x, t)))|dxdt

+
∫∫

G(k)
3

|σ(x, t, δsgn(w(x, t)))− σ(x, t, w(x, t))|dxdt
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≤
∫∫

G(k)
3

∣∣∣∣σ(x, t, wk(x, t))− ∂g

∂u
(x, t, 0)

∣∣∣∣ dxdt

+
∫∫

G(k)
3

|σ(x, t, δsgn(w(x, t)))− ∂g

∂u
(x, t, 0)

∣∣∣dxdt

+2
C0

δ

∫∫
G(k)

2

|δsgn(w(x, t))− w(x, t)|dxdt

≤ 2εmeas
(

G(k)
3

)
+ 2

C0

δ

∫∫
G(k)

3

|wk(x, t)− w(x, t)|dxdt. (3.9)

Similar to the proof of (3.9), one can prove

∫∫
G(k)

4

|σ(x, t, wk(x, t))− σ(x, t, w(x, t))|dxdt

≤
∫∫

G(k)
4

|σ(x, t, wk(x, t))− σ(x, t, δsgn(wk(x, t)))|dxdt

+
∫∫

G(k)
4

|σ(x, t, δsgn(wk(x, t)))− σ(x, t, w(x, t))|dxdt

≤ 2
C0

δ

∫∫
G(k)

4

|wk(x, t)− w(x, t)|dxdt + 2εmeas
(

G(k)
4

)
. (3.10)

It follows from (3.7)–(3.10) that

∫∫
QT

|σ(x, t, wk(x, t))− σ(x, t, w(x, t))|dxdt

≤ 2εmeas(QT )+ 2
C0

δ

∫∫
QT

|wk(x, t)− w(x, t)|dxdt,

which leads to (3.4).

Give ϕ ∈ L1(QT ). For any M > 0, we get that

∫∫
QT

(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))ϕ(x, t)dxdt

=
∫∫

{(x,t)∈QT :|ϕ(x,t)|>M}
(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))ϕ(x, t)dxdt

+
∫∫

{(x,t)∈QT :|ϕ(x,t)|≤M}
(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))ϕ(x, t)dxdt

≤ 2‖σ‖L∞(QT ×R)

∫∫
{(x,t)∈QT :|ϕ(x,t)|>M}

|ϕ(x, t)|dxdt

+M
∫∫

{(x,t)∈QT :|ϕ(x,t)|≤M}
|σ(x, t, wk(x, t))− σ(x, t, w(x, t))|dxdt
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and ∫∫
QT

(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))2ϕ(x, t)dxdt

=
∫∫

{(x,t)∈QT :|ϕ(x,t)|>M}
(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))2ϕ(x, t)dxdt

+
∫∫

{(x,t)∈QT :|ϕ(x,t)|≤M}
(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))2ϕ(x, t)dxdt

≤ 4‖σ‖2
L∞(QT ×R)

∫∫
{(x,t)∈QT :|ϕ(x,t)|>M}

|ϕ(x, t)|dxdt

+2M‖σ‖L∞(QT ×R)

∫∫
{(x,t)∈QT :|ϕ(x,t)|≤M}

|σ(x, t, wk(x, t))

−σ(x, t, w(x, t))|dxdt.

From these estimates, together with ϕ ∈ L1(QT ) and (3.4), we get that

lim
k→∞

∫∫
QT

(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))ϕ(x, t)dxdt = 0

and

lim
k→∞

∫∫
QT

(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))2ϕ(x, t)dxdt = 0.

The proof is complete. �

Let us establish the existence and uniqueness results for the weak solution to the
problem (3.1)–(3.3).

THEOREM 3.1. For any f ∈ L2(QT ) and u0 ∈ L2(�), there exists uniquely a
weak solution to the problem (3.1)–(3.3).

Proof. Let us prove the existence by the Schauder fixed point theorem. For any w ∈
L1(QT ), we get that σ(x, t, w(x, t)) ∈ L∞(QT ) owing to σ ∈ L∞(QT × R). It
follows from Proposition 2.1 that the problem

∂u

∂t
− div(a(x, t)∇u)+ σ(x, t, w(x, t))u = f (x, t)− g(x, t, 0), (x, t) ∈ QT ,

(3.11)

u(x, t) = 0, (x, t) ∈ �, (3.12)

u(x, 0) = u0(x), x ∈ � (3.13)

admits a unique weak solution u ∈ L∞((0, T ); L2(�)) ∩ B. Define the mapping
� : L1(QT ) → L1(QT ) as follows:

�(w) = u, w ∈ L1(QT ),

where u is the solution of the problem (3.11)–(3.13).
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On the one hand, let us show that the range of � is precompact. Give {wk}∞k=1 ⊂
L1(QT ). Then, {σ(x, t, wk(x, t))}∞k=1 is uniformly bounded in L∞(QT ) owing to
σ ∈ L∞(QT × R). Therefore, there exists a subsequence of {σ(x, t, wk(x, t))}∞k=1,
which converges weakly ∗ in L∞(QT ). From this convergence and Corollary 2.1,
there exists a subsequence of {�(wk)}∞k=1, which converges in L1(QT ). Hence the
range of � is precompact.

On the other hand, let us show that� is continuous. Assume that {wk}∞k=1 converges
to w in L1(QT ). It follows from Lemma 3.1 that

(σ (x, t, wk(x, t))− σ(x, t, w(x, t)))2 ⇀ 0 weakly ∗ in L∞(QT ) as k → ∞.

Then, {�(wk)}∞k=1 converges to�(w) in L∞((0, T ); L2(�)) and thus in L1(QT ) due
to Corollary 2.4. Therefore, � is continuous.

From the above discussion, one gets that the restriction of the mapping � to the
close and convex hull of the range of� satisfies the hypotheses of the Schauder fixed
point theorem [15, Theorem 11.1]. Therefore, � admits a fixed point u ∈ L1(QT ).
That is to say, u = �(u) ∈ L∞((0, T ); L2(�)) ∩ B is just a weak solution to the
problem (3.1)–(3.3).

Finally, the uniqueness can be proved by the Holmgren method (see for example
[25,27]). Let ū and ũ be two weak solutions to the problem (3.1)–(3.3) and denote

w(x, t) = ū(x, t)− ũ(x, t), (x, t) ∈ QT .

Thenw ∈ L∞((0, T ); L2(�))∩B and for any function ϕ ∈ L∞((0, T ); L2(�))∩B

with ∂ϕ
∂t ∈ L2(QT ) and ϕ(·, T )|� = 0, the following integral equality holds:

∫∫
QT

(
−w∂ϕ

∂t
+ a∇w · ∇ϕ + cwϕ

)
dxdt = 0, (3.14)

where

c(x, t) =
⎧⎨
⎩

g(x, t, ū(x, t))−g(x, t, ũ(x, t))

ū(x, t)−ũ(x, t)
, ū(x, t) = ũ(x, t),

C0, ū(x, t)= ũ(x, t),
(x, t)∈ QT .

It follows from (1.8) that c ∈ L∞(QT ). For any ξ ∈ L2(QT ), the existence result of
Proposition 2.1 shows that the problem

−∂ψ
∂t

− div(a(x, t)∇ψ)+ c(x, t)ψ = ξ(x, t), (x, t) ∈ QT ,

ψ(x, t) = 0, (x, t) ∈ �,
ψ(x, T ) = 0, x ∈ �

admits a weak solution ψ ∈ L∞((0, T ); L2(�)) ∩ B with ∂ψ
∂t ∈ L2(QT ), which

implies that∫∫
QT

(
−∂ψ
∂t
ϕ + a∇ψ · ∇ϕ + cψϕ

)
dxdt =

∫∫
QT

ξϕdxdt (3.15)
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for any function ϕ ∈ L∞((0, T ); L2(�))∩ B. Taking ϕ = ψ in (3.14) and ϕ = w in
(3.15), we get

∫∫
QT

ξwdxdt = 0.

This leads to

w(x, t) = 0, a.e. (x, t) ∈ QT

owing to the arbitrariness of ξ ∈ L2(QT ). Therefore,

ū(x, t) = ũ(x, t), a.e. (x, t) ∈ QT .

That is to say, the weak solution of the problem (3.1)–(3.3) is unique. The proof is
complete. �

4. Approximate controllability of the linear system and some preliminaries

In this section, we recall the approximate controllability of the linear system, which
was proved in [24], and do some preliminaries to study the semilinear system.

For convenience, we just consider the following linear control system with null
initial data:

∂u

∂t
− div(a(x, t)∇u)+ c(x, t)u = h(x, t)χD, (x, t) ∈ QT , (4.1)

u(x, t) = 0, (x, t) ∈ �, (4.2)

u(x, 0) = 0, x ∈ �, (4.3)

‖u(·, T )− ud(·)‖L2(�) ≤ ε. (4.4)

The study on the approximate controllability of the system (4.1)–(4.4) is related to its
conjugate problem

−∂v
∂t

− div(a(x, t)∇v)+ c(x, t)v = 0, (x, t) ∈ QT , (4.5)

v(x, t) = 0, (x, t) ∈ �, (4.6)

v(x, T ) = v0(x), x ∈ �. (4.7)

Define the mapping

L : L2(�)× L∞(QT ) → L1(QT ), (v0, c) �−→ v,

where v is the weak solution to the conjugate problem (4.5)–(4.7). This mapping is of
the following two properties. On the one hand, it is obvious from Corollary 2.4 that L
is a continuous linear operator from L2(�)× L∞(QT ) to L1(QT ). On the other hand,
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the weak solution of the conjugate problem (4.5)–(4.7) has the following property of
unique continuation:

L (v0, c) = 0 a.e. (x, t) ∈ DT �⇒ L (v0, c) = 0 a.e. (x, t) ∈ QT , (4.8)

where D is an open and nonempty subset which is compactly embedded in� as men-
tioned in introduction, DT = D × (0, T ). Here (4.8) is deduced from the property of
unique continuation for nondegenerate equation. Assume that L (v0, c) = 0 a.e. in
DT . For any domain G satisfying D ⊂ G ⊂⊂ �, Eq. (4.5) is uniformly parabolic in
G×(0, T ) and thus we get from [9, Theorem 1.1] that L (v0, c) = 0 a.e. in G×(0, T ).
Then L (v0, c) = 0 a.e. in QT owing to the choice of G.

Fix ε > 0. For any ud ∈ L2(�) and c ∈ L∞(QT ), define the functional

J (v0; ud , c) = 1

2

(∫∫
DT

|L (v0, c)(x, t)|dxdt

)2

+ ε‖v0‖L2(�)−
∫
�

ud(x)v0(x)dx,

v0 ∈ L2(�).

This functional possesses the following property [24, Proposition 3.1]:

LEMMA 4.1. For any ud ∈ L2(�) and c ∈ L∞(QT ), the functional J (·; ud , c) is
strictly convex and achieves its minimum at a unique point v̂0 in L2(�).

It has been shown in [24, Theorem 3.1 and Remark 3.1] that the linear system (4.1)–
(4.4) is approximately controllable and the control can be constructed by the conjugate
problem (4.5)–(4.7) with v0 = v̂0. This construction should be owed to Lions [18,19].

LEMMA 4.2. For any ud ∈ L2(�) and c ∈ L∞(QT ), there exists z ∈ sgn(v̂)χD

such that the weak solution u of the problem (4.1)–(4.3) with

h(x, t) = ‖v̂‖L1(DT )
z(x, t), (x, t) ∈ QT

satisfies (4.4), where v̂ is the weak solution to the conjugate problem (4.5)–(4.7) with
v0 = v̂0 and v̂0 is the unique minimum of J (·; ud , c). In the present paper, we say
z ∈ sgn(v̂), if z(x, t) = v̂(x, t)/|v̂(x, t)| when v̂(x, t) = 0, while |z(x, t)| ≤ 1 when
v̂(x, t) = 0.

In the rest of this section, let us investigate the properties of v̂0 with respect to ud and
c, which are preliminaries for the semilinear system. For convenience, we introduce
a mapping defined as follows:

M : L2(�)× L∞(QT ) → L2(�), (ud , c) �−→ v̂0,

where v̂0 is the unique minimum point of the functional J (·; ud , c).

PROPOSITION 4.1. Assume that K is a compact subset of L2(�) and B is a
bounded subset of L∞(QT ). Then M (K × B) is a bounded subset of L2(�).
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Proof. For any (ud , c) ∈ K × B, it holds that

J (0; ud , c) = 0.

Therefore, it suffices to prove that

lim inf‖v0‖L2(�)→+∞
J (v0; ud , c)

‖v0‖L2(�)

≥ ε uniformly in (ud , c) ∈ K × B. (4.9)

Let us prove (4.9) by contradiction. Otherwise, there exist two sequences {(u(k)d ,

ck)}∞k=1 ⊂ K × B and {v(k)0 }∞k=1 ⊂ L2(�) satisfying

lim
k→∞ ‖v(k)0 ‖L2(�) = +∞, lim

k→∞
J

(
v
(k)
0 ; u(k)d , ck

)

‖v(k)0 ‖L2(�)

< ε. (4.10)

Define

ṽ
(k)
0 = v

(k)
0

‖v(k)0 ‖L2(�)

, k = 1, 2, . . . .

Since {u(k)d }∞k=1 ⊂ K is compact in L2(�), {ck}∞k=1 ⊂ B is bounded in L∞(QT )

and {ṽ(k)0 }∞k=1 is bounded in L2(�), there exists a subsequence of {(u(k)d , ck, ṽ
(k)
0 )}∞k=1,

denoted by itself for convenience, such that

u(k)d →ud in L2(�), ck⇀c weakly ∗ in L∞(QT ), ṽ
(k)
0 ⇀ṽ0 weakly in L2(�),

(4.11)

where ud ∈ L2(�), c ∈ L∞(QT ) and ṽ0 ∈ L2(�) with ‖ṽ0‖L2(�) ≤ 1. It follows

from Corollary 2.1 with (4.11) that there exists a subsequence of {L (ṽ
(k)
0 , ck)}∞k=1,

denoted by itself for convenience, which converges to L (ṽ0, c) in L1(QT ). Addition-
ally, (4.10) yields

lim
k→∞

∫∫
DT

|L (ṽ
(k)
0 , ck)(x, t)|dxdt = 0.

Hence ∫∫
DT

|L (ṽ0, c)(x, t)|dxdt = 0.

This and (4.8) lead to L (ṽ0, c) = 0 a.e. in QT and thus ṽ0 = 0 a.e. in � from the
uniqueness result in Proposition 2.1, which, together with (4.11), implies

lim
k→∞

∫
�

u(k)d (x)v(k)0 (x)dx

‖v(k)0 ‖L2(�)

= lim
k→∞

∫
�

u(k)d (x)ṽ(k)0 (x)dx = 0.
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Hence

lim
k→∞

J
(
v
(k)
0 ; u(k)d , ck

)

‖v(k)0 ‖L2(�)

≥ ε,

which contradicts (4.10) and shows that (4.9) holds. The proof is complete. �

PROPOSITION 4.2. Assume that u(k)d converges to ud in L2(�), ‖ck‖L∞(QT ) is
uniformly bounded and ck converges to c weakly ∗ in L∞(QT ). Then there exists a
subsequence of {M (u(k)d , ck)}∞k=1, which converges to M (ud , c) in L2(�).

Proof. For convenience, we denote

v̂0 = M (ud , c), v̂
(k)
0 = M (u(k)d , ck), k = 1, 2, . . . .

It follows from Proposition 4.1 that {v̂(k)0 }∞k=1 is bounded in L2(�). Therefore, there

exist a subsequence of {v̂(k)0 }∞k=1, denoted by itself for convenience, and a function

v̌0 ∈ L2(�) such that v̂(k)0 converges to v̌0 weakly in L2(�). Then, it follows from

Corollary 2.1 that there exists a subsequence of {L (v̂
(k)
0 , ck)}∞k=1, denoted by itself

for convenience, such that

L (v̂
(k)
0 , ck) → L (v̌0, c) in L1(QT ) as k → ∞. (4.12)

Therefore,

lim
k→∞ J

(
v̂
(k)
0 ; u(k)d , ck

)
≥ J (v̌0; ud , c). (4.13)

Via a same argument, there exists a subsequence of {L (v̂0, ck)}∞k=1, denoted by itself
for convenience, such that

L (v̂0, ck) → L (v̂0, c) in L1(QT ) as k → ∞,

which leads to

lim
k→∞ J

(
v̂0; u(k)d , ck

)
= J (v̂0; ud , c). (4.14)

Letting k → ∞ in

J
(
v̂
(k)
0 ; u(k)d , ck

)
≤ J

(
v̂0; u(k)d , ck

)
, k = 1, 2, . . .

and using (4.13) and (4.14), we get that

J (v̌0; ud , c) ≤ J (v̂0; ud , c),

which implies from the uniqueness result of Lemma 4.1 that

v̌0 = v̂0 and lim
k→∞ J

(
v̂
(k)
0 ; u(k)d , ck

)
= J (v̂0; ud , c). (4.15)
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From (4.12) and (4.15), we get furthermore that

lim
k→∞

∫∫
DT

∣∣∣L (v̂
(k)
0 , ck)(x, t)

∣∣∣ dxdt =
∫∫

DT

|L (v̌0, c)(x, t)|dxdt

=
∫∫

DT

|L (v̂0, c)(x, t)|dxdt.

(4.16)

Additionally, since u(k)d converges to ud in L2(�) and v̂(k)0 converges to v̌0 = v̂0

weakly in L2(�), one gets that

lim
k→∞

∫
�

u(k)d (x)v̂(k)0 (x)dx =
∫
�

ud(x)v̂0(x)dx . (4.17)

It follows from (4.15)–(4.17) that

lim
k→∞ ‖v̂(k)0 ‖L2(�) = ‖v̂0‖L2(�),

which implies furthermore that v̂(k)0 converges to v̂0 in L2(�) and completes the
proof. �

5. Approximate controllability of the semilinear system

In this section, we prove the approximate controllability of the semilinear system
(1.7), (1.10)–(1.12) by using the Kakutani fixed point theorem.

For any w ∈ L2(QT ), it holds that σ(x, t, w(x, t)) ∈ L∞(QT ) due to σ ∈
L∞(QT × R). Let ũ be the weak solution of the problem

∂ ũ

∂t
− div(a(x, t)∇ũ)+ σ(x, t, w(x, t))ũ = −g(x, t, 0), (x, t) ∈ QT ,

(5.1)

ũ(x, t) = 0, (x, t) ∈ �, (5.2)

ũ(x, 0) = u0(x), x ∈ �. (5.3)

Consider the control system

∂ ǔ

∂t
− div(a(x, t)∇ǔ)+ σ(x, t, w(x, t))ǔ = h(x, t)χD, (x, t) ∈ QT ,

(5.4)

ǔ(x, t) = 0, (x, t) ∈ �, (5.5)

ǔ(x, 0) = 0, x ∈ �, (5.6)

‖ǔ(·, T )− (ud(·)− ũ(·, T ))‖L2(�) ≤ ε. (5.7)

It follows from Lemma 4.2 that the control system (5.4)–(5.7) is approximately con-
trollable with a control given by

h(x, t) = ‖v̂‖L1(DT )
z(x, t), (x, t) ∈ QT , (5.8)
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where z ∈ sgn(v̂)χD and v̂ is the weak solution of the conjugate problem

−∂v̂
∂t

− div(a(x, t)∇v̂)+ σ(x, t, w(x, t))v̂ = 0, (x, t) ∈ QT , (5.9)

v̂(x, t) = 0, (x, t) ∈ �, (5.10)

v̂(x, T ) = v̂0(x), x ∈ � (5.11)

with v̂0 = M (ud(x) − ũ(x, T ), σ ((x, t, w(x, t))) being the unique minimum point
of the functional

J (v0(x); ud(x)− ũ(x, T ), σ ((x, t, w(x, t)))

= 1

2

(∫∫
DT

|L (v0(x); σ((x, t, w(x, t)))(x, t)|dxdt

)2

+ ε‖v0‖L2(�)

−
∫
�

(ud(x)− ũ(x, T ))v0(x)dx, v0 ∈ L2(�).

Let

u(x, t) = ũ(x, t)+ ǔ(x, t), (x, t) ∈ QT .

Then u is just the weak solution of the problem

∂u

∂t
− div(a(x, t)∇u)+σ(x, t, w(x, t))u =−g(x, t, 0)+ ‖v̂‖L1(DT )

z(x, t)χD,

(x, t) ∈ QT , (5.12)

u(x, t) = 0, (x, t) ∈ �, (5.13)

u(x, 0) = u0(x), x ∈ �, (5.14)

and satisfies

‖u(·, T )− ud(·)‖L2(�) = ‖ǔ(·, T )− (ud(·)− ũ(·, T ))‖L2(�) ≤ ε.

For convenience, we denote

ũ(x, t) = ũ[w](x, t), (x, t) ∈ QT ,

ǔ(x, t) = ǔ[w, z](x, t), (x, t) ∈ QT ,

v̂(x, t) = v̂[w](x, t), (x, t) ∈ QT ,

u(x, t) = u[w, z](x, t), (x, t) ∈ QT ,

where ũ, ǔ, v̂ and u are the solutions to the problems (5.1)–(5.3), (5.4)–(5.8), (5.9)–
(5.11) and (5.12)–(5.14), respectively.

Now we define the following mapping � with set values

�(w)=
{

u =u[w, z] ∈ L2(QT ) : ‖u(·, T )−ud(·)‖L2(�)≤ε, z ∈ sgn(v̂[w])χD,
}
,

w ∈ L2(QT ).

According to the above discussion, �(w) is a nonempty subset of L2(QT ) for any
w ∈ L2(QT ). Furthermore, the mapping � possesses the following properties:
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PROPOSITION 5.1. The mapping � satisfies that

(i) There exists a compact subset X ⊂ L2(QT ) such that

�(w) ⊂ X, w ∈ L2(QT );
(ii) �(w) is a nonempty convex compact subset of L2(QT ) for any w ∈ L2(QT ).

Proof. (i) We first prove that

Y =
{

ũ[w](·, T ) : w ∈ L2(QT )
}

is a precompact set in L2(�). Give {wk}∞k=1 ⊂ L2(QT ). Owing to σ ∈ L∞(QT ×
R), there exists a subsequence of {σ((x, t, wk(x, t))}∞k=1, which converges weakly
∗ in L∞(QT ). Then, it follows from Corollary 2.2 that there exists a subsequence
of {ũ[wk]}∞k=1, which converges in L∞((0, T ); L2(�)). Hence Y ⊂ L2(�) is pre-
compact and the closure of Y in L2(�) is compact. Using Proposition 4.1 and σ ∈
L∞(QT × R), one gets that

{
M (ud(x)− ũ(x, T ), σ ((x, t, w(x, t))) : w ∈ L2(QT )

}

is bounded in L2(�), which implies from Proposition 2.1 (i) that

Z =
{
‖v̂[w]‖L1(DT )

zχD : z ∈ sgn(v̂[w])χD, w ∈ L2(QT )
}

is a bounded set in L∞(QT ). Now let us show that the set

X0 =
{

u[w, z] : z ∈ sgn(v̂[w])χD, w ∈ L2(QT )
}

is precompact. For any u = u[w, z] ∈ X0, we can rewrite

u[w, z](x, t) = ũ[w](x, t)+ ǔ[w, z](x, t), (x, t) ∈ QT .

Since σ ∈ L∞(QT × R) and Z is bounded in L∞(QT ), it follows from Corollary 2.2
and Corollary 2.3 that

X̃0 =
{

ũ[w] : w ∈ L2(QT )
}

is precompact in L∞((0, T ); L2(�)), while

X̌0 =
{

ǔ[w, z] : z ∈ sgn(v̂[w])χD, w ∈ L2(QT )
}

is precompact in L2(QT ). Thus, X0 is precompact and we can take X as the closure
of X0 in L2(QT ) to complete the proof of (i).

(ii) Fix w ∈ L2(QT ). As mentioned before this proposition, �(w) is a nonempty
subset of L2(QT ). It is easy to verify that�(w) is convex. Therefore, we just need to
show that �(w) is compact. Furthermore, as �(w) ⊂ X with X ⊂ L2(QT ) being a
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compact set, it suffices to prove that �(w) is closed. Assume that {u[w, zk]}}∞k=1 ⊂
�(w) converging to a function v ∈ X in L2(QT ), where zk ∈ sgn(v̂[w])χD for
k = 1, 2, . . .. It is not difficult to show that there exists a subsequence of {zk}∞k=1,
denoted by itself for convenience, such that

zk ⇀ z ∈ sgn(v̂[w])χD weakly ∗ in L∞(QT ) as k → ∞.

Then, it follows from Corollary 2.1 and Proposition 2.1 (ii) that there exists a sub-
sequence of {u[w, zk]}∞k=1, which converges weakly to u[w, z] ∈ �(w) in L2(QT ).
This yields v = u[w, z] ∈ �(w) and completes the proof of (ii). �

LEMMA 5.1. Assume that {wk}∞k=1 converges to w in L2(QT ). Then, there exists
a subsequence of {v̂[wk]}∞k=1, which converges to v̂[w] in L∞((0, T ); L2(�)).

Proof. It follows from Lemma 3.1 that

σ(x, t, wk(x, t)) ⇀ σ(x, t, w(x, t)) weakly ∗ in L∞(QT ) as k → ∞
(5.15)

and

(σ (x, t, wk(x, t))−σ(x, t, w(x, t)))2⇀0 weakly ∗ in L∞(QT ) as k→∞.

(5.16)

Using Corollary 2.4, one gets from (5.16) that {ũ[wk]}∞k=1 converges to ũ[w] in
L∞((0, T ); L2(�)). From this convergence and (5.15), by Proposition 4.2 we can
extract a subsequence of {M (ud(x)− ũ[wk](x, T ), σ ((x, t, wk(x, t)))}∞k=1, denoted
by itself for convenience, such that

M (ud(x)− ũ[wk](x, T ), σ ((x, t, wk(x, t))) → M (ud(x)− ũ[w](x, T ),

σ ((x, t, w(x, t))) in L2(QT ). (5.17)

Finally, using Corollary 2.4 again, it follows from (5.16) and (5.17) that {v̂[wk]}∞k=1
converges to v̂[w] in L∞((0, T ); L2(�)). �

PROPOSITION 5.2. The mapping � is upper hemicontinuous in L2(QT ). That is
to say, for any ξ ∈ L2(QT ), the functional

λ(w; ξ) = sup
u∈�(w)

∫∫
QT

u(x, t)ξ(x, t)dxdt, w ∈ L2(QT )

is upper hemicontinuous in L2(QT ).

Proof. For fixed ξ ∈ L2(QT ), let us prove that λ(·; ξ) is upper hemicontinuous
in L2(QT ). Otherwise, there exists a sequence {wk}∞k=1 ⊂ L2(QT ) and a function
w ∈ L2(QT ), such that

wk → w in L2(QT ) as k → ∞ (5.18)
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and

lim
k→∞ λ(wk; ξ) > λ(w; ξ). (5.19)

Owing to (5.18), one gets by Lemma 3.1 that

σ(x, t, wk(x, t)) ⇀ σ(x, t, w(x, t)) weakly ∗ in L∞(QT ) as k → ∞.

(5.20)

Since�(wk) is compact owing to Proposition 5.1 (ii), there exists uk = uk[wk, zk] ∈
�(wk) such that

λ(wk; ξ) =
∫∫

QT

uk(x, t)ξ(x, t)dxdt (5.21)

for each k = 1, 2, . . ., where

zk ∈ sgn(v̂[wk])χD, k = 1, 2, . . . .

From Lemma 5.1 with (5.18), there exists a subsequence of {v̂[wk]}∞k=1, denoted by
itself for convenience, such that

v̂[wk] → v̂[w] in L∞((0, T ); L2(�)) as k → ∞. (5.22)

From this convergence, we can extract a subsequence of {zk}∞k=1, denoted by itself for
convenience, such that

zk ⇀ z ∈ sgn(v̂[w])χD weakly ∗ in L∞(QT ) as k → ∞. (5.23)

Using Corollary 2.1 with (5.20), (5.22) and (5.23) and using Proposition 2.1 (ii), we get
that there exists a subsequence of {uk[wk, zk]}∞k=1, denoted by itself for convenience,
which converges weakly to u = u[w, z] ∈ �(w) in L2(QT ). From this convergence
and (5.21), we get that

lim
k→∞ λ(wk; ξ) =

∫∫
QT

u(x, t)ξ(x, t)dxdt ≤ λ(w; ξ),

which contradicts (5.19). The proof is complete. �

From these two propositions, we can prove the approximate controllability of the
semilinear system (1.7), (1.10)–(1.12) by using the Kakutani fixed point theorem.

THEOREM 5.1. The semilinear system (1.7), (1.10)–(1.12) is approximately con-
trollable. More precisely, for any u0 ∈ L2(�), ud ∈ L2(�) and ε > 0, there exist
v ∈ L∞((0, T ); L2(�)) ∩ B and z ∈ sgn(v)χD such that the weak solution u of the
problem (1.7), (1.10), (1.11) with

h(x, t) = ‖v‖L1(DT )
z(x, t), (x, t) ∈ QT

satisfies (1.12).
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Proof. For fixed u0 ∈ L2(�), ud ∈ L2(�) and ε > 0, it follows from Proposi-
tions 5.1 and 5.2 that the restriction of the mapping� to the convex hull of X satisfies
the hypotheses of the Kakutani fixed point theorem [16]. Therefore, � admits a fixed
point u ∈ L2(QT ). That is to say, u ∈ L∞((0, T ); L2(�)) ∩ B is a weak solution to
the problem

∂u

∂t
− div(a(x, t)∇u)+ g(x, t, u) = ‖v̂‖L1(DT )

z(x, t)χD, (x, t) ∈ QT ,

u(x, t) = 0, (x, t) ∈ �,
u(x, 0) = u0(x), x ∈ �

and satisfies

‖u(·, T )− ud(·)‖L2(�) ≤ ε,

where z ∈ sgn(v)χD , while v ∈ L∞((0, T ); L2(�)) ∩ B is the weak solution of the
conjugate problem

−∂v
∂t

− div(a(x, t)∇v)+ σ(x, t, u(x, t))v = 0, (x, t) ∈ QT ,

v(x, t) = 0, (x, t) ∈ �,
v(x, T ) = M (ud(x)− ũ(x, T ), σ ((x, t, u(x, t))), x ∈ �

with ũ ∈ L∞((0, T ); L2(�)) ∩ B being the weak solution to the problem

∂ ũ

∂t
− div(a(x, t)∇ũ)+ σ(x, t, u(x, t))ũ = −g(x, t, 0), (x, t) ∈ QT ,

ũ(x, t) = 0, (x, t) ∈ �,
ũ(x, 0) = u0(x), x ∈ �.

The proof of the theorem is complete. �

REMARK 5.1. The controls obtained in Theorem 5.1 are quasi bang-bang controls.
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