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Proof of the Plethystic
Murnaghan—Nakayama Rule Using Loehr’s
Labelled Abacus

Pavel Turek

Abstract. The plethystic Murnaghan—Nakayama rule describes how to
decompose the product of a Schur function and a plethysm of the form p, o
hm, as a sum of Schur functions. We provide a short, entirely combinatorial
proof of this rule using the labelled abaci introduced in Loehr (STAM J
Discrete Math 24(4):1356-1370, 2010).
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1. Introduction

In 2010, Loehr [7] introduced a labelled abacus as a combinatorial model for
antisymmetric polynomials ag. By considering appropriate moves of labelled
beads and their collisions, he proved standard formulas for decompositions
of products of Schur polynomials with other symmetric polynomials, namely
Pieri’s rule, Young’s rule, the Murnaghan—Nakayama rule and the Littlewood—
Richardson rule, as well as the equivalence of the combinatorial and the alge-
braic definitions of Schur polynomials and a formula for inverse Kostka num-
bers. We follow the slogan ‘when beads bump, objects cancel’ from [7] and en-
rich this collection of results by proving the plethystic Murnaghan—Nakayama
rule.

Theorem 1.1. (Plethystic Murnaghan—Nakayama rule) Let p be a partition and
r and m be positive integers. Then

$u(Pr © hy) = Z sgn,. (\/p)sx.
pCAEPar(|u|+rm)

See Sect. 2.1 for definitions of sgn, and r-decomposable skew partitions,
which are the skew partitions for which sgn, is non-vanishing.
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More precisely, we prove the formula in Theorem 1.1 for symmetric poly-
nomials in NV variables where N > |u|+rm. This is equivalent to Theorem 1.1
as both sides of the formula have degree |u| + rm. One can easily extend the
result to a decomposition of s, (pp oh,) as a sum of Schur functions for any
non-empty partitions p and v by iterating Theorem 1.1 and using the formula
Ppohy, = Hi,j Dp; © hyj.

The plethystic Murnaghan—Nakayama rule is a generalisation of the usual
Murnaghan—Nakayama rule, which can be obtained from Theorem 1.1 by let-
ting m = 1, that is by replacing the plethysm p, o h,,, with p,. By letting r = 1
instead, one obtains Young’s rule which describes the decomposition of s/,
as a sum of Schur functions.

Whilst a description of the plethysm p,. o by, = pr. 0 () is known and
follows from Theorem 1.1 after letting u = ¢, in general, it is a difficult prob-
lem to decompose a plethysm as a sum of Schur functions; see [11, Problem 9],
which asks for a decomposition of plethysms of the form s(,) o 5. Plethysms
play an important role not only in the study of symmetric functions but also
in the representation theory of symmetric groups and general linear groups;
see [10, Chapter 7: Appendix 2]. The connexion of plethysms and representa-
tion theory was used, for instance, in [1] to find the maximal constituents of
plethysms of Schur functions using the highest weight vectors.

The plethystic Murnaghan—-Nakayama rule appeared first in [3, p.29],
where it was proved using Muir’s rule. Since then, it has been proved us-
ing several different methods: in [4, Proposition 4.3] characters of symmetric
groups are used, [12] uses James’ (unlabelled) abacus and induction on m and
[2, Corollary 3.8] uses vertex operators. In comparison to these proofs, our ele-
mentary proof using the labelled abaci arises naturally by ‘merging’ the proofs
from [7] of the Murnaghan—Nakayama rule and Young’s rule.

Since the publication of the original paper introducing the labelled abaci,
Loehr has used it to prove the Cauchy product identities in [6], and together
with Wills they introduced abacus-tournaments to study Hall-Littlewood poly-
nomials in [8].

2. Definitions

2.1. Partitions
A partition X = (A1, Aa,...,\;) is a non-increasing sequence of positive inte-
gers. The size of a partition A, denoted by |\|, equals 22:1 ;. We call the
number of elements of A the length of A and denote it by ¢(\). We use the
convention that for ¢ > £(\) we have A\; = 0, and we allow ourselves to attach
extra zeros to a partition without changing it. We write Par<y for the set of
partitions of length at most N, Par(n) for the set of partitions of size n and
Par<n(n) for the intersection of these two sets.

The Young diagram of a partition Ais Yy = {(i,j) € N* : i <l(N),j < \;}
and we refer to its elements as bozes. We write y C A whenever Y, C Y. A
skew partition \/p is a pair of partitions p C X and its Young diagram is
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FIGURE 1. Let 7O = 4 = (53,3,2,2,1),71 =
(5,4,4,4,3,1),v® = (5,5,5,5,5,1) and ~® = X =

(8,6,6,5,5,1). The above dashed lines, labelled by i =
1,2, 3, pass through the Young diagrams of 5-border strips
v(i)/v(i_l). The bottoms of these 5-border strips are 5,5 and
3, respectively, whilst their tops are 2,2 and 1, respectively.
As the tops are in non-increasing order, the skew partition
A/ p is b-decomposable

Yy/u = YA\ Y,. We define the top of a skew partition A/u, denoted as t(\/pu),
to be 0 if A = p, and the least ¢ such that \; # u; otherwise. We similarly
define the bottom b(A/u) of a skew partition by replacing the word ‘least’ with
‘greatest’.

Let r be a positive integer. An r-border strip is a skew partition A\/pu
consisting of r edge-adjacent boxes such that for all (i,7) € Y)/,, we have
(i+ 1,5+ 1) ¢ Yy, It follows from the definition that for any partition A
and a non-negative integer t, there is at most one r-border strip A/p with
t(A/pn) =t. A skew partition \/pu is r-decomposable if there are partitions

M:,Y(O)g,y(l)g...gfy(d):,\ (1)

such that the skew partition 7(i+1)/7(i) is an r-border strip forall 0 <i < d—1
and t(y1) /4(0) > t(y(2) /4D)) > ... > (4@ /4(d=1)) Tf such a decomposition
exists, it is unique as there is a unique choice for 7@~ as A/4(?=1) is an
r-border strip with t(A/7(?~Y) = #(\/u) and an inductive argument then
applies. Examples of Young diagrams of r-border strips and an r-decomposable
partition are in Fig. 1.

For an r-border strip A\/u, we define its sign denoted by sgn(A/u) as
(—1)P N/ =tA /1) For any skew partition A/u, we then let sgn, (\/p)
= sgn(v /y) sgn(y2) /D) [ sgn(v@D /44D where 4 are as in (1) if
A/p is r-decomposable, and sgn,.(A/p) = 0 otherwise. Looking at Fig. 1, the
signs of the 5-border strips there are —1,—1 and 1, respectively, and hence

sgng(A/p) = 1.
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2.2. Symmetric Polynomials

A composition of a non-negative integer m is a sequence 3 = (81, o, ..., ON)
of non-negative integers such that ZZI\LI B; = m. The length of a composition is
the number of its elements and we write Comp (m) for the set of compositions
of m of length N.

We now introduce the required elements of the ring of symmetric polyno-
mials in N variables, called Ay, as defined, for instance, in [9, §1.2]. For a posi-
tive integer m, the complete homogeneous symmetric polynomial
P (21,29, ...,2N) is defined as deComN(m) z?, where 2 is the monomial

x’flx§2 .. .xﬁ,” € Zlxy,x9,...,xy]. If r is a positive integer, the power sum

symmetric polynomial p.(xy1,xa,...,zy) is defined as Zi\;l al.

If g is an element of Ay, we define the plethysm p, o g(x1,22,...,TN) as
g(xl, x5, ..., 2Y). In particular, if g = hy,, we get p, 0 hyy (21, 22,...,25) =
Z,BECOmN(m) 2P where r3 = (rfB1,732,...,78x). One can define a plethysm
f og for any elements f and g of Ay by extending the map - o g to an endo-
morphism of the Q-algebra Q ®z An. It can be checked that for any g € Ay,
we have p, o g = g o p,-; thus, in particular, p, o A,y = Ay, © Py

To define the final ingredient, Schur polynomials, we introduce the an-
tisymmetric polynomials ag: for a positive integer /N and a composition 3 of
length N, we let ag = det(zl»ﬂj)i7j§]\]. Given a partition A of length at most N,
we now define the Schur polynomial

S)\(.Z‘l,l'g,...,l‘N):M, (2)
as(N)
where §(N) = (N —-1,N—=2,...,0) and A+ J(N) = (M + N -1, A+ N —
2,...,An). Whilst compared to other definitions such as [10, Definition 7.10.1],
it is not immediately obvious that Schur polynomials are polynomials, we use
this definition as one requires antisymmetric polynomials to use the labelled
abaci.

Ezxample 2.1. Let N = 3. Then
ho(x1, 2, x3) = T3 4+ 25 + 25 + 2129 + Tox3 + 1123,
pa(z1, T2, v3) = o] + 25 + 23,

P4 0 ho(w1, T2, x3) = 25 + 25 + 28 + 2fa) + 2525 + 223,
auae _ (3 — 3)(a3 — ad)(a? — 3)
a(2,1,0) (r1 — x2) (72 — w3)(21 — 73)
(z1 + 22) (w2 + 23) (71 + 73)

2 2 2 2 2 2
= 27T + 2723 + 2125 + 2123 + 2503 + Tox3 + 2x1x213.

8(2,1)(3317302,953) =

2.3. Labelled Abacus

Most of our terminology and notation for labelled abaci comes from [7]. A
labelled abacus with N beads is a sequence w = (wp, w1, Wws, ... ) indexed from
0 with precisely N non-zero entries, which are 1,2,...,N. For 1 < B < N,



Proof of the Plethystic Murnaghan—Nakayama

we let w1 (B) to be the index i such that w; = B. We write ¢1(w) > t2(w) >
-+ > un(w) for the indices ¢ such that w; is non-zero and define the support
supp(w) to be {¢;(w) : 1 <4 < N}. Finally, the sign sgn(w) is the sign of the
permutation o,, € Sy given by 0,(B) = w,, (w)-

Ezample 2.2. If w = (5,0,6,4,1,0,0,3,0,2,0,0,...), a labelled abacus with 6
beads, then o, = (1 2 3)(5 6). Hence, sgn(w) = —1.

One should imagine that a labelled abacus w consists of a single runner
with positions 0,1,2,..., where the position i is empty if w; = 0, and is
occupied by a bead labelled by w; otherwise. The value w~!(B) is the position
of bead B, the support is the set of the non-empty positions and ¢ (w) is the
t-th largest occupied position. The permutation of beads in w, starting from
beads ordered in decreasing order, is then o,,. With this in mind, we introduce
the following intuitive terminology.

Fix positive integer 7 and B # C < N and write y = w™1(B) and
z = w1(C) for the positions of beads B and C, respectively. A labelled
abacus w' is obtained from w by swapping beads B and C'if w, = C, w,, = B
and w] = w; otherwise. Bead B is r-mobile if w,, = 0. If that is the case, a
labelled abacus w’ is obtained from w by r-moving bead Bif w, =0, w; ., = B
and w] = w; otherwise. If bead B in not r-mobile, we say that it r-collides
with bead wy4,. Similarly, bead B is left-r-mobile if y > r and wy_, = 0. If
that is the case, a labelled abacus w’ is obtained from w by r-moving bead B
leftwards if w is obtained from w’ by r-moving bead B. Finally, for ¢ < N, the
t-th rightmost bead of w is o, (t).

It is easy to see how the sign changes when performing the above opera-
tions. To state the formula, we define the number of beads between positions
i1 <9 as |supp(w) N {i1 + 1,i2 +2,...,i2 — 1}|.

Lemma 2.3. Let w be a labelled abacus with N beads. Fix B < N and write
y = w1 (B) for the position of bead B.
(i) If C < N and C # B and w' is obtained from w by swapping beads B
and C, then sgn(w’) = —sgn(w).
(ii) If bead B is r-mobile for some chosen positive integer r and w' is obtained
from w by r-moving bead B, then sgn(w') = (—1)"sgn(w), where u is the
number of beads between y and y + r.

Proof. In (i), ooyt is the transposition (B C). In (i), ooyt is a (u + 1)-
cycle. O

For a labelled abacus w with N beads, we define its weight wt(w) as
the monomial J[;c 00w x!, . We also define the shape sh(w) to be the par-
tition (¢1(w) — N + 1,ta(w) — N +2,...,in(w)), and given A € Par<n we
write Abcy () for the set of labelled abaci with N beads and shape A. Thus,
Abcy () contains N! elements. An example of labelled abaci is in Fig. 2.

The importance of labelled abaci comes from the simple identity

axesnvy = Y, sgn(w) wi(w), (3)
weAbcy (N)
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FicureE 2. The upper labelled abacus with 6 beads w
has support {10,7,6,4,3,1}. The permutation o, equals
(1 3)(2 6 4 5) and thus sgn(w) = 1. We have, for in-
stance, w=(5) = 4 and w~!(1) = 6. The weight of w is
2823210z 222l and the shape of w is (5,3,3,2,2,1). Bead
4 is not 5-mobile, but the other beads are. By 5-moving bead
2, we obtain the lower labelled abacus w’. One computes that
0wyt = (25 16), which is in accordance with the proof of
Lemma 2.3(ii)

which holds for any A € Par<y; see [7, p.1359]. Note that the identity is just

the expansion of a5y = det(m;\j+N_J)-

3. Proof of the Plethystic Murnaghan—Nakayama Rule

The following is an immediate consequence of a well-known result connecting
moves on an (unlabelled) abacus and removals of border strips.

Lemma 3.1. Letr,t and N be positive integers such thatt < N. For A € Par<y
and w € Abcn () the following holds:

(i) There is a bijection 0 between left-r-mobile beads of w and r-border strips

of the form A/ p given by mapping bead B to an r-border strip A/, where
1 s the shape of the labelled abacus obtained from w by r-moving bead B
leftwards.

(i) If \/u is an r-border strip with top t, then 0=*(\/p) is the t-th rightmost
bead of w.

(iil) With p as in (ii), the number of beads between positions vs(w) and v(w)—r
equals b(A/p) — t(A/p).

(iv) Continuing with the same p, there is a bijection ¢ : Abcy (X) — Abey (p)
given by r-moving the t-th rightmost bead leftwards.

Proof. Part (i) (without labels) is [5, Lemma 2.7.13]. Now suppose that w’
is obtained from w by r-moving bead B leftwards. If j is the least index in
which sh(w) and sh(w’) differ, then bead B is the j-th rightmost bead of w.
Similarly, if j is the largest such index, then bead B is the j-th rightmost bead
of w’. Thus we deduce (ii) and (iii). Finally, (iv) follows from (i) and (ii). O

Ezample 3.2. Let w be the lower labelled abacus from Fig.2 and A = sh(w) =
(5,4,4,4,3,1). Since the second rightmost bead of w is left-5-mobile, there is
a corresponding 5-border strip A/up with top 2. Indeed, this is the 5-border
strip labelled by 1 from Fig. 1. The bijection from Lemma 3.1(iv) then pairs
the labelled abaci in Fig. 2.
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The next step is to iterate the previous lemma. To do this, for posi-
tive integers 7,m, N and X, € Par<y, we define a set K™ (i, A) as the set
of sequences (w(o), w® . ,w(m)) of labelled abaci with N beads such that
sh(w®) = p, sh(w™) = X, for all 1 < j < m the labelled abacus w) is
obtained from w—1 by r-moving a bead, say bead wl(j ~ and the inequali-
ties 11 < 79 < -+ < 1,, hold. We refer the reader to Fig. 3 for a diagrammatic
example of two such sequences.

Lemma 3.3. Let r,m and N be positive integers and A, u € Par<y.

(i) The set K™ (p, A) is empty unless \/p is an r-decomposable skew par-
tition of size |u| + rm.

(ii) If \/p is an r-decomposable skew partition of size ||+ rm, then the map

(0@, w® L w™) s w™ s a bijection from K™ (1, ) to Abey(N).

(iii) For (w©@,w® .. w™) € Ky™(u,\) we have that sgn(w(™)
= sgn,. (A/p) sgn(w(®).

Proof. For any sequence of labelled abaci (w(o),w(l), . ,w(m)), let 4) =

sh(w®)). From Lemma 3.1(i), the condition that w(/) is obtained from w1
(G-1)

strip. Suppose that this is the case for all 1 < j < m. Let bead wgfl) be the
t;-th rightmost bead of w(). The key observation is that iy < is < --- < i
if and ounly if ¢; > t3 > -+ > t,,,, which, by Lemma 3.1(ii), is equivalent to
t(y M /4 D) 2 (v} V) > o >ty [y D),

Hence, if (w(®,w® ... w™) lies in K™ (u, A), then p =) C 1) C
.. C 4™ = Xis a chain witnessing that \/p is 7-decomposable, as in (1);
thus (i) is proven. Moreover, since the chain (1) is unique, there is a unique
choice of shapes of the labelled abaci in any sequence (w(o), w®, ,w(m)) €
K™ (p,A). We can now apply Lemma 3.1(iv) m-times to obtain (ii). Fi-
nally, Lemma 2.3(ii) and Lemma 3.1(iii) show that if (w(® w® ... w™) e
K™ (p, \), then sgn(w @) = sgn(y0) /40=D) sgn(wl=1) for all 1 < j < m.
Multiplying these equalities, we obtain (iii). O

by r-moving a bead, say bead w , implies that v9) /4= is an r-border

We can rephrase this result to obtain a characterisation of r-decomposable
partitions. In the statement, one should bear in mind that in (ii) and (iii) the
r-moves are made consecutively, and thus a bead may r-move multiple times.

Corollary 3.4. Let r and N be positive integers and let \,pn € Par<n. The
following are equivalent:

(i) A/p is an r-decomposable skew partition.
(ii) There are labelled abaci w € Abcen(p) and w' € Aben(N) such that

w' is obtained from w by a series of r-moves of beads from positions

11,12, -y b, Where i1 < g < - < ipy.
(i) For eachw’ € Abcy () there exists w € Aben (1) such that w' is obtained
from w by a series of r-mowves of beads from positions iy, s, ..., iy, where

1 <dg <o <y
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Moreover, if (i)—(iii) holds true, then the choice of w and the series of r-moves
in (iii) is unique, |\| = |p| +mr where m is the number of r moves in (ii) and
(#1) and sgn(w’) = sgn,.(\/p) sgn(w).

We are now ready to prove the main theorem.

Proof of Theorem 1.1. Fix a partition p and positive integers r, m and N such
that N > |u|+rm. Using the definition of Schur polynomials by antisymmetric
polynomials in (2), our desired equality (in N variables) becomes

Ap4+-5(N) (pr © hm(ﬂé‘l, To,...,TN)) = Z Sgnr(/\/ﬂ)a/\Jr&(N)- (4)
nCA€EPar(|p|+rm)
Using (3) and the definition of the plethysm p,. o h,,, we can expand the left-
hand side as

Z sgn(w) wt(w)a"™ = Z sgn(w, B) wt,(w, 3), (5)
weAbcy (1) wEAbcn (1)
BeComp (m) BeComp (m)
where the weight wt,(w, ) equals wt(w)z"™ and the sign sgn(w, 3) is just
sgn(w).

Given a labelled abacus w € Abcy (p) and a composition S € Compy (m),
we consider a process on w in which we read w from left, and every time we
see bead B with g > 1, we attempt to r-move it, provided that we have not
already r-moved it Og-times.

In more detail, we use v and « to denote the current labelled abacus and
composition, respectively, during the process. At the start, we set v = w and
a= 0. Fori=0,1,... we look at B = v;. If it is zero, we move to the next
i. Otherwise, we look at ap. If it is zero, we move to the next i. Otherwise,
we check whether bead B is r-mobile. If it is not, we terminate the process
and say that the pair (w, 3) is unsuccessful. If it is r-mobile, we update a by
decreasing ap by 1 and also update v by r-moving bead B. After the updates,
if o is the zero sequence, we terminate the process and say that the pair (w, 3)
is successful. Otherwise, we move to the next i, working, of course, with the
updated v and « (thus, the next bead we attempt to r-move may be the same
bead though it does not have to). See Fig.3 for an example.

The process always terminates as when we look at position ¢, the beads
which are yet to be r-moved (that is beads C' such that o > 1) lie on positions
greater or equal to i. We write I and J for the set of pairs (w, ) which are
unsuccessful and successful, respectively. For (w, 3) € I, write B for the label
of the non-r-mobile bead which terminated the process and C for the label of
the bead that bead B r-collided with. We define a labelled abacus w’ to be
obtained from w by swapping beads B and C. We also define a sequence 3 of
length N by

pp— v B j—p,

By =1 fo+ v @w (B o, (6)
Bj otherwise.
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FIGURE 3. For N=6,r =5 m=3and u = (5,3,3,2,2,1),
the diagrams above the dashed line show all the values of
« and v in the process with the initial labelled abacus w =
(0,4,0,2,5,0,1,6,0,0,3,0,0,...) and the initial composition
8 =10,2,0,0,1,0). The shapes of these labelled abaci are the
partitions () from Fig. 1. If we use the initial composition
8 = (0,2,1,0,0,0) instead, we obtain the diagrams below
the dashed line. Compared to the previous diagrams, the first
two 5-moves are both with bead 2. If we change the initial
composition once more, this time to 8 = (0,2,0,1,0,0), the
process terminates when we reach ¢ = 1 as bead 4 is not 5-
mobile

We then define e(w, 8) as (w’, 8). For (w, 3) € J, we define a labelled abacus
Y (w, §), which is the labelled abacus v at the end of the process. See Fig. 4 for
an example.

We claim that (4) follows once we establish the following two statements:

(i) The map € is a weight-preserving involution on I, which reverses the sign.
(i) The map 9 is a weight-preserving bijection from J to [ J, Abcn(A), where
the union is taken over partitions A € Par(|u| + rm) such that A/u is an
r-decomposable skew partition. Moreover, for any (w,3) € J we have

sgn((w, B)) = sgn,.(A/p) sgn(w, 3), where X is the shape of ¥ (w, 3).

We now prove this claim. We can split the final sum of (5), which equals the
left-hand side of (4), as

> sen(w, B)wi(w,B)+ > sgn(w, f) wt(w, B).
(w,B)el (w,B)eT
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FIGURE 4. Let w be the labelled abacus from Fig.3. As ob-
served, we have (w,(0,2,0,0,1,0)),(w,(0,2,1,0,0,0)) € J
and (w,(0,2,0,1,0,0)) € I. The diagrams above display the
images of maps € and ¢ applied to these three pairs

The first sum is zero from (i), whilst the second sum can be rewritten, using
(i), as

> sen,(Ap) Y sen(w) wi(w) =

pnCAePar(|ul+rm) weEAbcn ()
A/ is r-decomposable

S sV Y sen(w)wiw),
pnCAEPar(|u|+rm) wEAbcn (N)
which is the right-hand side of (4) by (3), as required.

Thus, it remains to show (i) and (ii). For (i), let (w,3) € I and write
(w', ") for e(w,3). We keep the notations B and C for the labels of the
beads such that the process terminated with non-r-mobile bead B which r-
collided with bead C. Clearly, w’ lies in Abcy (1). We now check that 3 lies in
Comy (m). Since the beads only r-move, we have r | w=(C) — w~!(B); thus,
(' is an integral sequence. We also see that bead C has not r-moved during the
process; hence, w=(C) > w™1(B) and we must have checked whether bead
B is r-mobile at least ((w™'(C)—w~!(B)) /r)-times. The latter statement
implies that Bp > (w™'(C) —w~!(B)) /r, and in turn the entries of 3’ are
non-negative. From (6), clearly, 5’ and § have the same sum of entries, and
hence 3’ € Compn(m).

By Lemma 2.3(i), we have sgn(w’) = —sgn(w). The equality of weights
t.(w, 3) = wt,.(w',3) holds true as w1 (B) + rBg = w (C) + r(Bp —
w™H(C) —w™(B))/r) and wH(C) + rfc = wH(B) + r(Bc + (wH(C) —
~1(B))/r). Hence, it remains to verify that (w’,3’) lies in I and e(w’, 3') =
w, B3).
The process with (w’, ') coincides with the process with (w,3) where
r-moves of bead B are replaced with r-moves of bead C' as long as G >
(w'=1(B) — w'~Y(C))/r. This inequality holds true as the right-hand side is

=

—~

g

—~
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(w™1(C) —w=*(B))/r which is at most 3, by (6). Hence, (v, 3') € I and the
process ends with bead C' r-colliding with bead B. Writing (w”, 8”) = e(w’, ),
we see that w” = w and since wt.(w,3) = wt.(v',0") = wt.(w", ), we
immediately conclude that also 3" = §.

We now move to (ii). Clearly, during the process, the weight of (v, )
does not change. Hence, wt,.(w, 8) = wt,. (¢ (w, £), (0,0, ...,0)) = wt(¢(w, 3)),
that is i preserves weights. The rest of the claim follows from Corollary 3.4.
In more detail, the statement about sizes in the ‘moreover’ part of Corol-
lary 3.4 together with implications (ii) = (i) and (i) = (iii) shows that
the map v takes values in the desired set and is surjective, respectively. The
uniqueness statement in the ‘moreover’ part shows that 1 is injective and
the statement about signs in the ‘moreover’ part shows that sgn(¢(w, ) =

sgn,.(A/p) sgn(w, B), where A = sh(y(w, 3)). O

Remark 3.5. If we let » = 1, respectively, m = 1 in the proof, we obtain the
proof of Young’s rule, respectively, the Murnaghan-Nakayama rule from [7].
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