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Abstract. For simple graphs, we investigate and seek to characterize the properties first-order
definable by the induced subgraph relation. Let PG denote the set of finite isomorphism types
of simple graphs ordered by the induced subgraph relation. We prove this poset has only one
non-identity automorphism co, and for each finite isomorphism type G, the set {G, Gco} is de-
finable. Furthermore, we show first-order definability in PG captures, up to isomorphism, full
second-order satisfiability among finite simple graphs. These results can be utilized to explore
first-order definability in the closely associated lattice of universal classes. We show that for
simple graphs, the lattice of universal classes has only one non-trivial automorphism, the set
of finitely generated and finitely axiomatizable universal classes are separately definable, and
each such universal subclass is definable up to the unique non-trivial automorphism.
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1. Introduction

By a simple graph, or just graph, we refer to a structure in a single binary relation
which is symmetric and irreflexive. It is well known that interesting classes of graphs
and graph properties can be described by omitting certain families of induced graphs;
for example, disjoint sums of cliques avoid the path on three vertices, a graph is the
line graph of a triangle-free graph if and only if it omits claws and diamonds ([3]),
perfect graphs omit cycles of odd length greater than 3 and their complements [2], etc.
Recently, it has been shown that those graphs omitting K1,3 and its complement Kco

1,3
play a role in the question of reconstructing graphs up to complementation ( [13]).
These results are often called forbidden graph characterizations.

For two finite graphs A and B, we write

A≤ B if and only if A is isomorphic to an induced subgraph of B.
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graphs the research in the series of papers “Definability in Substructure Ordering
I–IV”([8–11]). In that work, Ježek and McKenzie investigated the scope of definable
relations in the substructure relation for certain universal classes of finite structures
with an underlying partial order; namely, ordered sets, meet-semilattices, lattices, and
distributive lattices. Their study addresses the general question of positive definabil-
ity for the universal theories of these structures. With our Theorem 9.2, we will be
able to conclude positive definability for simple graphs (see Theorem 10.3).

The discussion of positive definability and universal theories will be delayed until
Section 10 after Theorem 9.2 is established.

For a highly readable introduction to the basic notions of structures, language,
and first-order logic which we use, please consult [1, V. 1].

2. Preliminaries and Small Orders

Formally, a graphG= 〈V (G), E(G)〉 is a first-order structure with universe, or vertex
set, V and a binary relation E, or edge relation, which is irreflexive and symmetric.
We shall abuse notation slightly and write v ∈ G to refer to a vertex of G. For two
vertices u, v ∈ G, the edge relation for u and v is denoted as u∼ v and it is said that u
and v are adjacent. We do not consider the graph on an empty set of vertices.

In order to formally investigate definable relations in the isomorphic substructure
relation among finite graphs, we need to consider the appropriate structure with uni-
verse a set. Let G denote the set of finite graphs with vertices over initial segments
of positive integers. Then the structure 〈G,≤〉 is a quasi-ordered set in which an iso-
morphic copy of every finite graph appears. An n-ary relation R is definable in 〈G,≤〉
if there is a first-order order formula φ(x1, . . . , xn) in the fundamental relation≤ such
that for G1, . . . , Gn ∈ G,

(G1, . . . ,Gn) ∈ R if and only if 〈G,≤〉 |= φ(G1, . . . , Gn).

It is a standard result, and easy to prove by induction on the length of formulas,
that definable relations are closed under automorphisms; in this case, if φ is an au-
tomorphism of 〈G,≤〉 and R an n-ary definable relation, then for all G1, . . . , Gn ∈ G,
(G1, . . . ,Gn)∈R if and only if (φ(G1), . . . , φ(Gn))∈R. There is an obvious automor-
phism of 〈G,≤〉 which is defined by edge complementation and denoted by co; that
is, co(G) is the graph over the same set of vertices asG, but u∼ v in co(G) if and only
if u �∼ v in G. Unfortunately, 〈G,≤〉 has too many “inconsequential” automorphism
since any map of G which arbitrarily permutes graphs within the isomorphism classes
is an automorphism of 〈G,≤〉. If we take the quotient of 〈G,≤〉 by the natural equiv-
alence relation determined by isomorphism, we arrive at the poset 〈PG,≤〉 of finite
isomorphism types in which the definable relations are the quotients by isomorphism
of the definable relations of 〈G,≤〉. Edge-complementation naturally induces an au-
tomorphism of 〈PG,≤〉 and we shall see in Section 9 that this is the only non-trivial
automorphism.

While we are interested in definability in the poset 〈PG,≤〉, it will be more conve-
nient to work within the closely related quasi-ordered set 〈G,≤〉 where we will speak
of graphs definable up to isomorphism rather than definable isomorphism types. If
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As it appears in model theory, we will use the term substructure interchangeably with
induced subgraph. Then a general forbidden graph characterization of a class of finite
graphs S has the following form: a finite set of graphs F1, . . . , Fn such that

G ∈ S if and only if
n
∧

i=1

G� Fi.

If we start with a set containing an isomorphic copy of every finite graph, then in the
perspective of first-order logic, we can view S as a definable set in the relation ≤
using the finitely many parameters F1, . . . , Fn. In general, which properties of finite
graphs can be captured using the substructure relation; more specifically, can we
describe or characterize those sets of graphs which are definable using the full first-
order language in the relation of substructure when applied to finite graphs? For
example, forbidden graph characterizations correspond to the finite members of a
class of graphs finitely axiomatized by universal sentences [14].

In this paper we will consider finite graphs in the isomorphic substructure relation
≤, and investigate definability in the full first-order language. Formally, we will take
a set of finite graphs G whose vertices are over initial segments of positive integers.
In this way, we have a complete set of representatives in which an isomorphic copy
of every finite graph appears. The relation ≤ restricted to the graphs in G forms a
quasi-ordered set 〈G,≤〉. Notice that A is isomorphic to B if and only if A≤ B≤ A.
If we take the quotient of 〈G,≤〉 by the equivalence determined by isomorphism, we
arrive at the poset 〈PG,≤〉 of finite isomorphism types ordered by substructure. A
finite isomorphism type in PG can be represented by H/≈ where H ∈ G.

We explore definability in the structure 〈PG,≤〉. We say an n-ary relation R is
definable if there is a first-order formula φ(x1, . . . , xn) in the language of ≤ such that
for G1/≈, . . . ,Gn/≈∈PG,

(G1/≈, . . . ,Gn/≈) ∈ R if and only if 〈PG,≤〉 |= φ(G1/≈, . . . , Gn/≈).

It is easy to see that the map which takes a graph G to its edge-complement Gco

respects the substructure relation ≤, and so complementation determines an auto-
morphism of 〈PG,≤〉. Our analysis proceeds by establishing certain species and
auxiliary constructions are definable subsets if we use the type of the path on three
vertices as a parameter; for example, circuits (Proposition 3.2), trees (Proposition
3.5), connected graphs (Proposition 5.5), and disjoint unions (Proposition 7.7). We
shall establish how to definably compare the cardinality of graphs (Proposition 8.1)
in a uniform manner which will afford a definable interpretation of addition. This
analysis culminates in Section 9 with the proof of Theorem 9.2.

We then proceed further, and are able to characterize the expressive power of the
substructure relation as capturing full second-order properties of graphs in the finite;
that is, a subset of G is definable in the substructure relation using the constant P3
precisely when they are the isomorphic copies in G of the finite models of a second-
order sentence in the language of graphs (see Theorem 12.4).

This argument follows closely the approach taken in [9], passing through defin-
able relations of the closely related small category CatG described in Section 12.
In fact, the present work can be seen as extending to the unordered structure of
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lemma is one of the few examples where we make the distinction.

Lemma 2.1. The set of complete or trivial graphs is definable without constants.

Proof. A graph G is complete or trivial if and only if G ↓ is a chain.
To see this, suppose G �≈ Kn, Nk for any n, k≥ 1. Then |G| ≥ 3 and so there exist

vertices u, v, x, y such that |{u, v, x, y}| ≥ 3 and u ∼ v and x �∼ y. Then K2 ≤ G and
N2 ≤ G, but K2 and N2 are incomparable.

For a circuit Cn we may construct a new graph Cn →1 by adding only one new
edge u ∼ x where x is some new vertex and u is an arbitrary vertex of Cn. Different
choices of u result in isomorphic graphs, and so the construction is well defined on
isomorphism types. The same construction forKn in place ofCn is denoted by Kn →1.
The graph K3 →1 is sometimes referred to as the paw.

Ultimately, we will show every finite graph is definable in Proposition 9.1, but as
a first step we will capture those graphs on at most four vertices in 〈G,≤, P3〉.

Proposition 2.2. Every graph on at most four vertices is definable.

Proof. By Lemma 2.1, the set {K3, N3} is definable since they are complete or trivial
and of order 3. Then {P3, K2+N1} is definable as the remaining graphs of order
three; therefore, K2+N1 is definable since we can call up the constant P3.

Now P4 is definable as the unique element covering P3 and K2+N1, but not cov-
ering anything in {K3, N3}.

The circuitC4 is the element with the unique lower cover P3.
We would like to define P3+N1. Notice that P3+N1 and K3 →1 both cover P3,

P2+N1, and some graph in {K3, N3}. We shall have recourse to uniquely define a
graph which covers C4 which will help separate P3+N1 from K3 →1. First, we see
thatC4+N1 can be defined as the unique cover ofC4 which has exactly two subcovers
A and B, and if A ≈ C4, then B �≈ P4 and covers both P3 and K2+N1. We can then
recover P3+N1 as the unique subcover ofC4+N1 which is not isomorphic toC4.

N3 is the unique subcover of P3+N1 which is not P3 nor K2+N1
K3 is then defined as the complete or empty graph of order three which is not N3;

consequently, K4 is also definable. It follows that K2 and N2 are separately definable.
The graph K3 →1 is definable as the unique element with lower covers P3, K2+

N1, and K3.
K3+N1 is the only cover of P2+N1 which also covers K3 and is not isomorphic

to K3 →1.
K2+K2 is the element with unique lower cover P2+N1.
K2+N2 is the unique element with only P2+N1 and N3 as lower covers.
The graph D is definable as the unique cover of P3 not equal to K3 →1, but which

also covers K3.
The graphK1,3 is definable as the element with P3 andN3 as the only lower covers.
This accounts for every graph on at most four vertices.

Since K3 and N3 are separately definable, Lemma 2.1 implies that the sets of
complete and trivial graphs are separately definable. Here we point out that the first
paragraph of the proof of Proposition 2.2 shows that the set {P3, K2+N1} is definable
without constants.
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G<H, but there does not exist F such thatG< F <H, then we write G≺H and say
H coversG. It is easy to see thatG≺H if and only if G≤H and |H|= |G|+1. When
A ≤ B, we can then identify A with a particular induced subgraph U of B such that
U ≈ A. For example, if A≺ B, then we will say that B is formed from A by adding an
additional vertex v to A and possibly some additional edges connecting v to vertices
of A. If v is a vertex of G, then G−v will denote the induced subgraph on the vertices
of G omitting v; that is, the induced subgraph on the vertex set V (G)\{v}.

It follows that the poset 〈PG,≤〉 is naturally graded according to cardinality, and
so for each fixed positive integer n those isomorphism types at height n (having car-
dinality n) are definable as having a maximal n-element chain in their principal order
ideals. Notice this definition requires a fixed n, and so those types with cardinality
n+ 1 require a different package of formulas to define them. We shall see later in
Section 8 how to capture cardinality in a uniform manner.

The complete graph, or clique, onm vertices is denoted byKm and is characterized
as having every possible edge. The trivial graph on m vertices is denoted by Nm and
has no edges. The path on n vertices is denoted by Pn and is a graph isomorphic to the
graph v1 ∼ v2 ∼ ·· · ∼ vn with no additional edges other than the ones specified. The
circuit (or cycle) Cn is formed from the path Pn by adding only one additional edge
vn ∼ v1. Our notion of a connected graph and connected component are standard.

For two graphs G and H, we form the disjoint sum G+H by taking the disjoint
union of the two sets of vertices and allowing only those edges coming from G and
H. Clearly, if A≈ G and B≈ H, then A+B ≈ G+H. We may consider the sum of
more than two graphs, and so when taking many factors {Gi} we can write the sum
as ∑Gi; of course, this yields a convenient general notation for graphs as the disjoint
sum of their connected components.

Given two graphsG and H, the join G
∨

H is formed by taking G+H and adding
every possible edge of the form u ∼ v where u ∈ G and v ∈ H; for example, Kp+q ≈
Kp

∨

Kq. Again, it is easy to see that if A≈ G and B≈ H, then A
∨

B≈ G
∨

H.
The diamond D is formed from K4 by removing a single edge.
The graph on four vertices with only the edges u∼ v∼ x and v∼ ywill be denoted

by K1,3. This graph is often referred to as the claw.

Figure 1: Graphs D and K1,3.

At this point, we will add the constant P3 representing a path on three vertices to
form the pointed quasi-ordered structure 〈G,≤, P3〉. Definable relations in this struc-
ture are determined by first-order formulas in the language {≤, P3} and are said to
be definable with constants ( or with parameters). Definable relations in the language
{≤} are said to be definable without constants. Since 〈PG,≤〉 has the non-trivial
automorphism co, we will be investigating relations definable with constants and so
unless otherwise specified, definability will refer to the language {≤, P3}. The next
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Proof. If we denote the definable set in Lemma 3.1 as CSUM, then we have the
following definable relation R= {(A, B) : A, B ∈ CSUM, A≤ B}. It follows from the
above discussion thatC is a circuit if and only if

C ≈ K3, or
|C|> 3,C ∈ CSUM, and ∀B[(B,C) ∈ R→ B≈C].

Corollary 3.3. The following sets are definable:

(1) forests,
(2) paths,
(3) disjoint sum of paths.

Proof. It is easy to see that a graph is strictly below some circuit if and only if it is a
disjoint sum of paths. Paths are just those elements which are the unique lower covers
of a circuit.

Recall the following definition of distance.

Definition 3.4. For a, b in the same connected component of Γ, let d(a, b) equal one
less than the cardinality of the shortest path in Γ connecting a to b. The diameter of
Γ is then taken to be

d(Γ) =max{d(a, b) : a, b are in the same connected component of Γ} .

When a, b are in different connected components, set d(a, b) = ∞.

The distance between any two vertices a and b in the same connected component
is always realized by some path, say, P= a∼ x1 ∼ ·· · ∼ xn ∼ b. If xi ∼ x j for some j>
i+1, then we may construct a shorter path from a to b, contradicting the minimality
of P; thus, the distance is always realized by an embedded path P ≤ Γ. Since Γ is
finite, the diameter is always realized by some path, and thus, by an embedded path.
While it is not always true that A ≺ B implies d(A) ≤ d(B) — consider A ≈ P4 and
B ≈C5 — it is true for the class of forests. It is also the case that the diameter of a
forest is just the length of the largest induced subpath.

Proposition 3.5. The set of trees is definable.

Proof. The claim is that T is a tree if and only if T is a forest and for any forest D
such that T ≺ D we have d(D)≤ d(T )+1.

Suppose T is a tree, then wheneverD is a forest such that T ≺D, we can construct
D from T by adding a new vertex x and at most a single new edge u∼ x where u ∈ T .
Let P≤ D realize the diameter of D. If x /∈ P, then d(T )≥ d(D). If x ∈ P, then x is a
terminal vertex in the path P since it has degree one; therefore, we have a path P≤ T
such that P is equal to adjoining x to the end of P ≤ T . Then, |P| ≤ d(T ), which
implies d(D) = |P| ≤ d(T )+1.

Conversely, if F satisfies the conditions, then we may write F = ∑m
i=1Fi where

each Fi is a tree. Note there exists 1≤ k ≤ m such that d(F) = d(Fk). If m> 1, then
choose j �= k and construct R, a cover for F , in the following manner: take F and a
new vertex v /∈ F, and add two new edges a ∼ v and b ∼ v where a ∈ Fj and b ∈ Fk
such that b is an end-vertex of a path P ≤ Fk which realizes d(Fk). It is easy to see
that d(R) > d(Fk)+ 1; thus, we must have m = 1, which implies F is a connected
forest.

6 A. Wires

The clique number ω(H) is the order of the largest clique which embeds in G,
and the independence number α(A) is the order of the largest trivial graph which
embeds in G; consequently, both these parameters are definable. To be specific, both
relations {(A, B) : A is complete, ω(B) = |A|} and {(A, B) : A is trivial, α(B) = |A|}
are definable.

3. Circuits, Paths, and Trees

A graph is acyclic (or a forest) if it avoids circuits, and a tree if it is a connected forest.
Our first task then is to show how to capture circuits.

Lemma 3.1. {A : A≈ ∑C, C is a circuit , |C|> 3} is definable.

Proof. The claim is that A is in this set if and only if |A| ≥ 4, and P3 ≤ A, K1,3 � A,
K3 � A, and A has a unique lower cover.

It is straightforward to see that these conditions are necessary. We must show that
they are sufficient.

Suppose A is a graph which satisfies the conditions. If A is a circuit, then we are
done. Assume A is not a circuit. Note that P3 ≤ A implies A is not trivial.

Claim. A is the disjoint sum of circuits and paths.

Proof. First, note the maximum degree of every vertex in A is two. Suppose not.
Let v be a vertex of A such that its neighborhood N(v) = {u : v∼ v} has at least
three vertices. If any two vertices of N(v) are adjacent, then K3 ≤ A, a contradiction.
Since |N(v)| ≥ 3 and no vertices are adjacent, the induced subgraph on the vertices
N(v)∪{v} embeds a copy of K1,3, another contradiction.

Since every vertex has maximum degree two, it is not too hard to see that A must
be the disjoint sum of circuits and paths. This finishes the claim.

Suppose A is the disjoint sum of k circuits and r paths. Let v be a vertex of some
circuit and u a vertex of some path. Then A− v has k−1 circuits, but A−u still has k
circuits. This contradicts the fact that A has a unique lower cover. Suppose A is only
the disjoint sum of t paths. Since P3 ≤ A, some path P in the sum of A has at least
three vertices. Let x be a terminal vertex in P and let y be a vertex of degree two in P.
Then A− x is the disjoint sum of t paths, but A− y is the disjoint sum of t+1 paths;
a contradiction.

It must be the case that A is a disjoint sum of circuits. Since A has a unique lower
cover, all the circuits must have the same length.

For any n �= m, we see that Cn and Cm are incomparable, and therefore, any two
disjoint sums in the previous relation are comparable if and only if they are disjoint
sums over the same isomorphic circuit. In this case, the set of such sums over the
same circuit are naturally linearly ordered according to the number of components;
of course, the minimal elements are just the circuits.

Proposition 3.2. The set of circuits is definable.
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(1) forests,
(2) paths,
(3) disjoint sum of paths.

Proof. It is easy to see that a graph is strictly below some circuit if and only if it is a
disjoint sum of paths. Paths are just those elements which are the unique lower covers
of a circuit.

Recall the following definition of distance.

Definition 3.4. For a, b in the same connected component of Γ, let d(a, b) equal one
less than the cardinality of the shortest path in Γ connecting a to b. The diameter of
Γ is then taken to be

d(Γ) =max{d(a, b) : a, b are in the same connected component of Γ} .

When a, b are in different connected components, set d(a, b) = ∞.

The distance between any two vertices a and b in the same connected component
is always realized by some path, say, P= a∼ x1 ∼ ·· · ∼ xn ∼ b. If xi ∼ x j for some j>
i+1, then we may construct a shorter path from a to b, contradicting the minimality
of P; thus, the distance is always realized by an embedded path P ≤ Γ. Since Γ is
finite, the diameter is always realized by some path, and thus, by an embedded path.
While it is not always true that A ≺ B implies d(A) ≤ d(B) — consider A ≈ P4 and
B ≈C5 — it is true for the class of forests. It is also the case that the diameter of a
forest is just the length of the largest induced subpath.

Proposition 3.5. The set of trees is definable.

Proof. The claim is that T is a tree if and only if T is a forest and for any forest D
such that T ≺ D we have d(D)≤ d(T )+1.

Suppose T is a tree, then wheneverD is a forest such that T ≺D, we can construct
D from T by adding a new vertex x and at most a single new edge u∼ x where u ∈ T .
Let P≤ D realize the diameter of D. If x /∈ P, then d(T )≥ d(D). If x ∈ P, then x is a
terminal vertex in the path P since it has degree one; therefore, we have a path P≤ T
such that P is equal to adjoining x to the end of P ≤ T . Then, |P| ≤ d(T ), which
implies d(D) = |P| ≤ d(T )+1.

Conversely, if F satisfies the conditions, then we may write F = ∑m
i=1Fi where

each Fi is a tree. Note there exists 1≤ k ≤ m such that d(F) = d(Fk). If m> 1, then
choose j �= k and construct R, a cover for F , in the following manner: take F and a
new vertex v /∈ F, and add two new edges a ∼ v and b ∼ v where a ∈ Fj and b ∈ Fk
such that b is an end-vertex of a path P ≤ Fk which realizes d(Fk). It is easy to see
that d(R) > d(Fk)+ 1; thus, we must have m = 1, which implies F is a connected
forest.
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and for any path E such that F ≺ E and F satisfies (1)–(4), then R≤ E.
To show these conditions are sufficient, suppose P satisfies the conditions and is

covered by a path R andG≺R. AssumeR≈Ps and so,G≈Pr+Pt where r+t = s−1.
Without loss of generality, we may take n ≥ m. If r > n or t > n, then Pn+1 ≤ G, but
Pn+1 � Pn and Pn+1 � Pm which contradicts (3); thus, r, t ≤ n. By (2), r = n or
t = n, and so we may assume r = n. By (4), t ≥ m and so we can conclude that
n+m ≤ s− 1 ≤ n+ n. For f − 1 in the interval [n+m, n+ n], each Pf has a lower
cover which satisfies (1)–(4), and so we must have s−1 = n+m by the requirement
of minimality. This implies P≈ Pn+m.

Clearly, Pn+Pm ≺ Pn+m+1 satisfies (1)–(4), and by the above argument any dis-
joint sum of two paths which satisfies (1)–(4) must be covered by a path Ps with
n+m+ 1 ≤ s ≤ n+ n+ 1 where n ≥ m. This establishes that the conditions are
necessary, and completes the proof of the proposition.

As a corollary we may establish the definability of the disjoint sum of two paths.

Corollary 4.3. {(A, B, P) : A, B are paths and P≈ A+B} is definable.

Proof. P≈ Pn+Pm if and only if P≺ Pn+m+1, and

(1) Pn ≤ P and Pm ≤ P,
(2) if Q is a path such that Q≤ P, then Q≤ Pn or Q≤ Pm.

If P satisfies the conditions, then P ≈ Pn+m or P ≈ Pr +Pt where r+ t = n+m.
Without loss of generality, assume n ≥ m. Since Pn+1 ≤ Pn+m, by (2) we see that
P ≈ Pr +Pt . Condition (1) implies r ≥ n or t ≥ n. If r > n, or t > n, then Pn+1 ≤ P
and we arrive at a contradiction of (2); thus, r = n or t = n which implies t = m or
r = m, respectively.

As the necessity of the conditions is immediate, we have established the result.

Since paths are the unique lower covers of circuits, we can also accomplish addi-
tion with the definable set of circuits in the obvious way.

Corollary 4.4. {(A, B, E) : A≈Cn, B≈Cm, E ≈Cn+m} is a definable relation.

Corollary 4.5.
{

(A, B, E) : A≈ Np, B≈ Nq, E ≈ Np+q
}

is a definable relation.

Proof. Use the fact α(Pm) = �m/2�, and that whenever P,Q are distinct paths with
α(P) = α(Q), then the order of Q is even precisely when P ≺ Q. The result now
follows from Corollary 4.2.

5. Connectedness

In this section, we will show that the set of connected graphs is definable.

Lemma 5.1. {(C, E) : C ≈Cm and E ≈Cm+N1} is definable.

Proof. The claim is that E ≈Cm+N1 if and only if

m= 3 and E ≈ K3+N1, or
m> 3 andCm ≺ E, K1,3 � E, K3 � E.

8 A. Wires

The above argument utilized the fact that the diameter for acyclic graphs was de-
finable. If in general, the diameter of a graphwas a definable property, then one would
hope an argument similar to that of Proposition 3.5 would yield the definability of the
set of connected graphs. Explicitly, one would need the result that Γ is connected if
and only if every upper cover increases the diameter by at most one. Unfortunately,
this is not true since one can find counterexamples among trees and their covers which
are not forests. We will have to take a different approach to capture connected graphs
in Section 5.

We record the following corollary for use in the next section.

Corollary 3.6. {(C, Γ) : C is circuit and Γ≈C+C} is definable.

Proof. (C, Γ) is in the relation if and only ifC is a circuit and
C ≈ K3 and Γ is a disjoint sum of cliques, ω(Γ) = 3 and α(Γ) = 2, or
C ≈ C4 and C4 is the unique circuit strictly below Γ, K1,3 � Γ, Γ has a unique

lower cover, and α(Γ) = 4, or
|C| > 4, Γ ∈ CSUM, Cm < Γ, and there does not exist R ∈ CSUM such that

Cm < R< Γ.
The case whereC≈C4 requires some explanation. The first two conditions imply

that Γ is a disjoint sum of copies of C4 and possibly of some paths. Since Γ has
a unique lower cover, there cannot be any paths present in the disjoint sum. The
condition α(Γ) = 4 implies that there are only two copies of C4 in the sum, that is,
Γ≈C4+C4.

4. Addition with Paths and Circuits

We would like to accomplish addition in the cardinality of paths and circuits. Observe
that the lower covers of a path Pk are precisely the path Pk−1 and the disjoint sums
Pr+Pt where r+ t = k−1.

Lemma 4.1. {(P,G) : P≈ Pm, G≈ Pm+Pm} is definable.

Proof. The claim is that G≈ Pm+Pm if and only if
m= 1 and G≈ N2, or
m≥ 2 and G≺ E ≺Cm+1+Cm+1 for some E such that G is acyclic.
To see this one merely has to observe that any acyclic G such that G ≺ E ≺

Cm+1+Cm+1 must come from deleting a single vertex from each of the components
in the sum. ThatCm+1+Cm+1 is definable is precisely Corollary 3.6.

Proposition 4.2. {(A, B, P) : A≈ Pn, B≈ Pm, P≈ Pn+m} is definable.

Proof. The claim is that P≈ Pn+m if and only if P is a path, there exists a path R such
that P≺ R, and there exists G≺ R such that

(1) G is not a path,
(2) Pn ≤ G and Pm ≤ G,
(3) if Q is a path such that Q≤ G, then Q≤ Pn or Q≤ Pm
(4) if Pm ≤ Pn we have Pm+Pm ≤ G, and if Pn ≤ Pm we have Pn+Pn ≤ G,
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and for any path E such that F ≺ E and F satisfies (1)–(4), then R≤ E.
To show these conditions are sufficient, suppose P satisfies the conditions and is

covered by a path R andG≺R. AssumeR≈Ps and so,G≈Pr+Pt where r+t = s−1.
Without loss of generality, we may take n ≥ m. If r > n or t > n, then Pn+1 ≤ G, but
Pn+1 � Pn and Pn+1 � Pm which contradicts (3); thus, r, t ≤ n. By (2), r = n or
t = n, and so we may assume r = n. By (4), t ≥ m and so we can conclude that
n+m ≤ s− 1 ≤ n+ n. For f − 1 in the interval [n+m, n+ n], each Pf has a lower
cover which satisfies (1)–(4), and so we must have s−1 = n+m by the requirement
of minimality. This implies P≈ Pn+m.

Clearly, Pn+Pm ≺ Pn+m+1 satisfies (1)–(4), and by the above argument any dis-
joint sum of two paths which satisfies (1)–(4) must be covered by a path Ps with
n+m+ 1 ≤ s ≤ n+ n+ 1 where n ≥ m. This establishes that the conditions are
necessary, and completes the proof of the proposition.

As a corollary we may establish the definability of the disjoint sum of two paths.

Corollary 4.3. {(A, B, P) : A, B are paths and P≈ A+B} is definable.

Proof. P≈ Pn+Pm if and only if P≺ Pn+m+1, and

(1) Pn ≤ P and Pm ≤ P,
(2) if Q is a path such that Q≤ P, then Q≤ Pn or Q≤ Pm.

If P satisfies the conditions, then P ≈ Pn+m or P ≈ Pr +Pt where r+ t = n+m.
Without loss of generality, assume n ≥ m. Since Pn+1 ≤ Pn+m, by (2) we see that
P ≈ Pr +Pt . Condition (1) implies r ≥ n or t ≥ n. If r > n, or t > n, then Pn+1 ≤ P
and we arrive at a contradiction of (2); thus, r = n or t = n which implies t = m or
r = m, respectively.

As the necessity of the conditions is immediate, we have established the result.

Since paths are the unique lower covers of circuits, we can also accomplish addi-
tion with the definable set of circuits in the obvious way.

Corollary 4.4. {(A, B, E) : A≈Cn, B≈Cm, E ≈Cn+m} is a definable relation.

Corollary 4.5.
{

(A, B, E) : A≈ Np, B≈ Nq, E ≈ Np+q
}

is a definable relation.

Proof. Use the fact α(Pm) = �m/2�, and that whenever P,Q are distinct paths with
α(P) = α(Q), then the order of Q is even precisely when P ≺ Q. The result now
follows from Corollary 4.2.

5. Connectedness

In this section, we will show that the set of connected graphs is definable.

Lemma 5.1. {(C, E) : C ≈Cm and E ≈Cm+N1} is definable.

Proof. The claim is that E ≈Cm+N1 if and only if

m= 3 and E ≈ K3+N1, or
m> 3 andCm ≺ E, K1,3 � E , K3 � E.
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Proof. The claim is that G≈ X+Nm if and only if

G is trivial, X is trivial and α(G) = α(X)+m, or
G is not trivial, and

(1) X is not trivial and X < G,
(2) α(G) = α(X)+m,
(3) for every circuitC there exists a circuitC such that

(a) C <∗ C,
(b) there exists Γ such that

(i) X ≤ Γ andC ≤ Γ, and for all H ≤ Γ, X ≤ H andC ≤H imply that
H ≈ Γ,

(ii) G≤ Γ,
(iii) for all R≤ Γ such thatC ≺ R,C+N1 ≈ R,

(4) for all B ∈ Path≥2, B≤ G implies B≤ X .

We first tackle the argument for sufficiency. Suppose G satisfies the conditions.
We may assume G is not trivial; otherwise, definability follows from addition with
trivial graphs provided by Corollary 4.5. We can represent G as G ≈ E+P where E
is the disjoint sum of connected components which are not paths and P is the disjoint
sum of all the connected components which are paths. Also, write X ≈ A+Q where
A the disjoint sum of connected components which are not paths and Q is the disjoint
sum of all the connected components which are paths. Suppose n = |Q| and Q has r
components (all of which are paths). Take Cn+r =C in (3). Let C be the circuit with
Cn+r <∗ C given by (3a).

Let Γ be the graph whose existence is guaranteed by (3b). Condition (iii) implies
that any copy of the circuit C in Γ must appear as a connected component, and since
C ≤ Γ, we can write Γ≈C+K for some sum of connected graphs K. Since X ≤ Γ,
we must have A≤K. BecauseC∗ was chosen large enough such that Q≤C, we have
X ≤C+A≤C+K ≈ Γ; thus, by (i) we have Γ≈ A+C. Note that

A+Q≈ X < G≈ E+P≤ Γ≈ A+C

implies E ≈ A and so, G≈ A+P where Q≤ P≤C.
We can further write Q ≈ F +Nt and P ≈ H +Nr where F,H ∈ Path≥2. It is

easy to see that whenever K is maximal among those graphs Φ ∈ Path≥2 such that
Φ≤ X ≈ A+Q≈ A+F+Nt , then K ≈ J+F where J ∈ Path≥2 and is maximal for
J≤A. Take J̄ ∈ Path≥2 such that J̄≤ A and is of maximum cardinality. The condition
Q≤ P implies F ≤ H. If F < H, then J̄+H ∈ Path≥2 and J̄+H ≤ G, and so by (4)
we must have J̄+H ≤ A+F which contradicts the choice of J̄. It must be the case
that F ≈ H. Condition (2) implies Nr ≈ Nt +Nm and so,

G≈ A+P≈ A+H+Nr ≈ A+F+Nt +Nm ≈ A+Q+Nm ≈ X+Nm.

To prove these conditions are necessary, assume X is not trivial and write X ≈
A+Q as before with n = |Q| and r such that Q has r components (all of which are
paths). Then for any Cn+r+2m <∗ C notice that Q ≤C. We may then take Γ≈ A+C
and it is straightforward to check conditions (3) and (4) are satisfied.

10 A. Wires

The necessity of the conditions is immediate.
For sufficiency, suppose E satisfies the conditions and E �≈ K3 +N1 . Then we

may form E from Cm by adding an additional vertex v and possibly some new edges
connecting Cm to v. Suppose there exist a, b ∈ Cm such that a ∼ v and b ∼ v. If
a ∼ b, then the induced subgraph on the vertices {a, b, v} is isomorphic to K3, a
contradiction. It must be the case that a �∼ b, but then K1,3 ≤ E when we consider
the induced subgraph on the vertices {z, a, w, v} where z ∼ a ∼ w and z, w ∈ Cm,
another contradiction. So there can be at most one new edge. Since m > 3, we see
that K1,3 ≤ E if there is just one additional edge; therefore, E ≈Cm+N1.

Let Path≥2 denote the set of graphs which are disjoint sums of paths with no
isolated vertices.

Lemma 5.2. Path≥2 is definable.

Proof. If we can show that the set of graphs which are disjoint sums of paths with
isolated vertices is definable, then the lemmawill follow. Recall that the set of circuits
forms an antichain under the substructure ordering; however, their unique subcovers,
the set of paths, are linearly well-ordered. This implies there is a first-order definable
well-ordering≤∗ on circuits defined by

C ≤∗ D if and only if P≤ Q,

for circuits C and D and P≺C and Q≺ D.
The claim is that G is a disjoint sum of paths with isolated vertices if and only if

|G|= 1 and G≈ N1, or
|G|= 2 and G≈ N2, or
|G|= 3 and G≈ N3, or G≈ K2+N1, or
|G|> 3 and

(1) G is a disjoint sum of paths,
(2) if C is a circuit such that G ≤ C, and C is the smallest circuit D under ≤∗

such that G ≤ D, then there exist circuits E and F such that E ≺∗ F ≺∗ C
and G≤ E+N1.

The preceding observations and Corollary 3.3 guarantee that these conditions are
definable. For necessity, assume G is a disjoint sum of paths with isolated vertices
and write G ≈ N1 +∑r

i=1Pi. If n = ∑r
i=1 |Pi|, then Cn+r+2 is the circuit of smallest

cardinality which embeds G. Then ∑r
i=1Pi ≤Cn+r and we set E ≈Cn+r for condition

(2).
For sufficiency, assume G satisfies the conditions and that |G|> 3. By (1), G is a

disjoint sum of paths. It is easy to see that if G has no isolated vertices, then G≤Ck
exactly when G ≤Ck+N1. Let C be the smallest circuit under ≤∗ such that G ≤C.
If G has no isolated vertices then using (2), G ≤ E where E is a circuit E <∗ C; a
contradiction. It must be the case that G has isolated vertices.

Proposition 5.3. {(X , N, G) : N ≈ Nm and G≈ X+Nm} is definable.
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Proof. The claim is that G≈ X+Nm if and only if

G is trivial, X is trivial and α(G) = α(X)+m, or
G is not trivial, and

(1) X is not trivial and X < G,
(2) α(G) = α(X)+m,
(3) for every circuitC there exists a circuitC such that

(a) C <∗ C,
(b) there exists Γ such that

(i) X ≤ Γ andC ≤ Γ, and for all H ≤ Γ, X ≤ H andC ≤H imply that
H ≈ Γ,

(ii) G≤ Γ,
(iii) for all R≤ Γ such thatC ≺ R,C+N1 ≈ R,

(4) for all B ∈ Path≥2, B≤ G implies B≤ X .

We first tackle the argument for sufficiency. Suppose G satisfies the conditions.
We may assume G is not trivial; otherwise, definability follows from addition with
trivial graphs provided by Corollary 4.5. We can represent G as G ≈ E+P where E
is the disjoint sum of connected components which are not paths and P is the disjoint
sum of all the connected components which are paths. Also, write X ≈ A+Q where
A the disjoint sum of connected components which are not paths and Q is the disjoint
sum of all the connected components which are paths. Suppose n = |Q| and Q has r
components (all of which are paths). Take Cn+r =C in (3). Let C be the circuit with
Cn+r <∗ C given by (3a).

Let Γ be the graph whose existence is guaranteed by (3b). Condition (iii) implies
that any copy of the circuit C in Γ must appear as a connected component, and since
C ≤ Γ, we can write Γ≈C+K for some sum of connected graphs K. Since X ≤ Γ,
we must have A≤K. BecauseC∗ was chosen large enough such that Q≤C, we have
X ≤C+A≤C+K ≈ Γ; thus, by (i) we have Γ≈ A+C. Note that

A+Q≈ X < G≈ E+P≤ Γ≈ A+C

implies E ≈ A and so, G≈ A+P where Q≤ P≤C.
We can further write Q ≈ F +Nt and P ≈ H +Nr where F,H ∈ Path≥2. It is

easy to see that whenever K is maximal among those graphs Φ ∈ Path≥2 such that
Φ≤ X ≈ A+Q≈ A+F+Nt , then K ≈ J+F where J ∈ Path≥2 and is maximal for
J≤A. Take J̄ ∈ Path≥2 such that J̄≤ A and is of maximum cardinality. The condition
Q≤ P implies F ≤ H. If F < H, then J̄+H ∈ Path≥2 and J̄+H ≤ G, and so by (4)
we must have J̄+H ≤ A+F which contradicts the choice of J̄. It must be the case
that F ≈ H. Condition (2) implies Nr ≈ Nt +Nm and so,

G≈ A+P≈ A+H+Nr ≈ A+F+Nt +Nm ≈ A+Q+Nm ≈ X+Nm.

To prove these conditions are necessary, assume X is not trivial and write X ≈
A+Q as before with n = |Q| and r such that Q has r components (all of which are
paths). Then for any Cn+r+2m <∗ C notice that Q ≤C. We may then take Γ≈ A+C
and it is straightforward to check conditions (3) and (4) are satisfied.
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The following sum will be useful in Section 9.

Lemma 5.8. {(C, D, Γ) : C ≈Cm, D≈Cn for n>m> 5, Γ≈ ∑n
k=mCk} is definable.

Proof. The claim is that Γ ≈ ∑n
k=mCk if and only if every circuit C such that Cm ≤∗

C≤∗ Cn is a maximal connected component of Γ, and Γ is smallest under≤ with this
property.

Since distinct circuits are incomparable, the argument from Lemma 5.7 can be
applied here to establish the result.

6. Martians and Other Useful Constructions

In this section, we will develop the definability of several constructions which will
prove most useful in attaining definability of the disjoint sum operation in Section 7.

Definition 6.1. For n≥ 1, amartianM(n) is constructed from the two graphs Kn and
K1,3 by identifying a single vertex of Kn with a single vertex of K1,3 which has degree
one. Note the choice of the vertex in Kn is immaterial and so the construction is well
defined on isomorphism types. A p-martian, denoted by pM(n), is constructed from
M(n) by connecting the remaining two vertices of degree one in K1,3; thus connecting
the “antennae”.

 

Figure 2: A martian and p-martian.

We start with several preliminary constructions.

Lemma 6.2. {(K, Γ) : K ≈ Kn and Γ≈ Kn →1} is definable.

Proof. The claim is that Γ≈ Kn →1 if and only if

n= 1 and Γ≈ K2, or
n> 1 and Γ covers Kn, Γ is connected, but Γ has a disconnected subcover.

To see this, suppose Γ satisfies the conditions and n > 1. Then Kn ≺ Γ implies Γ ≈
Kn+kN1 for some 1≤ k≤ n. Since Γ is connected we must have k≥ 1. If k≥ 2, then
every lower cover of Γ is connected which yields a contradiction; therefore, k = 1.
That the conditions are necessary is immediate.

12 A. Wires

Proposition 5.3 actually yields more than is explicitly stated. What we have
shown is that there is a first-order formula Ψ(x, y, z, w) in the language of 〈G,≤〉
such that 〈G,≤〉 � Ψ(A, N,G, P3) if and only if N is trivial and G ≈ A+N. If we
apply the complementation automorphism, we see that 〈G,≤〉 � Ψ(B, K,H, co(P3))
if and only if co(N) = K is complete and H ≈ co(A+N) = co(A)

∨

co(N) = B
∨

K.
Since co(P3) =K2+N1 is definable in 〈G,≤, P3〉, there is a first-order formula γ(x, w)
such that 〈G,≤〉 � γ(A, P3) if and only if A≈ K2+N1. We can then take the formula

∃wΨ(x, y, z, w)∧ γ(w, P3)

in order to define the join X
∨

K where K is a clique.

Corollary 5.4. {(X , K,G) : K ≈ Km and G≈ X
∨

Km} is definable.

An induced subgraph A≤ G is called a maximal connected component precisely
when A is connected and if A< B≤ G, then B is disconnected; in particular, a max-
imal connected component is a connected component. For example, if A and B are
connectedwith A≤B, thenG≈A+B has only B as a maximal connected component.

Proposition 5.5. The set of connected graphs is definable.

Proof. The claim is that G is connected if and only if there does not exist B< G such
that for all E, B≺ E ≤ G implies E ≈ B+N1.

Clearly, if G is disconnected with G ≈ B+H where B is a maximal connected
component, then every cover F of B in G is of the form F ≈ B+N1.

IfG is connected, then for everyB<G there exists x∈Gwith x /∈B but is adjacent
to the connected component of B with largest cardinality. Then the induced subgraph
on B∪{x} is certainly not isomorphic to B+N1.

Since the property of being connected is definable, we can recognize the maximal
connected components.

Lemma 5.6. {(A, G) : A is a maximal connected component of G} is definable.

Proof. From Proposition 5.5 and by the definition of maximal connected component.

The following lemma is the first step in showing the definability of the disjoint
sum operation; however, it is such a specialized instance of a sum that we must do a
little more preparation before we tackle the general case in Section 7.

Lemma 5.7. {(A, B,G) : G≈ A+B, A, B connected and incomparable } is definable.

Proof. The claim is that (A, B, G) is in the relation if and only if

(1) A and B are connected and incomparable,
(2) A and B are maximal connected components of G,

and G is smallest under≤ among graphs satisfying (2).
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The following sum will be useful in Section 9.

Lemma 5.8. {(C, D, Γ) : C ≈Cm, D≈Cn for n>m> 5, Γ≈ ∑n
k=mCk} is definable.

Proof. The claim is that Γ ≈ ∑n
k=mCk if and only if every circuit C such that Cm ≤∗

C≤∗ Cn is a maximal connected component of Γ, and Γ is smallest under≤ with this
property.

Since distinct circuits are incomparable, the argument from Lemma 5.7 can be
applied here to establish the result.

6. Martians and Other Useful Constructions

In this section, we will develop the definability of several constructions which will
prove most useful in attaining definability of the disjoint sum operation in Section 7.

Definition 6.1. For n≥ 1, amartianM(n) is constructed from the two graphs Kn and
K1,3 by identifying a single vertex of Kn with a single vertex of K1,3 which has degree
one. Note the choice of the vertex in Kn is immaterial and so the construction is well
defined on isomorphism types. A p-martian, denoted by pM(n), is constructed from
M(n) by connecting the remaining two vertices of degree one in K1,3; thus connecting
the “antennae”.

 

Figure 2: A martian and p-martian.

We start with several preliminary constructions.

Lemma 6.2. {(K, Γ) : K ≈ Kn and Γ≈ Kn →1} is definable.

Proof. The claim is that Γ≈ Kn →1 if and only if

n= 1 and Γ≈ K2, or
n> 1 and Γ covers Kn, Γ is connected, but Γ has a disconnected subcover.

To see this, suppose Γ satisfies the conditions and n > 1. Then Kn ≺ Γ implies Γ ≈
Kn+kN1 for some 1≤ k≤ n. Since Γ is connected we must have k≥ 1. If k≥ 2, then
every lower cover of Γ is connected which yields a contradiction; therefore, k = 1.
That the conditions are necessary is immediate.
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In the same way we have the definability of the graphsCn →1.

Lemma 6.3. {(C, Γ) : C ≈Cn and Γ≈Cn →1} is definable.

Lemma 6.4. {(C, Γ) : C is a circuit and Γ≈C+K2} is definable.

Proof. The claim is that Γ≈Cm+K2 if and only if

m= 3 and Γ≈ K3+K2, or
m> 3 and there exists F such that Cm ≺ F ≺ Γ, α(Γ) = α(Cm)+1, and Cm is a
maximal component of Γ.

It is straightforward to see thatCm+K2 satisfies the criteria.
For sufficiency, suppose Γ satisfies the conditions and Γ �≈ K3 +K2. We may

construct Γ from Cm by adding two new vertices u and v, and possibly some new
edges. Since Cm is maximal component of a subcover, u and v are not connected
to any vertices of Cm. The condition α(Γ) = α(Cm) + 1 implies u ∼ v; therefore,
Γ≈Cm+K2.

The graph C →2 refers to the cover of C →1 formed by adding an additional
vertex and only one additional edge joining the new vertex to the unique vertex of
degree one in C→1. The graph Kn →2 is defined in a similar manner.

Lemma 6.5. {(C, Γ) : C is a circuit and Γ≈C→2} is definable.

Proof. The claim is that Γ≈C→2 whereC is a circuit if and only if

(1) C+N1 ≺ Γ,
(2) Γ is connected,
(3) Γ has a disconnected acyclic subcover.

We shall only verify sufficiency. Suppose Γ satisfies conditions (1)–(3). Then Γ
may be constructed fromC+N1 by adding an additional vertex v and possibly some
new edges joining v to C. If u denotes the isolated vertex of C+N1, then condition
(2) implies we have edges v∼ u and v∼ x for some x ∈C. If v is adjacent to any other
vertices ofC, then every acyclic subcover is connected, a contradiction of (3); thus, v
is adjacent to only one vertex ofC which implies Γ≈C→2.

Proposition 6.6. {(K, Γ) : K ≈ Kn and Γ≈ Kn →2} is definable.

Proof. The claim is that Γ≈ Kn →2 if and only if

n= 1 and Γ≈ P3, or
n= 2 and Γ≈ P4, or
n≥ 3 and Kn →1≺ Γ, Kn+N1 ≺ Γ, P4 ≤ Γ, Kn+1 � Γ, andC4 � Γ.

It is easy to see these conditions are satisfied by Kn →2.
Suppose Γmeets these conditions, and we may assume n≥ 3. Since Kn+N1 ≺ Γ,

we can construct Γ from Kn+N1 by adding a new vertex v and possibly new edges
of the form x ∼ v where x ∈ Kn+N1. Since Kn+1 � Γ, there exists y ∈ Kn such that
y �∼ v. Since Kn →1≺ Γ, there exists u ∈ Kn such that u ∼ v, and v is not adjacent
to any other vertex of Kn. If z denotes the solitary vertex of N1, then the condition
P4 ≤ Γ implies v∼ z, and this demonstrates that Γ≈ Kn →2.
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Definition 6.7. Given two connected graphs A and B, the pointed sum is a graph
A+p B formed by adding a new vertex v to A+B and two new edges incident to v;
one edge connects v to a vertex in A, and the other edge connects v to a vertex in
B. Different choices of vertices in A and B lead to non-isomorphic graphs which
are still considered as pointed sums; therefore, the notation A+p B will refer to the
finite family of pointed sums for the different choices of vertices in A and B which are
adjacent to the added vertex which has degree two.

We can see that when both A and B are complete, or both are circuits, then the
choices of vertices in the definition is immaterial, and in these cases the family of
pointed sums collapses to a unique graph. While we do not have definability of
general pointed sums, we do have definability in certain useful cases.

Lemma 6.8.
{

(C, D, Γ) : C,D are incomparable circuits and Γ≈C+pD
}

is defin-
able.

Proof. The claim is that Γ≈Cn+pCm if and only if

(1) Cn+Cm ≺ Γ,
(2) Γ is connected,
(3) Γ has a disconnected subcover E ≺ Γ such thatCn � E,
(4) Γ has a disconnected subcover F ≺ Γ such thatCm � E.

Suppose Γ satisfies conditions (1)–(4). Then (1) implies Γ may be constructed by
adding an additional vertex v to Cn+Cm and some new edges incident with v. Since
Γ is connected, there must be edges connecting v to Cn and v to Cm. Take n ≥ m
and suppose there are at least two vertices in Cn adjacent to v, then no matter how v
is connected to Cm, every subcover which avoids Cn is connected; a contradiction to
(3). A similar argument shows that v is adjacent to only one vertex of Cm; therefore,
Γ≈Cn+pCm.

For necessity, it is easy to see the only subcovers of Cn+pCm which avoid Cn or
Cm are Pn−1+Cm orCn+Pm−1, respectively.

Lemma 6.9. {(C,D, G) : C,D are incomparable circuits and G≈C→1 +D} is de-
finable.

Proof. The definability of this relation follows from Lemmas 5.7 and 6.3.

Lemma 6.10. The relation

{(C,D, G) : C and D are incomparable circuits and G≈C→1 +D→1}

is definable.

Proof. Notice that when C and D are incomparable circuits, C →1 and D →1 must
also be incomparable. The result now follows from Lemma 5.7.

Let γ(n,m) denote the graph formed by adding a single new edge connecting the
two unique vertices ofCn →1 +Cm →1 which have degree one.



Definability in the Substructure Ordering of Simple Graphs 153
Definability in the Substructure Ordering of Simple Graphs 15

Definition 6.7. Given two connected graphs A and B, the pointed sum is a graph
A+p B formed by adding a new vertex v to A+B and two new edges incident to v;
one edge connects v to a vertex in A, and the other edge connects v to a vertex in
B. Different choices of vertices in A and B lead to non-isomorphic graphs which
are still considered as pointed sums; therefore, the notation A+p B will refer to the
finite family of pointed sums for the different choices of vertices in A and B which are
adjacent to the added vertex which has degree two.

We can see that when both A and B are complete, or both are circuits, then the
choices of vertices in the definition is immaterial, and in these cases the family of
pointed sums collapses to a unique graph. While we do not have definability of
general pointed sums, we do have definability in certain useful cases.

Lemma 6.8.
{

(C, D, Γ) : C,D are incomparable circuits and Γ≈C+pD
}

is defin-
able.

Proof. The claim is that Γ≈Cn+pCm if and only if

(1) Cn+Cm ≺ Γ,
(2) Γ is connected,
(3) Γ has a disconnected subcover E ≺ Γ such thatCn � E,
(4) Γ has a disconnected subcover F ≺ Γ such thatCm � E.

Suppose Γ satisfies conditions (1)–(4). Then (1) implies Γ may be constructed by
adding an additional vertex v to Cn+Cm and some new edges incident with v. Since
Γ is connected, there must be edges connecting v to Cn and v to Cm. Take n ≥ m
and suppose there are at least two vertices in Cn adjacent to v, then no matter how v
is connected to Cm, every subcover which avoids Cn is connected; a contradiction to
(3). A similar argument shows that v is adjacent to only one vertex of Cm; therefore,
Γ≈Cn+pCm.

For necessity, it is easy to see the only subcovers of Cn+pCm which avoid Cn or
Cm are Pn−1+Cm orCn+Pm−1, respectively.

Lemma 6.9. {(C,D, G) : C,D are incomparable circuits and G≈C→1 +D} is de-
finable.

Proof. The definability of this relation follows from Lemmas 5.7 and 6.3.

Lemma 6.10. The relation

{(C,D, G) : C and D are incomparable circuits and G≈C→1 +D→1}

is definable.

Proof. Notice that when C and D are incomparable circuits, C →1 and D →1 must
also be incomparable. The result now follows from Lemma 5.7.
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two unique vertices ofCn →1 +Cm →1 which have degree one.
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Proposition 6.11. The relation

{(C, D, Γ) : C,D are incomparable circuits and Γ≈ γ(|C|, |D|)}

is definable.

Proof. The claim is that Γ≈ γ(n, m) if and only if

(1) Cn →1 +Cm ≺ Γ,
(2) Γ is connected,
(3) ifCm ≺ R≤ Γ, then R≈Cm →1 or R≈Cm+N1,
(4) ifCn →1≺ R≤ Γ, then R≈Cn →2, or R≈Cn →1 +N1.

We only verify sufficiency. Suppose Γ satisfies conditions (1)–(4). From condi-
tion (1), we can form G by adding an additional vertex v toCn →1 +Cm and possibly
some new edges incident with v. Since Γ is connected by (2), there is at least one
new edge connecting v to the copy of Cm in Cn →1 +Cm, but by condition (3) there
exists exactly one such edge. Again by (2), there is at least one edge connecting v
to Cn →1; however, by condition (4), Cn →2 is the only possibility for a connected
induced subgraph on the vertices ofCm →1 ∪{v}. We have shown Γ≈ γ(n, m).

Before we show the definability of martians and p-martians, we need to show the
definability of two auxiliary families of graphs.

Lemma 6.12. {(K, R,G) : K ≈ Kn, R≈ Km,G≈ Kn+Km} is definable.

Proof. We take n ≥ m. The claim is that G ≈ Kn+Km if and only if G is a disjoint
sum of cliques with ω(G) = n, α(G) = 2, and

(1) if n= m, then G has a unique lower cover, or
(2) if n > m, then there exists B < G such that B has a unique lower cover with

ω(B) = m and α(B) = 2, and whenever A < G such that α(A) = 2 and A has a
unique lower cover, then ω(A)≤m.

If G satisfies the conditions, then G ≈ Kn +Kr for some r ≤ n. Notice G has a
unique lower cover exactly when n = r. This is the content of condition (1). Notice
Kt +Kt < G exactly when t ≤ m. This is the content of condition (2).

Lemma 6.13. {(K,G) : K ≈ Kn and G≈ Kn+P3} is definable.

Proof. The claim is that G≈ Kn+P3 if and only if

n= 1 and G≈ P3+N1, or
n= 2 and G≈ K2+P3, or
n> 2 and (Kn, P3,G) is in the relation of Lemma 5.7.

Proposition 6.14. {(K,M) : K ≈ Kn and M ≈M(n)} is definable.

Proof. The claim is thatM ≈M(n) for n≥ 2 if and only if

n= 1 andM ≈ K1,3,
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n= 2 andM is the unique cover of K1,3 which is acyclic and embeds P4, or
n≥ 3 and

(1) Kn+N2 ≺M, Kn →2≺M, and these are the only lower covers of M which
embed Kn,

(2) P4 ≤M,
(3) Kn−1+P3 ≺M.

To show these conditions characterize martians we need only check the cases for
n> 1.

Suppose M satisfies the conditions and n = 2. We may construct M by adding
a new vertex v to K1,3 and possibly new edges incident with v. Let x be the unique
vertex of K1,3 with degree three, then v ∼ x implies P4 � K1,3 no matter what other
edges are present; thus, v �∼ x. Again, since P4 ≤M, v is adjacent to a vertex of K1,3
with degree one, but vmust be adjacent to exactly one such vertex sinceM is acyclic.
This finishes the demonstration thatM ≈M(2).

Suppose n ≥ 3 and M satisfies (1)–(3). Since Kn +N2 ≺ M, we may construct
M by adding an additional vertex v to Kn+N2 and possibly some new edges incident
with v. Let w and x be the vertices comprising this copy of N2. By (2), we must have a
new edge a∼ v for some a∈Kn and, without loss of generality, an edge v∼ x. If there
exists b ∈ Kn such that b �= a and b ∼ v, there is no possibility for Kn−1+P3 ≺M, a
contradiction to (3); thus, the induced subgraph on Kn∪{v} is isomorphic to Kn →1.
Suppose w �∼ v. ThenM has the three lower covers Kn →2, Kn+N2, and Kn →1 +N1
which all embed Kn, a contradiction to (1); therefore, we must have an edge w ∼ v
and conclude thatM ≈M(n).

For necessity, it is easy to see thatM(2) is an acyclic cover of K1,3 which embeds
P4.

Since M(n) has a unique copy of Kn for n ≥ 3, the only lower covers of M(n)
which embedKn must come from deleting the vertices not included inKn. In this case,
Kn →2 and Kn+N2 are the only such covers. Conditions (2) and (3) are immediate.
Altogether we have shown (1)–(3) characterize these martians.

Proposition 6.15. {(K,M) : K ≈ Kn and M ≈ pM(n)} is definable.

Proof. The claim is thatM ≈ pM(n) if and only if

n= 1 andM ≈ K3 →1, or
n= 2 and K3 →2, or
n≥ 3 and Kn+K2 ≺M, P4 ≤M, P5 �M, and D�M.

It is straightforward to check that each of these conditions must hold for the ap-
propriate p-martian, so we shall concentrate on demonstrating that they are sufficient
to characterize these graphs. SupposeM satisfies the conditions, and we may assume
n> 2.

Then Kn+K2 ≺M implies we may construct M by adding an additional vertex
x to Kn +K2 and possibly some new edges. Since P4 ≤ M, but P5 � M, we must
have that x is adjacent to each vertex of K2, and that x is adjacent to at least one
vertex a ∈ Kn and there exists b ∈ Kn such that x �∼ b. If x is adjacent to an additional
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vertex c ∈ Kn distinct from a, then the induced subgraph on vertices {c, b, a, x} is
isomorphic to D, a contradiction; thus, there are no additional edges and we see that
M ≈ pM(n). This finishes the proposition.

7. G + H

In this section we will prove the definability of the operation G+H where G and
H are arbitrary graphs. We start by showing the definability of a special family of
pointed sums.

Lemma 7.1. The relation
{

(A, K, G) : A connected and not a clique, K ≈ Kn, n> ω(A)+1, G ∈ A+pK
}

is definable.

Proof. Note that A is not complete and n > ω(A) + 1 implies that A and Kn are
incomparable, and so by Lemma 5.7, A+Kn is definable.

The claim is that (A, K, G) is in the relation if and only if

(1) A is connected and not a clique,
(2) K ≈ Kn for some n such that n> ω(A)+1,
(3) A+Kn ≺ G,
(4) G is connected,
(5) if Kn ≺ R≤ G, then R≈ Kn+N1 or R≈ Kn →1,
(6) M(n)� G and pM(n)� G.

The proof of necessity is straightforward and so we will establish sufficiency.
Suppose G satisfies the criteria. By (3), G may be constructed from A+Kn by

adding a new vertex p and perhaps some new edges incident with p. Note n≥ 3. Let
V be the induced subgraph on the vertices ofKn together with p. SinceG is connected,
the vertex p is connected to some vertex of this copy of Kn; thus, R≈ Kn →1. Again,
since G is connected there is at least one new edge p∼ a with a ∈ A. Suppose p∼ b
where b ∈ A and b �= a. If b ∼ a, then the induced subgraph on Kn ∪ {p, a, b} is
isomorphic to M(n), a contradiction. If b �∼ a, then we have a copy of pM(n) ≤ G,
another contradiction; therefore, p is adjacent to at most one vertex of A, and so we
conclude that G ∈ A+pKn.

Proposition 7.2. {(A, Γ) : A is connected and Γ≈ A+A} is definable.

Proof. If A is a clique, then the definability of A+A is guaranteed by Lemma 6.12.
We may suppose A is not a clique, and thus, |A|> 2. Let m= ω(A)+3.

Since A and Km are connected and incomparable, A+Km is definable by Lemma
5.7, and from Corollary 5.4, (A+Km)

∨

N1 is definable. Then by Lemma 7.1, we
have that A+pKm+1 is definable where, in a slight abuse of notation, A+pKm+1 will
refer to any of the graphs in the set represented by the pointed sum A+pKm+1. By
choice of m it is easy to see that (A+Km)

∨

N1 and A+pKm+1 must be incomparable;
therefore, by Lemma 5.7 the disjoint union (A+Km)

∨

N1+(A+pKm+1) is definable.
We claim that A+A+Km+1+Km is the unique graph Γ so that there exists E such

that
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(1) Γ≺ E ≺ (A+Km)
∨

N1+(A+pKm+1),
(2) Km →1� E and Km+1 is a maximal connected component of E,
(3) A and Km+1 are the only maximal connected components of Γ.

To see this, set G ≈ (A+Km)
∨

N1 +(A+p Km+1). By (1), there exist vertices
z and w such that Γ ≈ G− z−w. In the construction of A+pKm+1, a new vertex v
was added to the sum A+Km+1 and an edge connecting v to a vertex of Km+1. Let
a denote this vertex of Km+1. If a ∈ {z, w}, then Km+1 cannot appear as a maximal
connected component; a contradiction to (3). If v /∈ {z, w}, then Km →1 embeds in
every subcover of G, or Km+1 is not a maximal connected component; a contradiction
to (2). Without loss of generality, we may take v = z. If we let q denote the unique
vertex of N1 in the construction of (A+Km)

∨

N1 which is connected to every vertex
of A+Km, then (3) implies we must have q=w. ThenG−v−q≈A+A+Km+1+Km.

We will now see how to recover A+ A from A+ A+Km+1 +Km. This is the
purpose of the following claim which will complete the proposition.

Claim. Consider the following property for a graph H:

H+N2 ≤ A+A+Km+1+Km but H+N3 � A+A+Km+1+Km. (∗∗)

The graph A+A is the unique graph among those maximal under≤ for property (∗∗),
which have A as the only maximal connected component.

Proof. Let X be maximal for property (∗∗) and have A as the only maximal con-
nected component. We may write X ≈ A+X2+ · · ·+Xn where Xi are the connected
components of X . Since X +N2 ≤ A+ A+Km+1 +Km, it must be the case that
X2 + · · ·+ Xn +N2 ≤ A+Km+1 +Km. Let G2 + · · ·+Gn +U be an induced sub-
graph of A+Km+1+Km such that each Gi ≈ Xi and N2 ≈U , and X2+ · · ·+Xn+N2 ≈
G2+ · · ·+Gn+U ⊆ A+Km+1 +Km. The graph G2+ · · ·+Gn+U fixes a copy of
X2+ · · ·+Xn+N2 in A+Km+1+Km.

If U ⊆ Km+1+Km, then G2+ · · ·+Gn ⊆ A which implies n = 2 by maximality;
therefore, G2 ≈ A and so X ≈ A+A. We show this is the only possible case.

IfU ⊆A+Km+1 butU �A, thenG2+ · · ·+Gn ⊆ A+Km. Only a single connected
component Gi can be in an induced subgraph in Km, and so by maximality there is
a component, say G2, isomorphic to Km. This implies G3+ · · ·+Gn ⊆ A. But m =
ω(A)+ 3 implies that Km is a maximal connected component of X ; a contradiction.
The same argument forU ⊆ A+Km shows there exists some Gi ≈Km+1 which yields
another contradiction.

If N2 ⊆ A, then some Gi ⊆Km+1 and maximality again shows we must have some
Gi ≈ Km+1; a contradiction.

This finishes the proof of the claim and the proposition.

Lemma 7.3. {(A, B, Γ) : A, B connected, A< B, Γ≈ A+B} is definable.

Proof. If B is a clique, then so is A and we already have definability of their sum.
Assume B is not a clique and setm=ω(B)+3. Then any two graphs from A+pKm+1
and B+pKm are incomparable. By the same argument as in the previous lemma, we
have that the sum Γ ≈ A+B+Km+1+Km is definable. We can then recover A+B
from Γ in a similar way, as well.
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A+B is the unique graph H which has B as the only maximal connected com-
ponent and is maximal under ≤ for the property that H+N2 ≤ Γ and H+N3 � Γ.
To see this, let H ≈ H1+ · · ·+Hr be such a graph with connected components Hi.
We may take H1 ≈ B and consider B+H2+ · · ·+Hr+N2 ≤ A+B+Km+1+Km. Let
V +G2+ · · ·+Gn+U be an induced subgraph of A+B+Km+1+Km such that each
Gi ≈ Hi, N2 ≈U , and V ≈ B, and B+H2+ · · ·+Hn+N2 ≈V +G2+ · · ·+Gn+U ⊆
A+B+Km+1+Km.

If N2 ≈U � Km+1+Km, then by maximality some component Gi must intersect
Km+1 +Km. Again by maximality, we can conclude that Hi ≈ Km or Hi ≈ Km+1;
a contradiction. It must be that U ⊆ Km+1 +Km and intersects both cliques which
impliesG2+ · · ·+Gr ≤ A; thus, maximality implies r= 2 and so H2 ≈ A. Altogether,
this shows H ≈ A+B.

Using the last two results and Lemma 5.7, we have definability of the following
relation which captures when a graph is a disjoint sum of two connected graphs.

Proposition 7.4. {(A, B, Γ) : A, B are connected and Γ≈ A+B} is definable.

We should note a useful property of the join construction. If V is a disconnected
graph, then V

∨

N1 is connected and has a unique disconnected subcover; namely, if
U ≺V

∨

N1 is disconnected, thenU ≈V .

Lemma 7.5. The relation

{(U,V, Γ) : V disconnected,U a maximal connected component of Γ, Γ≈U+V}

is definable.

Proof. (U,V, Γ) is in the relation if and only if

(1) V is disconnected and V ≤ Γ,
(2) U is a maximal connected component of Γ,
(3) ifM is a maximal connected component of Γ, thenM ≈U orM ≤V ,
(4) Γ≺U+V

∨

N1,
(5) Γ is not isomorphic to the disjoint sum of two connected graphs.

Since necessity is straightforward to check, we only prove sufficiency.
Suppose Γ satisfies conditions (1)–(5). By condition (4), Γ ≈ Γ ′ where Γ ′ is an

induced subgraph ofU+V
∨

{v}, and there exists a vertex x ∈U+V
∨

{v} such that
U +V

∨

{v}− x = Γ ′. We will show Γ ′ is isomorphic to U +V by considering the
possible choices for the vertex x.

Suppose x= v. Then V
∨

{v}− x=V and so Γ ′ =U+V
∨

{v}− x=U+V .
If x ∈V , then V

∨

{v}− x is connected. This implies Γ ′ =U+V
∨

{v}− x is the
disjoint sum of two connected graphs, a contradiction to condition (5). Therefore,
x /∈V .

Suppose x ∈ U . Since V
∨

{v} is a connected subset of Γ ′, we must have that
V
∨

{v} ≤M for some maximal connected component of Γ ′ ≈ Γ. By condition (3),
we have V

∨

{v} ≤ M ≈ U or V
∨

{v} ≤ M ≤ V . Since |V
∨

{v}| > |V |, we must
have V

∨

{v} ≤ U . But Γ ′ = (U − x)+V
∨

{v} and condition (5) implies U − x is
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disconnected. Since |U − x| < |U |, condition (2) implies U ≤ V
∨

{v} which then
yieldsU ≈V

∨

{v}.
Since U − x is disconnected, then U − x ≈ V

∨

{v}− x ≈ V implies Γ ′ = (U −
x)+ (V

∨

{v})≈V +U .

Lemma 7.6.
{

(A, P, Γ) : P a path, P� A, and Γ≈ A+P
}

is definable.

Proof. If A is a path or is just connected, then we already have the definability of
A+P. If A is disconnected, then the definability of A+P follows from Lemma 7.5
since the condition P� A implies that P is a maximal connected component of A+P.

Proposition 7.7. {(A, B, Γ) : Γ≈ A+B} is definable.

Proof. Let P be a path such that P� A and P� B and |P|> 3. SetH = (A+P)
∨

N1+
(B+P)

∨

N1 which is definable from A and B using Lemma 7.6, Proposition 7.4, and
Corollary 5.4. The claim is that A+B+P+P is the unique graph G such that

(1) G≺ E ≺ H for some E,
(2) P is a maximal connected component of G,
(3) P+P≤ G,
(4) P

∨

N1 � G.

To see this, assumeG satisfies conditions (1)–(4). We can write H = A′∪B′∪P′∪
P′′ ∪{p, q} where A′ ≈ A, B′ ≈ B, P′ ≈ P′′ ≈ P, and A′∪P′ ∪{p} ≈ (A′+P′)

∨

N1
and B′ ∪P′′ ∪{q} ≈ (B′+P′′)

∨

N1. Then by (1), G = H−{u, v} for some vertices
u, v. If neither p nor q is in {u, v}, then P cannot be a maximal connected component
of G; a contradiction to condition (2). We may assume, without loss of generality,
q = v. Then G = (A′ +P′)

∨

N1 +B′+P′′ − u. If u ∈ B′ or u ∈ P′′ or u ∈ A′, then
we have P

∨

N1 � G which contradicts condition (4). If u ∈ P′, then P+P� G since
any copy of P in (A′+P′)

∨

N1−u will contain p and two consecutive vertices of P′

which induce a copy of K3; a contradiction of condition (3). It must be the case that
u= p, which implies

G= (A′+P′)
∨

N1+B′+P′′− p= A′+P′+B′+P′′ ≈ A+B+P+P.

We may then use Lemma 7.6 to capture A+B as the unique graph F such that
F+P+P≈ G.

8. Cardinality

In this section, we establish that the cardinality of graphs is a definable property.

Proposition 8.1. {(K, A) : K ≈ Kn and |A|= n} is definable.

Proof. It suffices to characterize when |A| ≥ n. The claim is that |A| ≥ n if and only if
A is a clique and Kn ≤ A, or A is not a clique, ω(A) = m, and for every graph P with
the following properties we must have Kn+1 ≤ P:

(1) A
∨

K1 ≤ P,
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(2) for every clique K and graph Q such that Km <Q≤ A and Q
∨

K ≤ P, there exist
Q′ such that Km ≤ Q′ ≺ Q and a clique K with K ≺ K such that Q′∨K ≤ P.

Assume first that A is not a clique and that |A| ≥ n. Assume P satisfies conditions
(1)–(3). By induction on k for 0≤ k≤ |A|−m, we argue that Q∨Kk+1 ≤ P for some
graphQ such that Km ≤Q≤ A with k= |A|−|Q|. We see that (1) yields the base case
k = 0 with Q = A. Condition (3) is applied at the inductive step for 1 ≤ k < |A|−m
to show Q′∨Kk+1 ≤ P for some Km ≤Q′. At the step k= |A|−m= |A|− |Q|, we see
that Km ≤ Q implies Km ≈Q which yields

P≥ Q∨Kk+1 ≈ Km∨K|A|−m+1 ≈ K|A|+1 ≥ Kn+1.

Now assume A is not a clique and |A| < n. Let Q1, . . . ,Qp be a full list, up to
isomorphism, of all graphs Q such that Km ≤ Q≤ A. Let ri = |A|− |Qi|. We see that
ω(Qi) = m. Set

P=
p

∑
i=1

Qi∨Kri+1.

Noteω(Qi∨Kri+1) =m+ri+1 andω(P) =max{ω(Qi∨Kri+1) : i≤ p}. The clique
size of P is determined by the component of maximum clique size which occurs when
ri is largest; that is, when |Qi| = |Km| ⇒ Qi ≈ Km. For simplicity, let this occur at
i= 1 and so we have

Q1∨Kr1+1 ≈ Km ∨K|A|−m+1 ≈ K|A|+1.

Thus, ω(P) = |A|+1≤ n⇒ Kn+1 � P. It remains to show that P satisfies (1) and (2).
Since A is not a clique, condition (1) is immediately seen to hold by construction.

For (2), suppose Km < Q≤ A and K is a clique such that Q∨K ≤ P. Since Q∨K is
connected, we must have Q∨K ≤ Qi∨Kri+1 for some i ∈ [p]. Let K ≈ Kl . Then

ω(Q)+ l = ω(Q∨K)≤ ω (Qi∨Kri+1) = m+ ri+1

implies l ≤ ri+1. We can assume Q∨K ⊆ Qi∨Kri+1.
Since Km < Q ≤ A, Q is not a clique, and so there exist U ⊆ Q and q0, q1 ∈ Q

such that Km ≈U and q0 �∼ q1. We may take, without loss of generality, q0 /∈U . We
must have {q0, q1} ⊆ Qi−Kri+1. So there exists j �= i such that Q j ≈ Qi− q0. Put
Q′ = Q− q0. Then Km ≤ Q′ and Q′ ∨Kl ⊆ (Qi− q0)∨Kri+1 ≈ Q j ∨Kri+1. Clearly,
we have Kr j+1 ≈ Kri+1∨K1. Set Kl ≺ Kl ∨K1 = K. To finish the proposition we see
that

Q′∨K ≈ Q′∨ (Kl ∨K1)≤ Q j ∨ (Kri+1∨K1)≈ Q j ∨Kr j+1.

We can use Proposition 8.1 to define the pairs (K, N) of cliques and trivial graphs
with the same cardinality. Since addition with trivial graphs is accomplished by
Corollary 4.5, addition with the cardinality of arbitrary graphs is given by the ternary
relation {(A, B,G) : |A|+ |B|= |G|}. As a consequence, we have the definability of
the n-step cover≺n defined as A≺n B if there exists a chain of covers A≺ F1 ≺ ·· · ≺
Fn ≈ B.

Lemma 8.2. {(A, B,C) : C ≈Cn and A≺n B} is definable.

Proof. The claim is that A≺n B precisely when A≤ B, andCn ≈C|B|−|A|.
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9. Individual Definability

Most of this section will be taken up with a proof of the following proposition.

Proposition 9.1. Every graph is definable (up to isomorphism) in 〈G,≤, P3〉.

As a corollary, we can now establish one of the principal results of this paper.

Theorem 9.2. Let 〈PG,≤〉 denote the ordered set of finite isomorphism types of
simple graphs ordered by substructure, and P3 the isomorphism type of the path on
3 vertices. Then every element of 〈PG,≤, P3〉 is first-order definable; consequently,
edge-complementation co is the only non-trivial automorphism of 〈PG,≤〉, and for
each finite isomorphism type G, the set {G,Gco} is definable without constants.

Proof. That every finite isomorphism type is definable is precisely the content of
Proposition 9.1 after factoring the equivalence relation determined by isomorphism
on the quasi-ordered set 〈G,≤, P3〉.

We now show co is the unique non-trivial automorphism of 〈PG,≤〉. Suppose
τ is an automorphism which fixes P3. By assumption, for every element G ∈ PG,
there is a formula ΨG(x, y) such that 〈PG,≤〉 � ΨG(H, P3) if and only if G =
H. Then 〈PG,≤〉 �ΨG(G, P3) implies 〈PG,≤〉 �ΨG(τ(G), τ(P3)), which implies
〈PG,≤〉�ΨG(τ(G), P3); therefore, τ(G) =G for everyG∈PG, and so we conclude
τ = id.

If τ �= id, then because {P3,K2+N1} is definable without constants, we must
have τ(P3) = K2+N1 = co(P3). Then co−1 ◦ τ fixes P3, and so by the above argu-
ment, co−1 ◦ τ = id, which implies τ = co.

For the last claim in the theorem, let Θ(x) be the formula which defines {P3,
K2 +N1} without constants. Then for each G ∈ PG, ∃yΨG(x, y)∧Θ(y) defines
{G,Gco} without constants.

The previous theorem has the interesting consequence that every finite graph iso-
morphic to its edge-complement is definable in the substructure relation without con-
stants. We now turn toward proving Proposition 9.1.







 














Figure 3: An o-presentation for P4(K3 →1, B).
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Definition 9.3. Let A, B∈G with B≈ A and |A|= n. Construct a finite graph denoted
by Pn(A, B) in the following way:

First, take the graph B+∑n
i=1Cn+2+i. Next, for each vertex k of B, add an edge

connecting k to some vertex of Cn+2+k. In the end only n new edges are added. The
resulting graph is called an o-presentation of A. The o-presentation Pn(A, B) should
look like the graph A with an edge leading out of each vertex to a circuit uniquely
determined by cardinality. Figure 3 shows P4(A, B) where A is the isomorphism type
of K3 →1 and B is the isomorphic copy over the positive integers labeled as shown.

Proposition 9.4. For a fixed A ∈ G, each o-presentation Pn(A, B) is definable.

Proof. The idea is to use specific information of B as a graph on the vertices [n] to
write down first-order properties which capture Pn(A, B). First we introduce a little
simplifying notation: for i, j ∈ [n], i �= j, let

B(i, j) =

{

Cn+2+i →1 +Cn+2+ j →1, if i �∼ j in B,

γ(n+2+ i, n+2+ j), if i∼ j in B.

The claim is that Γ≈ Pn(A, B) if and only if

(1) ∑n
i=1Cn+2+i ≺n Γ,

(2) ifCn+2+i ≺ R≤ Γ, then R≈Cn+2+i+N1 or R≈Cn+2+i →1,
(3) for each i, j ∈ [n], i �= j, B(i, j)≤ Γ,
(4) if ∑n

i=1Cn+2+i ≺ R≤ Γ, then there exists j ∈ [n] such thatCn+2+ j →1≤ R,
(5) for each i, j ∈ [n], i �= j, ifCn+2+i+Cn+2+ j ≺ R≤ Γ, thenCn+2+i+pCn+2+ j �≈ R,
(6) for i ∈ [n], if Cn+2+i ≺2 R ≤ Γ, then R ≈ Cn+2+i →2, or R ≈ Cn+2+i +K2, or

R≈Cn+2+i →1 +N1, or R≈Cn+2+i+N2.

It is easy to see that because the cardinality ofCn+2+i exceeds n and is connected
uniquely to vertex i of B, Pn(A, B) contains a unique copy of each Cn+2+i for i ∈ [n];
therefore, Pn(A, B) also contains a unique copy of ∑n

i=1Cn+2+i. By construction, each
Cn+2+i is connected to a unique vertex. These facts make it straightforward to check
that Pn(A, B) satisfies the stated conditions.

For sufficiency, assume Γ satisfies conditions (1)–(6). From (1), we can assume,
after passing to isomorphic induced subgraphs, that there exist vertices {v1, . . . , vn}
of Γ such that ∑n

i=1Cn+2+i = Γ− v1 − ·· · − vn. Suppose there exist k, j ∈ [n] such
that vk is adjacent to more than one vertex of Cn+2+ j. Then the induced subgraph
on the vertices Cn+2+ j ∪{vk} is not isomorphic to Cn+2+ j+N1 nor to Cn+2+ j →1; a
contradiction to (2). Each vertex vk is adjacent to at most one vertex of any Cn+2+i
for i= 1, . . . , n.

Suppose there exist {k, i, j} ⊆ [n], i �= j, such that the induced graph on the ver-
tices ofCn+2+ j ∪{vk} is isomorphic to Cn+2+ j →1, and the induced subgraph on the
vertices Cn+2+i ∪{vk} is isomorphic to Cn+2+i →1. Then the induced subgraph on
Cn+2+i∪Cn+2+ j∪{vk} is isomorphic toCn+2+i+pCn+2+ j; a contradiction to (5). We
see that if vk is adjacent to someCn+2+ j, then it cannot be adjacent to any other circuit
of ∑n

i=1Cn+2+i.
If for each k∈ [n], we consider the induced subgraph on the vertices of ∑n

i=1Cn+2+i
∪{vk}, then condition (4) implies vk is adjacent to someCn+2+ j. Altogether we have
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shown there is a function φ : [n] → [n] such that for each k ∈ [n], Cn+2+φ(k) is the
unique circuit of ∑n

i=1Cn+2+i adjacent to vk. Moreover, the induced subgraph on the
vertices yields a copy ofCn+2+φ(k) →1.

We show φ is bijective. Suppose φ(i) = φ( j) = k. Then the induced subgraph on
the vertices ofCn+2+k∪

{

vi, v j
}

is a graph which cannot be isomorphic to any of the
four types of graphs listed in condition (6), a contradiction; therefore, φ is injective
and so a bijection.

Condition (1) then implies there is a unique copy of each Cn+2+i. Since each
Cn+2+φ(k) is uniquely connected to a single vk, it is easy to see that B(φ(i), φ( j))≤ Γ
if and only if B(φ(i), φ( j)) is isomorphic to the induced subgraph on the vertices of
Cn+2+φ(i)∪Cn+2+φ( j)∪{vi, vk}. This implies vi ∼ v j if and only if B(φ(i), φ( j))≤ Γ.
Condition (3) then implies vi ∼ v j if and only if φ(i) ∼ φ( j) in B.

If F is the graph Γ induces on the vertices {v1, . . . , vn}, then what we have shown
is that the map vi �→ φ(i) for i = 1, . . . , n yields an isomorphism F ≈ B. Since
Cn+2+φ(i) is uniquely connected to vi by a single edge, the isomorphism φ extends
to an isomorphism Γ≈ Pn(A, B) in the natural way.

The next task is to find a way to “read off” the copy of A sitting inside an o-
presentation Pn(A, B). The first step is to return to the topic of paths and isolate
particular covers. When attaching a new vertex v to a path P, the choice of u ∈ P
for u ∼ v makes a difference. We will use the notation Pn →t

1 to denote the covers
of Pn which are formed by adding a single new edge u ∼ v where v is a new vertex
and u ∈ Pn such that u has degree two. Different choices of u lead to non-isomorphic
graphs, so the notation Pn →t

1 refers to the finite family of such graphs for a fixed n.

Lemma 9.5. {(P, Γ) : P≈ Pn and Γ ∈ Pn →t
1} is definable.

Proof. The claim is that Γ ∈ Pn →t
1 if and only if Pn ≺ Γ, K1,3 ≤ Γ, Pn+1 � Γ, and Γ

is acyclic.
If Γ satisfies the conditions, then Γ is formed from Pn by adding a new vertex v

and possibly new edges of the form u ∼ v for u ∈ Pn. If at least two new edges are
added, then a circuit must be formed, and so there is at most one new edge x∼ v with
x ∈ Pn. Since K1,3 ≤ Γ, there is exactly one new edge. Since Pn+1 � Γ, the degree of
x cannot be one. This establishes the lemma.

Lemma 9.6. {(C, Γ) : P≈ Pn and Γ≈ ∑n
i=1Pn+1+i} is definable.

Proof. The claim is that Γ ≈ ∑n
i=1Pn+1+i exactly when Γ ≺n ∑n

i=1Cn+2+i and Γ is
acyclic.

We now have all the ingredients to finish the proof of Proposition 9.1. From an
o-presentation Pn(A, B) we see that A+∑n

i=1Pn+1+i is the unique graph G such that

(A) G≺n Pn(A, B),
(B) for all k ∈ [n],Cn+2+k � G,
(C) for all k ∈ [n], G embeds no element of Pn+1+k →

t
1,

(D) for all k ∈ [n], each Pn+1+k is a connected component of G,
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This follows since conditions (A) and (B) imply G is obtained precisely by delet-
ing exactly one vertex from eachCn+2+i for i∈ [n]. Conditions (C) and (D) imply that
each of those vertices must have degree three. We can then recover A as the unique
graph H such that G≈ H+∑n

i=1Pn+1+i.

Remark 9.7. Using a particular P3 ∈G as a constant we have shown every finite graph
is definable up to isomorphism in 〈G,≤, P3〉. The same result could be achieved, but
perhaps with greater difficulty, if we had chosen another graphC as the constant, pro-
vided C is not self-complementary. To see this, notice from the proof of Proposition
2.2, that there is a formula β (x) in the language of ≤ such that 〈G,≤〉 � β (E) if and
only if E ≈ P3 or E ≈ K2 +N1. By what we have shown, for any G ∈ G there is
a formula φG(x, y) in the language of ≤ such that 〈G,≤〉 � φG(E, P3) if and only if
E ≈ G. It is not hard to see that the unary formula

(∃y)φG(x, y)∧φC(C, y)∧β (y)

uniquely defines G.

In the next proposition, we shall see how to capture the pair (A, P)where P is iso-
morphic to some o-presentation of A. The proof of Proposition 9.4 relied on the fact
that we had a fixed graph on hand, and so we could “encode” the edge relation of this
fixed graph with a certain packet of formulas. This means different graphs require dif-
ferent packages of formulas to define the edge relations in the o-presentations. Since
we have definable access to the cardinality of a graph, and can do arithmetic with
circuits, we shall be able to describe a uniform packet of formulas which “encode”
the edge relations satisfied by an o-presentation.

Proposition 9.8. We have the following:

(1) {(A, Pn(A, B)) : for some B≈ A with n= |A|} is definable.
(2) If B is a graph over the vertices [n] with B≈ A and B′ is a graph over the vertices

[m] with B′ ≈ A′, then Pn(A, B)≈ Pm(A′, B′) if and only if n= m and B= B′.

Proof. For part (1), the definable conditions are (1)–(6) in Proposition 9.4 together
with (A)–(D) from before Remark 9.7, except (3) is substituted with

(3’) for each i, j ∈ [n], i �= j, if Cn+2+i →1 + Cn+2+ j →1 � P, then γ(n+ 2+ i,
n+2+ j)≤ P.

Here, the previous fixed n is determined by the arbitrary |A|= n.
Any P which satisfies conditions (1)–(6) must be isomorphic to an o-presentation

Pn(E, F) for some F . Conditions (A)–(D) then allow us to see that E ≈ A. The details
are left to the reader.

We establish part (2). Clearly, n = m and B = B′ imply Pn(A, B) ≈ Pm(A′, B′).
Suppose Pn(A, B)≈ Pm(A′, B′). By using the definition of an o-presentation,Pn(A, B)
has n+∑n

i=1(n+2+ i) vertices. Since Pn(A, B) and Pm(A′, B′) have the same cardi-
nality, we must have

n2+3n+
n(n+1)

2
= m2+3m+

m(m+1)
2

,
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which implies n = m, and so B and B′ have the same vertices. Because Pn(A, B)
and Pm(A′, B′) must then have a unique copy of each Cn+2+i and therefore, a unique
copy of each Cn+2+i →1 for i ∈ [n], the isomorphism of o-presentations restricts to
the identity on B and B′.

10. Positive Definability

For a fixed signature, a first-order formula φ(x1, . . . , xn) is said to be open if it contains
no quantifiers. A formula is in prenex form if it looks like

Q1y1 · · ·Qmymψ(x1, . . . , xn),

where each Qi is a quantifier, some of the yi’s may refer to the variables x j, and
ψ(x1, . . . , xn) is a formula in which no quantifiers appear. A standard result guaran-
tees that every formula is logically equivalent to some formula in prenex form, which
provides a canonical description for choosing interesting species of formulas. For
example, we may define one such species by saying that a formula is universal if it
is logically equivalent to a prenex formula with only universal quantifiers. Once we
have a specified type of sentences, say type T , then we can consider classes of struc-
tures which are models of a set of type T sentences; for example, a universal class is
a class of structures which are the models of a set of universal sentences.

In the paper [8], Ježek and McKenzie introduce the following general situation.
Let K be a fixed T-class of structures over a finite signature where T denotes a fixed
type of axioms such as equations, quasi-equations, or universal sentences. Let LK
denote the collection of T-subclasses of K which usually forms a complete lattice
ordered by inclusion. We may investigate if any of the following conditions are met
by the lattice LK :

• the finitely generated T-subclasses are definable in the language of lattices, and
each such T-subclass is definable up to the automorphisms of LK ;

• the finitely axiomatizable T-subclasses are definable in the language of lattices,
and each such T-subclass is definable up to the automorphisms of LK ;

• the classes axiomatizable by a single T-axiom is a definable subset of LK ;
• the only automorphisms of LK are the “obvious” ones.

If all of the above conditions are met, we say that the T-theories of K have positive
definability. For earlier work on similar results, see [4–7] and [15] on definability
among general equational theories, and [12] for the open questions concerning semi-
groups.

For an example of an “obvious” automorphism, let P be a poset. Reversing the
direction of the ordering produces a new partial order over the same universe, denoted
by Pop, where

a<P b iff a>Pop b.

The map op : P → Pop can be seen to preserve the relation of embedding among
posets. This means op induces a non-trivial automorphism of the poset of finite iso-
morphism types ordered by substructure. Moreover, it is a non-trivial automorphism
when restricted to lattices and distributive lattices. One of the principal results gath-
ered from the series of papers on substructure ordering is the following:
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Theorem 10.1. ([8–11]) Let U denote either the class of posets, lattices, or distribu-
tive lattices. Let 〈PU ,≤〉 denote the poset of finite isomorphism types in the class U
ordered by substructure. There exists a single type c∈PU , such that every element of
〈PU ,≤, c〉 is first-order definable; moreover, op is the only non-trivial automorphism
of 〈PU ,≤〉.

If Sem denotes the poset of finite isomorphism types of meet-semilattices ordered
by substructure, then every type is first-order definable in the order relation of Sem;
in particular, Sem has no non-trivial automorphisms.

For a classK, S(K) will denote the class of structures isomorphic to substructures
of structures in K. The class PU(K) will consist of those structures isomorphic to
ultraproducts of structures from K. Universal classes can be characterized in the
following manner:

Theorem 10.2. ([1, Thm. 2.20]) For any class of structures over a fixed signature,
the following are equivalent:

(1) K is a universal class.
(2) K is closed under S and PU .
(3) K = SPU(K∗) for some class K∗.

For a universal class U , the universal classes contained in U may be ordered by
containment; moreover, the order is a complete lattice order with meet given by inter-
section and the join of subclassesK and V given asK∨V = SPU(K∪V) by Theorem
10.2.

For posets, meet-semilattices and distributive lattices the universal subclasses are
determined by their finite members, and so in a natural way the distributive lattice
of order ideals of the substructure poset is isomorphic to the lattice of universal sub-
classes; under the isomorphism, a particular type in the substructure poset corre-
sponds to the universal class generated by its principal order ideal. Since principal
order ideals are first-order definable in the distributive lattice of order ideals, defin-
able relations in the substructure ordering yield definable relations in the lattice of
universal subclasses. Positive definability can then be established by Theorem 10.1
and the following characterizationswhich admit first-order definitions in the language
of lattice theory:

• A universal subclass is finitely generated if and only if it is contained in a univer-
sal subclass generated by a single structure.

• A universal subclass is finitely axiomatizable if and only if up to isomorphism
there are only finitely many finite structures minimal under the substructure or-
dering among those structures omitted from the subclass.

It should be noted that the underlying order of the structures is immaterial. With
no change in the arguments [9, Thm. 8.1], these results can be extended to a general
finitely axiomatizable universal class U which is of finite signature, locally finite,
for each natural number N there are only finitely many N-generated structures up
to isomorphism, and any finite set of finite structures in U can be embedded into
some other finite structure of U . These conditions are often met in pure relational
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signatures such as digraphs, and in particular, simple graphs. This yields a broad
framework for attaining positive definability provided an analogue of Theorem 10.1
can be established; therefore, our Proposition 9.1 yields positive definability for the
universal theories of graphs where complementation affords the unique non-trivial
automorphism.

Theorem 10.3. The universal theories of simple graphs has positive definability. The
map induced by complementation is the unique non-trivial automorphism of the lat-
tice of universal subclasses.

The following answers in this setting a very general problem asked in [8]: for
which locally finite universal classes K is the set of non-finitely generated universal
subclasses the union of finitely many principal filters in LK? For a class of graphsH,
U(H) is the smallest universal class of graphs containing H.

Proposition 10.4. The set of non-finitely generated universal subclasses of sim-
ple graphs is equal to the union of the principal filters generated by the classes
U({Km : m< ω}) and U({Nm : m< ω}).

Proof. Since graphs are locally finite, and universal classes are generated under the
closure of ultraproducts and substructure [1, V. 2], a subclass is non-finitely gener-
ated if and only if it contains infinitely many non-isomorphic finite graphs, and so
finite graphs of arbitrarily large order. By Ramsey’s Theorem, a non-finitely gener-
ated class of graphs must contain complete or trivial graphs of arbitrarily large finite
order. Clearly, U({Km : m< ω}) and U({Nm : m< ω}) are themselves not finitely
generated.

The use of Ramsey’s theorem is no accident. Let K f in denote the class of finite
structures in K. It is not to difficult to see that for a class K of structures of finite
signature, we have U(K) f in ⊆ S(K) f in. With this, one can show that Proposition 10.4
is actually equivalent to the classic two-color Ramsey theorem.

11. Maps

We now turn to the task of encoding set functions which will be accomplished with
Proposition 11.5. This result will be needed in the next section, where we shall be
interested in graph homomorphisms. We start with some auxiliary constructions.

Definition 11.1. A panda is the graph P(n) constructed from Cn →1 by adding two
additional vertices x and y and only two new edges x ∼ u and y ∼ u where u is the
unique vertex of Cn →1 with degree one. A p-panda, denoted by pP(n), is formed
from P(n) by completing the triangle formed by the panda’s arms; that is, by adding
the edge x∼ y to P(n).

Lemma 11.2. {(C, F) : C ≈Cn and F ≈ P(n)} is definable.

Proof. The claim is that F ≈ P(n) if and only if

n= 3 and F ≈M(3), or
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Figure 4: A panda and p-panda.

n > 3 and Cn+N2 ≺ F , F is connected, and if Cn ≺ R ≤ F, then R ≈Cn →1 or
R≈Cn+N1.

Suppose F satisfies the criteria and F �≈M(3). We may construct F fromCn+N2
by adding a new vertex v and some additional edges connecting v to Cn+N2. Let N2
be composed of the vertices a and b. Since F is connected, we must have edges v∼ a
and v ∼ b, and at least one edge v ∼ x where x ∈Cn. Since the induced subgraph on
the vertices of Cn∪{v} is connected, we must have exactly one edge connecting v to
Cn.

Since necessity is immediate, the proposition is established.

Lemma 11.3. {(C, F) : C ≈Cm and F ≈ pP(m)} is definable.

Proof. The criteria is that F ≈ pP(m) if and only ifCm+K2 ≺ F , and if

m= 3, then F ≈ pM(3), or if
m > 3, F is connected, K3 ≤ F , and if Cm ≺ R ≤ F , then R ≈ Cm →1 or R ≈
Cm+N1.

We only establish sufficiency.
Suppose F satisfies the conditions. Let F be constructed fromCm+K2 by adding

a new vertex v and possibly new edges incident with v. Let a and b be the two vertices
of K2. We may assume m> 3.

Letm> 3. Since F is connected, we have at least one edge v∼ x for x∈Cm. Then
we must have exactly one edge since the induced subgraph onCm∪{v} is connected.
Since K3 ≤ F, we must have edges v∼ a and v∼ b.

Figure 5: The Bull.

We describe a cover of P4 formed by adding a new vertex to P4 and exactly two
new edges connecting the new vertex to the two vertices of P4 which have degree 2.
This graph is the Bull, and in light of Proposition 9.4 it is definable.

Here is how to encode a function f : [n]→ [m]. Define the graph σ(n, f , m) over
the vertex set

n

∑
i=1

C3+i+
m

∑
i=1

K3+i+Nn,
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with the following edge relations: let {v1, . . . , vn} be the vertices of Nn; choose ver-
tices xi ∈C3+i and u j ∈ K3+ j for i = 1, . . . , n and j = 1, . . . , m; take all the edges of
∑n
i=1C3+i+∑m

i=1K3+i together with edges xi ∼ vi for i= 1, . . . , n, and edges vi ∼ u f (i)
for i= 1, . . . , n; these are the only edges.

Notice the choices of ui and xi are immaterial. Below is σ(n, f , m) for f (1) =
f (2) = 1, f (3) = 2.















Figure 6: σ(3, f , 2).

Remark 11.4. It may be possible to replace the conditions listed in the next propo-
sition by a more elegant set, but the advantage is that the proof of sufficiency is
straightforward to verify.

Proposition 11.5. We have the following:

(1) σ(n, f , m)≈ σ(n′, f ′,m′) if and only if n= n′, m= m′ and f = f ′.
(2) {(Cn, Km, F) : n,m> 0, F ≈ σ(n, f , m) for some f : [n]→ [m]} is a definable re-

lation.

Proof. We tackle statement (1). Observe that σ(n, f , m) contains a unique copy of
∑n
i=1C3+i and of ∑m

i=1K3+i. This implies we must have n= n′ and m= m′. For each
i ∈ [n], C3+i appears in exactly one pointed sum K3+ f (i)+pC3+i in σ(n, f , m), and
thus, also in σ(n′, f ′,m′). This implies f (i) = f ′(i) for each i ∈ [n], and so, f = f ′.

For the second statement, the claim is that F ≈ σ(n, f , m) for some f : [n]→ [m]
if and only if

(1) ∑n
i=1C3+i + ∑m

i=1K3+i ≺n F .
(2) For i ∈ [n],C3+i is not a connected component of F .
(3) For i ∈ [n], ifC3+i ≺ R≤ F , then R≈C3+i →1 or R≈C3+i+N1.
(4) For i, j ∈ [n], i �= j, ifC3+i+C3+ j ≺ R≤ F , then R �≈C3+i+pC3+ j.
(5) For each i ∈ [n],C3+i →2≤ F .
(6) For each i, j ∈ [n], i �= j, γ(3+ i, 3+ j)� F .
(7) For j ∈ [m], if K3+ j ≺ R≤ F , then R≈ K3+ j →1 or R≈ K3+i+N1.
(8) For i ∈ [n], P(i)� F and pP(i)� F .
(9) Bull� F .
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Suppose F satisfies the conditions. Condition (1) implies we can construct F
by adding the vertices {v1, . . . , vn} to ∑n

i=1C3+i+∑m
i=1K3+i and possibly some new

edges incident with the vertices {v1, . . . , vn}. Condition (2) implies eachC3+i is adja-
cent to at least one vertex of {v1, . . . , vn}. Condition (3) implies that ifC3+i is adjacent
to some vk, then there is a unique vertex xi ∈ C3+i such that xi ∼ vk. Condition (4)
implies no two distinctC3+i andC3+ j are adjacent to the same vertex of {v1, . . . , vn},
and therefore, no C3+i can be adjacent to more than one vertex of {v1, . . . , vn}. We
may reorder the vertices of {v1, . . . , vn} so that for each i ∈ [n], vi is the unique vertex
adjacent to C3+i by a unique edge. Condition (6) implies vi �∼ v j for i �= j.

Condition (5) implies each vi is adjacent to a vertex of some K3+ j, and condition
(8) implies it is not connected to any other vertex of K3+ j, nor to any vertex of K3+r
for r �= j. For each i∈ [n], let f (i) = j where K3+ j is adjacent to vi. Let u f (i) ∈K3+ f (i)
such that vi ∼ u f (i). Condition (9) asserts that whenever f (i) = f ( j) for i �= j, then
u f (i) = u f ( j); that is, a unique vertex is chosen in K3+ f (i) so that whenever vk is
connected to the clique K3+ f (i), it is connected by that vertex. The map f : [n]→ [m]
is the function we are after, and altogether we have shown F ≈ σ(n, f , m).

12. Second-Order Definablity

We define a small category CG. The objects ObjCG are the graphs of G and the mor-
phisms MorCG are just the graph homomorphisms between graphs in G. In order
to discuss definable relations in the category, we need an appropriate first-order lan-
guage. Formally, we can treat the category as a 2-sorted first-order structure, with
one sort for objects and another sort for morphisms, together with a ternary rela-
tion over the sort of morphisms which reflects composition, and two unary func-
tions dom, codom: MorCG → ObjCG which map morphisms to their domains and
codomains. The category structure is then described by the standard category axioms
in this 2-sorted first-order language.

Perhaps, it is more natural to treat the category less formally by taking as ba-
sic relations membership as an object X ∈ ObjCG, membership as a morphism f ∈
CG(X , Y ) and composition as a binary map ◦ : CG(X , Y )×CG(Y, Z) → CG(A,C).
Since the basic relation f ∈ CG(A, B) explicitly references the domain and codomain,
a morphism can also be written as a triple F = (A, f , B) where f : [n]→ [m] is a par-
ticular set map with n = |A| and m = |B|. The first-order language of the category
has existential and universal quantifiers ranging over objects, quantifiers ranging over
morphisms in CG(X , Y ), and is built up from composition using conjunction, disjunc-
tion, negation, and equality.

We enrich the small category by adding four new constants to the language and
denote the resulting structure by CG ′. We add the constantsK2, P3, and the two maps
in CG(N1,K2) = {t, b}. Notice that N1 is a terminal object in CG ′, and so is definable.
We will show in Theorem 12.3 that when restricted to the objects G of the category,
CG′ is equivalent to 〈G,≤, P3〉 in expressive power. The first step is to show that the
isomorphic substructure relation is definable in CG ′.

A morphism f ∈ CG(A, B) is said to be a monomorphism if and only if for all
X ∈ObjCG and for all g, h∈ CG(X , A), f g= f h↔ g= h. We say f ∈ CG(A, B) is an
epimorphism if and only if for all Y ∈ObjCG and for all g, h ∈ CG(B, Y ), g f = h f ↔



Definability in the Substructure Ordering of Simple Graphs 171
Definability in the Substructure Ordering of Simple Graphs 33

g = h. The property of being a monomorphism or an epimorphism is by definition
first-order definable in the language of the category. In general categories, we do
not formally have access to the “inner” structure of the objects and don’t expect to
definably capture the property of injectivity or surjectivity; likewise, the property that
f ∈ CG(A, B) is an embedding refers to the relational structure of A and B which is
not included in the 2-sorted language of the category. In the case of graphs, injectivity
happens to be equivalent to being a monomorphism and surjectivity is equivalent to
being an epimorphism; thus, definable properties.

We can use the first-order structure of the category and the constants to definably
manipulate the edge relations of object in the category. For any graph A and vertices
u, v∈A, we see that u∼ v in A if and only if where x, y∈CG(N1, A) such that x(0)= u
and y(0) = v, then there exists h ∈ CG(K2, A) such that ht= x and hb= y.

Figure 7: Reading the edge relation.

Now that we have a way to definably refer to the edge relation in objects, we
can capture embeddings. We see f ∈ CG(A, B) is an embedding if and only if f is a
monomorphism and whenever there exist x, y ∈ CG(N1, A) and q ∈ CG(K2, B) such
that gt= f x and gb= f y, then there exists h∈CG(K2, A) such that x= ht and y= hb.
This means that the substructure relation of 〈G,≤, P3〉 is first-order definable in CG ′.

Figure 8: Capturing embeddings.

The next step is to define in 〈G,≤, P3〉 the basic relations of the category: X ∈
ObjCG, f ∈ CG(X , Y ) and composition of morphisms. Recall, for any graph A, the
o-presentation Pn(A, B) contained an isomorphic copy B ≈ A on [n] in such a way
that the edge relation of B could be “read off” by i ∼ j in B if and only if γ(n+ 2+
i, n+2+ j)≤ Pn(A, B). In this way, for any A ∈ G, any graph isomorphic to Pn(A, A)
allows us to definably encode the edge relation of A in the structure 〈G,≤, P3〉.

Suppose we have graphs Gi = 〈[mi], ri〉 in the category and a morphism F =
(G1, f , G2) such that f : [m1]→ [m2]. We encodeGi as any graph isomorphic to Pi =
Pmi(Gi, Gi) and encode F as any triple isomorphic toM(F) = (P1, σ(m1, f , m2), P2).
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In the next result, we see how to read off the values of a function f with statement
(1), and how to capture that f is a homomorphism with statement (2).

Lemma 12.1. We have the following:

(1) If (U,V,W )≈M(F) for F =(G1, f , G2), then F (and f ) are uniquely determined
and for all i ∈ [m1] and j ∈ [m2], we have that f (i) = j if and only if K3+ j +p
C3+i ≤V.

(2) (U,V,W ) ≈M(F) for some F = (G1, f , G2) ∈ CG(G1,G2) if and only if where
mi = |Gi|, we have U ≈ Pm1(G1, G1), W ≈ Pm2(G2,G2), and V ≈ σ(m1, f , m2)
for some f : [m1]→ [m2]; and whenever we have 1≤ i, i ′ ≤m1 and 1≤ j, j ′ ≤m2,
j �= j ′, and K3+ j+pC3+i ≤ V and K3+ j ′ +pC3+i ′ ≤ V, then γ(m1+ 2+ i,m1+
2+ i ′)≤U implies γ(m2+2+ j,m2+2+ j ′)≤W.

Proof. For part (1), the first part of Proposition 11.5 and the second part of Propo-
sition 9.8 guarantee that (U,V,W ) ≈ M(F) if and only if U ≈ Pm1(G1,G1), W ≈
Pm2(G2,G2), andV ≈ σ(m1, f , m2). That f (i) = j precisely when K3+ j+pC3+i ≤V
is explicit by construction.

For part (2), recall in the proof of Proposition 9.4 that γ(m1+2+ i,m1+2+ i ′)≤
Pm1(B1, B1) if and only if i∼ i ′ in B1.

We now account for the composition of morphisms.

Lemma 12.2. Let F = (G1, f , G2) and H = (G2, h,G3) with |Gi|=mi for i= 1, 2, 3.
Let M(F)≈ (P1, σ1, P2) andM(H)≈ (P2, σ2, P3). Then M(HF)≈ (P1, σ3, P3) if and
only if σ3 ≈ σ(m1, p,m3) for some p such that: for all i ∈ [m1], j ∈ [m2], k ∈ [m3],
we have that K3+ j+pC3+i ≤ σ1 and K3+k+pC3+ j ≤ σ2 imply K3+k+pC3+i ≤ σ3.

Let R be an isomorphism invariant N-ary relation over G. We have already seen
that if R is definable in 〈G,≤, P3〉, then it is definable in CG ′ by defining the iso-
morphic substructure relation. Suppose R is definable in CG ′; that is, there exists a
formulaΦ(x1, . . . , xN) in the language of CG ′ such that

R=
{

(A1, . . . , AN) ∈ GN : CG′
�Φ(A1, . . . , AN)

}

.

We need a formulaΨ(x1, . . . , xN) in the language of 〈G,≤, P3〉 such that

R=
{

(G1, . . . , GN) ∈ GN : 〈G,≤, P3〉 �Ψ(G1, . . . ,GN)
}

.

The strategy is to define, by induction on the complexity of Φ(x1, . . . , xN), a formula
Φ̂(x1, . . . , xN) so that whenever Ai ≈ Bi with Ai ∈ G, and |Ai|= ki for i= 1, . . . , N we
have

CG′
�Φ(B1, . . . , BN) iff 〈G,≤, P3〉 � Φ̂(Pk1(A1, B1), . . . , PkN (AN , BN)).

Since R is isomorphism invariant, we can then take Ψ(x1, . . . , xN) to be

(∃u1, . . . , uN)
(

Φ̂(u1, . . . , uN)∧ (“there exist vi such that ki = |xi| and

ui ≈ Pki(xi, vi) for i= 1, . . . , N”)
)

.

We have kept the notation and terminology of o-presentations and map encodings
in strict faith with [9]. This guarantees our analogue of ([9, Theorem 3.8]) for graphs
below goes through with the exact same translation scheme.
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Theorem 12.3. Let R be an isomorphism invariant relation over G. Then R is first-
order definable over 〈G,≤, P3〉 if and only if it is first-order definable in the language
of CG′.

The first-order language of CG ′ is strong enough to capture second-order proper-
ties when restricted to G. To see this, we definably build inside the category a set of
isomorphic copies of the graphs in G so that definable relations in the language CG ′

can take the place of second-order concepts applied to the copies.
Using the bijection G � u↔ x ∈ CG(N1,G) such that x(0) = u, we see that given

any G ∈ G, we can construct an isomorphic graph

Ĝ= 〈CG(N1,G), r̂ ⊆ CG(N1, G)×CG(N1,G)〉 ≈ G, (12.1)

where both the set of vertices and the edge relation r̂ have first-order definitions in
the language of the small category CG ′ . It is not difficult to see that the set of such
graphs

{

Ĝ : G ∈ G
}

is definable.
Following the procedure outlined in [9, Sec. 3.1], we can use the first-order lan-

guage of the category applied to the structures in
{

Ĝ : G ∈ G
}

to parametrize arbitrary
subsets of finitary cartesian products. To see this, take Ĝ1, . . . , Ĝm and R̂ a subset of
the cartesian product of their universes; that is, R̂⊆ CG(N1,G1)×·· ·×CG(N1,Gm).
By the bijection in the previous paragraph there is a corresponding relation R ⊆
G1 × ·· · ×Gm. If |R| = k, we shall use the maps in CG(N1, Nk) to parametrize k-
element subsets of the product in the same way as the maps of CG(N1, A) parametrize
the elements of A. If πi : G1 × ·· · ×Gm → Gi denotes the i-th projection of the
cartesian product as sets, then for any fixed bijection p : [k] → R there is a fixed
sequence of morphisms pi ∈ CG(Nk,Gi) given by pi = πi ◦ p. This follows since
any set map α : [k] → G corresponds exactly to a morphism of the trivial graph
Nk into G. An arbitrary tuple in R is then specified by (p1(s), . . . , pm(s)) where
s ∈ [k]. With this choice of (p1, . . . , pm), we have the description R̂= {(q1, . . . , qm) ∈
CG(N1, G1)×·· ·×CG(N1, Gm) : qi = pi ◦ q for some q ∈ CG(N1, Nk)}.

In this way, the first-order language of CG ′ restricted to the structures
{

Ĝ : G ∈ G
}

is equivalent to a second-order language which has variables ranging over the ele-
ments of Ĝ, variables for the morphisms between objects, and can express the edge
relation in objects, application of morphisms to elements, composition of morphisms,
and equality of elements and morphisms, and the apparatus to quantify over arbitrary
subsets of finite products. Altogether, using the isomorphism in Equation (12.1), we
see that the first-order language of CG ′ when restricted to the objects of the category
is equivalent in expressive power to a full second-order language of simple graphs
over the same set of objects. Theorem 12.3 then yields the following:

Theorem 12.4. For every sentence φ in the second-order language of simple graphs,
there is a formula Φ(x, y) in the first-order language of the quasi-ordered set 〈G,≤〉
such that a graph A in G models φ if and only if 〈G,≤〉 � Φ(A, P3).

It then follows that for graphs, the class of finite models of a second-order sen-
tence is closed under edge-complementation if and only if the set of isomorphic
copies in G are definable without constants in the substructure relation ≤.



174 A. Wires
36 A. Wires

Example 12.5. Perfect graphs are definable. According to [2], finite perfect graphs
omit cycles of odd length greater than 3 and their complements. By the comments
after Proposition 8.1, we can definably accomplish addition with the cardinality of
cycles; therefore, it is easy to see that the set of odd cycles of length greater than 3
are definable. Then the set of finite perfect graphs is definable without constants.

Let 〈N>0,+,×〉 denote the structure over the set of positive integers such that the
operations of addition and multiplication have their usual meaning. Clearly, Propo-
sition 8.1 and the previous result allow us to define the ternary relations of addition
and multiplication over the set of cliques, and so establish a first-order interpretation
of 〈N>0,+,×〉 into 〈PG,≤, P3/≈〉. According to [18, Theorems 7 and 10], we have
the following.

Corollary 12.6. The elementary theory of 〈PG,≤〉 is undecidable and not finitely
axiomatizable.

Example 12.7. Comparability graphs are definable. Using Theorem 12.4 it suffices to
find a second-order axiomatization, and since in second-order logic we can quantify
over relations, we can directly use the definition: a simple graph G = 〈V, E〉 is a
comparability graph if and only if there exists R such that 〈V, R〉 is an ordered set and
for u �= v, (u, v) ∈ E iff (u, v) ∈ R.

Example 12.8. By Theorem 12.4, planar graphs are definable. To see this we will
use the characterization of finite planar graphs in [16]. For a graph G = 〈V, E〉, the
incidence poset is the height two ordered set P(G) = 〈V ∪E,≤〉 where the only non-
trivial relations are of the form u ≤ (v, w) provided u = v or u = w. For a poset
P= 〈A,≤〉, a linear extension of P is a linear order L= 〈A,≤1〉 such that≤⊆≤1. The
order dimension of P is the smallest integer t such that ≤ is equal to the intersection
of t linear extensions. The main result in [16] states that a finite graph is planar if and
only if the order dimension of its incidence poset is at most 3.

Since the elements of the incidence poset P(G) is comprised of two distinct types,
vertices and edges, we will model linear extensions of P(G) by certain binary, ternary
and 4-ary relations which taken together essentially partitions the order relation of a
linear extension by how it relates vertices and edges together. For a finite graph
G = 〈V, E〉, the incidence relation IG ⊆ V 3 is defined as (u, v, w) ∈ IG if and only
if u = v or u = w, and (v, w) ∈ E . An extension of IG is a sequence of relations
L= (L1, L2, L3, L4) with L1 ⊆V 2, L2, L3 ⊆V 3, and L4 ⊆V 4 such that IG ⊆ L2 and

• (u, v, w) ∈ L2 implies u= v or u= w, and (v, w) ∈ E,
• (u, v, w) ∈ L3 implies u= w or v= w, and (u, v) ∈ E,
• (u, v, w, z) ∈ L4 implies (u, v) ∈ E and (w, z) ∈ E.

It is easy then to write sentences to say L = (L1, L2, L3, L4) partitions a linear order
over V ∪E which respects the distinction between vertices and edges in the defini-
tion of an extension of IG. For example, a part of transitivity would include, for all
u, v, w, x, z, (u, v, w) ∈ L2 and (v, w, x, z) ∈ L4 implies (u, x, z) ∈ L2.

A simple graph G = 〈V, E〉 is planar if and only if there exist relations IG and
L = (L1, L2, L3, L4), L′ = (L′1, L

′
2, L

′
3, L

′
4), and L′′ = (L′′1 , L

′′
2 , L

′′
3 , L

′′
4) not necessarily

distinct such that
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(1) IG is the incidence relation of G, and
(2) L, L′ and L′′ are extension of IG which partition a linear order, and
(3) IG = L1∩L′2∩L′′3 .

13. Concluding Remarks

In a review of substructure definability for ordered structures ([8–11]), and in ex-
tending these results to unordered structures of graphs, similarities in the general
arguments abound, but in each case there is enough distinction for the development
to start over. Having established strong definability results for these classes, can we
abstract the combinatorial or model properties which may guarantee similar substruc-
ture definability in general universal classes?

In general, positive definability does not imply that the expressive power of the
substructure relation captures second-order properties. For a simple example, we can
consider the class of cliques K. If PK denotes the set of finite isomorphism types,
then 〈PK,≤〉 ≈ 〈N ≤〉, and it is easy to see that a subset of 〈N ≤〉 is definable
precisely when it is finite or co-finite. But the cliques of even order are the finite
models of a single second-order sentence.

For posets ([9]) and simple graphs ([9, Cor. 12.4]), the expressive power of first-
order definability in the substructure relation is equivalent to modeling full second-
order sentences when restricted to the finite members. We may consider a more
restrictive language. For example, what fragment of the first-order language in the
substructure relation corresponds to strictly first-order properties of finite graphs?

For tournaments, there is an obvious automorphism rev of the substructure order-
ing which comes from reversing the orientation of the edges. The counterexamples
to the Reconstruction Conjecture for tournaments, and thus digraphs, discovered by
Stockmeyer ([17]) appear in two infinite families (Bi,Ci) and (Di, Ei). Interestingly,
rev(Bi) = Bi, rev(Ci) =Ci, and rev(Di) = Ei. This is precisely what one must have if
it is the case that the sets {Bi,Ci} and {Di, Ei} are definable without constants. This
prompts the following two questions.

Question 13.1. After adding a constant, is every finite isomorphism type of tourna-
ments first-order definable in the poset of finite isomorphism types ordered by sub-
structure, where rev is the only non-trivial automorphism? Do the universal theories
of tournaments have positive definability?

Question 13.2. Is each pair of Stockmeyer’s counterexamples {Bi,Ci} and {Di, Ei}
definable in the poset of finite isomorphism types ordered by substructure without
adding a constant to the language?

We may depart from substructures, and instead define A � B if and only if A is
a graph minor of B. In a natural way, form the poset 〈PG,�〉 of finite isomorphism
types ordered by graph minor. What is the scope of definability in this partially
ordered set? Does graph minor capture full second-order properties in the finite?

Acknowledgment. The author expresses his sincere gratitude to Ralph McKenzie for his sug-
gestion of the first-order conditions in Proposition 5.3. This provided for a rather simple way to
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capture connected graphs, and greatly simplified the development of the remaining construc-
tions.
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6. Ježek, J.: The lattice of equational theories. Part III: definability and automorphisms.
Czech Math. J. 3, 129–164 (1982)
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