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1. Introduction

Let G be a simple, connected and undirected graph of order n with vertex set
V(G) and edge set E(G). For a graph G, a vertex subset S is independent if
the induced subgraph G[S] has no edges. The maximum size of an independent
set in G is called the independence number of G and denoted by «(G). For
the vertex set {v1,v2,...,v,} of G, the adjacency matriz A(G) = (a;;) of G is
defined as the n x n matrix whose ij-entry is 1 if v; and v; are adjacent or 0
otherwise. Since A(G) is a real symmetric matrix, all its eigenvalues are real.
The largest eigenvalue of A(G) is called the spectral radius of G and denoted
by p(G). By Perron-Frobenius Theorem, p(G) is simple and positive.

Many studies about the relation between the spectral radius and the
independence number have been done. In particular, it is important to find
a bound of the spectral radius of graphs satisfying certain conditions and to
classify the corresponding extremal graphs. In [3], Das and Mohanty gave an
upper bound for the spectral radius of bi-block graphs with given independence
numbers, where a block of a graph is a maximal connected subgraph having
no cut-vertex and a bi-block graph is a connected graph each of whose blocks
is a complete bipartite graph. Lou and Guo [9] extended the result of [3] and
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proved that among all bipartite graphs with given independence number «,
the maximum spectral radius is uniquely attained by the complete bipartite
graph Ko n—a-

On the other hand, determining the graphs with the minimum spectral
radius among connected graphs with given independence number is considered
to be a tough problem. ([13, §4.4]). A graph with minimum spectral radius
among a given class of graphs is called a minimizer graph. Let G,, o be the set
of simple connected graphs of order n with independence number «. In [14], Xu,
Hong, Shu and Zhai determined the minimizer graphs with the independence
number a = 1,2,[5], [§]4+1,n—3,n—2,n — 1. Du and Shi in [4] determined
the minimizer graph for a = 3,4 and n = ka for some integer k£ and Jin and
Zhang in [8] extended this results for all & and n = ka. In [9], Lou and Guo
proved that the minimizer graph in G, o, must be a tree if o > [§]. They also
determined the extremal graphs when o« = n — 4. Later, Hu, Huang and Lou
[7] gave a construction of the minimizer graphs for o > [%].

In this paper, we determine the minimizer graph when oo = [§] — 1. To
state our main theorem, we fix notations. Let C, be the cycle of length n
and let P, be the path of length n. Let B(m,p,q) be the graph obtained by
attaching C,,, and C, at each end vertex of the path P,. (See Fig. 2) The main
theorem of this paper is the following.

Theorem 1.1. Let G be the minimizer graph in Gn,[%kl where n > 7 and let
k=1[%1]. Then

Ch, if n is odd
G =~ Bk+1,k—1,k+1), ifn=0 (mod 6)
— ) B(k,k, k), if n =2 (mod 6)

B(k—1,k+1,k—1), ifn=4 (mod 6)

Remark 1.2. For completeness, we state results for n < 6, which can be
checked easily. The complete graph K3 and K4 are the only graph in G3; and
Gu,1, respectively. The minimizer graph in Gs o is C5 and in Gg 2 is B(3, 1, 3).

This paper is organized as follows. In Sect. 2, we review necessary results.
In Sect. 3, we study the spectral radius of bicyclic graphs. In Sect. 4, we prove
Theorem 1.1. For undefined terms or notations of graph theory, see West [15].
For basic properties of spectral graph theory, see Brouwer and Haemers [1] or
Godsil and Royle [5].

2. Preliminaries
In this section, we introduce relevant tools and results.

Lemma 2.1 (Perron-Frobenius theorem). Let G be a connected graph and A be
the adjacency matriz of G. Then we have the following.

1. The spectral radius p(G) of G is a positive simple eigenvalue of A
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Ficure 1. D,

2. There is a unique positive unit eigenvector of A corresponding to p(QG).
This vector is called the Perron vector of G.

3. If there exists a nonzero vector y with y > 0 and a number o such that
Ay < oy and Ay # oy, then y > 0 and p(G) < o.

Lemma 2.2 ([2, Interlacing Theorem|). Let G be a graph with n vertices and
eigenvalues A\ > Ao > -+ > X\, and let H be an induced subgraph of G with
m vertices and eigenvalues g > g > -+ > . Then for 1 <i <m,

Ai 2 [l 2 An—mti-
In other words, the eigenvalues of H interlace the eigenvalues of G.

Lemma 2.3. ([2, Theorem 1.3.10]) Let G be a connected graph. Then deleting
an edge of G strictly decreases its spectral radius.

By Lemma 2.3, the characterization of the graph having maximal spectral
radius in G,, o is immediate. The join of graphs G and H, written as GV H,
is the graph union of G and H together with all the edges joining each vertex
of G to each vertex of H.

Theorem 2.4 ([9]). Let G € Gy, . Then p(G) < p(Kp—o V oK) with equality
if and only if G =2 K,,_o V aK;.

We introduce operations on graphs which decreases the spectral radius.
An internal path of a graph is a sequence of vertices uq,us, -+ ,ug such that
all u; are distinct (except possibly u; = ug), the degree d(u;) satisfy

d(ul) >3, d(UQ) == d(uk_l) =2, d(uk) > 3,

and u; is adjacent to w;4q1 for ¢ = 1,2,--- ,k — 1. Note that two adjacent
vertices with degree at least 3 form an internal path.

Lemma 2.5 ([6, Proposition 2.4]). Let G be a graph not isomorphic to the
graph D,, depicted in Fig. 1. Then the spectral radius strictly decreases after
inserting a vertex of degree 2 to an internal path of G (i.e. after deleting an
edge uv in an internal path and adding a new vertex w and two new edges uw
and wv).

Thus, by Lemmas 2.2 and 2.5, removing a vertex outside of an internal
path and reinserting it into the internal path strictly decreases the spectral
radius while the number of vertices remains unchanged. We will repeatedly
use this operation.
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For the Perron vector x of a graph G, we denote by x, the component
of = corresponding to a vertex u € V(G). A cut edge is a single edge whose
removal disconnects the graph.

Lemma 2.6 ([16, Theorem 1]). Let G be a connected graph with the Perron
vector x. Let u,v be two vertices of G. Suppose that uj,uz, ..., us(l1 < s <
d(u)) are some vertices of Ng(u)\Ng(v). Let G* be the graph obtained from G
by deleting the edges (u,u;) and adding the edges (v,u;)(1 <1 < s). If x,, < @y,
then p(G) < p(G*).

Lemma 2.7 ([7, Lemma 3.5]). Let G be a connected graph with the Perron
vector x. Suppose that vwy is a cut edge of G, Ng(v) = {wy,wa, ..., we}(t > 3)
and 2, = Miny,e N, (v) Tw- Let G’ be a graph obtained from G by replacing v
with two new wvertices v',v" and adding new edges v'wy,v'ws, ..., v'w, and
Vw1, v"ws 1, V" Wsp9, ..., 0wy for some 2 < s <t —1. Then p(G') < p(G),
with equality if and only if t =3 and Ty, = Tw, = Tws-

3. Spectral Radius of Bicyclic Graphs

A connected graph G is called a unicyclic graph if |E(G)| = |V(G)| and a
bicyclic graph if |[E(G)| = |V(G)|+1. For even n, we will see that the minimizer
graphs in Gn,]—%]—l are bicyclic graphs. In this section, we present results on
the spectral radius of bicyclic graphs, which will be used in the proof of our
main theorem.

Definition 3.1. Let m, p, ¢ be positive integers.

1. Let P(m,p,q) be the graph obtained by identifying each end vertex of
the path graphs P,,, P, and P,. We assume at most one of m, p, ¢ is one.

2. Let C(m,q) be the graph obtained by identifying a vertex of the cycle
graphs C), and C;. We assume m,q > 3.

3. Let B(m,p,q) be the graph obtained by attaching C,, and C, at each
end vertex of the path P,. We assume m,q > 3 and p > 1.

These graphs are depicted in Fig. 2. Each of m, p, ¢ is the number of edges
for a path or a cycle. The number of vertices of P(m,p,q) and B(m,p,q) is
m—+p+q—1 and that of C'(m, q) is m+qg—1. We label each vertex of P(m,p, q)
and B(m,p,q) as shown in Fig. 2.

Note that a graph G with |E(G)| > |V(G)| + 1 contains a subgraph
isomorphic to either P(m,p,q), C(m,q) or B(m,p,q) for some integer m, p, q.
We review results of [10] and [11].

Lemma 3.2 ([11]). For any integers m > 3 and p > 1, p(P(m,p,m)) =
p(B(m, p,m)).

In [11], Simié¢ and Kocié¢ proved Lemma 3.2 by observing that the Per-
ron vectors and the spectral radii of the two graphs should satisfy the same
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FIGURE 2. The bicyclic graphs P(m,p,q), C(m,q) and B(m,p,q)

equations. We remark that Lemma 3.2 can also be seen by using equitable
partition. Namely, the vertex sets

{uo, vo}, {ur, v1, um—1,vm—1}, . {upm ), v upmy, vpmy
{wl,wp,l}, ce {ngJ,w[g"}

on both graphs form equitable partitions having the same quotient matrix.
Hence, they have the same spectral radius.

Lemma 3.3 ([11]).

1. If m+p+q is fized, p(P(m,p,q)) decreases as max(m, p,q) —min(m, p,q)
decreases.
2. If m+q is fized, p(C'(m,q)) decreases as max(m, q)—min(m, q) decreases.

However, for the graphs B(m,p, q), the difference between parameters is
not sufficient to compare their spectral radii, unless we fix the middle param-
eter.

Lemma 3.4 ([10]). If p and m + q are fived, p(B(m,p,q)) decreases as
max(m, q) — min(m, q) decreases.

Let B,, be the set of all bicyclic graphs with order n. By Lemmas 2.2
and 2.5, the minimizer graph in B, has no vertices of degree one, because
otherwise we can remove that vertex and reinsert it to an internal path to get
a graph with less spectral radius. Also, by Lemmas 3.3 and 3.4, it is expected
that the minimizer graph is either P(m, p, q) or B(m, p, q) where the difference
max(m, p,q) — min(m, p, q) is as small as possible. In [11], Simi¢ proved that
this is the case.

Lemma 3.5 ([10]). Assumen > 7 and let k = [2]. The minimizer graphs in
B, are P(k,n+1—2k, k) and B(k,n+1— 2k, k).

Now, we present a few comparison results between the spectral radius of

bicyclic graphs. Let
T = (T, s Ty Twgs e vy Tawy gy Tugy o - 7qu71)T
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be the Perron vector of the graph B(m,p,q) and let p = p(B(m,p,q)). Then

we have
PLy = Z Ty (1)

u~v

We will use the following elementary lemma to determine x and p.

Lemma 3.6 ([10, Lemma 1]). Define
bsinhit 4+ asinh (k — i)t

i tvka ab = .
fil ab) sinh kt
The difference equation
PTiv1 =T + x40 (1 =0,...k—2) with zg=a,z=0> (2)

p+\/p2*4)
2

has the solution x; = fi(t,, k,a,b), where t, = In(
p=2cosht,.

or equivalently

Assume z,, = a and z,,, = b. By Lemma 3.6, we have
Ty, = fi(tp,m,a,a) fori=1,...,m—1,
Tw, = fi(tp,p,a,b) fori=1,...,p—1,
Ty, = fi(tp,q,b,0) fori=1,...,q—1.
The numbers a and b are determined by equations (1) at vertices ug and v,
that is,
2acosht, =2f1(t,,m,a,a)+ fi(t, p,a,b),
2bcosht, = 2f1(ty,q,b,0) + fo—1(tp,p,a,b).
Rearranging terms using the definition of f;, we get
a — b sinht,

1
acosht, — fi(t,,m,a,a) — §f1(tp,p,a,a) = —

2 sinhpt,’
1 a(la —b) sinht
acosht, — fi(t,,q,a,a) — ifl(tp,p,cua) = 7( 5 )sinhptp ) (4)
P

Remark 3.7. Dividing both sides of (3), (4) by a and subtracting (3) from (4),

we have
1 1 sinh ¢
fl(tp7m7]-71)_fl(tp7q7171):(a’_b) <2a+2b) L

It is easy to check that fi(t,,x,1,1) is strictly decreasing in z.( [10, Lemma
3]) Thus, if m > ¢ then a < b and if m = ¢ then a = b.

sinhpt,”

The following is a slight modification of [10, Equation (11)].

Lemma 3.8. Let m,p be distinct positive integers greater than or equal to 3.
Then,

p(B(m,p,m)) < p(B(m,m,p)).
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Proof. For the Perron vector
T = (muO,...,xum_l,mwl,...,xwm_l,xvo,...,xvp_l)T
of B(m,m,p), let x,, = a and z,, = b. Let ¢ = p(B(m,m,p)) and t, =

In(2tve—4 V£;2‘74) By the above discussion, a and b must satisfy

2a cosht, = 2f1(ts,m,a,a) + f1(ts,m,a,b),
2bcosht, = 2f1(te,p,b,0) + fp—1(ts,m,a,b).
By rearranging terms as before, we have

a—0b sinht,

(5)
(6)

1
acosht, — fl(taamvava) - 7f1(tavm»ava) =

2 2 sinhmt,’

1 a(la —b) sinht,
acosht, — fi(ts,p,a,a) — §f1(t‘7’m’a’a) - ( 2b )sinhmt '

Consider a vector

/ / / / / / T
uoa'"7xum_17$w13"'7xwp_1a voa"'axvm_l)

¥ =(z
constructed as

xy,, =z, = fi(te,m,a,a) and x'wj = fi(ts,p.a, )

fort=0,1,...,m—1and j=0,1,...,p— 1, which corresponds to the graph
B(m,p,m). By construction, oz, = _ ! for all degree two vertices v of
B(m,p, m) by Lemma 3.6. We claim that ox], > > ! for v =gy or v = vy,
which implies p(B(m,p,m)) < o by Theorem 2.1.

For v = vy, we have

oxy, — Z z,, =2acosht, — 2f1(ty,m,a,a) — fp_1(te,p,a,a)

u~v

wu~vo

_a (”%b _ “2ab> S;I}llhni;a (by adding (5) and (6))

1 1 sinh ¢,
=ala-b) (2() B 2a> sinh mt,
_ (a—10b)?* sinht,
20 sinhmt,

Since o > 2 by Lemma 4.1, ¢, > 0 and hence oz, > >, _, ;. By the same
argument, we also have oz, > >, -y, which completes the proof. O

Lemma 3.9. Let m,p,q be positive integers with m > q > 3. Then,
p(B(m.p,q)) < p(C(m +p,q)).

Proof. Let z be the Perron vector of B(m,p,q). By Remark 3.7, we have
ZTuy < Tyy- Then Lemma 2.6 applies, where we take u = up, v = vg, s =1 and
u; € N(u) \ N(v). O
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wo w2
o
. .
w3 0" s
(a) G = B(m,p,q) (b) G"=B(m,p—1,9+2)

FIGURE 3. p(G') < p(@G)

Lemma 3.10. Let m,p be positive integers with min(m,p) > q > 3. Then,

p(B(m,p, Q)) Z p(B(map - 17 q + 2))a
with equality if and only if m =p=q.

Proof. We apply Lemma 2.7. Let G be the graph B(m,p, q) whose vertices are
labelled as in Fig.3 (a). Then vw; is a cut edge of G. For the Perron vector
x = (z,|u € V(Q)), we have

Loy = fl(tapv [171,,1‘2)7
Ly = fl(taq,xv»xv) = qul(taqamvaxv) = Tws
where p(G) = 2cosht. Since m > ¢, we have z, < z, by Remark 3.7. Thus,

fl(taqax’mxv) Z fl(tap7xvvxv) Z fl(tapaxvaxz)7

where the first inequality holds because p > ¢ and fi(¢,, x, 2., z,) is strictly
decreasing in x. Therefore x,,, = min, ey, @) Tw and hence p(B(m,p,q)) >
p(B(m,p—1,q+2)) by Lemma 2.7.

The equality holds if and only if z,,, = 2w, = Tw,. In the above inequal-
ity, this holds if and only if z, = =z, and p = ¢, or equivalently
m=p=q. ]

4. Minimizer Graphs with Independence Number [ 7] — 1

In this section, we determine the graphs with minimal spectral radius in
G rn1-1. Since a(T') > [§] for any tree T' of order n, we will only consider
non-tree graphs. In [12], Smith showed that the only graphs with spectral ra-
dius less than two are the finite simply-laced Dynkin diagrams and the only
graphs with spectral radius equal to two are the extended simply-laced Dynkin
diagrams. The only non-tree graph among them is the cycle C,,. Hence we have
the following.

Lemma 4.1 ([12]). Let G be a non-tree graph of order n. Then p(G) > 2 and
p(G) =2 if and only if G is the cycle C,,.

Since a(Cy,) = [5] — 1 for odd n, the following is immediate.
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Theorem 4.2. When n is odd, the minimizer graph in G, rn_1 is the cycle
Ch.

From now on, we assume that n is even. By Lemma 2.3, the minimizer
graphs should have as small number of edges as possible. For a unicyclic graph
G of order n, we have a(G) > |5]. ([15, Exercise 3.1.41]) Hence when n is
even, a(G) > § > [§] — 1 for any unicyclic graph of order n.

Now we consider the bicyclic graphs. It is elementary to check the inde-
pendence number of graphs P(m,p,q), C(m,q) and B(m,p,q).

Lemma 4.3. Let n be the order of the graph.

— 1, if exactly two of m,p,q are odd,
1. a(P(m,p,q :
( otherwise.
2. a(C(m, [5]—1, if both ?f m,q are odd,
(51, otherwise.
[5] =1, if at least two of m,p,q are odd,
3. a(B(m,p,q ‘
51, otherwise.

When k£ = [ %] is odd, that is, when n = 2 (mod 6), the graphs B(k, k, k)
and P(k,k,k) are minimizer graphs in B,, by Lemma 3.5. By Lemma 4.3,
a(B(k,k,k)) = [5] —1and a(P(k,k,k)) = [5]. Hence we have the following.

Theorem 4.4. If n = 2 (mod 6) and n > 7, the minimizer graph in G, J21-1

is isomorphic to B(k,k, k), where k = [%].

Proof. A graph G in G,, (211 has at least n+1 edges. Since removing an edge
strictly decreases the spectral radius, p(G) > p(H) for some bicyclic graph H.
Hence p(G) > p(H) > p(B(k,k,k)) with equality if and only if G = B(k,
k k). O

Now, it remains to consider the cases n = 0 or 4 (mod 6). Our strategy
is as follows. Since a graph G in G,, 127 has more than n edges, G contains
a minimal bicyclic subgraph, which is isomorphic to one of P(m,p,q), C(m,q)
or B(m,p,q). We first show that if G contains either C(m,q) or P(m,p,q),
then p(G) is greater than that of the minimizer graph in Theorem 1.1. If
G does not contain any of C(m,q) or P(m,p,q), all cycles in G are disjoint
and G contains some B(m,p,q) as an induced subgraph. We prove that in
this case the minimum spectral radius is attained by the minimizer graph in
Theorem 1.1. Our main tool is Lemma 2.2 and Lemma 2.5. Namely, we take
a minimal bicyclic subgraph and remove all vertices outside of it and reinsert
them to appropriately chosen internal paths of the bicyclic subgraph. This
process will decrease the spectral radius and we end up with the minimizer
graph.
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Remark 4.5. Note that when n = 0 or 4 (mod 6), we have n = 3k or 3k — 2,
respectively, where k = f%l is even. Hence if the bicyclic graphs P(m, p, ¢) and
B(m,p, q) have order n, we have m + p + ¢ = 3k + 1, or 3k — 1, respectively.

Proposition 4.6. Let n be an even integer with n > 7 and k = [%] even.
Suppose that a connected graph G of order n contains C(m,q) as a subgraph

for some m,q > 3.

1. If n =0 (mod 6), then p(G) > p(B(k+ 1,k —1,k+1)).
2. If n =4 (mod 6), then p(G) > p(B(k—1,k+ 1,k —1)).

Proof. By Lemmas 2.2, 2.3 and 2.5, one can remove all vertices and edges
outside of C'(m, ¢) and reinsert vertices to one of the cycles, for example to the
cycle of length ¢, in C'(m, q) to get a graph with less spectral radius. Hence we
have p(C(m,n —m + 1)) < p(G). Then,

p(G>2p(C(m7n—m+1>)>p( ( 2
>0 (B(313)
:p( ( )) (by Lemma 3.2)

0 (mod 6), that is, when

E)) (by Lemma 3.3)

) (by Lemma 3.9)

Since n > 7, we have n/2 — 1 > 2. Thus when
n = 3k,

p(P(g,Lg)) > p(Plk+1,k—1,k+1) = p(B(k+1,k—1,k+1)),

by Lemma 3.2 and Lemma 3.3. The case for n =4 (mod 6) is similar. O
Proposition 4.7. Let n be an even integer with n > 7 and k = [%] even.

Suppose that a connected graph G of order n contains P* = P(m™*,p*,¢*) as
a subgraph for some integers m*, ¢* > 2 and p* > 1.

1. If n=0 (mod 6) and G 2 P(k,k+ 1,k), then
p(G) > p(B(k+1,k—1,k+1))

with equality if and only if G = P(k+ 1,k —1,k+1).
2. If n=4 (mod 6) and G 22 P(k,k —1,k), then

p(G) > p(B(k—1,k+1,k—1))
with equality if and only if G = P(k—1,k+ 1,k —1).
Proof. Case 1. n =0 (mod 6)
Note that we may assume that P* 2 P(k,k+ 1, k). Indeed, if G contains
P(k,k + 1,k) as a proper subgraph, that is, G is P(k,k + 1, k) with at least

one extra edge between vertices, then one can see that G contains P(m,p, q)
with m + p 4+ ¢ < 3k + 1, which can be chosen to be P*.
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Suppose that m* + p* + ¢* = 3k + 1. Since P* 2 P(k,k + 1,k), we
have max(m®*,p*,¢*) — min(m*,p*,¢*) > 2. Therefore, by Lemma 3.3 and
Lemma 3.2,

p(G) > p(P*) > p(P(k+1,k—1,k+1))=p(B(k+ 1,k —1,k+1)).

In this case, the equality holds if and only if G = P(k+ 1,k — 1,k + 1).

Now suppose that m* + p* + ¢* < 3k + 1. If (m*,p*,¢*) # (k,k, k), by
removing all the vertices and edges outside of P* and reinserting vertices to
the longest internal path in P*, one can find (m/,p’, ¢') such that m’+p'+¢' =
3k+1, max(m/,p’,¢')—min(m/,p’,¢') > 2 and p(P(m/,p’,¢')) < p(P*) < p(G).
Hence by the same argument as above, we have p(G) > p(B(k+1,k—1,k+1)).

Finally, if (m*,p*,q¢*) = (k, k, k), then by Lemma 3.2 and Lemma 3.10,
we have

p(G) > p(P(h, b, k) = p(B(k,k, k) = p(B(k, k — 1,k +2)).
Since p(B(k,k — 1,k +2)) > p(B(k+ 1,k — 1,k 4+ 1)), we are done.
Case 2. n =4 (mod 6)

The proof is parallel to Case 1. We may assume that P* 2 P(k, k—1,k).
Then, by removing all the vertices and edges outside of P* and reinserting
vertices to the longest internal path in P*, one can find (m/,p’,¢') such that
m'+p' +q¢ = 3k—1, max(m/,p’,¢') —min(m/, p’,¢’) > 2 and p(P(m/,p',¢')) <
p(P*) < p(G). Thus
p(G) = p(P(m',p',q")) = p(P(k = 1,k + 1,k = 1)) = p(B(k — 1,k + 1,k — 1)).

The equality holds if and only if G =2 P(k — 1,k + 1,k — 1). Therefore, the
proof is complete. O

By Lemma 4.3, P(k,k+1,k) and P(k+1,k—1,k+1) in the case n =0
(mod 6) and P(k,k—1,k) and P(k—1,k+1,k—1) in the case n =4 (mod 6)
are not in Gy, jny_;. Hence by Proposition 4.6 and Proposition 4.7, we now
assume that the graph G does not contain C'(m, ¢) or P(m,p, q) as a subgraph.

This condition is equivalent to the condition that all cycles in G are mutually
disjoint.

Proposition 4.8. Let n be an even integer with n > 7 and k = [§] even. Let
G e Gn)[%],l. Suppose that the cycles in G are mutually disjoint.

1. If n=0 (mod 6), then

with equality if and only if G =2 B(k+ 1,k — 1,k +1).
2. If n =4 (mod 6), then

with equality if and only if G =2 Bk — 1,k+ 1,k —1).
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Proof. Since G € Gy, [n1_1 has at least n + 1 edges, G contains at least two
disjoint cycles. So, G contains B* = B(m*, p*, ¢*) for some integers m*, ¢* > 3
and p* > 1. We choose B* having the minimum p* so that B* is an induced
subgraph of G.

Case 1. n =0 (mod 6)

Subcase la. m* +p* +¢*=n+1=3k+ 1.

Since B* is an induced subgraph of G, we have G = B* = B(m*,p*, ¢*)
and moreover m*, p*, ¢* are all odd by Lemma 4.3.

First, assume that p* = k + 1. Then (m*, ¢*) # (k, k) because k is even
and hence |m* — ¢*| > 2. Thus,

p(G) = p(B(m*,k+1,¢")) = p(B(k+1,k+1,k—1)) (by Lemma 3.4)
>p(B(k+1,k—1,k+1)) (by Lemma 3.8)

Now assume p* # k + 1. Then we have |% — p*| > 2 with equality if and

only if (m*,p*,¢*)=(k+ 1,k —1,k+ 1). So,

p(G) = p(B(m",p*,q")) 2 p(B(———1", =

m ;—q , 0", m ;—q )) (by Lemma 3.2)
>p(P(k+1,k—1,k+1)) (by Lemma 3.3)
=p(Blk+1,k—1,k+1)). (by Lemma 3.2)

Subcase 1b. m* + p* 4+ ¢* < 3k + 1.

First assume that p* # k or k + 1. Then it is not hard to see that
by removing all vertices outside of B* and reinserting them to appropriately
chosen internal paths in B*, one can find (m/,p’,¢’) such that m’ +p' + ¢ =
3k+1,p isodd, p’ # k+1and p(B(m',p',q")) < p(B*) < p(G). Then we have
|% —p'| > 2 with equality if and only if (m/,p’,¢') = (k+ 1,k — 1,k +1).
Thus by the similar argument as above,

p(G) > p(B(m/,p',q')) > p(B(k + 1,k — 1,k + 1)).

Now assume that p* = k or k + 1. Suppose that (m*,p*,¢*) # (k, k, k).
Then by removing all vertices outside of B* and reinserting them to internal
paths in B*, one can find (m/,p’,¢’) such that m’ +p'+¢ =3k +1,p = k+1,
m’ # ¢ and p(B(m/,p',q")) < p(B*) < p(G). Without loss of generality, we
may assume m’ > ¢'. Since m’ + ¢ = 2k, we have m’ > k+1>k—1> (.
Thus,

p(G) > p(B(m' .1 ¢)) = p(Blk+ 1,k +1,k—1)))  (by Lemma 3.4)
> p(B(k+1,k—1,k+1))  (by Lemma 3.8)

)) (by Lemma 3.4)

|
5

Finally, suppose that (m*,p*, ¢*) = (k,k,k). In this case, the graph
G is the graph B(k,k,k) with an extra vertex adjacent to some vertices of

B(k,k, k). By Lemma 4.3, a(B(k, k, k)) = [%5+] = %. Since an independent
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set in B(k, k, k) remains independent in G, this implies a(G) > %, which is a
contradiction.

Therefore, we conclude that p(G) > p(B(k+ 1,k —1,k+ 1)) and we can
check in the proof that the equality holds if and only if G = B(k+1,k—1, k+1).

Case 2. n =4 (mod 6)
Subcase 2a. m* + p*+q¢* =n+1=3k— 1.
By choice of B*, G should not have extra edges other than edges in B*.
So, we have G = B* = B(m*,p*, ¢*) and moreover m*, p*, ¢* are all odd by
Lemma 4.3.
First assume that p* = k — 1. Then (m*, ¢*) # (k, k) because k is even
and hence |m* — ¢*| > 2. Thus,
p(G) =p(B(m*,k—1,q4")) > p(B(k+1,k—1,k—1)) (by Lemma 3.4)
>p(B(k—1,k+1,k—1)) (by Lemma 3.8)
Now assume p* # k — 1. Then we have |m*;q*
only if (m*,p*,¢*)=(k—1,k+ 1,k —1). So,
m*+q¢* . m*+q*

— p*| > 2 with equality if and

p(G) = p(B(m",p",¢")) 2 p(B(———p", ——)) (by Lemma 3.4)
:P(P(m ;rq ,p*,m ;Lq )) (by Lemma 3.2)
>p(P(k—1,k+1,k—1)) (by Lemma 3.3)
=pB(k—1,k+1,k—1)). (by Lemma 3.2)

Subcase 2b. m* + p* 4+ ¢* < 3k — 1.

First assume that p* #% k — 2 or k — 1. Then it is not hard to see that
by removing all vertices outside of B* and reinserting them to appropriately
chosen internal paths in B*, one can find (m/,p’,¢’) such that m’ +p' 4+ ¢ =
3k—1,p isodd, p’ # k—1and p(B(m',p',q")) < p(B*) < p(G). Then we have
|# —p'| > 2 with equality if and only if (m/,p',¢') = (k— 1L, k+ 1,k —1).
By the similar argument as above,

p(G) > p(B(m',p',q') = p(B(k = Lk + 1,k —1)).

Now assume that p* = k — 2 or k — 1. Suppose that (m*,p*,q¢*) #
(k,k —2,k). Then by removing all vertices outside of B* and reinserting them
to internal paths in B*, one can find (m/,p’, ¢') such that m’ +p'+¢ = 3k —1,
p=k—1,m # ¢ and p(B(m',p',q")) < p(B*) < p(G). Without loss of
generality, we may assume m’ > ¢'. Since m’ + ¢/ = 2k, we have m’ > k+1 >
k—12>¢'. Thus,

p(G) > p(B(m/,p',¢")) > p(Blk+1,k—1,k—1))) (by Lemma 3.4)
>p(Blk—1,k+1,k—1)) (by Lemma 3.8)

Finally, suppose that (m*, p*,¢*) = (k,k — 2, k). In this case, the graph
G is the graph B(k,k — 2,k) with an extra vertex adjacent to some vertices
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of B(k,k — 2,k). By Lemma 4.3, a(B(k,k — 2,k)) = [251] = Z. Since an
independent set in B(k, k—2, k) remains independent in G, this implies a(G) >
5, which is a contradiction.

Therefore, we conclude that p(G) > p(B(k—1,k+ 1,k — 1)) and we can
check in the proof that the equality holds if and only if G = B(k — 1,k + 1,

k—1). 0

By Proposition 4.6, Proposition 4.7 and Proposition 4.8, the proof of
Theorem 1.1 is complete.
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