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Abstract. This paper is concerned with the nonlinear eigenvalue problem
—u"(t) = Af(u(®)), ut) >0, tel:=(-1,1), u(£l)=0.

Here, f(u) = v*" ' + # (n=0,1,2,...) and A > 0 is a bifurcation
parameter. Since f(u) > 0 for u > 0, A is a continuous function of the
maximum norm « = ||ux||e of the solution uy associated with X, and is
expressed as A = A(«). In this paper, by the argument of the stationary
phase method, we establish the precise asymptotic formulas for A(«) as
a — 00, which seem to be new, and a« — 0 for the better understanding
the global structure of A(«).
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1. Introduction

This paper is concerned with the following nonlinear eigenvalue problems

—u"(t) = Af(u(t), tel:=(-11), (1.1)
u(t) >0, tel, (1.2)
u(—1) = u(1) =0, (1.3)

where f(u) = u?*! + (sin(u?))/u (u > 0), f(0) := 0 (n = 0,1,2,...) and
A > 0 is a bifurcation parameter. Since f(u) > 0 for u > 0, we know from [10]
that for any given a > 0, there exists a unique classical solution pair (A, u,)
of (1.1-1.3) satisfying o = ||tq||co- Furthermore, A is parameterized by « as
A = A(a) and is a continuous function for o > 0.
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A large number of researches about global and local structure of bifurcation
diagrams has been carried out, since many topics have been proposed from
mathematical physics, biology, engineering, and they have been investigated
by many authors intensively. We refer to [2,3,5] and the references therein.
It should be mentioned that oscillatory phenomena of bifurcation curves are
one of the important topics to think about. Besides, the study of oscillatory
bifurcation curves is expected to develop a new aspect in the field of bifurcation
theory. We refer to [6-9,12-15] and the references therein.

The Eqgs. (1.1)-(1.3) with f(u) = u + sin \/u has been studied in Cheng
[4], which was motivated by [1]. It was proposed as a model equation which
produces an oscillatory bifurcation curve. It was proved in [4] that there exists
arbitrary many solutions near A = 72 /4.

Theorem 1.1 [4, Theorem 6]. Let f(u) = u+ siny/u (u > 0). Then for any
integer v > 1, there is 6 > 0 such that if A\ € (n%/4 — 6,72/4 + 6), then
(1.1)—(1.3) has at least r distinct solutions.

It seems reasonable to expect that, in the situation of Theorem 1.1, A(«)
oscillates and intersects the line A\ = 72 /4 infinitely many times for o > 1. To
obtain a positive answer to this question, the following asymptotic formula for
A(«) has been established in [14].

Theorem 1.2 [14, Theorem 1.1].
(i) Let f(u) =u+sin/u (u>0). Then as @« — 0,

Ma) =7 =%~ sin (Va = ) +o(a™). (1.4)
(i) Let f(u) = u + sin(u?). Then as o — o0,
2 3/2 1
A(a) = % — %(172 sin <OZ2 — 47T> + 0(0172)- (15)

Theorem 1.2 was proved by the time-map method and the asymptotic
formulas for some special functions. Especially, Fresnel’s integral played an
important role in the proof of Theorem 1.2 (ii).

Besides, by using the time-map formula and stationary phase method, the
precise asymptotic formula for A\(«) of (1.1)—(1.3) with more general nonlinear
term f(u) =u+ uPsin(u?) (0<p<1,0<q<1)asa— oo was established
in [15].

Theorem 1.3 [15]. Let f(u) = u + uPsin(u?) (u > 0), where 0 < p < 1 and
0 < g <1 are fired constants. Then as o — o0,
2 3/2
Ma) = % - L2qo¢p*1*(q/2) sin (aq - Z) + o(aP~1(4/2)), (1.6)
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FIGURE 1. A(a) for (1.6) (p+q > 1)

The following is the rough graph of the bifurcation curve in (1.6) with p+q > 1.
Theorem 1.3 gives us the clear picture about the total shape of bifurcation
curve of (1.1) with f(u) = u + uP sin(u?).

Unfortunately, however, the case where p < 0 has not been treated in
[15]. The reason why is as follows. In the proof of Theorem 1.3, the standard
argument of stationary phase method in [9, Lemmas 2.24 and 2.25] can be
applicable, because the phase function appeared there has only one stationary
point. However, to treat the case where f(u) = u?"* + (sin(v?))/u (u > 0)
by the stationary phase method, two stationary points appear in the phase
function, and it makes the argument difficult (Fig. 1).

The purpose of this paper is to overcome this difficulty and treat the
case where p = —1, ¢ = 2 (as Theorem 1.2 (ii)) and n = 0,1,2,... in order to
obtain a new asymptotic behavior of oscillatory bifurcation curves. It seems
that the bifurcation problems with such kind of nonlinear terms have not been
considered yet.

Now we state our main results.

sin(u?)

Theorem 1.4. (Main Theorem) Let f(u) = u?""* + (u > 0) and
f(0):=0(n=0,1,2,...). Then as « — o0,
Ma) = (n+1)a™"
+1
wJdo? —(2n+3) ( : 2 T n >
{ 2 — Jra NS sin (a 4) + 7
+0(a~ @), (1.7)

where

1
1
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FIGURE 2. A(«a) forn =0

We remark that the second term of (1.7) includes both oscillatory term and
a constant. This phenomenon characterizes the difference between the asymp-
totic behavior of bifurcation curves in Theorems 1.3 and 1.4. As far as the
author knows, it does not seem that such formula was obtained before.

We next establish the asymptotic formulas for A(«) as a — 0 to obtain
the whole structure of A(«).

(2
Theorem 1.5 (Main Theorem). Let f(u) = u*" ™" + sin(u’) (u>0), f(0):=0

(n=0,1,2,...). Then as o — 0, the following asymptotic formulas for \(«)
hold.

(i) Let n =0. Then

5
Aa) = % + ogma’ +o(a®) (1.9)
(ii) Let n =1, Then
2
Aa) = % - %w%ﬂ +o(a?). (1.10)
(iii) Let n =2. Then
2 95
Aa) = % — ggma +ola). (1.11)
(iv) Let n > 3. Then
2
5
Ma) = % + @772(14 + o(a*). (1.12)

The proof of Theorem 1.5 is carried out easily by time-map method and Taylor
expansion theorem. By Theorems 1.4 and 1.5, we find that the rough shape of
A(«) is like the graph below (Figs. 2, 3).
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FIGURE 3. A(a) for n > 1

2. Proof of Theorem 1.4

In what follows, we denote by C' the various positive constants independent of
a. In this section, let o > 1, and for u > 0, let f(u) = u?"*! + g(u), where
sin(u?)

g(u) = ” and
G@O:ztéug@ﬁk. (2.1)
It is known that if (un, A(a)) € C%(I) x Ry satisfies (1.1)—(1.3), then
Ua(t) = ua(—t), 0<t<1, (2.2)
U (0) = _rlngza%lua(t) =a, 2.3)
u,(t) >0, —1<t<O0. (2.4)

By (1.1), we have
(ua () + A (ua(®)* 7 + g(ua(t)))) ug(t) = 0.
By this, (2.3) and putting ¢ = 0, we obtain
1, 1 2n+2 _
5 o &)=+ <2n n 2ua(t) + G(uq(t)) | = constant

:A<1JMQ+GQO.

2n+2
This along with (2.4) implies that for —1 <t <0,
U (1) = V2A/(a242 —ua (8)2742) /(20 + 2) + (G(a) = G(ua(t)))- (2.5)
Let n = 0. We fix an arbitrary constant 0 < € < 1. Let 0 < s < ¢/a. Then

€ o 2 a s 2
/ sin(x )dx’ N / sin(z )dsc‘
s € € €

|G(a) — Glas)| <
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€ [e3 1
S/ xdx—i—/ —dz
as € xz

1
<ele—as)+ —(a—¢€) < —(a—as). (2.6)
€ €
Let e/a < s < 1. Then
*1 * 1
|G(a) — G(as)| < / —dr < / —dr < —a(l—s) (2.7)
as xz s € €
By (2.6) and (2.7), for 0 < s < 1, we obtain
G(a) — G(as) a(l —s?) .
< < 1. 2.
’ a2(1 — s?) _Ca2(1—52) sCa < (2:8)
Let n > 1. For 0 < s <1, we have
[ 3 2 « 1
|G(o) — G(as)| < / smix)dx‘ < / xdx| = 5042(1 —s3. (2.9)
By this, for 0 < s < 1, we obtain
G(a) — G(as) a?(1 — s?)

—2n
< O amray ey S C07" <L (210)

a2n+2 (]_ _ 82n+2)

By (2.5), (2.8) and (2.10), putting 6 = u,(t) = as and Taylor expansion, we
obtain

A
n—+1
[ (1) "
—1 /(@22 — 0o (£)27F2) +2(n +1)(G(a) — G(ua(?)))

1

- 6
o /(a2 —0252) 4+ 2(n +1)(G(a) — G(0))

1
. 1
= —_—
/() V1 — g2n+2
1

x ds
VT 20+ D(G(0) — Glas)) @2 (1 — 52072)

1
—n 1
= —_—
/O V11— 52n+2

n+1)(G(a) — G(as .
X{l( 042”)+(2(§_)32n+(2) ))(1+O(a ))}ds

1 — as
- (On —(n+1)a” @1+ 0(a™)) /0 st) |

(2.11)
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We put

L G(a) — Glas
K(a) ::/O wczs. (2.12)

To calculate K («), we introduce the following Lemma 2.1, which is the special
case of stationary phase methods. Namely, the phase function w(z) has two
stationary points.

Lemma 2.1. Assume that h € C?[0,1]. Consider

I(p) == /0 h(x)e @) dg, (2.13)

where w(z) = cos?(rx/2). Then as p — oo,

I(p) = \/Eh(o)e“““/‘“ + \/;:h(me”/‘* +o(u). (2.14)

In particular,

1) = T ) = [ ha) s (o)

=\ (h0sm (o= T) = Tonw) 06 @9

Proof. The proof is a variant of [9, Lemmas 2.24 and 2.25]. For completeness,
we give the proof. We note that both x = 0 and = = 1 are stationary points of
w(z). Therefore, [9, Lemma 2.25] cannot be applied directly. So, let I(p) :=
I (p) + Ix(w), where

1/2 ‘ 1 ‘
Ii(p) == / h(x)e @ de, Ty(p) = / h(x)e @ dz.  (2.16)
0 1/2
We put z = ¢/2 and w(t) = w(z). Since @”(0) = —72/8, by [7, Lemma 2], we

obtain
1/ /1 -
Lip)== | h(=t)er®®q
1(#) 2/0 (2 )e

1 - 27
= Zh(0)e!we)—m/4) | 2%
10 A" (0)]
1 .
=/ —h(0)e' /4 ). 2.1
—h(O) T 1 0 (217)

We know from [9, Lemma 2.24] that for a given constant a > 0 and hq(t) €
02[0,(1], as b — 00,

/ o (£) e it — ;\/}”/%1(0) o). (2.18)
0
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Let x =1 —y, t = sin(ny/2) and hy(y) := (1 —y). By (2.16) and (2.18), we
obtain

1/2 s
B = [ h(1 =y,
1/2 L,
:/ hl(y)eutsm (7ry/2)dy
0

/1/\/§h gsin_lt ;e”ﬁdt
T Jo "\ V1—1t2

_ \/%h(l)e”/‘l Lo Y. (2.19)

By (2.16), (2.17) and (2.19), we obtain (2.14). Thus the proof is complete. [

We emphasize that Lemma 2.1 is able to be applied to the case where the phase
function w(x) has two stationary points x = 0 and = 1, namely, w’(0) =
w'(1) = 0. In a standard stationary phase method, only 2 = 0 is allowed to
be the stationary point (cf. [9, Lemmas 2.25]). We also refer to [11, Theorem
2.3], in which the cases where w(x) with many stationary points have been
considered. However, since the proof of [11, Theorem 2.3] is rather complicated,
it seems that the proof of Lemma 2.1 above is more straghtforward and easy
to understand.

Lemma 2.2. As a — o0,

K(a)= ga_l ((71—}—11)3/2 sin (a2 — g) + \}5) +0(a™?).  (2.20)

Proof. We put s = sinf in (2.12). Then by integration by parts, we obtain,

G(a) — G(asinf)
0do
/0 (1 —sin®0)3/2(1 4+ sin? 0 + - - - 4 sin?" 9)3/2 cos
G(a) — G(asinb)
B 2.21
/o 00529 (1+sin?6 + - - +sin®" 9)3/2d9 (2.21)
(o) — G(asin9) /2
= |tand —
1+b1n O+ +sin’" 0)3/2 0
+ /W/Q .o;sinﬁg(oz sin.0)2 4
0 (1+sin®0 + - - +sin*" §)3/2

/2
+ 3/ (G(a) — G(asin®))
0
« sin? 0(1 + 2sin® 0 + - - - + nsin?" =Y g)
(1+sin® 0 + - + sin®" 9)5/2
= Ko(a) + K1 (a) + 3Ks(a). (2.22)

do
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By I'Hoépital’s rule, we obtain

lim G(a) — G(asin ) — lim .
0—sm/2 cos f 0—m/2 sin @

acos fg(asinb)

=0.  (2.23)

Therefore, we see that Ky(«) = 0. Next, by putting § = 7/2—y and y = 7z/2,
we obtain

/2 asinfg(asin 6)
K = df
(@) /0 (14 sin®6 + - - - + sin®" 9)3/2

ﬂ'/2 1
— . 2 Lin2
= /0 (1 + Sin2 9 + L. + SinZn 9)3/2 Sln(OZ Sin 9)d9

/2 1
= S99
- /0 (14 cos?y + -+ + cos? 6)3/2 sin(” cos” y)dy

1
1
2 /0 (1+cos? (§z) + -+ + cos®® (z2))*/?

x sin (a2 cos? (L)) da. (2.24)
(0" eos? (5))

™

We put 1 = o? and h(z) = (1 + cos? (gm) + cos?? (%x))_S/Q. By direct cal-
culation, we obtain 2(0) = (n 4 1)~%/2 and h(1) = 1. Then by Lemma 2.1, we
obtain

Ki(a) = gofl <(n +1)"32sin <a2 - %) + %) +0(a™?). (2.25)

Finally, we calculate K3(«). We put

[ s 2 i 2(n—1)
M(G) . A S11 l’( + sin” x + “+ nsin J}) . (226)

(1 + sin® x + sin®" z)5/2
By this and integration by parts, we obtain

x/

Ks(a) = i M'(0)(G(a) — G(asinf))do
/2
= [M(6)(G(a) — G(a Sinﬂ))]g/2 + a/o M(0) cos g(asin6)do
= oz/ﬂ/2 M () cos Og(asin 0)db. (2.27)
0

By this, putting § = /2 — y,y = 7t/2, we obtain
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/2 cosl . 5 . o
Ky () :/0 M(0) 7 sin(a” sin® 0)do

/2 :
= / M (z — y) i sin(a? cos? y)dy
0 cosy

2
= 72r/01 k(t) sin (on cos? (gt)) dt, (2.28)
where
k(t) = M (g(l - t)) tan (gt) : (2.29)

It is clear that k(t) is C2[0,1). The regularity of k(t) near ¢t = 1 is obtained
as follows. We put x := 1 —t and v(z) := k(¢). Then by Taylor expansion, for
0 <z <1, we have

M (gac) - ggg?) +0(a?). (2.30)

By this, for 0 < z < 1, we obtain

CM(Zx)  my Ea?+0Y) m
v(z) = (2 (a) cos (233) =1 72%# o) cos (21:) . (2.31)

This assures C2-regularity of v(z) near z = 0, namely, k(¢) is C? near t = 1.
Since k(0) = k(1) = 0 by direct calculation, by Lemma 2.1, we obtain Ky (o) =
O(a~2). By this and (2.25), we obtain (2.20). Thus the proof is complete. [J

Now Theorem 1.4 is a direct consequence of (2.11) and Lemma 2.2. Thus the
proof is complete. U

3. Proof of Theorem 1.5

In this section, let 0 < a < 1.

Proof of Theorem 1.5 (i). Let n = 0. Then it follows from (1.1) and Taylor
expansion that

—ull(t) = M2uq(t) — %ua(t)f)(l +0(1))). (3.1)

By this and the same argument as that to obtain (2.5), for —1 < ¢t < 0, we
have

ul (t) = \/ﬁ\/oz2 —u?— %(oﬁ —u8)(14 o(1)). (3.2)

By this, putting u, (t) = as, Taylor expansion and direct calculation, we obtain
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U’a(t) dt
\[/ \/Oé2 u? — 046 6)(1+0(1))
1
_ 1 ds
1 1

ds
\f 0 \/732\/1 a*(1+ 52+ s%)(1+40(1))

\[/ m{l—i—a (1+82+s4)(1+0(1))}ds

=7 ( + 381" +o(a )) . (3.3)
This implies (1.9). Thus the proof is complete. O

Proof of Theorem 1.5 (ii). Let n = 1. Then it follows from (1.1) and Taylor
expansion that
—ug(t) = Mua(t) +ua(t)’(1+0(1))). (3.4)

By this and the same argument as that to obtain (2.5), for —1 < ¢t < 0, we
have

ul () = \f)\\/aQ —u?+ %(a‘l —ut)(1 + o(1)). (3.5)

By this, putting u, () = as and the same calculation as that to obtain (3.3),
we obtain

/

0
/‘1 Vo2 —u? 1 3ot —ut)(1 + o(1))

e 1

_/0 Va2 = 62 + Lt — 0)(1+ o(1))
_ ! !
7/0 V1-s? \/1+%a2(1+82)(1+0(1))

do

ds

{1 - ioﬂ(l + )1+ 0(1))} ds

m
/ L5 1e? Rk +o(a?)
m 4 m
_r_3 2
=5 " 15™ >+ o(a?). (3.6)

By this, we obtain (1.10). Thus the proof is complete. O
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Proof of Theorem 1.5 (iii) and (iv). It follows from (1.1) and Taylor expan-
sion that

) =2 (ualt) + S0P @+ 01)) (=2 3D
() = (ua(t) - a1 + 0(1))) (n>3). (3.8)

By this, and the same argument as (3.2) and (3.3), we obtain (1.11) and (1.12).
Thus the proof is complete. O
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