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Abstract—Because of improvements in offshore tsunami ob-

servation technology, dispersion phenomena during tsunami

propagation have often been observed in recent tsunamis, for ex-

ample the 2004 Indian Ocean and 2011 Tohoku tsunamis. The

dispersive propagation of tsunamis can be simulated by use of the

Boussinesq model, but the model demands many computational

resources. However, rapid progress has been made in parallel

computing technology. In this study, we investigated a parallelized

approach for dispersive tsunami wave modeling. Our new parallel

software solves the nonlinear Boussinesq dispersive equations in

spherical coordinates. A variable nested algorithm was used to

increase spatial resolution in the target region. The software can

also be used to predict tsunami inundation on land. We used the

dispersive tsunami model to simulate the 2011 Tohoku earthquake

on the Supercomputer K. Good agreement was apparent between

the dispersive wave model results and the tsunami waveforms

observed offshore. The finest bathymetric grid interval was

2/9 arcsec (approx. 5 m) along longitude and latitude lines. Use of

this grid simulated tsunami soliton fission near the Sendai coast.

Incorporating the three-dimensional shape of buildings and struc-

tures led to improved modeling of tsunami inundation.

Key words: 2011 Tohoku tsunami, Boussinesq model,

Dispersion, Soliton fission, Parallel computation.

1. Introduction

On 11 March 2011, a large, interplate earthquake

between the Pacific and North American lithospheric

plates occurred in the Japan Trench subduction zone.

The Japan Meteorological Agency estimated the

moment magnitude of the earthquake to be 9.0. The

coastal region of eastern Japan was strongly shaken for

4–5 min, and that movement was followed by the

devastating Tohoku tsunami. The tsunami completely

destroyed many coastal cities along the eastern coast of

Japan. Clear signals of the tsunami were recorded by

tsunami gauges around the world during the event

(HAYASHI et al. 2011; MAEDA et al. 2011). Many videos

were also taken by evacuees and public agencies during

the inundation of the coastal region. Tsunami height

surveys were conducted atmore than 5,900 points along

the coast after the event (MORI et al. 2012).

Frequency dispersion is apparent in the far-field

records of the 2011 Tohoku tsunami (LØVHOLT et al.

2012; KIRBY et al. 2013). Dispersion of a tsunami

occurs because water waves with different wave-

lengths travel at different speeds. Improvements in

offshore tsunami observation technology have fa-

cilitated many observations of tsunami wave

frequency dispersion in the open ocean in recent

years (HORILLO et al. 2006; SAITO et al. 2010).

Another remarkable phenomenon associated with

tsunami dispersion occurred in the near-field region

on the shallow, gentle slope along the Sendai coast.

That phenomenon, called ‘‘tsunami soliton fission’’

(SHUTO 1985), is characterized by split, short-period

waves (or ‘‘undular bores’’) around the tsunami crest

caused by a combination of wave nonlinearity and

dispersion. The wave front of a tsunami propagating

on a shallow, gentle slope becomes steep because of

wave nonlinearity effects. When the wave front be-

comes sufficiently steep, the effect of wave

dispersion begins to cause fission of the wave

(MADSEN et al. 2008). Analysis of a video of the

Tohoku tsunami (MURASHIMA et al. 2012) has
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indicated that the wavelengths of the split waves

ranged from 100 m to several hundred meters, and

the amplitudes were several meters. If soliton fission

occurs, the leading wave is amplified dramatically,

the result being a larger tsunami force on coastal

structures.

It is, therefore, essential to include the character-

istics of tsunami soliton fission in tsunami modeling,

but commonly used tsunami simulation models based

on nonlinear and/or linear long-wave equations can-

not reproduce tsunami soliton fission, because a

tsunami soliton results from the combined effects of

nonlinearity and dispersion. A Boussinesq-type ap-

proach that includes a dispersion term in the long-

wave equations is an appropriate method for

simulating tsunami soliton fission (MATSUYAMA et al.

2007, MURASHIMA et al. 2010; SON et al. 2011; ZHOU

et al. 2011). Such simulation requires many compu-

tational resources. Rapid progress is being made,

however, in parallel computing technology, an effi-

cient way of solving the Boussinesq equations

(SITANGGANG and LYNETT 2005).

In this study, we initially developed a new paral-

lelized software by using message-passing interface

(MPI) and open multi-processing (OpenMP) libraries;

the software solves nonlinear Boussinesq-type dis-

persive equations with nested bathymetric grids.

SITANGGANG and LYNETT (2005) constructed a paral-

lelized scheme for Boussinesq modeling on a uniform

finite-difference grid by domain decomposition. ZHOU

(2011) investigated a nested approach for Boussinesq

modeling, but their approach did not include parallel

technology. The software described in this paper en-

ables parallel computation to be used simultaneously

with a nesting algorithm. Implementation of this

software enabled us to perform a large-scale disper-

sive tsunami modeling study with high spatial

resolution and within a reasonable time. We then

applied the new software to a modeling study of the

2011 Tohoku tsunami on the Supercomputer K, which

at the time this paper was written was the fastest

computer in Japan, and the fastest computer in the

world from June 2011 to June 2012. The Supercom-

puter K is equipped with 82,944 computation

processors for a total of 663,552 cores; it has achieved

a Linpack performance of 10.51 petaflops with a high

computing efficiency ratio of 93.2 % (FUJITSU 2012).

2. Parallelized Dispersive Tsunami Software

To perform large-scale dispersive tsunami wave

modeling, we started with the URS Corporation and

Geoscience Australia (URSGA) software provided by

JAKEMAN et al. (2010). The numerical scheme used by

URSGA is an explicit leapfrog difference method that

solves either the linear or nonlinear long-wave equa-

tions in spherical coordinates. This scheme is based on

the uniform finite-difference scheme of SATAKE

(2002). Nonlinear terms in the model are ap-

proximated with upwind finite differences, and linear

terms are approximated by two-point centered finite

differences. The URSGAmodel uses a variable nested

algorithm that enables the spatial resolution of the

study region to be easily increased. The ratio of the

grid spacing of the parent and child nested grids is 3:1.

SAITO et al. (2010) reported a practical method for

solving the linear Boussinesq equations derived from

PEREGRINE (1972) with a uniform finite-difference

scheme. By incorporating the method of SAITO et al.

(2010), we attempted to include the dispersion term in

existingURSGA software. TheURSGAsoftware treats

depth-averaged velocities (u and v) as dependent vari-

ables. Unfortunately, this software caused numerical

instability during dispersive tsunami calculations in

areas where the topography changed suddenly, for ex-

ample at a continental shelf or trench axis. Conserved

variables, however, have the property of being able to

resolve discontinuities. ROEBER et al. (2010) have de-

scribed the transformation of physical to conserved

variables in the Boussinesq equations. We therefore

used conserved, depth-integrated variables to ensure

stability during computation. Thismodificationworked

successfully and enabled us to avoid numerical insta-

bility during dispersive modeling. The governing

equations used in the new software are expressed as:
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where h is the water height from the sea surface at rest,

t is time, u and h are the longitude and co-latitude,

respectively,R is the earth’s radius, d is thewater depth,

and the variables M and N are depth-integrated quan-

tities equal to (d ? h)u and (d ? h)v, respectively,

along longitude and latitude lines, respectively. g is the

gravitational constant, f is the Coriolis parameter, and

n is Manning’s roughness coefficient. In calculation of

the dispersion terms [the final terms on the right-hand

sides of Eqs. (1) and (2)], the fact that we used the static

water depth (d) means that we ignored the dispersion

effect on land to avoid risk of numerical instability

caused by complex propagation during inundation. To

solve these equations, we used the leapfrog, staggered-

grid, finite-difference calculation scheme shown in the

Appendix.

We used a domain decomposition method for par-

allel implementation of the Boussinesq model. We

divided the finite-difference grid points of the nested

grid into multiple rectangular sub-domains, each of the

same size, the number of sub-domains being equal to

the number of computation nodes (Fig. 1). An impor-

tant aspect of decomposing the domain is load

balancing. All computation nodes must have equal or

almost equal amounts of data to be processed. This

condition was achieved in the software by dividing all

of the nested grids into the same number of sub-do-

mains. Each sub-domain of the nested grids was

associated with one computation node. For example,

computation node No. 1 computed the No. 1 sub-do-

main of nested grid A, which was followed by

computation of the No. 1 sub-domain of nested grid B,

which was then followed by computation of the No. 1

sub-domain of nested grid C, and so forth.Multi-thread

processingwithOpenMPwas also incorporated into the

software for accelerationof loop calculations in the sub-

domains. To calculate the variables h, M, and N in

Eqs. (1)–(3) at a grid point, we must refer to data at the

surrounding grid points. The data needed to calculate

the variables at the edges of the sub-domains were ac-

quired from the adjoining sub-domains. This data

exchanges between the sub-domains were parallelized

by the MPI point-to-point communication routines. To

facilitate communication between the nested grids, data

at the edges of a child nested grid were over-written by

interpolated data from the parent nested grid. All of the

data of the child nested grid were re-sampled to match

the resolution of the parent nested grid, to enable

copying of them to the parent nested grid (Fig. 2). This

two-way inter-grid communication enabled seamless

propagation of the tsunami between the nested grids.

The inter-grid communications were implemented by

using the MPI collective communication routines.

Figure 3 shows a flowchart of the parallel dispersive

computation with the nesting algorithm. We call the

new parallelized software JAGURS-D, which stands

for the Japan Agency for Marine-Earth Science and

Technology (JAMSTEC) improvements of the

URSGA software for dispersive tsunamis.

3. Tsunami Model Validation and Parallel

Performance

For the purpose of validation of the dispersive

tsunami model developed in this study, we used
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Figure 1
Nested gridding scheme and domain decomposition for parallel

computation. Numbers indicate MPI ranks assigned for calculation

of rectangular sub-domains
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Figure 2
Inter-grid communications a from parent to child grids and b from child to parent grids. Blue and red lines indicate parent and child grid cells,

respectively. The stars are points for transferred data. For data transfer from the parent to child, the data along the edges of the child grid were

linearly interpolated by using the parent data, and copied to the child grid. For data transfer from the child to parent grids, we took an average

of nine points of the child data, indicated by green in (b), to match the resolution of the parent grid
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Figure 3
Flowchart of parallel dispersive tsunami calculation with the nesting algorithm. This example uses two nesting grids, parent and child grids,

similar to the scheme shown in Fig. 1
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results from MATSUYAMA et al. (2007). They con-

ducted a large wave flume experiment to investigate

the nature of tsunami soliton fission. The wave flume

was 205 m long, 3.4 m wide, and had a maximum

depth of 4.0 m (Figs. 1, 2 in MATSUYAMA et al. 2007).

We used water surface waveforms recorded during

the experiment for which the input wave period was

20 s and the wave amplitude was 0.03 m on a slope

gradient of 1/200 (Fig. 5 in MATSUYAMA et al. 2007).

Soliton fission occurred at a point 50 m from the

modeled shoreline (wet and dry boundary) in that

experiment. We constructed a topographic model that

simulated the wave flume topography from distances

of 80 m to -10 m from the modeled shoreline, with a

grid interval of 0.1 m. We have given the recorded

waveform time series at a point 80 m from the

modeled shoreline as the boundary condition in the

calculation. It should be noted that we modified the

software from spherical coordinates to Cartesian co-

ordinates to avoid cancellation of significant digits. A

single topographic grid with no nesting was applied

with a time step of 0.005 s and a Manning’s coeffi-

cient of 0.025. The integral time was set to 300 s.

Figure 4 shows a comparison of measured (MAT-

SUYAMA et al. 2007) and calculated waveforms at two

points 50.0 and 30.8 m from the modeled shoreline in

the wave flume experiment. The conventional non-

linear long-wave model (Fig. 4a, c) predicted the

timing of tsunami arrival and the characteristics of

the waveform, except for the soliton fission waves. It

could not, however, predict any component of the

soliton fission wave. After the wave front became

steep, because of nonlinear effects, the wave front

propagated without fission in the long-wave model.

In contrast, the Boussinesq model developed in this

study (Fig. 4b, d) simulated well the time histories of

water surface fluctuations recorded in the wave flume

experiment, including the soliton fission wave. We

can therefore assert that our dispersive tsunami model

can be used to investigate issues related to tsunami

soliton fission phenomena.

Next, we verified correct operation of the nesting

algorithm. We simulated the tsunami caused by the

2011 Tohoku earthquake, using the dispersive model

with five nested grids shown in Fig. 5. The finest

nesting grid was located on the Sendai coast, where

soliton fission was observed during the 2011 Tohoku

tsunami. This grid was divided into grid points

separated by approximately 2/9 arcsec (about 5 m).

The total number of grid points was 21 million. The
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Figure 4
Time histories of water surface elevation calculated with the Boussinesq (blue) and long-wave (green) models compared with actual

fluctuations (red) recorded in the wave flume experiment of MATSUYAMA et al. (2007)
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time step was set to 0.1 s to satisfy the stability

condition.

Figure 6 is a sequential time series of maps that

indicate sea surface height around the boundary of

the nesting grids. Analysis of these maps revealed

that the calculated tsunami propagated seamlessly

beyond the boundaries of the nesting grids. This re-

sult means that the algorithm implemented with our

software can successfully achieve transfer of vari-

ables between the nesting grids needed to solve the

dispersive equations under the parallelized computa-

tional scheme.

We also performed a parallel performance test of

JAGURS-D on the K computer using the set up de-

scribed above. We used the MPI?OpenMP mixed

parallel model with automatic parallelization by the

compiler. We repeated the calculations by changing

number of nodes (12, 24, 48, 96, and 192) and

measured elapsed time. One node of the K computer

consists of eight processing cores. Figure 7 shows the

acceleration ratio achieved in the test. Addition of up

to 192 nodes efficiently upgraded the speed of

computation.

4. Simulation Model for the 2011 Tohoku Tsunami

Many source models have been suggested for the

2011 Tohoku earthquakes, on the basis of seismic

data (AMMON et al. 2011; YAGI AND FUKAHATA 2011),

tsunami data (IMAMURA et al. 2011; SAITO et al. 2011;

Satake et al. 2013), and crustal deformation data

(SUITO et al. 2011; ITO et al. 2011). GOTO et al. (2012)

and BABA et al. (2014) used the tsunami source model

proposed by IMAMURA et al. (2011) for simulation of

the near-field tsunami. GRILLI et al. (2013) simulated

two forms of the Tohoku tsunami derived from a

source inverted from teleseismic waves (SHAO et al.

6-arcsec grid
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2/3-arcsec grid

2/9-arcsec grid

18-arcsec grid

Pacific Ocean

Computational 
domain

Sendai

Tokyo

Sendai

To
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, 
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Pacific Plate

North American Plate

Figure 5
Bathymetry of the computational domain (18-arcsec grid spacing) and outlines of nested grids (rectangles outlined in red). The depth contour

interval is 1,000 m. The dashed line is the axis of the Japan Trench. The star indicates the epicenter of the 2011 Tohoku earthquake

determined by the Japan Meteorological Agency
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2011) and their own source based on geodetic data,

including sea floor displacements. We used the 2011

Tohoku tsunami source obtained by SAITO et al.

(2011) in this study, because it is the only model

derived from linear dispersive tsunami equations. They

inverted the observed tsunami waveforms for the 2011

tsunami source with dispersive Green’s functions cal-

culated in a uniform finite-difference scheme. In

general, we did not use the dispersive equations but,

instead, used linear long-wave equations in tsunami

inversion analysis on the assumption that dispersion

effects are negligible in the near-field. This assumption

is valid when the wavelength of the tsunami source is

long enough to be comparable with the water depth.

However, the offshore tsunami gauges recorded very

short-wavelength tsunami waves during the 2011

tsunami. In this case, the linear long-wave equations

could not correctly simulate the short-wavelength tsu-

nami waves, the result being an incorrect image of the

tsunami source after inversion analysis. Accordingly,

we selected the Saito’s model derived from dispersive

Green’s functions to implement the dispersive tsunami

modeling.

For modeling of the 2011 Tohoku tsunami, five

bathymetric nested grids, shown in Fig. 5, were

2/9-arcsec grid 

2/3-arcsec grid 

2-arcsec grid 

Figure 6
Successive views of water surface elevation during the 2011 Tohoku tsunami, near the Sendai coast, calculated by use of the dispersive

tsunami software. Red dotted lines indicate the boundaries of nesting grids. The calculated tsunami propagated seamlessly beyond the nesting

boundaries
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Figure 7
Parallel performance test of JAGURS on the K computer
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defined for our calculation. The coarsest grid repre-

sented the entire computational domain (34–43�N,
140–150�E), including the tsunami source and the

target area of Sendai (Fig. 5). The bathymetry in the

grid was obtained by use of a combination of the

M7000 map series provided by the Marine Informa-

tion Research Center, Japan Hydrographic

Association, the Tohoku bathymetric grid from

JAMSTEC (KIDO et al. 2011), and General Bathy-

metric Chart of the Oceans (GEBCO) data (British

Oceanographic Data Centre 2010). The bathymetry

was interpolated to 18 arcsec intervals. The M7000

series is a set of digital bathymetric contours obtained

by combining the basic maps of the coastal waters of

Japan with other bathymetric information. The To-

hoku bathymetric grid includes all results from

JAMSTEC’s multi-narrow beam surveys conducted

in the Japan Trench. GEBCO provides global

bathymetry datasets for the world’s oceans with

spatial resolution of 30 arcsec. These datasets were

subsampled and then interpolated to make nested

grids with spacings of 6, 2, 2/3, and 2/9 arcsec for the

nesting scheme.

For the land area, we re-sampled Geospatial In-

formation Authority of Japan (GSI) data to produce

topographic grids. The 50-m-interval topographic

data assembled by the GSI, which covers all of Japan,

were used for the topography in grids with spacing of

18, 6, and 2 arcsec. The 5-m interval topographic

data provided by the GSI were re-sampled and in-

terpolated to 2/3 and 2/9 arcsec grids. These

topographic grids were merged with the bathymetric

grids to yield seamless bathymetric–topographic

grids for the entire region. The shape of the coastline,

which is important in tsunami modeling, was based

on GSI topographic data. The shapes of tsunami de-

fense facilities, for example sea walls and

breakwaters larger than 7.5 m, were included as to-

pography in the finest digital elevation model (DEM)

data. The tide level was approximately -25 cm when

the tsunami arrived at the coast in the finest grid

(gridded by 2/9 arcsec spacing). We imitated the tide

level by relative uplifting of the ground by 25 cm in

the simulation. To consider the crustal deformation as

a result of the faulting of the 2011 Tohoku earth-

quake, we again lowered the ground level in the

2/9 arcsec grid by 35 cm, on the basis of NISHIMURA

et al. (2011).

We performed a nonlinear dispersive simulation

of the tsunami generated by the 2011 Tohoku earth-

quake by use of the dataset described above. A

sponge buffer zone (CERJAN et al. 1985) was applied

(a) Non-Dispersive (b) Dispersive 

Dispersion 

Figure 8
Sea-surface fluctuations 30 min after the earthquake occurred, simulated with nonlinear long-wave equations (a) and nonlinear dispersive

wave equations (b). Triangles indicate locations of tsunami gauges. Tsunami waveforms are compared in Fig. 9
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at the 60 grid points surrounding the simulation

model to avoid reflection of short-period tsunami

waves at the outer boundary of the calculation region.

For the sea–land boundary, we used a moving

boundary so that the tsunami could inundate the land.

A uniform Manning’s coefficient of 0.025 s m-1/3

was used for the whole computation region. The time

step was set to be 0.1 s, to satisfy the stability con-

dition for the finite difference algorithm. The integral

time was 3 h, including the arrival time of the major

tsunami waves at the target region. We implemented

this calculation on 192 nodes (1,536 cores) of the K

computer. The computation results were produced

after an elapsed time of approximately 9.5 h. Non-

dispersive modeling, based on the nonlinear long-

wave equations, was also performed for comparison.

5. Results and Discussion

Ocean-bottom pressure gauges and global posi-

tioning system (GPS) buoys around Japan

successfully documented the 2011 Tohoku tsunami

offshore (MAEDA et al. 2011; HAYASHI et al. 2011).

These offshore gauges were able to provide tsunami

waveforms free from such complicating effects as

nonlinearity, reflection, and refraction near the coast.

These data were therefore useful for validating our

dispersive tsunami simulation. Figure 8 compares

sea-surface fluctuations between the long-wave and

dispersive models. In the region near buoy

DART21418, frequency dispersion was apparent in

the dispersive simulation (arrow in Fig. 8).

Simulated and observed tsunami waveforms are

compared in Fig. 9. In the case of the tsunami

waveform observed at DART21418, the first tsu-

nami wave was followed by several short-period

waves during the time interval from 30 to 60 min

after the time of origin of the earthquake. The dis-

persive simulation produced similar results. This

similarity reflects the fact that the source model of

SAITO et al. (2011) used dispersive tsunami equa-

tions and was adjusted to reproduce the observed

data at buoy DART21418. The point is that the

short-period wave train following the first tsunami

appeared only in the dispersive simulation, but not

in the non-dispersive simulation. In contrast, the

discrepancy between the non-dispersive and disper-

sive models was not apparent in the tsunami

waveforms recorded by GPS buoys near the Ja-

panese coast. This information is important for

determining whether dispersive or non-dispersive
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Figure 9
Comparisons of tsunami waveforms determined from observations (red), the non-dispersive model (green), and the dispersive model (blue) at

the offshore stations. The locations of the stations are shown in Fig. 8. Horizontal axis is elapsed time after the 2011 Tohoku earthquake. The

records from stations GPS801, GPS803, GPS806, and GPS804 lack data at the beginning
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equations should be used to create Green’s functions

for source inversion analysis with the tsunami

waveforms.

These two models provided quite different images

of the area very close to the Sendai coast (Fig. 10).

The dispersive model successfully predicted the oc-

currence of tsunami soliton fission approximately

90 min after the earthquake, when the second large

tsunami wave was approaching the coast. The com-

puted wavelength of each split wave was

approximately 200 m. Figure 11 shows a comparison

of the non-dispersive and dispersive simulations of

the tsunami waveforms near the coast. We were able

to count 13 split waves in the tsunami waveforms

obtained with the dispersive model. The maximum

peak-to-trough amplitude of the soliton fission was

approximately 3 m. The period of that wave was

approximately 13 s. These features of the soliton

fission waves were consistent with reports from he-

licopter observations (MURASHIMA et al. 2010). This

dispersive model, which used a fine topographic grid

interval of 0.22 arcsec (approx. 5 m), simulated the

soliton fission waves of the 2011 Tohoku tsunami

quantitatively near the coast. We stress that disper-

sive modeling is essential for simulating the

characteristic tsunami phenomena near a coast and

the frequency dispersion often observed in the open

ocean.

We mapped the differences between the simulated

maximum tsunami height in the two models

(Fig. 12). Although we were able to describe the

tsunami soliton fission for the second tsunami wave

as described above, the maximum tsunami height was

produced during the first tsunami wave, when the

soliton fission wave was less apparent in the calcu-

lation. However, weak soliton fission occurred at a

point very close to the coast for the first tsunami

wave. The occurrence of this soliton fission was ac-

companied by a large-amplitude tsunami wave near

(a) Non-Dispersive (b) Dispersive

0.0 above 4.0below -4.0 -2.0 2.0
Water Height [m]

Figure 10
Sea-surface fluctuations of the 2/9-arcsec grid near the Sendai coast 90 min after the earthquake occurred, simulated by use of nonlinear long-

wave equations (a) and the nonlinear dispersive wave equations (b). The star indicates the location of the waveform of sea-surface fluctuations

plotted in Fig. 11
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Figure 11
Tsunami waveforms derived from non-dispersive (green) and

dispersive (blue) models at the point indicated by the star in

Fig. 10
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the coast. This fact is apparent in Fig. 12, which

depicts the difference between the simulated max-

imum height of the tsunami in the dispersive and non-

dispersive models. A positive (greater height in the

dispersive model) band of approximately 1 m is ap-

parent along the coastline. In contrast, a negative

(smaller height in the dispersive model) band is ap-

parent offshore of the positive band. The amplitude of

the nonlinear long-wave tsunami becomes large be-

cause of the shoaling effect as the wave approaches

the coast. The dispersion term also works to depress

the amplification because of wave nonlinearity.

Consequently, the dispersive model may produce a

tsunami of smaller amplitude than the nonlinear long-

wave model when soliton fission does not occur.

How does the dispersive model make a difference

in terms of tsunami inundation on land? Comparison

of the calculated results revealed that the dispersive

model resulted in maximum inundation slightly

smaller than the long-wave model (Fig. 12). But the

countermeasures taken against a tsunami disaster

would make the difference negligible. This small

difference may be related to the fact that the max-

imum inundation was recorded during the first

tsunami wave, when soliton fission was much less

apparent than it was during the second wave. We

therefore do not believe the tsunami derived from the

dispersive simulation to produce the maximum in-

undation on land differs from that of the long-wave

model. A previous study that investigated the effect

of using a dispersive model to simulate inundation

during the 2004 Sumatra tsunami (SHIGIHARA et al.

2006) revealed that the dispersive model and long-

wave models produced similar inundation results.

However, for the 1983 Nihonkai-Chubu earthquake, a

dispersive model resulted in a much larger inundation

(IWASE 2005). It would be inappropriate to conclude

how much use of a dispersive model affects the

simulated inundation. The effect may differ on case-

by-case basis. With the dataset we used, inclusion of

dispersion in the model had little effect on the max-

imum simulated inundation height on land.

In this study, we used a source model inverted from

only offshore tsunami waveforms observed by ocean-

bottom pressure gauges and GPS buoys (IMAMURA

et al. 2011). These offshore tsunami gauges are able to

detect a tsunami before it arrives on the coast and are

therefore useful for early prediction of tsunami. In fact,

several algorithms for estimating the source of a tsu-

nami on a real-time basis have been investigated by

inverting offshore data (TSUSHIMA et al. 2012; TAKA-

GAWA and TOMITA 2012). Our concern is how

accurately the characterization of a tsunami source

based on inversion of offshore tsunami data describes

the tsunami and inundation near the coast with the

methodology used in this study.MORI (2011)measured

numerous tsunami inundation heights in the coastal

region after the 2011 Tohoku tsunami. Our simulation

results are compared with their survey results in

Fig. 13. The predicted and observed tsunami heights

are positively correlated (Fig. 13c). We also used Ai-

da’s method (AIDA 1978) to quantitatively validate the

numerical simulation. AIDA (1978) defined two indi-

ces, the geometric mean K and geometric standard

deviation j, that can be used to evaluate the repro-

ducibility of numerical simulations of tsunami events.

For the data in Fig. 13, the calculated K and j values

were 0.94 and 1.28, respectively.

However, this model seems to systematically un-

derestimate tsunami heights along the coastline

(Fig. 13b). We took into account highly accurate

DEM data in the tsunami simulation, but large, strong

Difference [m]
-2 2

Figure 12
Difference between maximum tsunami height in the non-dispersive

and dispersive models for the 2/9-arcsec grid. Positive values

indicate greater height simulated by the dispersive model. The

white line is the coastline
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buildings should, similar to sea walls, afford direct

protection against an incoming tsunami. We inferred

that incorporating three-dimensional (3D) shapes of

buildings and structures may lead to improved mod-

eling of tsunami inundation in the coastal region. Lidar

measurements are being carried out along the Japanese

coast by the GSI. Lidar collects reflections with high

spatial resolution from the ground surface, and re-

flections from such elevated surfaces as roads, bridges,

the roofs of buildings, and the tops of trees. We

therefore embedded the 3D building data derived from

lidar measurements as topographic highs in the dis-

persive tsunami model to reproduce tsunami barriers

in the coastal area. We repeated the tsunami calcula-

tion after replacing topographic data from the DEM

only with data that included 3D building information

embedded in the DEM (Fig. 14). The predicted tsu-

nami became large in front of the buildings along the

coastline. The predicted maximum inundations re-

produced observations better than the maximum

inundations obtained with the DEMmodel. The values

of K and j were improved to 0.97 and 1.27, respec-

tively. These values satisfy the adequacy criteria for

tsunami numerical modeling established by the Japan

Society of Civil Engineers (2002) (0.95\K\ 1.05,

j\ 1.45). The 3D building data helped to improve the

accuracy of the simulated inundations. We conclude

that the measured heights were simulated well by this

method of calculation, which used 3D building data

and tsunami source information acquired with

Figure 13
Comparison of measured inundation heights and simulations with the dispersive model using conventional DEM. a Colored map showing the

maximum inundation height in the 2/9-arcsec grid obtained with the simulation. Colored circles are derived from a field survey (MORI 2011).

b The map shows differences between observed and calculated heights at specific points. c Relationship between observed and calculated

values. The straight line indicates equality of calculated and observed values. K and j are the geometric mean and geometric standard

deviation, respectively, of the reproduction indices, proposed by AIDA (1978). d Histogram of deviations of the calculated values from the

observations
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offshore data only without the coastal data. In this

study, we successfully developed high-speed software

for tsunami propagation and inundation. It would now

be very desirable to develop a practical and real-time

method that can accurately characterize tsunami

sources by analysis of offshore tsunami data for

mitigation of future tsunami damage.

During the tsunami simulations, we developed

two ideas for further improving the accuracy of tsu-

nami models. The first idea relates to topographic

data. We applied the highly accurate DEM and 3D

building data on land, and used highly reliable data

for the shape of the sea bottom. There were, however,

no measured data for such inland waters as rivers,

ponds, and small channels, so topographic shape was

generated by interpolating surrounding data. The re-

producibility of the observed tsunami height was

relatively poor in these areas in this simulation. The

second idea concerns the finite-difference scheme in

the current software. The current model uses a low-

order upwind differencing method to calculate the

nonlinear term, but that method is associated with

significant numerical dissipation when the flow cur-

vature is large (MATSUYAMA et al. 2010; SON et al.

2011). The result may be an obstructive factor that

prevents amplification of the height of the tsunami

because of nonlinear and dispersion effects. We are

attempting to solve these problems so the model can

predict tsunami characteristics more accurately with

high speed and high resolution.

6. Conclusions

In this study we developed new software for dis-

persive tsunami wave modeling. The software solves

Figure 14
Comparison of measured inundation heights and simulations with the dispersive model using three-dimensional shapes of buildings embedded

in the DEM. The panels are explained in the caption to Fig. 13
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the nonlinear Boussinesq dispersive equations in a

finite-difference scheme with variable nested grids.

The software was fully parallelized with the MPI and

OpenMP libraries so that large-scale dispersive

modeling of the 2011 Tohoku tsunami was possible

on the K Supercomputer. A clear discrepancy was

apparent from comparison of tsunami waveforms

derived from dispersive and non-dispersive simula-

tions at the DART21418 buoy located in the deep

ocean. Tsunami soliton fission near the coast

recorded by helicopter observations was accurately

reproduced by the dispersive model with the high-

resolution grids. This calculation scheme, with in-

corporation of 3D data on building shapes and

tsunami source characteristics independently re-

trieved from offshore data alone, satisfied the

adequacy criteria for the prediction of tsunami traces

on land.
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Appendix: Finite-difference Scheme for Nonlinear

Dispersive Equations

The finite difference calculation was performed in

the staggered-grid system shown in Fig. 15. Because

the integration over time was solved with a leapfrog

method, the water height (h) was defined at time

t ¼ nDt, and the depth-integrated quantities (M, N)

were defined at t ¼ ðn � 1=2ÞDt, where Dt is the time

step and n ¼ 1; 2; 3. . .. In the Appendix, u and h
indicate the longitude and co-latitude, respectively,

R is the earth’s radius, d is the water depth, and D is

total depth, that is d ? h. g is the gravitational con-

stant, f is the Coriolis parameter, and n is the

Manning’s roughness coefficient. We considered the

finite-difference form of the dispersion term, the final

term on the right-hand side of Eq. (1).

d2

3R sin h
o

ou
1

R sin h
o2M

ouot
þ o2 N sin hð Þ

ohot

� �� �

¼ d2

3R2 sin2 h

o

ot

o2M

ou2
þ o2 N sin hð Þ

ouoh

� �
; ð4Þ

where

o2M

ou2
¼ Miþ1;j � 2Mi;j þ Mi�1;j

Du2
; ð5Þ

Figure 15
Staggered-grid system for the finite-difference simulation of

nonlinear dispersive equations
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Du is the grid size along a longitude line. We

introduced

U ¼ Miþ1;j � 2Mi;j þ Mi�1;j; ð6Þ

to write

o

ot

o2M

ou2

� �
¼ o

ot

U

Du2

� �
¼ Unþ1

2 � Un�1
2

Du2Dt
: ð7Þ

The other term of Eq. (4) can be expressed as:

o2 N sin hð Þ
ouoh

¼ o

ou

�Ni;jþ1 sin hþ Dhð Þ � �Ni;j sin hð Þ
Dh

� �

¼
�Ni;jþ1 sin hþ Dhð Þ � �Ni�1;jþ1 sin hþ Dhð Þ � �Ni;j sin hð Þ þ �Ni�1;j sin hð Þ

DhDu
;

ð8Þ

where Dh is the grid size along a latitude line. Be-

cause of the staggered grid system:

�Ni;j ¼
Ni;j þ Niþ1;j þ Ni;j�1 þ Niþ1;j�1

4
: ð9Þ

By defining:

�V ¼ �Ni;jþ1 sin hþ Dhð Þ � �Ni�1;jþ1 sin hþ Dhð Þ
� �Ni;j sin hð Þ þ � �Ni�1;j sin hð Þ; ð10Þ

we can write:

o

ot

o2 N sin hð Þ
ouoh

� �
¼ o

ot

�V

DhDu

� �
¼

�Vnþ1
2 � �Vn�1

2

DhDuDt
:

ð11Þ

Accordingly, the dispersion term of Eq. (1) can be

expressed by using Eqs. (7) and (11) in finite-differ-

ence form as:

d2

3R sin h
o

ou
1

R sin h
o2M

ouot
þ o2 N sin hð Þ

ohot

� �� �

¼
�d2

i;j

3R2 sin2 hDt

Unþ1
2 � Un�1

2

Du2
þ

�Vnþ1
2 � �Vn�1

2

DhDu

 !
;

ð12Þ

where also, because of the staggered grid system:

�di;j ¼
di;j þ diþ1;j

2
ð13Þ

Finally, Eq. (1) can be written in finite-difference

form as:
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2

Du2
þ

�Vnþ1
2 � �Vn�1

2
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ð14Þ

where, again, because of the staggered grid system:

�Di;j ¼
di;j þ diþ1;j þ hi;j þ hiþ1;j

2
ð15Þ

It should be noted that the 2nd and 3rd terms on

the right-hand side of Eq. (14) were approximated

with upwind finite differences.

Similarly, we considered the finite difference

form for the dispersion term (the final term on the

left-hand side) of Eq. (2):

d2

3R

o

oh
1

R sin h
o2M

ouot
þ o2 N sin hð Þ

ohot
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¼ d2

3R2

o

ot

o

oh
1

sin h
oM

ou

� �
þ o

oh
1

sin h
oN sin h

oh
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ð16Þ

where:

o

oh
1

sin h
oM

ou

� �
¼ o

oh
1

sin h

�Miþ1;j � �Mi;j

Du

� �

¼ 1

DhDu

�Miþ1;j � �Mi;j

sin h
�

�Miþ1;j�1 � �Mi;j�1

sinðh� DhÞ

� �
;

ð17Þ

and because of the staggered grid system:

�Mi;j ¼
Mi;j þ Mi;jþ1 þ Mi�1;j þ Mi�1;jþ1

4
: ð18Þ

By further defining:

�U ¼
�Miþ1;j � �Mi;j

sin h
�

�Miþ1;j�1 � �Mi;j�1

sinðh� DhÞ ; ð19Þ
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we can write:

o

ot

o

oh
1

sin h
oM

ou
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¼ o

ot

�U

DhDu

� �
¼

�Unþ1
2 � �Un�1

2

DhDuDt
:

ð20Þ

The other term of Eq. (16) can be expressed as:

o
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By defining:

V ¼ Ni;jþ1 sin hþ Dhð Þ � Ni;j sin hð Þ
sin hþ Dh=2

� �

� Ni;j sin hð Þ � Ni;j�1 sin h� Dhð Þ
sin h� Dh=2

� � ; ð22Þ

and we can write:

o

ot

o

oh
1

sin h
oN sin h

oh

� �� �
¼ 1

Dh2
oV

ot
¼ Vnþ1

2 � Vn�1
2

DtDh2
:

ð23Þ

By using Eqs. (20) and (23), the dispersion term

of Eq. (2) can be expressed in finite-difference form

as:
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o
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where because of the staggered grid system:

�di;j ¼
di;j þ di;jþ1

2
: ð25Þ

Finally, Eq. (2) can be written in finite-difference

form as:
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where, because of the staggered grid system:

�Di;j ¼
di;j þ di;jþ1 þ hi;j þ hi;jþ1

2
: ð27Þ

It should also be noted that the 2nd and 3rd terms

on the right-hand side of Eq. (26) are approximated

with upwind finite differences.

Equation (3) can be written in the finite-difference

form as:

hnþ1 ¼ hn � Dt

R sin h

M
nþ1

2

i;j � M
nþ1

2

i�1;j

� �
Du

0
@
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2

i;j sin hð Þ � N
nþ1

2
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� �

Dh

1
A
3
5:
ð28Þ

At time t ¼ nDt, we calculate Mnþ1=2 and Nnþ1=2

by substituting hn, Mn�1=2, and Nn�1=2 into Eqs. (14)

and (26). These equations are solved by use of an

iterative method (Gauss–Seidel method) (PRESS et al.

1986). The calculated Mnþ1=2 and Nnþ1=2 are sub-

stituted into Eq. (28) to obtain hnþ1. Then hnþ1,

Mnþ1=2, andNnþ1=2 are used to solve Eqs. (14), (26),

and (28) at the next time step.
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