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A Meta Logarithmic-Sobolev Inequality for
Phase-Covariant Gaussian Channels

Salman Beigi and Saleh Rahimi-Keshari

Abstract. We introduce a meta logarithmic-Sobolev (log-Sobolev) inequal-
ity for the Lindbladian of all single-mode phase-covariant Gaussian chan-
nels of bosonic quantum systems and prove that this inequality is sat-
urated by thermal states. We show that our inequality provides a gen-
eral framework to derive information theoretic results regarding phase-
covariant Gaussian channels. Specifically, by using the optimality of ther-
mal states, we explicitly compute the optimal constant αp, for 1 ≤ p ≤ 2,
of the p-log-Sobolev inequality associated with the quantum Ornstein–
Uhlenbeck semigroup. Prior to our work, the optimal constant was only
determined for p = 1. Our meta log-Sobolev inequality also enables us
to provide an alternative proof for the constrained minimum output en-
tropy conjecture in the single-mode case. Specifically, we show that for
any single-mode phase-covariant Gaussian channel Φ, the minimum of
the von Neumann entropy S

(
Φ(ρ)

)
over all single-mode states ρ with a

given lower bound on S(ρ) is achieved at a thermal state.

1. Introduction

Quantum Gaussian channels are prototype noise models for the transmission
of quantum information in current quantum communication technologies and
information processing. In particular, they model transmission channels for
sending quantum data encoded in bosonic systems through optical fibers and
free space. Despite several developments in the past decades, there are still wide
open conjectures regarding information theoretic properties of these channels.
These conjectures are important not only due to the significance of quantum
Gaussian channels in quantum information science, but also as quantum gen-
eralizations of some influential results in functional analysis.

In functional analysis and information theory, the optimality of Gaussian
functions and Gaussian distributions has been established for various optimiza-
tion problems involving Gaussian kernels or Gaussian channels. To name a few
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results, it is shown in [7] that only Gaussian functions saturate Gross’s cele-
brated logarithmic-Sobolev (log-Sobolev) inequality [25]. Also, it is shown in [36]
that “Gaussian kernels have only Gaussian maximizers.” In information theory,
it is shown that the optimal input distribution for Gaussian broadcast channels
is Gaussian [20]. More generally, various inequalities including Brascamp–Lieb
inequalities, the Loomis–Whitney inequality, the Prékopa–Leindler inequality,
sharp form of Young’s inequality for convolution of functions as well as the
entropy power inequality are tight for Gaussian functions and distributions;
see [1] and references therein. Thus, it is tempting to verify the validity of
these results in the non-commutative case for quantum Gaussian channels.

Single-mode quantum Gaussian channels have been classified in [30]; see
also [31]. Among these classes are the three important physical classes of atten-
uator, amplifier and additive-noise channels, which have two main features.
First, these channels are phase-covariant meaning, that they are covariant
with respect to the group of phase operators, and second, they form quan-
tum Markov semigroups [28]. These two features make these channels suitable
candidates for generalizing some of the aforementioned properties of Gauss-
ian kernels in functional analysis to the quantum case. In particular, as we
show in this paper, these channels satisfy a new inequality that is saturated
by Gaussian states, which we refer to as meta log-Sobolev inequality and pro-
vides a general framework for deriving quantum information-theoretic results
regarding bosonic systems.

One application of our meta log-Sobolev inequality is to compute the
optimal constants of the p-log-Sobolev inequalities for a semigroup of atten-
uator channels, called the quantum (bosonic) Ornstein–Uhlenbeck semigroup.
This semigroup is of particular interest as it resembles its classical counter-
part when acting on certain operators; see [9, Equation (7.5)]. The classical
Ornstein–Uhlenbeck semigroup is an important example of a Markov semi-
group, which can be understood as the convolution of an input distribution by
a Gaussian one. Its associated log-Sobolev inequality takes the form

1
2
Ent2(f) ≤ ‖f ′‖2

2, ∀f > 0, (1)

where the entropy Ent2(f) = E[f2 log f2] − E[f2] logE[f2] and the 2-norm
‖f‖2 = E[f2]1/2 are defined with respect to the standard normal distribution.
This inequality was first established by Gross in his seminal work [25].

Given the log-Sobolev inequality (1) for the classical Ornstein–Uhlenbeck
semigroup and the development of the theory of hypercontractivity for quan-
tum semigroups [39], it is natural to ask if the quantum Ornstein–Uhlenbeck
semigroup is hypercontractive and satisfies a log-Sobolev inequality.1 The 2-
log-Sobolev inequality for the quantum Ornstein–Uhlenbeck semigroup takes
the form

1Amplifier and additive-noise channels are not hypercontractive in the usual sense.
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α2 Ent2,σβ
(X)≤tr

(√
σβ [a,X]†

√
σβ [a,X]

)
, ∀X > 0, tr

(
σ

1
4
β Xσ

1
4
β

)2

< +∞.

(2)

Here, σβ = (1 − e−β)e−βa†a is a thermal (and then Gaussian) state with
parameter β > 0, [a,X] = aX − Xa is the commutator of the annihilation

operator with X, and in the special case that ρ =
(
σ

1
4
β Xσ

1
4
β

)2

is a quantum
state

Ent2,σβ
(X) = D(ρ‖σβ) = tr(ρ log ρ) − tr(ρ log σβ).

Moreover, α2 is called the 2-log-Sobolev constant whose optimal value, de-
pending on β, is one of our main problems of study in this work.

Using the spectral properties of the Lindbladian of the quantum Ornstein–
Uhlenbeck semigroup established in [9], a bound on the 2-log-Sobolev constant
α2 is derived in [6]. This bound confirms the hypercontractivity of the quantum
Ornstein–Uhlenbeck semigroup, yet it seems far from being optimal. Moreover,
the bound of [6] works only in the single-mode case and is not clear to satisfy
the so called tensorization property.

Although 2-log-Sobolev inequalities (assuming some regularity conditions
[35,39]) imply hypercontractivity inequalities, for a more refined characteriza-
tion of the latter inequalities we need to establish generalizations of the above
2-log-Sobolev inequality for all values of 1 ≤ p ≤ 2. These generalizations,
called p-log-Sobolev inequalities, are all equivalent and ignorant of the param-
eter p for the classical Ornstein–Uhlenbeck semigroup, yet they differ in the
quantum case.2

The 1-log-Sobolev (also called the modified log-Sobolev) inequality for
the quantum Ornstein–Uhlenbeck semigroup is first studied in [34] where it is
examined for Gaussian states and it is conjectured that Gaussian states are
optimal for the 1-log-Sobolev inequality. This conjecture is first proven in [8].
An alternative proof of this inequality and an extension are also derived in
[12].

Our meta log-Sobolev inequality is also related to computing the classical
capacity of attenuators, amplifiers and additive-noise channels, i.e., finding the
maximum rate of reliable transmission of classical data through these chan-
nels. Since these channels are phase-covariant, their classical capacity is related
to their minimum output entropy, i.e., the minimum entropy of their output
states; see, e.g., [31]. It was a long-standing open problem that the minimum
output entropy of these channels is additive and is achieved over Gaussian
states [21,23,33]. This conjecture was answered in the affirmative in [22]. Ex-
tensions of this result have also been proven for which we refer to [18,32] and
references therein.

Generalizing the aforementioned minimum output entropy conjecture,
the constrained minimum output entropy (CMOE) conjecture states that the
minimum output entropy of the above phase-covariant Gaussian channels over

2The parameter p is also relevant in the study of log-Sobolev inequalities for finite classical
Markov semigroups; see [38] and references therein.
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input states with a given entropy is achieved by Gaussian states [27]. More pre-
cisely, the CMOE conjecture states that if Φ is a single-mode phase-covariant
Gaussian channel, which by the above discussion is either attenuator, amplifier
or additive-noise, then for any m-mode state ρ we have

1
m

S
(
Φ⊗m(ρ)

) ≥ S(Φ(τ)), (3)

where τ is a single-mode thermal state satisfying S(τ) = 1mS(ρ). This con-
jecture is in particular related to the problem of computing the capacity of
quantum Gaussian broadcast channels [27]. Using tools developed in [14] the
CMOE conjecture is proven in [15,16] in the special case of m = 1. It is also
proven for arbitrary m in the parameter regime that the channel Φ becomes
entanglement breaking [11].

Some other conjectures regarding the optimality of Gaussian states have
also been proposed including an entropy photon-number inequality [13,26] and
a sharp Young’s inequality for the beam-splitter [18]. For more details on quan-
tum Gaussian optimizer conjectures in quantum information theory we refer
to [18].

1.1. Our Contributions

In this paper, we introduce a meta log-Sobolev inequality for phase-covariant
Gaussian quantum channels. In the Schrödinger picture, the Lindbladian of
the semigroups of attenuator, amplifier and additive-noise channels mentioned
above, takes the form

L(ρ) = ν0

(1
2
{aa†, ρ} − a†ρa

)
+ ν1

(1
2
{a†a, ρ} − aρa†

)
,

where ν0, ν1 ≥ 0 are non-negative constants and {X,Y } = XY + Y X denotes
anti-commutator. Then, given any ω ≥ 0, we define the function

Υ(ρ) =
p

p − 1
tr

(
L(

ρ1/p
)
ρ1−1/p

)
+ ω tr

(
ρa†a

)
+ S(ρ),

over single-mode states ρ. Later, we will see that for the choice of

X = σ
− 1

2p

β ρ
1
p σ

− 1
2p

β ,

and p = 2, the first term in Υ(ρ) resembles the Dirichlet form appearing on
the right hand side of (2). In this case, Entp,σβ

(X) = D(ρ‖σβ) can be written
in terms of the other two terms in Υ(ρ). Thus, computing the infimum of Υ(ρ)
is useful in obtaining the optimal log-Sobolev constant αp.

Our main result, which we call a meta log-Sobolev inequality, states that
optimal states in the minimization of Υ(ρ) are thermal, i.e.,

Υ(ρ) ≥ inf
τ :thermal

Υ
(
τ
)
, (4)

for any state ρ of a single-mode bosonic system.
By using (4), we turn the problem of computing the optimal p-log-Sobolev

constant αp into an optimization problem over thermal states that are charac-
terized by a single real parameter. We explicitly compute the optimal constant
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for the quantum Ornstein–Uhlenbeck semigroup for any 1 ≤ p ≤ 2:

αp =
pp̂

4β
eβ/2

(
1 − e−β/p

)(
1 − e−β/p̂

)
. (5)

This result for p = 1 recovers the modified log-Sobolev inequality of [8], and
for p = 2 is an improvement over the bound of [6].

We also study the quantum Ornstein–Uhlenbeck semigroup in the mul-
timode case. It is well known that log-Sobolev constants for classical Markov
semigroups have the tensorization property (see, e.g., [38]), meaning that con-
sidering the m-fold tensor product of the semigroup, the log-Sobolev constants
of the resulting semigroup are the same as those of the original one. This prop-
erty is not known to hold for arbitrary quantum Markov semigroups. Thus,
we also consider the m-mode version of (2):

α̂2Ent2,σ⊗m
β

(X) ≤
m∑

j=1

tr
(√

σ⊗m
β [aj ,X]†

√
σ⊗m

β [aj ,X]
)
,

where X > 0 runs over m-mode operators, and α̂2 is the 2-log-Sobolev constant
for the m-fold tensor product semigroup. We show that for any m > 1,

α̂2 ≥
(

2 + log(2m + 1)
sinh(β/2)

+
1
α2

)−1

, (6)

where α2 is given by (5).
To prove our result (6), we follow the approach of [6]. We use properties

of the spectrum of the generator L of the quantum Ornstein–Uhlenbeck semi-
group to reduce the problem for arbitrary m-mode operators X to operators
that are diagonal in the number basis. To this end, we prove an entropic in-
equality which might be of independent interest. Next, restricting to diagonal
operators, we obtain an essentially classical Markov semigroup that is known
to satisfy the tensorization property. Thus, the problem for m-mode states is
reduced to that of single-mode states for which we have already established
the optimal log-Sobolev constant in (5). We note that, although, our first step
of the proof is inspired by [6], our penalty term that compensates for the re-
duction to diagonal states is smaller than that of [6]. Moreover, as mentioned
above we compute the exact value of the 2-log-Sobolev constant for diagonal
states while [6] derives only a lower bound. Thus, our estimate on the 2-log-
Sobolev inequality is not just an m-mode generalization of [6], but a twofold
improvement thereof.

Our meta log-Sobolev inequality (4) provides a general framework that
can be applied in other settings as well. In this paper, using (4) we also give
an alternative proof of the CMOE conjecture (3) in the case of m = 1.

Outline of the paper The rest of this paper is organized as follows. In Sect. 2, we
review the class of single-mode phase-covariant Gaussian channels. We argue
that these channels form semigroups and compute their Lindbladians. Section 3
is devoted to our meta log-Sobolev inequality (4) and its proof. The log-Sobolev
constants for the quantum Ornstein–Uhlenbeck semigroup are computed in
Sect. 4. Also, our proof of the CMOE conjecture is given in Sect. 5. Final
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remarks are discussed in Sect. 6, and some detailed computations are left for
the appendices.

2. Phase-Covariance Gaussian Channels

A single-mode bosonic continuous-variable system is described by the annihi-
lation operator a and it hermitian conjugate, the creation operator a†. These
operators satisfy the bosonic commutation relation

[a,a†] = aa† − a†a = 1.

Fock states {|n〉 : n ≥ 0}, also called number states, form an orthonormal
basis for the corresponding Hilbert space and are eigenvectors of a†a called
the number operator : a†a|n〉 = n|n〉. We indeed have a|n〉 =

√
n|n − 1〉 and

a†|n〉 =
√

n + 1|n + 1〉. Single-mode quantum states ρ are density operators
(ρ 	 0 and tr(ρ) = 1) acting on this Hilbert space.

All states that we consider in this paper are assumed to be physical
and hence have finite mean photon number. More precisely, for a pure state
ρ = |ψ〉〈ψ| we assume that |ψ〉 belongs to the domain of a and 〈ψ|a†a|ψ〉 =
‖a|ψ〉‖2 < +∞, and more generally for a mixed state with eigen-decomposition
ρ =

∑∞
j=0 λj |ψj〉〈ψj | we assume that |ψj〉, for any j with λj > 0, belongs to

the domain of a and
∑

j λj‖a|ψj〉‖2 < +∞. The latter expression is indeed
equal to tr(aρa†), yet we often write it as tr(ρa†a), the conventional notation
for the mean photon number, considering the following formal definition for
the expectation value of an operator in quantum mechanics.3 For any positive
semidefinite operator X, we formally define tr(ρX) =

∑
j λj‖X1/2|ψj〉‖2 if

|ψj〉 belongs to the domain of X1/2 for all j with λj > 0, and let tr(ρX) =
+∞ otherwise.4 Also, for a self-adjoint operator X with decomposition X =
X+ − X− where both X+,X− are positive semidefinite, we define tr(ρX) =
tr(ρX+) − tr(ρX−).

Quantum states can be represented in terms of displacement (Weyl) op-
erators Dξ = exp(ξa† − ξ̄a) with ξ ∈ C as

ρ =
1
π

∫

C

χρ(ξ)D−ξ d2ξ, (7)

where χρ(ξ) = tr(ρDξ) is called the characteristic function [5]. The character-
istic function is the Fourier transform of the Wigner function [29].

A quantum state is called Gaussian if its characteristic and equivalently
Wigner functions are Gaussian. Therefore, Gaussian states can be simply de-
scribed in terms of the first-order and second-order moments of their Wigner
function. Thermal states are an important class of Gaussian states. A thermal

3Note that although tr(aρa†) may be well defined and finite, ρa†a may not be a trace class
operator. For more details on the expectation value of unbounded operators in quantum
mechanics we refer to [4].
4Note that ‖a|ψ〉‖ = ‖|a†a|1/2|ψ〉‖, so this definition matches the one for the number
operator.
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state with parameter β > 0 that is proportional to the inverse of temperature,
is diagonal in the Fock basis and is given by

σβ =
1

tr(e−βa†a)
e−βa†a = (1 − e−β)

∞∑

n=0

e−nβ |n〉〈n|. (8)

The characteristic function of this thermal state equals

χσβ
(ξ) = e− 1

2 coth(β/2)|ξ|2 . (9)

At zero temperature (β = ∞), we obtain the vacuum state σ∞ = |0〉〈0|.
The evolution of quantum systems, in general, is described by quantum

channels Φ that are linear completely positive and trace-preserving superoper-
ators. Quantum channels that transform Gaussian states into Gaussian states
are known as Gaussian channels [3,31,33,42]. Gaussian channels that are uni-
tary are called Gaussian unitaries.

A single-mode Gaussian channels is called phase-covariant5 [22,24] if it
satisfies

Φ
(
UθρU†

θ

)
= UθΦ(ρ)U†

θ , (10)

for any state ρ and θ ∈ [0, 2π), where Uθ = eiθ a†a is the phase-rotation unitary.
By the classification of single-mode Gaussian channels [30,31], a single-mode
phase-covariant Gaussian channel can be described in terms of its action on
the characteristic function. For any such channel there are parameters γ, λ ≥ 0
such that

χΦ(ρ)(ξ) = e− 1
2γ|ξ|2χρ

(√
λξ

)
, (11)

where the complete positivity condition implies γ ≥ |1 − λ| [33]. The channel
Φ is called quantum limited if γ = |1−λ|. By using the characteristic function
of thermal states (9) in (11), one can verify that phase-covariant Gaussian
channels transform thermal states to thermal states.

Single-mode phase-covariant Gaussian channels consist of three classes
of attenuator channels corresponding to 0 ≤ λ < 1, additive-noise channels
corresponding to λ = 1, and amplifier channels corresponding 1 < λ. These
are important physical channels in describing dynamics of continuous-variable
quantum systems.

A crucial property of single-mode phase-covariant Gaussian channels is
that they admit semigroup structures [23,28]. Specifically, any such channel
can be written as Φt0 = e−t0L for some t0 ≥ 0 where

{
Φt = e−tL : t ≥ 0

}

is a semigroup of single-mode phase-covariant Gaussian channels. We show in
Appendix A that the corresponding Lindbladian L of such a semigroup takes
the form

L(ρ) = ν0

(1
2
{aa†, ρ} − a†ρa

)
+ ν1

(1
2
{a†a, ρ} − a ρa†

)
, (12)

where {X,Y } = XY + Y X denotes the anti-commutator, and ν0, ν1 ≥ 0
are parameters determining the semigroup. We argue in Appendix A that
three ranges for the parameters ν0, ν1 give the three classes of single-mode

5Phase-covariant channels are also known as gauge-covariant channels.
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phase-covariant channels: ν1 > ν0 corresponds to attenuator channels, ν0 = ν1

corresponds to additive-noise channels, and ν1 < ν0 corresponds to amplifier
channels.

Attenuator channels, in general, can be physically modeled by applying
a beam splitter unitary with the transmissivity of 0 ≤ λ ≤ 1 on the system and
an auxiliary system in the thermal state σβ , and then tracing out the second
subsystem:

Φatt
λ (ρ) = tr2

(
UBS,λ(ρ ⊗ σβ)U†

BS,λ

)
. (13)

The characteristic function of the output state is given by

χΦatt
λ (ρ)(ξ) = e− 1

2 coth(β/2)(1−λ)|ξ|2χρ(
√

λξ).

Choosing the transmissivity parameter λt = e−2ct as a function of time, where
c > 0 is some constant, we obtain a semigroup of attenuation channels. The
generator of this semigroup given in (12) has parameters ν0 = c (coth(β/2) − 1)
and ν1 = c (coth(β/2) + 1). Note that for the special choice of c = sinh(β/2)
we have ν0 = e−β/2 and ν1 = eβ/2. This semigroup of attenuator channels is
sometimes called the quantum Ornstein–Uhlenbeck semigroup.

Amplifier channels can be described by replacing the beam splitter uni-
tary in the above model by a two-mode squeezing unitary to get

Φamp
λ (ρ) = tr2

(
U2S,λ(ρ ⊗ σβ)U†

2S,λ

)
, (14)

where λ ≥ 1 is the squeezing parameter. In this case, the relation between
input and output characteristic functions becomes

χΦatt
λ (ρ)(ξ) = e− 1

2 coth(β/2)(λ−1)|ξ|2χρ(
√

λξ).

Choosing λt = e2ct with c > 0 to be a function of time, we obtain a semigroup
with the generator corresponding to parameters ν0 = c (coth(β/2) + 1) and
ν1 = c (coth(β/2) − 1) in (12).

Additive-noise channels can be modeled by applying a displacement oper-
ator whose parameter is chosen at random according to a Gaussian probability
distribution:

Φadd
γ (ρ) =

2
πγ

∫
e− 2

γ |ξ|2DξρD†
ξ d2ξ.

This channel in terms of characteristic functions can be written as

χΦadd
γ (ρ)(ξ) = e− 1

2γ|ξ|2χρ(ξ).

Again, by setting γt = 2ct with c > 0 we obtain a semigroup whose generator
given by (12) has parameters ν0 = ν1 = c. This semigroup is sometimes called
the quantum heat semigroup.

We emphasize that by the above discussion any single-mode phase-covariant
channel (11) can be viewed as a member of one of the above three semigroups.
The point is that, the above choices of parameters λt, γt cover all the valid
ranges of λ, γ in (11).
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In this paper, we also consider m-mode bosonic systems, described by
m pairs of annihilation and creation operators {a1,a

†
1, . . . ,am,a†

m} satisfying
[ai,aj ] = 0 and [ai,a

†
j ] = δi,j . Vectors of the associated tensor product Hilbert

space can be expressed in terms of m-mode number states {|n1, . . . , nm〉 :
n1, . . . , nm ≥ 0}. Also, the characteristic function for an m-mode state ρ is
given by χρ(ξ) = tr

(
ρDξ

)
, where ξ = (ξ1, . . . , ξm) ∈ C

m and Dξ = Dξ1 ⊗
· · · ⊗ Dξm

. As in the single-mode case, physical multimode states ρ consid-
ered in this paper have finite mean photon number: tr(ρHm) < +∞, where
Hm =

∑m
j=1 a

†
jaj is the m-mode number operator. The definitions of Gaussian

channels and unitaries can be extended to the multimode case. Any Gaussian
unitary can be decomposed into displacement operators, multimode passive
transformations, which preserve the mean photon number, and single-mode
squeezing transformations; see [41] for more details.

3. Meta Log-Sobolev Inequality

As discussed in the previous section, all the Lindbladians associated with
single-mode phase-covariant channels have the form L = ν0L0 +ν1L1 for some
ν0, ν1 ≥ 0 where

L0(X) =
1
2
{aa†,X} − a†Xa, L1(X) =

1
2
{a†a,X} − aXa†. (15)

Let 〈·, ·〉 denote the Hilbert–Schmidt inner product:

〈X,Y 〉 = tr(X†Y ).

Also, let L∗ be the adjoint of the generator L with respect to this inner product:
〈X,L(Y )〉 = 〈L∗(X), Y 〉. Indeed, L∗ is the generator in the Heisenberg picture
given by

L∗(X) = ν0

(1
2
{aa†,X} − aXa†

)
+ ν1

(1
2
{a†a,X} − a†Xa

)
.

Let p ≥ 1 and p̂ be the Hölder conjugate of p given by6

1
p

+
1
p̂

= 1.

Then, for any single-mode quantum state ρ define

Υ(ρ) := p̂
〈L(

ρ1/p
)
, ρ1/p̂

〉
+ ωtr(ρa†a) + S(ρ)

= p̂
(
ν0

〈L0

(
ρ1/p

)
, ρ1/p̂

〉
+ ν1

〈L1

(
ρ1/p

)
, ρ1/p̂

〉)
+ ωtr(ρa†a) + S(ρ), (16)

where ω ≥ 0 is a fixed parameter and S(ρ) = −tr(ρ log ρ) is the von Neumann
entropy of the state. The factor p̂ in the first term of Υ(ρ) is for the sake of
normalization in the limiting case of p → 1+. Indeed, since L∗(I) = 0, we have

lim
p→1+

p̂
〈L(

ρ1/p
)
, ρ1/p̂

〉
= lim

p→1+
p̂

〈
ρ1/p,L∗(ρ1/p̂

)〉
= 〈ρ,L∗(log ρ)〉 = 〈L(ρ), log ρ〉.

Thus, by convention for p = 1 we let p̂
〈L(

ρ1/p
)
, ρ1/p̂

〉
= 〈L(ρ), log ρ〉.

6If p = 1, we let p̂ = +∞.
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A straightforward computation verifies that

Υ(ρ) = p̂

(
ν0

[
tr

(
ρaa†) − tr

(
ρ1/paρ1/p̂a†)

]
+ ν1

[
tr

(
ρa†a

) − tr
(
ρ1/pa†ρ1/p̂a

)]
)

+ ωtr
(
ρa†a

)
+ S(ρ). (17)

We may think of this equation as the starting definition of Υ(ρ). In Appen-
dix B, we show that if ρ has a finite mean photon number, then all the terms
in the above equation are finite and Υ(ρ) given by (17) is well defined.

One of the main technical contributions of our work is that the infimum
of Υ(ρ) over states ρ is achieved at single-mode thermal states. To this end,
it would be beneficial to compute Υ(ρ) for thermal states. Using (17), for a
single-mode thermal state,7

τ = τx = (1 − x)
∑

n

xn|n〉〈n|,

where we put 0 < x = e−β < 1 in (8), we have

Υ(τ) = p̂(1 − x)
∑

n

(
ν0(1 − x1/p̂)(n + 1)xn + ν1(1 − x−1/p̂)nxn

)

+ ω(1 − x)
∑

n

nxn − (1 − x)
∑

n

xn log
(
(1 − x)xn

)

= p̂(1 − x)
(
ν0(1 − x1/p̂)

1
(1 − x)2

+ ν1(1 − x−1/p̂)
x

(1 − x)2
)

+ ω(1 − x)
x

(1 − x)2
− (1 − x)

x

(1 − x)2
log x − log(1 − x)

=
p̂

1 − x

(
ν0(1 − x1/p̂) + ν1(x − x1/p)

)

+ ω
x

1 − x
− x

1 − x
log x − log(1 − x). (18)

Optimizing over the choice of the thermal state τ , we define

ηth := inf
τ :thermal

Υ(τ)

= inf
0<x<1

p̂

1 − x

(
ν0(1 − x1/p̂) + ν1(x − x1/p)

)

+ ω
x

1 − x
− x

1 − x
log x − log(1 − x). (19)

Theorem 1 (Meta log-Sobolev inequality). For any ν0, ν1, ω ≥ 0 and p ≥ 1
define Υ(ρ) by (16). Let ηth be the infimum of Υ(τ) over thermal states as
in (19). Then, for any single-mode quantum state ρ with finite mean photon
number we have

Υ(ρ) ≥ ηth. (20)

The proof of this theorem is broken into two steps:

7Hereafter, we use τ to denote a thermal state on which we optimize, and save σ = σβ

for the reference thermal state in our description of phase-covariant Gaussian channels; see
equations (13) and (14).
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(i) The first step is to reduce the problem for arbitrary states ρ to states
that are diagonal in the Fock basis. To this end, we use ideas developed
in [14]. We show that, fixing the eigenvalues of ρ and rotating its eigen-
basis, we can obtain a diagonal state ρ̂ that satisfies Υ(ρ) ≥ Υ(ρ̂). We
then conclude that diagonal states are sufficient when minimizing Υ(·).

(ii) In the second step, we show that the optimal diagonal states are thermal.
The proof idea in this step is extracted from tensorization type arguments.
Tensorization was first used by Gross [25] for proving his celebrated log-
Sobolev inequality. The idea in [25] is that by the central limit theorem,
an expectation value with respect to a Gaussian distribution can be un-
derstood as the limit n → +∞ of the expectation value of some lifted
function on the product space {0, 1}n with respect to a product proba-
bility measure. Here, being interested in thermal states, our distributions
of reference are geometric distributions, and geometric distributions can
be understood in terms of the first success in a sequence of indepen-
dent Bernoulli trials. Thus, it is natural to employ a tensorization type
argument in order to reduce the optimization over general single-mode
diagonal states to thermal ones. In our proof, we do not directly refer
to Bernoulli trials, yet our intuition on why and how it works is really
rooted in a tensorization argument as described here.

Proof. (i) In the first step of the proof, we show that for any state ρ, there is
a state ρ̂ that is diagonal in the Fock basis and satisfies Υ(ρ) ≥ Υ(ρ̂).

Let

ρ =
∞∑

n=0

λn|ψn〉〈ψn|,

be the eigen-decomposition of ρ where λ0 ≥ λ1 ≥ · · · ≥ 0 are the eigenvalues of
ρ and {|ψn〉 : n ≥ 0} is its eigen-basis. In this case, there are rk = λk−λk+1 ≥ 0
such that

ρ =
∞∑

k=0

rkPk,

where Pk =
∑k

n=0 |ψn〉〈ψn| is the projection operator on the first k + 1 eigen-
vectors of ρ. Now we define

ρ̂ =
∞∑

k=0

rkΠk,

where Πk =
∑k

n=0 |n〉〈n| is the projection operator on the first k + 1 vectors
in the Fock basis. We note that by definition, ρ̂ =

∑n
k=0 λk|n〉〈n| is diagonal

in the Fock basis and shares the same eigenvalues with ρ. Therefore, they have
the same entropy

S(ρ̂) = S(ρ). (21)

Next, we note that the infimum of tr(Qka†a) over projectors Qk with rank
k + 1, equals the sum of the first k + 1 smallest eigenvalues of a†a, and is
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achieved by Qk = Πk. This implies that the mean photon number of ρ is lower
bounded by that of ρ̂:

tr(ρa†a) =
∑

k

rktr(Pka†a) ≥
∑

k

rktr(Πka†a) = tr(ρ̂a†a). (22)

We also have
〈L0

(
ρ1/p

)
, ρ1/p̂

〉
= tr(ρaa†) − tr

(
ρ1/paρ1/p̂a†)

= tr
(
ρ1/pρ1/p̂aa†) − tr

(
ρ1/paρ1/p̂a†).

We note that ρ1/p =
∑

n λ
1/p
n |ψn〉〈ψn| with λ

1/p
0 ≥ λ

1/p
1 ≥ · · · ≥ 0. Then, there

are rp,k ≥ 0 such that ρ1/p =
∑

k rp,kPk. Similarly, there are rp̂,k ≥ 0 such
that ρ1/p̂ =

∑
k rp̂,kPk. We also have ρ̂1/p =

∑
k rp,kΠk and ρ̂1/p̂ =

∑
k rp̂,kΠk.

Therefore, we have
〈L0

(
ρ1/p

)
, ρ1/p̂

〉
=

∑

k,


rp,k rp̂,


(
tr

(
PkP
aa†) − tr

(
PkaP
a†)

)

=
∑

k≥


rp,k rp̂,


(
tr

(
PkP
aa†) − tr

(
PkaP
a†)

)

+
∑

k<


rp,k rp̂,


(
tr

(
PkP
aa†) − tr

(
PkaP
a†)

)

=
∑

k≥


rp,k rp̂,


(
tr

(
P
aa†) − tr

(
PkaP
a†)

)

+
∑

k<


rp,k rp̂,


(
tr

(
Pkaa†) − tr

(
PkaP
a†)

)

≥
∑

k≥


rp,k rp̂,


(
tr

(
P
aa†) − tr

(
aP
a†)

)

+
∑

k<


rp,k rp̂,


(
tr

(
Pkaa†) − tr

(
Pkaa†)

)
,

where in the last inequality we use Pk, P
 � I. Thus, using the commutation
relation [a,a†] = 1, we get

〈L0

(
ρ1/p

)
, ρ1/p̂

〉 ≥
∑

k≥


rp,k rp̂,
 tr(Pk) =
∑

k≥


rp,k rp̂,
(k + 1).

Repeating the same computation for ρ̂, we observe that the support of aΠ
a† is
included in the support of Πk if k ≥ �. This implies tr

(
ΠkaΠ
a†) = tr

(
aΠ
a†).

Similarly, if k < �, then the support of a†Πka is inside the support of Π
,
which implies tr

(
ΠkaΠ
a†) = tr

(
a†ΠkaΠ


)
= tr

(
Πkaa†). Therefore, we have

〈L0

(
ρ1/p

)
, ρ1/p̂

〉 ≥
∑

k≥


rp,k rp̂,
(k + 1) =
〈L0

(
ρ̂1/p

)
, ρ̂1/p̂

〉
. (23)

By using the same argument, we also have
〈L1

(
ρ1/p

)
, ρ1/p̂

〉 ≥ 〈L1

(
ρ̂1/p

)
, ρ̂1/p̂

〉
. (24)
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Putting (21)–(24) together and using the fact that ν0, ν1, ω ≥ 0 we conclude
that Υ(ρ) ≥ Υ(ρ̂) for p > 1. The same inequality for p = 1 is obtained by
taking the limit p → 1+. Therefore, to prove Υ(ρ) ≥ ηth in Theorem 1, it
suffices to restrict to diagonal states in the Fock basis.
(ii) We now, in the second step, show that the optimal diagonal states that
minimize Υ(ρ) are thermal. Let

ρ =
∑

n

λn|n〉〈n|,

be the eigen-decomposition of ρ. A straightforward computation yields

Υ(ρ) = p̂
∑

n

(
ν0(n + 1)

(
λn − λ1/p

n λ
1/p̂
n+1

)
+ ν1n

(
λn − λ1/p

n λ
1/p̂
n−1

))

+ ω
∑

n

nλn −
∑

n

λn log λn. (25)

By the definition of ηth in (19), for any 0 ≤ x ≤ 1 we have8

ηth(1−x)≤ p̂
(
ν0(1−x1/p̂)+ν1(x − x1/p)

)
+ ωx − x log x − (1 − x) log(1 − x).

For any � ≥ 0 let

s
 =
∞∑

n=


λn, x
 =
s
+1

s

.

We note that s
 = λ
 + s
+1 and 0 ≤ x
 ≤ 1. Therefore,

ηth(1 − x
) ≤ p̂
(
ν0

(
1 − x

1/p̂



)
+ ν1

(
x − x

1/p



))
+ ωx


− x
 log x
 − (1 − x
) log(1 − x
).

Multiplying both sides by s
 and summing over �, we obtain

ηth

∞∑


=0

s
(1 − x
) ≤ p̂

∞∑


=0

s


(
ν0

(
1 − x

1/p̂



)
+ ν1

(
x
 − x

1/p



))

+ ω

∞∑


=0

s
x
 −
∞∑


=0

s


(
x
 log x
 + (1 − x
) log(1 − x
)

)
.

(26)

We compute and estimate each term in the above equation as follows. First,
we have

∞∑


=0

s
(1 − x
) =
∞∑


=0

λ
 = 1.

8Here, we take the limits x → 0+ and x → 1− to include the boundary values.
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Second, by applying Hölder’s inequality, we obtain
∞∑


=0

s
(1 − x
1/p̂

 ) =

∞∑


=0

s
 −
∞∑


=0

s
1/p

 s

1/p̂

+1

=
∞∑


=0

s
 −
∞∑


=0

( ∞∑

n=


λn

)1/p( ∞∑

n=


λn+1

)1/p̂

≤
∞∑


=0

∞∑

n=


λn −
∞∑


=0

∞∑

n=


λ1/p
n λ

1/p̂
n+1

=
∞∑

n=0

(n + 1)
(
λn − λ1/p

n λ
1/p̂
n+1

)
. (27)

Similarly, we obtain
∞∑


=0

s
(x
 − x
1/p

 ) ≤

∞∑

n=0

n
(
λn − λ1/p

n λ
1/p̂
n−1

)
.

We also have
∞∑


=0

s
x
 =
∞∑


=0

s
+1 =
∞∑


=0

∞∑

n=
+1

λn =
∞∑

n=0

nλn.

Finally, the last term of (26) becomes

∞∑


=0

s


(
x
 log x
 + (1 − x
) log(1 − x
)

)

=
∞∑


=0

s


(s
+1

s

log

s
+1

s

+

λ


s

log

λ


s


)

=
∞∑


=0

(
s
+1 log s
+1 − s
+1 log s
 + λ
 log λ
 − λ
 log s


)

=
∞∑


=0

(
s
+1 log s
+1 − s
 log s
 + λ
 log λ


)

=
∞∑


=0

λ
 log λ
 + lim
k→+∞

k−1∑


=0

(
s
+1 log s
+1 − s
 log s


)

=
∞∑


=0

λ
 log λ
 − s0 log s0 + lim
k→+∞

sk log sk

=
∞∑


=0

λ
 log λ
,

where in the last line we use s0 =
∑

n λn = 1 and limk→+∞ sk = 0. Using
these equations in (26) and compared to (25) we arrive at Υ(ρ) ≥ ηth.
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The proof for p = 1 is similar; we only need to replace the Hölder in-
equality in (27) with

−s
 log x
 ≤
∞∑

n=


λn

(
log λn − log λn+1

)
,

that is derived from Hölder’s inequality by taking an appropriate limit.9 �
We remark that in part (ii) of the above proof, when the diagonal state

ρ is thermal, the parameter x
 is independent of �. Moreover, in this case, the
Hölder inequality applied in (27) is tight.

Note that our meta log-Sobolev inequality can be viewed as a generaliza-
tion of a log-Sobolev inequality introduced in [17, Theorem 3.1] which holds
only for the generator of the quantum-limited attenuator channel.

3.1. Meta Log-Sobolev Inequality for Multimode States

For some applications, it is useful to consider the function Υ(·) in the multi-
mode case and prove a generalization of Theorem 1 for multimode quantum
states. In this subsection, we establish such a generalization but for the special
cases of multimode states that can be prepared by applying a Gaussian uni-
tary on multimode states that are diagonal in the Fock basis, which include
all multimode Gaussian states, and multimode states that can be prepared by
applying a passive Gaussian unitary on any product state.

For any m-mode quantum state ρ with finite mean photon number define

Υm(ρ) :=
p̂

m

m∑

j=1

〈Lj

(
ρ1/p

)
, ρ1/p̂

〉
+

ω

m

m∑

j=1

tr(ρa†
jaj) +

1
m

S(ρ), (28)

where as before ν0, ν1, ω ≥ 0 and Lj = ν0L0,j+ν1L1,j is the Lindbladian acting
on the j-th mode. Note that we still use Υ(ρ) = Υ1(ρ) for the single-mode case.
To establish our results on the m-mode generalizations of Theorem 1, we first
state a lemma.

Lemma 2. For any m-mode state ρ the followings hold:
(i) Let ρ′ = DξρD†

ξ where Dξ = Dξ1 ⊗· · ·⊗Dξm
is an m-mode displacement

operator. Suppose that tr(ρaj) = 0 for all j. Then, Υm(ρ′) ≥ Υm(ρ).
(ii) Let ρ′ = UρU† where U is a passive transformation, i.e., U is a Gaussian

unitary that commutes with Hm =
∑

j a
†
jaj. Then, Υm(ρ′) = Υm(ρ).

(iii) Let ρ′ = SrρS†
r where Sr = e

1
2

∑
j rj(a

2
j−(a†

j)2) is a squeezing transfor-
mation. Suppose that tr

(
ρa2

j

)
= tr

(
ρ1/pajρ

1/p̂aj

)
= 0 for all j. Then,

Υm(ρ′) ≥ Υm(ρ).

Proof. (i) We note that D†
ξajDξ = aj + ξj . Therefore, D†

ξa
†
jajDξ = a†

jaj +
ξja

†
j + ξ̄jaj + |ξj |2. Moreover,

tr(ρ′a†
jaj) = tr(ρD†

ξa
†
jakDξ) = tr(ρa†

jaj) + |ξj |2,
9This inequality can also be derived from the non-negativity of the Kullback–Leibler
divergence.
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where for the second equality we use the assumption tr(ρaj) = 0. We similarly
have

tr
(
ρ′1/pajρ

′1/p̂a†
j

)
= tr

(
ρ1/pajρ

1/p̂a†
j

)
+ |ξj |2.

Therefore, we have

〈L0,j(ρ′1/p), ρ′1/p̂
〉

= tr(ρ′aja
†
j) − tr

(
ρ′1/pajρ

′1/p̂a†
j

)
=

〈L0,j(ρ1/p), ρ1/p̂
〉
.

By using similar computations, we can also show that
〈L1,j(ρ′1/p), ρ′1/p̂

〉
=

〈L1,j(ρ1/p), ρ1/p̂
〉
. On the other hand, S(ρ′) = S(DξρD†

ξ) = S(ρ). Putting
these together, we find that

Υm(ρ′) = Υm(ρ) +
ω

m

∑

j

|ξj |2 ≥ Υm(ρ).

(ii) For any passive transformation U , there is an m×m unitary matrix (ujk)j,k

such that U†ajU =
∑

k ujkak. Employing this relation yields

m∑

j=1

tr(ρ′a†
jaj) =

m∑

j=1

tr
(
ρU†a†

jUU†ajU
)

=
m∑

j,k,k′=1

ujkūjk′ tr
(
ρa†

kak′
)

=
m∑

k=1

tr(ρa†
kak),

where we used
∑

j ujkūjk′ = δk,k′ . Applying similar computations, one can also
verify that

〈Lb,j(ρ′1/p), ρ′1/p̂
〉

=
〈Lb,j(ρ1/p), ρ1/p̂

〉
for b ∈ {0, 1}. Therefore,

using these relations together with S(ρ′) = S(ρ), we obtain Υm(ρ′) = Υm(ρ).
(iii) The proof of this part is more involved. First, we note that S†

rajSr =
cosh(rj)aj − sinh(rj)a

†
j , which using cosh2(rj) − sinh2(rj) = 1 implies

S†
ra

†
jajSr = a†

jaj + sinh2(rj)(a
†
jaj + aja

†
j) − cosh(rj) sinh(rj)

(
(a†

j)
2 + a2

j

)
.

(29)

Using these relations and applying the assumption on ρ, we find that

〈L0,j

(
ρ′1/p

)
, ρ′1/p̂

〉
=

〈L0,j

(
ρ1/p

)
, ρ1/p̂

〉

+ sinh2(rj)
(
tr(ρa†

jaj) + tr(ρaja
†
j) − tr(ρ1/pajρ

1/p̂a†
j)

− tr(ρ1/pa†
jρ

1/p̂aj)
)
.
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Let ρ =
∑

k λk|ψk〉〈ψk| be the eigen-decomposition of ρ. Then, by Young’s
inequality we have

tr(ρ1/pajρ
1/p̂a†

j) + tr(ρ1/pa†
jρ

1/p̂aj)

=
∑

k,


(
λ

1/p
k λ

1/p̂

 + λ

1/p̂
k λ

1/p



)∣
∣〈ψk|aj |ψ
〉

∣
∣2

≥
∑

k,


(1
p
λk +

1
p̂
λ
 +

1
p̂
λk +

1
p
λ


)∣
∣〈ψk|aj |ψ
〉

∣
∣2

=
∑

k,


(
λk + λ


)∣∣〈ψk|aj |ψ
〉
∣
∣2

=
∑

k

λk

∥
∥a†

j |ψk〉∥∥2 +
∑




λ


∥
∥aj |ψ
〉

∥
∥2

= tr
(
ρaja

†
j

)
+ tr

(
ρa†

jaj

)
.

Therefore, we can see that
〈L0,j

(
ρ′1/p

)
, ρ′1/p̂

〉 ≥ 〈L0,j

(
ρ1/p

)
, ρ1/p̂

〉
,

and similarly
〈L1,j

(
ρ′1/p

)
, ρ′1/p̂

〉 ≥ 〈L1,j

(
ρ1/p

)
, ρ1/p̂

〉
. Moreover, once again

using (29) we have

tr(ρ′Hm) = tr(ρHm) +
∑

j

sinh2(rj)
(
tr(ρa†

jaj) + tr(ρaja
†
j)

) ≥ tr(ρHm).

We also have S(ρ′) = S(ρ). Putting these together we arrive at Υm(ρ′) ≥
Υm(ρ). �

Theorem 3. For any ν0, ν1, ω ≥ 0 let ηth be given by (19). Then, for any
multimode state ρ′ = UG ρU†

G where UG is an m-mode Gaussian unitary, we
have

Υm(ρ′) ≥ ηth, (30)

assuming that one of the following conditions is satisfied:
(a) ρ = ρ1 ⊗ · · · ⊗ ρm is a product state and UG is passive.
(b) ρ = ρdiag is diagonal in the Fock basis.

Proof. We first note that by the definition of Υm(·) and using Theorem 1 we
have

Υ(ρ1 ⊗ · · · ⊗ ρm) =
1
m

∑

j

Υ(ρj) ≥ ηth.

Then, (a) follows from part (ii) of Lemma 2. To prove (b), we use the Bloch-
Messiah decomposition to express the Gaussian unitary UG as UG = DξUSrV ,
where Dξ is a multimode displacement operator, U, V are passive Gaussian
transformations, and Sr is a product of single-mode squeezing transformations
[41]. Therefore, the multimode state can be written as

ρ′ = DξUSrV ρdiagV
†S†

rU†D†
ξ,
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where ρdiag is diagonal in the Fock basis. We use this expression to prove (30)
in the following steps:

– By Theorem 1, the meta log-Sobolev inequality holds for all single-mode
diagonal states. Then, applying a standard tensorization argument in the
classical case, i.e., using the chain rule and the concavity of the entropy
function (see, e.g., [38, Proposition 3.7]), we find that Υm(ρdiag) ≥ ηth.
Then, by part (ii) of Lemma 2, we have Υm(V ρdiagV

†) = Υm(ρdiag) ≥
ηth.

– Next we use part (iii) of Lemma 2 to establish (30) for SrV ρdiagV
†S†

r .
To this end, we need to verify the required assumptions tr

(
V ρdiagV

†a2
j

)
=

tr
(
(V ρdiagV

†)1/paj(V ρdiagV
†)1/p̂aj

)
= 0. We note that tr

(
V ρdiagV

†a2
j

)
=

tr
(
ρdiag(V †ajV )2

)
and V †ajV =

∑
k vjkak is a linear combination of

ak’s. Moreover, tr(ρdiagakak′) = 0 for any k, k′ simply because ρdiag is di-
agonal in the Fock basis. Therefore, we have tr

(
V ρdiagV

†a2
j

)
= 0. By the

same argument, we also have tr
(
(V ρdiagV

†)1/paj(V ρdiagV
†)1/p̂aj

)
= 0.

Hence, Υm(SrV ρdiagV
†S†

r) = Υm(V ρdiagV
†) = Υm(ρdiag) ≥ ηth.

– Once again, using part (ii) of Lemma 2 we find that (30) holds for
USrV ρdiagV

†S†
rU† since we have already verified it for SrV ρdiagV

†S†
r

and U is a passive transformation.
– Finally, we note that V †S†

rU†ajUSrV is a linear combination of ak’s and
a†

k’s. Moreover, tr(ρdiagak) = tr(ρdiaga
†
k) = 0. Therefore, tr(USrV ρdiag

V †S†
rU†aj) = 0 for all j. Thus, by part (i) of Lemma 2, inequality (30)

holds for ρ = DξUSrV ρdiagV
†S†

rU†D†
ξ. �

Notice that Theorem 3 implies Υm(ρ) ≥ ηth for all multimode Gaussian
states. The point is that by Williamson’s theorem any Gaussian state can be
transformed into a tensor product of thermal states using a Gaussian unitary,
and thermal states are diagonal in the Fock basis [41].

4. Log-Sobolev Inequalities for the Quantum
Ornstein–Uhlenbeck Semigroup

As discussed in Sect. 2, the semigroup of attenuator channels is sometimes
called the quantum (bosonic) Ornstein–Uhlenbeck semigroup.10 In this section,
we explicitly compute the optimal p-log-Sobolev constant for this semigroup
for any 1 ≤ p ≤ 2, and derive a quantum variant of the celebrated log-Sobolev
inequality of Gross [25]. Due to the equivalence of log-Sobolev inequalities and
hypercontractivity inequalities for quantum Markov semigroups [2,35,39], our
results provide the optimal hypercontractivity inequalities for the quantum
Ornstein–Uhlenbeck semigroup.

10The quantum Ornstein–Uhlenbeck semigroup restricted to a certain subspace of operators
resembles the classical Ornstein–Uhlenbeck semigroup [9, Equation (7.5)].
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We need to develop some notations to present our results. Let Φt = e−tL

be the quantum attenuator channel with

L(ρ) = e−β/2
(1

2
{
aa†, ρ

} − a†ρa
)

+ eβ/2
(1

2
{
a†a, ρ

} − aρa†
)
, (31)

where β > 0 is some parameter. The adjoint of the channel with respect to the
Hilbert–Schmidt inner product is denoted by Φ∗

t and describes the evolution
in the Heisenberg picture. Then, Φ∗

t = e−tL∗
where11

L∗(X) = e−β/2
(1

2
{
aa†,X

} − aXa†
)

+ eβ/2
(1

2
{
a†a,X

} − a†Xa
)
.

The semigroup {Φt : t ≥ 0} has a fixed point which we denote by σ = σβ :

σ = σβ = (1 − e−β)
∞∑

n=0

e−βn|n〉〈n|.

Then, it is natural to define a weighted inner product with respect to this
state:

〈X,Y 〉σ = tr
(
σ1/2X†σ1/2Y

)
=

〈
Γσ(X), Y

〉
, (32)

where

Γσ(X) = σ1/2Xσ1/2.

We emphasize that the weighted inner product 〈·, ·〉σ should not be confused
with the Hilbert–Schmidt inner product 〈·, ·〉 that has no subscript. This inner
product induces the 2-norm

‖X‖2
2,σ = tr

(∣∣Γ1/2
σ (X)

∣
∣2) = tr

(|σ1/4Xσ1/4|2),
where |Y | =

√
Y †Y . It can be verified that L = Γσ ◦ L∗ ◦ Γ−1

σ and that L∗ is
self-adjoint with respect to this weighted inner product. Thus, we may consider
the Dirichlet form associated with L∗ given by

Ep(ρ) =
pp̂

4

〈
Γ

− 1
p̂

σ

(
ρ

1
p̂
)
,L∗ ◦ Γ

− 1
p

σ

(
ρ

1
p
)〉

σ
.

Here, p ≥ 1 and the case of p = 1 is understood in the limit as

E1(ρ) =
1
4
〈
log ρ − log σ,L∗ ◦ Γ−1

σ (ρ)
〉

σ
.

Now, a p-log-Sobolev inequality with parameters c ≥ 0 takes the form:

cD(ρ‖σ) ≤ Ep(ρ), ∀ρ,

where D(ρ‖σ) = tr(ρ log ρ) − tr(ρ log σ) is Umegaki’s relative entropy. The
optimal constant c for which the above inequality holds is usually denoted by
αp, i.e.,

αp = inf
ρ

Ep(ρ)
D(ρ‖σ)

,

11In the literature of log-Sobolev inequalities usually L is the generator in the Heisenberg
picture and L∗ is the generator in the Schrödinger picture. Here, we change the notation
since we started with channels in the Schrödinger picture in previous sections.
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where the infimum is taken over all states with finite mean photon number.
We note that, as it will become clear in the proof of the following theorem,
similar to Υ(ρ), Ep(ρ) is well defined for any state ρ with finite mean photon
number.

Theorem 4. For any β > 0, the p-log-Sobolev constant of the quantum Ornstein–
Uhlenbeck semigroup is given by

αp =
pp̂

4β
eβ/2

(
1 − e−β/p

)(
1 − e−β/p̂

)
, (33)

if p > 1 and α1 = limp→1+ αp = 1
2 sinh(β/2).

Proof. We note that σsa = esβaσs for every s, and σ commutes with a†a.
Then, for a single-mode state ρ we have

Ep(ρ) =
pp̂

4

〈
Γ

− 1
p̂

σ

(
ρ

1
p̂
)
,L∗ ◦ Γ

− 1
p

σ

(
ρ

1
p
)〉

σ

=
pp̂

4
tr

(
ρ

1
p̂ Γ

1
p
σ ◦ L∗ ◦ Γ

− 1
p

σ (ρ
1
p )

)

=
pp̂

4

(
e−β/2

[
tr

(
ρaa†) − tr

(
ρ

1
p̂ σ

1
2p aσ− 1

2p ρ
1
p σ− 1

2p a†σ
1
2p

)]

+ eβ/2
[
tr

(
ρa†a

) − tr
(
ρ

1
p̂ σ

1
2p a†σ− 1

2p ρ
1
p σ− 1

2p aσ
1
2p

)]
)

=
pp̂

4

(
e−β/2

[
tr

(
ρaa†) − e

β
p tr

(
ρ

1
p̂ a ρ

1
p a†)

]

+ eβ/2
[
tr

(
ρa†a

) − e− β
p tr

(
ρ

1
p̂ a†ρ

1
p a

)]
)

= p̂
(
ν′
0

〈L0(ρ1/p), ρ1/p̂
〉

+ ν′
1

〈L1

(
ρ1/p

)
, ρ1/p̂

〉)

+ ω′tr
(
ρa†a

)
+

pp̂

4

(
e−β/2 − e−

(
1
2− 1

p

)
β
)
, (34)

where L0,L1 are given in (15) and

ν′
0 =

p

4
e

(
1
2− 1

p

)
β , ν′

1 =
p

4
e−

(
1
2− 1

p

)
β ,

ω′ =
pp̂

4

(
eβ/2 + e−β/2 − e

(
1
2− 1

p

)
β − e−

(
1
2− 1

p

)
β
)

=
pp̂

4
eβ/2

(
1 − e−β/p

)(
1 − e−β/p̂

)
.

On the other hand, since σ = (1 − e−β)e−βa†a, we have

D(ρ‖σ) = tr(ρ log ρ) − tr(ρ log σ) = −S(ρ) + βtr(ρa†a) − log(1 − e−β).

Putting these together, we find that for αp given by (33) we have

1
αp

Ep(ρ) − D(ρ‖σ) − log(1 − e−β) − pp̂

4

(
e−β/2 − e−

(
1
2− 1

p

)
β
)

= Υ(ρ),
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where Υ(ρ) is given in (16) with ν0 = ν′
0

αp
, ν1 = ν′

1
αp

and ω = ω′
αp

− β = 0.
Therefore, to prove the theorem we can use Theorem 1 to conclude that it
suffices to show that for any thermal state τ we have

αpD(τ‖σ) ≤ Ep(τ), (35)

where αp is given by (33), and it is the best possible such constant.
By the above computations, we have

Ep(τ) =
pp̂

4

(
e−β/2

[
tr(τaa†) − e

β
p tr

(
τ

1
p̂ a ρ

1
p a†)

]

+ eβ/2
[
tr(τa†a) − e− β

p tr
(
τ

1
p̂ a†τ

1
p a

)]
)

=
pp̂

4

(
(
eβ/2 + e−β/2

)
tr(τa†a) + e−β/2 − eβ

(
1
p − 1

2

)
tr

(
τ

1
p̂ aτ

1
p a†)

− eβ
(

1
p̂ − 1

2

)
tr

(
τ

1
p̂ a†τ

1
p a

)
)

.

Here, for convenience we use a new parametrization for thermal states:

τ = (1 − y2)
∑

n

y2n|n〉〈n|.

Using this, we have

tr(τa†a) =
y2

1 − y2
, tr(τ log τ) =

y2

1 − y2
log y2 + log(1 − y2),

tr
(
τ

1
p a†τ

1
p̂ a

)
=

y
2
p

1 − y2
, tr

(
τ

1
p̂ a†τ

1
p a

)
=

y
2
p̂

1 − y2
.

Therefore, we get

Ep(τ) =
pp̂

4(1 − y2)

((
eβ/2 + e−β/2

)
y2 + e−β/2(1 − y2) − e

β
(

1
p

− 1
2

)
y

2
p − e

β
(

1
p̂

− 1
2

)
y

2
p̂

)

=
pp̂

4(1 − y2)

(
eβ/2y2 + e−β/2 − e

β
(

1
p

− 1
2

)
y

2
p − e

β
(

1
p̂

− 1
2

)
y

2
p̂

)

=
pp̂

4(1 − y2)
eβ/2

(
y

2
p − e

− β
p

)(
y

2
p̂ − e

− β
p̂

)
.

We also have

D(τ‖σ) = tr(τ log τ) + βtr(τa†a) − log(1 − e−β)

=
1

1 − y2

(
y2 log y2 + (1 − y2) log(1 − y2) + βy2 − (1 − y2) log(1 − e−β)

)

=
1

1 − y2
d(y2‖e−β),

where d(y2‖x2) = y2 log y2+(1−y2) log(1−y2)−y2 log x2−(1−y2) log(1−x2)
is the binary relative entropy function. Hence, (35) is equivalent to φ(x, y) ≥ 0
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for all 0 < x, y < 1 where x2 = e−β and

φ(x, y) = (1 − y2)
Ep(τ)
αp

− (1 − y2)D(τ‖σ)

= −
(
x

2
p − y

2
p
)(

x
2
p̂ − y

2
p̂
)
log x2

(
1 − x

2
p
)(

1 − x
2
p̂
) − d(y2‖x2).

Now the idea is to fix y and think of φ(x, y) as a function of x. It is shown in
Appendix C that

d
dx

φ(x, y) =
2x

((
1 − x

2
p̂
)(

1 − y
2
p̂
)(

x
2
p − y

2
p
)

+
(
1 − x

2
p
)(

1 − y
2
p
)(

x
2
p̂ − y

2
p̂
))

(1 − x2)
(
1 − x

2
p
)(

1 − x
2
p̂
)

− 2x
2
p
(
1 − y

2
p
)(

x
2
p̂ − y

2
p̂
)

x
(
1 − x

2
p
)(

1 − x
2
p̂
)

(
log x2

p(1 − x
2
p )

+ 1
)

− 2x
2
p̂
(
1 − y

2
p̂
)(

x
2
p − y

2
p
)

x
(
1 − x

2
p
)(

1 − x
2
p̂
)

(
log x2

p̂(1 − x
2
p̂ )

+ 1
)

. (36)

We argue that this derivative vanishes on the interval (0, 1) only if x = y.
To this end, we use log t < t − 1 for 1 �= t ∈ {

x
2
p , x

2
p̂
}

to conclude that for
0 < x < 1,

−
(

log x2

p(1 − x
2
p )

+ 1
)

,−
(

log x2

p̂(1 − x
2
p̂ )

+ 1
)

> 0.

Therefore, d
dxφ(x, y) is nonzero for 0 < x �= y < 1 and its sign depends on

whether x > y or x < y. In fact, if 0 < x1 < y < x2 < 1, then
d
dx

φ(x, y)
∣
∣
∣
x=x1

<
d
dx

φ(x, y)
∣
∣
∣
x=y

= 0 <
d
dx

φ(x, y)
∣
∣
∣
x=x2

.

Thus, the minimum of φ(x, y), as a function of x, is achieved at x = y and we
have φ(y, y) = 0. This means that φ(x, y) ≥ 0 for all 0 < x, y < 1, and (35)
holds for any thermal state τ . Also, the limiting case of y → 1− confirms that
the constant αp in (35) is optimal. �

We remark that some authors define the quantum Ornstein–Uhlenbeck
semigroup by considering arbitrary parameters ν0, ν1 satisfying ν1 > ν0 > 0,
while here we study only the case of ν0 = ν−1

1 = e−β/2. Nevertheless, by a
rescaling argument all the log-Sobolev constants of these semigroups can also
be computed using Theorem 4.

Extending the definition of the weighted 2-norm, for any p ≥ 1 we may
define

‖X‖p,σ = tr
(∣
∣
∣Γ

1
p
σ (X)

∣
∣
∣
p) 1

p

. (37)

We let Lp(σ) to be the closure of the space of bounded operators under this
norm.

The following corollary is a consequence of the above theorem, and [39,
Theorem 3.8] (see also [2, Theorem 11]).
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Corollary 5. Let Φt = e−tL where L is given by (38). Also, let Φ∗
t = e−tL∗

.
Then, for any 1 < q ≤ p < +∞ and operator X ∈ Lq(σ) we have

∥
∥Φ∗

t (X)
∥
∥

p,σ
≤ ∥

∥X
∥
∥

q,σ
, ∀t ≥ 1

4α2
log

p − 1
q − 1

,

where α2 = 4
β sinh2(β/4).

Proof. It is well known that it suffices restrict to operators that are positive
semidefinite (see, e.g., [2]). For p ≥ q define t(p) := 1

4α2
log p−1

q−1 and note that
t(q) = 0. For a positive semidefinite operator X let Xp := Φ∗

t(p)(X) and define
f(p) := ‖Xp‖p,σ − ‖X‖q,σ. Our goal is to show that f(p) ≤ 0 for any p ≥ q.
To this end, since f(q) = 0, it suffices to verify that f ′(p) ≤ 0. Computing the
derivative (see the details in the proof of [2, Theorem 11]) we find that

f ′(p) =
1
p2

‖Xp‖p
p,σ

(
D(ρp‖σ) − 1

α2
Ep(ρp)

)
,

where

ρp :=
1

‖Xp‖p
p,σ

Γ1/p
σ (Xp)p.

It is shown in Appendix D that αp ≥ α2 for all p. Then, the negativity of f ′(p)
follows from the log-Sobolev inequality of Theorem 4.

For the above argument, we need to make sure that Φ∗
t (X) is a well-

defined operator. To this end, we notice that the quantum Ornstein–Uhlenbeck
semigroup satisfies the Feller property with respect to the algebra of compact
operators [9, Theorem 5.1]. In particular, Φ∗

t (X) is a well-defined compact
operator if X is compact. Thus, as also done in the proof of [39, Theorem 3.8],
in the above argument we may restrict to compact operators X, and after
proving the inequality for such an operator, generalize to arbitrary X ∈ Lq(σ)
by a continuity argument. We also note that since σ is Gaussian, when X is
compact and then bounded, the corresponding density operator ρp in the above
argument has a finite mean photon number. Thus, the log-Sobolev inequality
of Theorem 4 can indeed be employed. �

4.1. Log-Sobolev Inequality for Multimode States

It is well known that log-Sobolev constants for classical Markov semigroups sat-
isfy the tensorization property, meaning that for generators K1,K2 of two clas-
sical Markov semigroups we have αp(K1 ⊗I +I ⊗K2) = min{αp(K1), αp(K2)},
where K1 ⊗ I + I ⊗ K2 is the generator of the tensor product semigroup
{e−tK1 ⊗ e−tK2 : t ≥ 0}. This tensorization property is known only for some
special quantum Markov semigroups; see [2] and references therein for more
details. Thus, a natural question is whether the tensorization property holds
for the quantum Ornstein–Uhlenbeck semigroup. To explore this problem we
first develop some notations.

For parameters β1, . . . , βm > 0 let

L̂ = L1 + · · · + Lm,
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be the generator of an m-mode quantum Markov semigroup where

Lj(ρ) = e−βj/2
(1

2
{aja

†
j , ρ} − a†

jρaj

)
+ eβj/2

(1
2
{a†

jaj ,X} − ajρa
†
j

)
. (38)

Then, the quantum channels

Φ̂t = e−tL̂ = e−tL1 ⊗ · · · ⊗ e−tLm ,

form an m-mode semigroup. The fixed point of this semigroup is

σ̂ = σβ1 ⊗ · · · ⊗ σβm
,

and its corresponding Dirichlet form is equal to

Ep(ρ) =
pp̂

4

〈
Γ

− 1
p̂

σ̂

(
ρ

1
p̂
)
, L̂∗ ◦ Γ

− 1
p

σ̂

(
ρ

1
p
)〉

σ̂
=

pp̂

4

m∑

j=1

〈
Γ

− 1
p̂

σ̂

(
ρ

1
p̂
)
,L∗

j ◦ Γ
− 1

p

σ̂

(
ρ

1
p
)〉

σ̂
.

Now, as in the single mode case we are interested in the p-log-Sobolev constant

α̂p = inf
ρ

Ep(ρ)
D(ρ‖σ̂)

.

Assuming that the optimal states in the above optimization problem are
Gaussian, the following corollary is an evidence for the tensorization property.

Corollary 6. Suppose that β1 = · · · = βm = β. Then, for any m-mode Gauss-
ian state ρ we have

αpD(ρ‖σ̂) ≤ Êp(ρ),

where αp = pp̂
4β eβ/2

(
1 − e−β/p

)(
1 − e−β/p̂

)
.

Proof. This is a direct consequence of Theorem 3 as well as Theorem 4 and
its proof. �

Our next goal is to prove a lower bound on α̂2 which probably is not
optimal, yet may be useful for some applications. To this end, it is useful to
consider a correspondence between density operators ρ and positive semidefi-
nite operators X as follows:

X = Γ−1/2
σ̂ (ρ1/2).

Then, we note that ‖X‖2
2,σ̂ = tr(ρ) = 1. Indeed, Γ−1/2

σ̂ is an isometric embed-
ding of the space of Hilbert–Schmidt operators into L2(σ̂), the Hilbert space
of operators equipped with norm ‖ · ‖2,σ̂. With this correspondence, we have

E2(ρ) =
〈
X, L̂∗(X)

〉
σ̂
.

From this equation, we realize that the spectrum of L̂∗ is a relevant object in
the study of the Dirichlet form. Here, we consider L̂∗ as an operator acting
on the Hilbert space L2(σ̂). We note that, since σ̂ is a Gaussian state, any
operator X that is a polynomial of operators aj ,a

†
j belongs to L2(σ̂). Letting

P be the space of these polynomial operators, we find that indeed P ⊂ L2(σ̂)
is a dense subset. Moreover, by definition, L̂∗ leaves this subspace invariant:
L̂∗(P) ⊆ P. Thus, the domain of L̂∗ contains the dense subset P [9]. In the
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following proposition, we summarize Theorem 7.2 of [9] regarding the spectrum
of L̂∗ acting on L2(σ̂), and for the sake of completeness present its main proof
idea in Appendix E.12

Proposition 7 [9]. Consider L̂∗ as an operator acting on the Hilbert space
L2(σ̂) equipped with norm ‖ · ‖2,σ̂. For z1, . . . , zm ∈ C with |zj | = 1 de-
fine the quadrature operator qj,zj

= 1√
2
(zja

†
j + z̄jaj). Also, for any j, let

{hj,kj
(t) : kj ≥ 0} be the set of Hermite polynomials specified by

est− coth(βj/2)
4 s2

=
∞∑

kj=0

skj

kj !
hj,kj

(t). (39)

Then, for any tuple k = (k1, . . . , km) of non-negative integers, the operator
Vk :=

⊗m
j=1 hj,kj

(qj,zj
) is an eigenvector of L̂∗ with eigenvalue

∑m
j=1 sinh

(βj/2)kj. Moreover, these operators (and their appropriate linear combina-
tions) are all the eigenvectors of L̂∗.

For any � = (�1, . . . , �m) ∈ Z
m, let F
 ⊂ L2(σ̂) be the space of operators

X such that ‖X‖2,σ̂ < +∞ and for any n = (n1, . . . , nm) their matrix entries
in the Fock basis satisfy

〈n1, . . . , nm|X|n1 + �′
1, . . . , nm + �′

m〉 = 0, ∀�′ �= �.

Then, any operator X with ‖X‖2,σ̂ < +∞ can be decomposed as

X =
∑


∈Zm

X
, X
 ∈ F
. (40)

Following [6] we call (40) the diagonal decomposition of X. A crucial prop-
erty of the diagonal decomposition is that F
’s are orthogonal subspaces, and
〈X
,X
′〉σ̂ = 0 if � �= �′. This is a consequence of the fact that σ̂ is diagonal in
the Fock basis.

Corollary 8 [9]. For any � ∈ Z
m the subspace F
 is invariant under L̂∗, and the

eigenvalues of L̂∗ restricted to F
 are contained in
{ ∑

j sinh(βj/2)kj : kj ≥
|�j |

}
. In particular, for any X
 ∈ F
 we have

( m∑

j=1

sinh(βj/2)|�j |
)

‖X
‖2,σ̂ ≤ 〈
X
, L̂∗(X
)

〉
2,σ̂

.

Proof. The fact that L∗(F
) ⊆ F
 is easily verified using the definition of L̂∗.
Therefore, considering the diagonal decomposition Vk =

∑

 Vk,
 of the eigen-

vector Vk defined in Proposition 7, we find that if Vk,
 �= 0, then it is also an
eigenvector of L̂∗ with the same eigenvalue as that of Vk. On the other hand,
by definition, Vk is a polynomial of degree kj in terms of aj and a†

j . This means
that we have Vk,
 = 0 if |�j | > kj for some j. We also note that since by Propo-
sition 7, the closure of the span of Vk’s is the whole space L2(σ̂), the closure of

12In fact in [9], the spectrum of Γ
1/2
σ̂ ◦ L̂∗ ◦ Γ

−1/2
σ̂ as an operator acting on the space of

Hilbert–Schmidt operators is computed.
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the span of operators Vk,
 equals F
. Indeed, F
 = span{Vk,
 : kj ≥ |�j |,∀j}.
Putting these together the desired result is implied. �

To state our next lemma, it is convenient to extend the definition of the
entropy function for operators that are not necessarily normalized. For any
positive operator X = Γ−1/2

σ̂ (ρ1/2) where ρ is a density operator, we define

Ent2,σ̂(X) = D(ρ‖σ̂).

Extending this definition to non-normalized operators satisfying ‖X‖2,σ̂ <
+∞, we let

Ent2,σ̂(X) = ‖X‖2
2,σ̂ Ent2,σ̂

( X

‖X‖2,σ̂

)
.

The significance of this entropy function is in its connection to the derivative
of p �→ ‖X‖p,σ̂ at p = 2 for which we refer to [2,35,39].

Lemma 9. Let X be a positive operator satisfying tr
(
ρHm

)
< +∞ where ρ =

Γ1/2
σ̂ (X)2 and Hm =

∑m
j=1 a

†
jaj is the m-mode number operator. Then, for

any vector w = (w
)
 of positive real numbers we have

Ent2,σ̂(X) ≤
∑




(
log ‖w‖2

2 − log w2



)‖X
‖2
2,σ̂ +

∑




Ent2,σ̂

(
I2,2(X
)

)
, (41)

where X
’s are given by the diagonal decomposition X =
∑


 X
 with X
 ∈ F
.
Also, I2,2(X
) = Γ−1/2

σ̂

(∣∣Γ1/2
σ̂ (X
)

∣
∣) and ‖w‖2

2 =
∑


 w2

 .

Proof. Fix a finite subset S ⊂ Z
m satisfying −� ∈ S for all � ∈ S. For some

technical reason, in the following we restrict to the subspace of operators X
satisfying X
 = 0 if � /∈ S. Later, we will relax this assumption.

For any z ∈ C define the map Tz by

Tz(X) =
∑




wz

 X
,

where as before X =
∑


 X
 is the diagonal decomposition of X. Note that by
the above assumption this sum is indeed a finite sum and over � ∈ S. By the
orthogonality of the subspaces F
 for any t ∈ R we have

∥
∥Tit(X)

∥
∥2

2,σ̂
=

∥
∥
∥

∑




wit

 X


∥
∥
∥

2

2,σ̂
=

∑




|wit

 |2 · ‖X
‖2

2,σ̂ =
∑




‖X
‖2
2,σ. (42)

Next, recall the definition of norm ‖ · ‖p,σ̂ given by (37). Using the triangle
and Cauchy–Schwarz inequalities, for any t ∈ R we have

∥
∥T1+it(X)

∥
∥2

∞,σ̂
=

∥
∥
∥

∑




w1+it

 X


∥
∥
∥

2

∞,σ̂

≤
(∑




|w1+it

 | · ‖Xk‖∞,σ̂

)2

≤
(∑




w2



)( ∑




‖X
‖2
∞,σ̂

)
. (43)
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For any 1 ≤ p ≤ +∞ define

‖X‖2,p,σ̂ :=
(∑




‖X
‖2
p,σ̂

)1/2

.

It is well known and can be easily verified that ‖ · ‖2,p,σ̂ satisfies the triangle
inequality and is really a norm. Moreover, these norms form an interpolation
family [40]. Now, with this notation, (42) and (43) imply that

‖Tit‖(2,2,σ̂)→(2,σ̂) = 1, ‖T1+it‖(2,∞,σ̂)→(∞,σ̂) ≤ ‖w‖2, ∀t ∈ R.

Therefore, by the interpolation inequality [37], we have

‖T1−2/p‖(2,p,σ)→(p,σ) ≤ ‖w‖1−2/p
2 , ∀ 2 ≤ p ≤ +∞.

This means that
∥
∥
∥

∑




w
1−2/p

 X


∥
∥
∥

p
≤ ‖w‖1−2/p

2 ·
( ∑




‖X
‖2
p

)1/2

.

We note that this inequality turns into an equality for p = 2. Therefore, we
must have

d
dp

(∥
∥
∥

∑




w
1−2/p

 X


∥
∥
∥

p

)∣
∣
∣
∣
p=2

≤ d
dp

(
‖w‖1−2/p

2 ·
(∑




‖X
‖2
p

)1/2
)∣

∣
∣
∣
p=2

.

Computing the derivative of both sides by [2, Proposition 3] and using the fact
that X†


 = X−
, the desired inequality is obtained.
Now we relax the assumption that X
 is nonzero only for finitely many �.

Assume that X = ‖X‖2,σ̂Γ−1/2
σ̂

(
ρ1/2

)
where ρ is a quantum state with finite

mean photon number, in which case

Ent2,σ̂(X) = ‖X‖2
2,σ̂D(ρ‖σ̂) = −‖X‖2

2,σ̂

(
S(ρ) + tr(ρ log σ̂)

)
.

Let Πk be the projection on the span of basis vectors |n1, . . . , nm〉 satisfying
n1 + · · · + nm ≤ k. Let X(k) = ΠkXΠk and consider the quantum state
ρ(k) = ‖X(k)‖−2

2,σ̂Γ−1/2
σ̂

(
X(k)

)2. Observe that X
(k)

 is nonzero only for finitely

many values of �. Then, by the above argument (41) holds for X(k). Taking the
limit of k → +∞, clearly

∥
∥X

(k)



∥
∥

2,σ̂
tends to ‖X
‖2,σ̂, which also implies that

the 2-norm of X(k) tends to that of X. For the entropy terms, it can be verified
that the mean photon number of ρ(k) tends to that of ρ. This implies that
tr

(
ρ(k) log σ̂

)
tends to tr(ρ log σ̂). Next, using the assumption tr(ρHm) < +∞,

we can apply the continuity bound for the entropy function [43, Lemma 18]
to conclude that S

(
ρ(k)

)
tends to S(ρ). Therefore, Ent2,σ̂

(
X(k)

) → Ent2,σ̂(X)
and similarly Ent2,σ̂

(
I2,2

(
X

(k)



) → Ent2,σ̂

(
I2,2(X
) as k → +∞. Putting these

together the desired inequality for X is implied. �

We remark that Lemma 9 holds beyond the diagonal decomposition con-
sidered above and works for any decomposition of the space of operators into
orthogonal subspaces. Thus, this lemma is of independent interest and may
find other applications.
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Theorem 10. For any β1, . . . , βm > 0 we have

α̂2 ≥
(

2 + log(2m + 1)
sinh(βmin/2)

+
1

α2,min

)−1

,

where βmin = minj βj and α2,min = minj
4 sinh2(βj/4)

βj
= 4 sinh2(βmin/4)

βmin
.

Proof. We need to show that

Ent2,σ̂(X) ≤
(

2 + log(2m + 1)
sinh(βmin/2)

+
1

α2,min

)
〈
X, L̂∗(X)

〉
σ̂
, (44)

for any X satisfying tr
(
Γ1/2

σ̂ (X)2Hm

)
< +∞. We use Lemma 9 for the choice

of w
 = e− c
2 |
| where c > 0 and |�| =

∑m
j=1 |�j |. We have log ‖w‖2

2 − log w2

 =

c|�| + m log ec+1
ec−1 and

Ent2,σ̂(X) ≤ m log
ec + 1
ec − 1

‖X‖2
2,σ̂ + c

∑




|�| · ‖X
‖2
2,σ̂ +

∑




Ent2,σ̂(I2,2(X
)).

(45)

Now, since X
 ∈ F
, by Corollary 8 we have

∑




|�| · ‖X
‖2
2,σ̂ ≤ 1

sinh(βmin/2)

∑




〈
X
, L̂∗(X
)

〉
σ̂
=

1
sinh(βmin/2)

〈
X, L̂∗(X)

〉
σ̂
.

Next, using the fact that X
 ∈ F
, it is easily verified that the operator I2,2(X
)
is diagonal. On the other hand, the restriction of L̂∗ to diagonal operators is
essentially a classical Markov semigroup for which the tensorization property
holds. Thus, the 2-log-Sobolev constant of L̂∗ restricted to diagonal operators
equals the minimum of the 2-log-Sobolev constants of L∗

j ’s restricted to (single-
mode) diagonal operators. The latter quantity is computed in Theorem 4.
Putting these together, we conclude that

α2,minEnt2,σ̂(I2,2(X
)) ≤ 〈
I2,2(X
), L̂∗(I2,2(X
)

)〉
σ̂
.

Using the above two inequalities in (45), we find that

Ent2,σ̂(X) ≤ m log
ec + 1
ec − 1

‖X‖2
2,σ̂ +

c

sinh(βmin/2)
〈
X, L̂∗(X)

〉
σ̂

+
1

α2,min

∑




〈
I2(X
), L̂∗(I2(X
)

)〉
σ̂
.

It is shown in [2, Lemma 23] that for any operator Y ,
〈
I2,2(Y ), L̂∗(I2,2(Y ))

〉
σ̂

+
〈
I2,2(Y †), L̂∗(I2,2(Y †))

〉
σ̂

≤ 〈
Y, L̂∗(Y )

〉
σ̂

+
〈
Y †, L̂∗(Y †)

〉
σ̂
.
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Therefore, using X†

 = X−
, the above inequalities imply

Ent2,σ̂(X) ≤ m log
ec + 1
ec − 1

‖X‖2
2,σ̂ +

c

sinh(βmin/2)
〈X, L̂∗(X)〉σ̂

+
1

α2,min

∑




〈
X
, L̂∗(X
)

〉
σ̂

= m log
ec + 1
ec − 1

‖X‖2
2,σ̂ +

( c

sinh(βmin/2)
+

1
α2,min

)〈
X, L̂∗(X)

〉
σ̂
.

Next, by Proposition 7 the generator L̂∗ has the spectral gap sinh(βmin/2).
Thus, by [39, Theorem 4.2] the above inequality implies

Ent2,σ̂(X) ≤
(1 + m log ec+1

ec−1

sinh(βmin/2)
+

c

sinh(βmin/2)
+

1
α2,min

)
〈
X, L̂∗(X)

〉
σ̂
.

Finally, letting c = log(2m + 1) and using log(1 + 1m) ≤ 1m the desired
inequality (44) is obtained. �

5. Proof of the CMOE Conjecture

In this section, we present an alternative proof of the CMOE conjecture for
single-mode phase-covariant Gaussian channels, which is first established in
[15,16].

Theorem 11 (CMOE Conjecture). For any single-mode phase-covariant Gauss-
ian channel Φ, and any quantum state ρ with finite mean photon number we
have

S
(
Φ(ρ)

) ≥ S
(
Φ(τ)

)
, (46)

where τ is a single-mode thermal state satisfying S(ρ) = S(τ).

To prove this theorem, we first state a consequence of Theorem 1.

Theorem 12. Let {Φt : t ≥ 0} denote a semigroup of single-mode phase-
covariant Gaussian channels. Then, for any α > 0 we have

ηth(α) = inf
ρ

d
dt

S
(
Φt(ρ)

)∣∣
∣
t=0

+ αS(ρ), (47)

where the infimum is taken over all quantum states ρ with finite mean photon
number, and ηth(α) is the infimum of the same function restricted to thermal
states.

Proof of Theorem 12. Let L be the Lindbladian of the semigroup {Φt : t ≥ 0}
so that Φt = e−tL. We have

d
dt

S
(
Φt(ρ)

)∣∣
∣
t=0

= 〈L(ρ), log ρ〉. (48)

Then, the claim follows from Theorem 1 for p = 1 and appropriate choices of
ν0, ν1 ≥ 0 and ω = 0. �
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We need yet another technical ingredient to prove Theorem 11. For 0 <
x < 1, let

τx = (1 − x)
∑

n

xn|n〉〈n|, (49)

be a thermal state with parameter x. Then, letting Φt = e−tL with L =
ν0L0 + ν1L1 and using (48), we find that the objective function in (47) for
thermal states equals

fα(x) :=
d
dt

S
(
Φt(τx)

)∣∣
t=0

+ αS(τx)

=
1

1 − x

(
(ν1x − ν0) log x − αx log x − α(1 − x) log(1 − x)

)
.

This equation can also be derived by taking the limit of p → 1+ in (18).
Assume that ν0 >0 and as before let α>0. Then, we have limx→0+ fα(x)=

limx→1− fα(x) = +∞. This means that the minimum of fα(x) is attained at
roots of f ′

α(x). We have

f ′
α(x) =

1
1 − x

(
ν1 log x +

ν1x − ν0

x
− α log x + α log(1 − x)

)

+
1

(1 − x)2
(
(ν1x − ν0) log x − αx log x − α(1 − x) log(1 − x)

)

=
1

(1 − x)2

(
(ν1 − ν0) log x +

(1 − x)(ν1x − ν0)
x

− α log x

)

Therefore, f ′
α(x) = 0 iff g(x) = α where

g(x) := ν1 − ν0 +
(1 − x)(ν1x − ν0)

x log x
.

Computing the derivative of g(x), we have

g′(x) =
ν0(log x − x + 1) + ν1(x(x − 1) − x2 log x)

x2 log2 x
.

Then, using log x ≤ x − 1 and − log x = log 1
x ≤ 1

x − 1 we find that g′(x) ≤ 0
for 0 < x < 1, and that g(x) is monotone decreasing in this interval. Moreover,
since ν0 > 0, we have limx→0+ g(x) = +∞ and limx→1− g(x) = 0. This means
that g(x) ≥ 0 for all 0 < x < 1, and g(x) takes any positive value in this
interval exactly once. As a conclusion, g(x) = α has exactly one solution in
(0, 1) for any α > 0. We conclude that if α > 0, the minimum of fα(x) is
attained at the unique root of f ′

α(x). More importantly, for any 0 < x0 < 1,
there is α0 = g(x0) such that the minimum of fα0(x) is attained at x = x0.

Proof of Theorem 11. As a phase-covariant Gaussian channel, we have Φ =
Φt1 for some phase-covariant Gaussian semigroup {Φt : t ≥ 0} and some
t1 > 0.13 Let L = ν0L0+ν1L1 be the Lindbladian of this semigroup. In order to
apply the above computations, by taking the limit of ν0 → 0+ we assume with
no loss of generality that ν0 > 0. The point is that if S

(
Φt1(ρ)

) ≥ S(Φt1(τ))

13If t1 = 0, then Φ is the identity channel and there is nothing to prove.
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holds for any ν0 > 0, then by the continuity of von Neumann entropy [43,
Lemma 18], it holds for ν0 = 0 as well.

Suppose that S
(
Φt1(ρ)

)
< S(Φt1(τx0)) where τ = τx0 is the thermal state

in the statement of the theorem with parameter x0 as in (49). We note that
by assumption S(Φt(ρ)) = S(Φt(τx0)) for t = 0. Thus, we may define

t0 = sup
{
t : S

(
Φ⊗m

t (ρ)
) ≥ mS

(
Φt(τx0)

)
, t < t1

}
.

Then, by continuity we have S(Φt0(ρ)) = S(Φt0(τx0)) and

S(Φt(ρ)) < S(Φt(τx0)), ∀t0 < t ≤ t1. (50)

Recall that Φt(τx0) is a thermal state for any t > 0. Let xt be the pa-
rameter of this thermal state: τxt

= Φt(τx0). We note that t �→ xt is smooth.
Then, by the above discussions, there is a smooth function t �→ αt with αt > 0
such that

ηth(αt) =
d
ds

S
(
Φs(τxt

)
)∣∣

s=0
+ αtS(τxt

).

Employing Theorem 12, for any t0 ≤ t ≤ t1 we obtain
d
dt

S
(
Φt(ρ)

)
+ αtS(Φt(ρ)) ≥ d

dt
S(τxt

) + αtS(τxt
).

Taking the integral of both sides yields

S
(
Φt1(ρ)

) − S
(
Φt0(ρ)

)
+

∫ t1

t0

αtS(Φt(ρ)) dt

≥ S(τxt1
) − S(τxt0

) +
∫ t1

t0

αtS(τxt
) dt.

We note that S(Φt0(ρ)) = S(τxt0
), so this inequality is in contradiction with (50).

This implies that the starting inequality S
(
Φt1(ρ)

)
< S(Φt1(τx0)) does not

hold. �

Generalization of the CMOE conjecture to the multimode case is an open
problem in general. However, generalizing the proof idea of Theorem 11 and
using Theorem 3, we can prove the conjecture for a special class of multimode
states that can be prepared by applying a passive Gaussian unitary UG on an
arbitrary product state, ρ = UGρ1 ⊗ ρ2 ⊗ · · · ⊗ ρmU†

G.

6. Conclusion

In this paper, we introduced a meta log-Sobolev inequality, formalized by The-
orem 1, that provides a general information theoretic framework to study
phase-covariant Gaussian quantum channels. In general, this inequality and
our technical proof, particularly the tensorization argument that we used in
the second step, are of independent interest. However, by using this result, we
have derived new optimal bounds in the context of p-log-Sobolev inequalities
for the semigroup of attenuation channels.

Specifically, in Theorem 4, we explicitly computed the optimal p-log-
Sobolev constant of the quantum Ornstein–Uhlenbeck semigroup for any 1 ≤
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p ≤ 2. We also in Theorem 10 established a bound on the 2-log-Sobolev con-
stant in the multimode case that scales logarithmically with the number of
modes. We conjecture that the log-Sobolev constants in the multimode case
match those of the single-mode case and the tensorization property holds in
general. We showed in Corollary 6 that this conjecture holds assuming that
the optimal multimode states are Gaussian.

Quantum log-Sobolev inequalities are also defined for 0 ≤ p < 1 and are
related to reverse hypercontractivity inequalities [2,10]. An interesting open
problem is to compute the p-log-Sobolev constant for this range of parameter,
which we leave it for future works.

The proof of our multimode log-Sobolev inequality is based on an entropic
inequality in Lemma 9 which is of independent interest. Using this inequality,
one might be able to prove log-Sobolev inequalities for the tensor product of
other quantum Markov semigroups. We leave exploration of such applications
of Lemma 9 for future works.

Our results have novel consequences even in the fully classical case, i.e.,
when restricting to states ρ that are diagonal in the Fock basis. In particular,
as pointed out in [6], restricting the quantum Ornstein–Uhlenbeck semigroup
to diagonal states, we obtain a classical birth-death process whose log-Sobolev
constants were not known prior to our work (except in the case of p = 1).
Moreover, our results have consequences for the classical operation of thinning
on the space of integer-valued random variables, for which we refer to [18] and
references therein.

We also presented an alternative proof of the CMOE conjecture in The-
orem 11 in the single-mode case. This conjecture in the multimode case is left
as a major open problem. Our results contribute to the resolution of Gauss-
ian optimizer conjectures in the quantum case [18]. These conjectures state
the optimality of Gaussian states for certain optimization problems regarding
Gaussian channels. Theorem 1 establishes this conjecture for the quite general
function Υ(ρ) in the single-mode case. Generalizing this theorem for multi-
mode states can resolve the CMOE conjecture in the multimode case. To this
end, ideas developed in [19] might be useful. We leave further exploration of
this problem for future works.
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A. Generators of Phase-covariant Gaussian Channels

In this appendix, we show that any single-mode phase-covariant channel given
by (11) is a member of a semigroup whose Lindbladian equals (12).

Let us consider the family of channels {Φt : t ≥ 0} corresponding to
parameters {(λt, γt) : t ≥ 0} in (11):

χΦt(ρ)(ξ) = exp
(
− 1

2
γt|ξ|2

)
χρ

(√
λt ξ

)
. (51)

Suppose that {Φt : t ≥ 0} is a semigroup which in particular means that Φ0

is the identity channel corresponding to parameters γ0 = 0 and λ0 = 1. Then,
the generator of this semigroup is determined by

χL(ρ)(ξ) = − d
dt

χΦt(ρ)(ξ)
∣
∣
∣
t=0

.

Using (51), we compute the derivative

d

dt
χΦt(ρ)(ξ)

∣
∣
∣
t=0

= −1

2
γ′
0 |ξ|2tr(ρDξ) +

1

2
λ′

0

(
ξ tr

(
ρa†Dξ

) − ξ̄ tr
(
ρaDξ

))

= −1

2
γ′
0 tr

(
ρ
[
a, [a†, Dξ]

])
+

1

2
λ′

0

(
tr

(
ρa†[a, Dξ

]) − tr
(
ρa

[
a†, Dξ

]))

= −1

2
γ′
0 tr

([
a†, [a, ρ]

]
Dξ

)
+

1

2
λ′

0

(
tr

([
a†, ρa

]
Dξ − [

a, ρa†]Dξ

))

= −1

2
γ′
0 χ[a†,[a,ρ]](ξ) +

1

2
λ′

0 χ[a†,ρa]−[a,ρa†](ξ),

where λ′
0 = dλt

dt

∣
∣
t=0

, γ′
0 = dγt

dt

∣
∣
t=0

. Here, we use d
dλDλδ = (ξa† − ξ̄a)Dλξ in the

first line, and the well-known equations [a,Dξ] = ξDξ and [a†,Dξ] = ξ̄Dξ in
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the second line. Replacing the characteristic functions in the above equation
by their corresponding operators yields
d

dt
Φt(ρ)

∣
∣
∣
t=0

= −1

2
γ′
0

[
a†, [a, ρ]

]
+

1

2
λ′

0

(
[a†, ρ a] − [a, ρa†]

)

= −1

2
γ′
0

(1

2

{
a†a, ρ

}
+

1

2

{
aa†, ρ

} − a†ρa − a ρa†
)

+
1

2
λ′

0

(1

2

{
a†a, ρ

} − 1

2

{
aa†, ρ

}
+ a†ρa − a ρa†

)

= −1

2

(
γ′
0 + λ′

0

)(1

2

{
aa†, ρ

} − a†ρa
)

− 1

2

(
γ′
0 − λ′

0

)(1

2

{
a†a, ρ

} − aρa†
)

= −1

2

(
γ′
0 + λ′

0

)L0(ρ) − 1

2

(
γ′
0 − λ′

0

)L1(ρ),

where we define

L0(ρ) =
1
2
{
aa†, ρ

} − a†ρa and L1(ρ) =
1
2
{
a†a, ρ

} − aρa†.

Therefore, if the channels defined by (51) form a semigroup, then the corre-
sponding Lindbladian is equal to

L(ρ) =
1
2
(
γ′
0 + λ′

0

)L0(ρ) +
1
2
(
γ′
0 − λ′

0

)L1(ρ). (52)

We use this equation to obtain the generator of the three classes of phase-
covariant Gaussian channels.

A.1. Attenuator Channels

The attenuator channel can be physically modeled by overlapping the input
state and a thermal state σβ on a beam splitter with transmissivity λ:

Φatt
λ (ρ) = tr2

(
UBS,λ(ρ ⊗ σβ)U†

BS,λ

)
,

where the 2-mode unitary operator UBS,λ can be described by
{

U†
BS,λa1UBS,λ =

√
λa1 +

√
1 − λa2,

U†
BS,λa2UBS,λ = −√

1 − λa1 +
√

λa2.
(53)

Using these relations, the characteristic function of the two-mode state UBS,λ(ρ⊗
σβ)U†

BS,λ equals

tr
(
UBS,λ(ρ ⊗ σβ)U†

BS,λDξ1 ⊗ Dξ2

)
= tr

(
ρ ⊗ σβU†

BS,λ(Dξ1 ⊗ Dξ2)UBS,λ

)

= tr
(
ρD√

λξ1−√
1−λξ2

)
tr

(
σβD√

1−λξ1+
√

λξ2

)
.

Thus, the characteristic function of the output state of the attenuation channel
is given by

χΦatt
λ (ρ)(ξ) = χρ

(√
λ ξ1 − √

1 − λ ξ2

)
χσβ

(√
1 − λ ξ1 +

√
λ ξ2

)∣∣
∣
(ξ1,ξ2)=(ξ,0)

= χρ

(√
λ ξ

)
χσβ

(√
1 − λ ξ

)

= exp
(
−1

2
coth(β/2)(1 − λ)|ξ|2

)
χρ

(√
λ ξ

)
,
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where we replace the characteristic function of the thermal state from (9).
Setting λ = λt = e−2ct with c > 0 in the above relation, we observe that

attenuator channels {Φatt
λt

: t ≥ 0} form a semigroup. Comparing the above
equation with (51) also gives γt = coth(β/2)(1 − λt). Therefore, by plugging
λ′

0 = −2c and γ′
0 = 2c coth(β/2) into (52), we obtain the corresponding gen-

erator

L(ρ) = c
(
coth(β/2) − 1

)L0(ρ) + c
(
coth(β/2) + 1

)L1(ρ).

A.2. Amplifier Channels

Following a similar procedure as for attenuator channels, we can derive the
generator of the semigroup of amplifier channels. An amplifier channel can be
modeled by applying a two-mode squeezing unitary with squeezing parameter
λ ≥ 1 on the input state and a thermal state σβ , and then tracing over the
second mode:

Φamp
λ (ρ) = tr2

(
U2S,λ(ρ ⊗ σβ)U†

2S,λ

)
.

Here, the action of the two-mode squeezing unitary can be described by
{

U†
2S,λa1U2S,λ =

√
λa1 +

√
λ − 2a†

2,

U†
2S,λa2U2S,λ =

√
λa2 +

√
λ − 1a†

1.
(54)

Using these relations, we have

U†
2S,λDξ1 ⊗ Dξ2U2S,λ = Dξ1

√
λ−ξ̄2

√
λ−1 ⊗ Dξ2

√
λ−ξ̄1

√
λ−1.

Thus, the characteristic function of the output state is given by

χΦamp
λ (ρ)(ξ) = χρ

(√
λ ξ1 − √

λ − 1 ξ̄2

)
χσβ

(√
λ ξ2 − √

λ − 1 ξ̄1

)∣∣
∣
(ξ1,ξ2)=(ξ,0)

= χρ

(√
λ ξ

)
χσβ

(√
λ − 1 ξ

)

= exp
(
−1

2
coth(β/2)(λ − 1)|ξ|2

)
χρ

(√
λ ξ

)
,

where in the last line the characteristic function of the thermal state (9) is
replaced.

Setting λ = λt = e2ct with c > 0, we observe that amplifier channels
{Φamp

λt
: t ≥ 0} form a semigroup. Here, γt = coth(β/2)(λt − 1). Thus, by

plugging λ′
0 = 2c and γ′

0 = 2c coth(β/2) in (52), we obtain the generator

L(ρ) = c
(
coth(β/2) + 1

)L0(ρ) + c
(
coth(β/2) − 1

)L1(ρ).

Note that here we get the same coefficients as those of the generator of the
attenuator semigroup, but swapped.

A.3. Additive-noise Channels

The classical additive-noise Gaussian channels can be modeled by applying a
displacement operator whose parameter is chosen at random according to a
Gaussian probability distribution:

Φadd
γ (ρ) =

2
πγ

∫
e− 2

γ |α|2DαρD†
α d2α.
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The characteristic function of the output state of this channel is given by

χΦadd
γ (ρ)(ξ) =

2
πγ

∫
e− 2

γ |α|2tr
(
DαρD†

αDξ

)
d2α

=
2

πγ
χρ(ξ)

∫
e− 2

γ |α|2eξᾱ−ξ̄α d2α

= exp
(
−1

2
γ|ξ|2

)
χρ(ξ),

where we use D†
αDξDα = exp(ξᾱ − ξ̄α)Dξ in the second line.

By choosing γ = 2ct with c > 0, the channels {Φadd
t : t ≥ 0} form a

semigroup. Here, λt = 1. Thus, by inserting λ′
0 = 0 and γ′

0 = 2c in (52) we
obtain the generator

L(ρ) = cL0(ρ) + cL1(ρ).

B. Υ(ρ) is Well Defined if tr(ρa†a) < +∞
In this appendix, we show that Υ(ρ) given by

Υ(ρ) = p̂

(
ν0

[
tr

(
ρaa†) − tr

(
ρ1/paρ1/p̂a†)

]
+ ν1

[
tr

(
ρa†a

) − tr
(
ρ1/pa†ρ1/p̂a

)]
)

+ ωtr
(
ρa†a

)
+ S(ρ).

is well defined for any state ρ with finite mean photon number. For such a
state both tr(ρa†a), tr(ρaa†) are finite. Moreover, if ρ =

∑
j λj |ψj〉〈ψj | is the

eigen-decomposition of ρ, then we have

tr
(
ρ1/paρ1/p̂a†) =

∑

i,j

λ
1/p
i λ

1/p̂
j

∣
∣〈ψi|a|ψj〉

∣
∣2

≤
∑

i,j

(1
p
λi +

1
p̂
λj

)∣
∣〈ψi|a|ψj〉

∣
∣2

=
∑

i

1
p
λi

∥
∥a†|ψi〉

∥
∥2 +

∑

j

1
p̂
λj

∥
∥a|ψj〉

∥
∥2

=
1
p
tr

(
ρaa†) +

1
p̂
tr

(
ρa†a

)
,

where in the second line we use Young’s inequality. Thus, tr
(
ρ1/paρ1/p̂a†)

and similarly tr
(
ρ1/pa†ρ1/p̂a

)
are finite. Also, using the non-negativity of

Umegaki’s quantum relative entropy D(ρ‖τ) = tr(ρ log ρ) − tr(ρ log τ), for the
thermal state τ = (1 − 1/e)e−a†a we have

0 ≤ D(ρ‖τ) = −S(ρ) − tr(ρ log τ) = −S(ρ) − log(1 − 1/e) + tr
(
ρa†a

)
.

Therefore, since tr
(
ρa†a

)
is finite, S(ρ) is also finite.
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C. Verification of (36)

Recall that

φ(x, y) = −y2 log y2 − (1 − y2) log(1 − y2) + y2 log x2 + (1 − y2) log(1 − x2)

−
(
x

2
p − y

2
p
)(

x
2
p̂ − y

2
p̂
)
log x2

(
1 − x

2
p
)(

1 − x
2
p̂
) .

Then, computing the derivative term-by-term yields

d

dx
φ(x, y) =

2y2

x
− 2x(1 − y2)

1 − x2
− 2

(
x

2
p − y

2
p
)(

x
2
p̂ − y

2
p̂
)

x
(
1 − x

2
p
)(

1 − x
2
p̂
)

− 2x
2
p
(
x

2
p̂ − y

2
p̂
)
log x2

px
(
1 − x

2
p
)(

1 − x
2
p̂
) − 2x

2
p̂
(
x

2
p − y

2
p
)
log x2

p̂x
(
1 − x

2
p
)(

1 − x
2
p̂
)

− 2x
2
p
(
x

2
p − y

2
p
)(

x
1
p̂ − y

1
p̂
)
log x2

px
(
1 − x

2
p
)2(

1 − x
2
p̂
) − 2x

2
p̂
(
x

2
p̂ − y

2
p̂
)(

x
2
p − y

2
p
)
log x2

p̂x
(
1 − x

2
p
)(

1 − x
2
p̂
)2

= −2(x2 − y2)

x(1 − x2)
− 2

(
x

2
p − y

2
p
)(

x
2
p̂ − y

2
p̂
)

x
(
1 − x

2
p
)(

1 − x
2
p̂
)

− 2x
2
p
(
1 − y

2
p
)(

x
2
p̂ − y

2
p̂
)
log x2

px
(
1 − x

2
p
)2(

1 − x
2
p̂
) − 2x

2
p̂
(
1 − y

2
p̂
)(

x
2
p − y

2
p
)
log x2

p̂x
(
1 − x

2
p
)(

1 − x
2
p̂
)2

.

Therefore, we have

x

2

d

dx
φ(x, y) +

x
2
p
(
1 − y

2
p
)(

x
2
p̂ − y

2
p̂
)

(
1 − x

2
p
)(

1 − x
2
p̂
)

[
log x2

p(1 − x
2
p )

+ 1

]

+
x

2
p̂
(
1 − y

2
p̂
)(

x
2
p − y

2
p
)

(
1 − x

2
p
)(

1 − x
2
p̂
)

[
log x2

p̂(1 − x
2
p̂ )

+ 1

]

= − (x2 − y2)

(1 − x2)

−
(
x

2
p − y

2
p
)(

x
2
p̂ − y

2
p̂
) − x

2
p
(
1 − y

2
p
)(

x
2
p̂ − y

2
p̂
) − x

2
p̂
(
1 − y

2
p̂
)(

x
2
p − y

2
p
)

(
1 − x

2
p
)(

1 − x
2
p̂
)

= − (x2 − y2)

(1 − x2)
+

x2 − y2 + x
2
p y2 − x2y

2
p + x

2
p̂ y2 − x2y

2
p̂

(
1 − x

2
p
)(

1 − x
2
p̂
)

=
−(x2 − y2)

(
1 − x

2
p
)(

1 − x
2
p̂
)

+
(
1 − x2

)(
x2 − y2 + x

2
p y2 − x2y

2
p + x

2
p̂ y2 − x2y

2
p̂
)

(
1 − x2

)(
1 − x

2
p
)(

1 − x
2
p̂
)

=
x2

((
1 − x

2
p̂
)(

1 − y
2
p̂
)(

x
2
p − y

2
p
)

+
(
1 − x

2
p
)(

1 − y
2
p
)(

x
2
p̂ − y

2
p̂
))

(
1 − x2

)(
1 − x

2
p
)(

1 − x
2
p̂
) .

This gives (36).
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D. Proof of α2 = minp≥1 αp

In this appendix, we show that for any p ≥ 1 the following inequality holds:

pp̂

4
(
1 − e−β/p

)(
1 − e−β/p̂

) ≥ (
1 − e−β/2

)2
.

First, we may restrict to p ∈ [1, 2]. Then, with the change of variable p = 2
1+t

with t ∈ [0, 1] the above inequality is equivalent to

(
1 − e− β

2 (1+t)
)(

1 − e− β
2 (1−t)

) ≥ (1 − t2)
(
1 − e−β/2

)2
.

Starting with the left hand side, we compute

(
1 − e− β

2 (1+t)
)(

1 − e− β
2 (1−t)

)
= 1 + e−β − e−β/2

(
eβt/2 + e−βt/2

)

= 1 + e−β − 2e−β/2
∑

k: even

1
k!

(βt

2

)k

≥ 1 + e−β − 2e−β/2

(
1 + t2

∑

k≥2: even

1
k!

(β

2

)k
)

=
(
1 − e−β/2

)2 − t2e−β/2
(
eβ/2 + e−β/2 − 2

)

= (1 − t2)
(
1 − e−β/2

)2
.

Here, the inequality holds since 0 ≤ t ≤ 1. We are done.

E. Proof of Proposition 7

It suffices to prove the proposition for m = 1. In this case, we drop subscript
j and denote L̂ and σ̂ simply by L and σ, respectively.

Using the commutation relation [a,a†] = 1, we find that [a,qz] = z√
2
,

and

[
a, esqz− coth(β/2)

4 s2]
=

z√
2

( d
dt

est− coth(β/2)
4 s2

)∣
∣
∣
t=qz

=
z√
2
sesqz− coth(β/2)

4 s2
.

This means that

esqz− coth(β/2)
4 s2

a =
(
a − z√

2
s
)
esqz− coth(β/2)

4 s2
,

and similarly

esqz− coth(β/2)
4 s2

a† =
(
a† +

z̄√
2
s
)
esqz− coth(β/2)

4 s2
.
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Using these and |z| = 1, a straightforward computation shows that

L∗(esqz− coth(β/2)
4 s2)

= eβ/2

(
1

2
a†a +

1

2

(
a† +

z̄√
2
s

) (
a − z√

2
s

)
− a†

(
a − z√

2
s

))
esqz− coth(β/2)

4 s2

+ e−β/2

(
1

2
aa† +

1

2

(
a − z√

2
s

) (
a† +

z̄√
2
s

)
− a

(
a† +

z̄√
2
s

))
esqz− coth(β/2)

4 s2

= eβ/2
(1

2
sqz − 1

4
s2

)
esqz− coth(β/2)

4 s2 + e−β/2
(

− 1

2
sqz − 1

4
s2

)
esqz− coth(β/2)

4 s2

=
eβ/2 − e−β/2

2
s
(
qz − coth(β/2)

2
s
)
esqz− coth(β/2)

4 s2

=
eβ/2 − e−β/2

2
s

d

ds
esqz− ν

4 s2

=
eβ/2 − e−β/2

2

∞∑

k=0

sk

(k − 1)!
hn(qz).

Compared to (39), we find that

L∗(
hk(qz)

)
=

(
sinh(β/2)k

)
hk(qz).

Finally, note that the operators hk(qz), over all k ≥ 0 and |z| = 1, span the
whole space of polynomials of a and a†, which is dense in L2(σ).
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