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Sharp Semiclassical Spectral Asymptotics

for Local Magnetic Schrodinger Operators
on R? Without Full Regularity

Sgren Mikkelsen

Abstract. We consider operators acting in L? (Rd) with d > 3 that locally
behave as a magnetic Schrodinger operator. For the magnetic Schrodinger
operators, we suppose the magnetic potentials are smooth and the electric
potential is five times differentiable and the fifth derivatives are Holder
continuous. Under these assumptions, we establish sharp spectral asymp-
totics for localised counting functions and Riesz means.

1. Introduction

We will here consider sharp semiclassical spectral asymptotics for operators
‘Hp,,, that locally are given by a magnetic Schrédinger operators acting in
L?(RY) for d > 3. What we precisely mean by “locally given by” will be
clarified below. That is we consider operators that locally are of the form

Hy,, = (—ihV — pa)® +V, (1.1)

where i € (0,1] is the semiclassical parameter, p > 0 is the intensity of the
magnetic field, a is the magnetic vector potential and V' is the electric potential.
Our exact assumptions on the potentials and intensity p will be stated below.
We will here for v € [0, 1] be interested in the asymptotics as /i goes to zero of
the following traces

Tr[pgy (Hn,u)l, (1.2)
for v € [0,1], where ¢ € C§°(R?). The function g, is given by

_ 1(—00,0] (t) 7=0
g4(t) = {(t)” e (.1, (1.3)

where we have used the notation (z)_ = max(0, —z) and 1(_ g is the char-
acteristic function for the set (—oo,0]. To ensure that the leading order term

Published online: 16 July 2024 ® Birkhduser


http://crossmark.crossref.org/dialog/?doi=10.1007/s00023-024-01471-w&domain=pdf
http://orcid.org/0000-0002-6646-5690

S. Mikkelsen Ann. Henri Poincaré

in the asymptotics is independent of the magnetic field we will assume that
hp < C, where C' is some positive constant. These localised traces can be used
to understand the global quantity

Tr[gy (Hp,p)]- (1.4)

For the global quantity Tr[g,(Hp,1)], where the magnetic potential is indepen-
dent of the semiclassical parameter, it was established by Helffer and Robert
in [12] for the case v = 0 and [13] for the case v € (0,1] that

1
Trlgy (Hp1)l = 5 /de gv(pQ + V(z))dadp| < Cpttr—d.

(2wh)d

for & sufficiently small. They established these results under the assumption
that both the electric potential and the magnetic vector potential are smooth
functions plus some additional regularity assumptions. Their result is sharp in
the sense that the error is the best one can obtain without more assumptions.
This can be seen by explicitly diagonalising the Harmonic oscillator. For the
case, where the operator Hp, , is locally given by a magnetic Schrédinger oper-
ator with smooth electric and the magnetic vector potentials it was established
by Sobolev in [30] that

Trlpg, (M) = oy [ 92(6° + V(@))ola) dadp| < Cu 71t
(27Tﬁ>d R2d

for h sufficiently small, where the strength of the magnetic field p satisfies that
hp < C for some constant C' > 0. What we precisely mean by “locally given
by” will again be clarified below. The aim of this paper is to obtain these sharp
bounds without assuming the electric potential is smooth. This is not the first
work to consider sharp spectral asymptotic without full regularity and we will
comment on the literature in Sect. 1.2.

Spectral asymptotics of the quantities Tr[¢g,(Hp, )] and Tr(g,(Hp, )]
are not just of mathematical interest, they are also of physical interest. Es-
pecially the case v = 1 has physical motivation both with and without a
magnetic vector potential. For details see e.g. [9,21-24,33]. The case v = 0 is
also of interest. Recently in [11] sharp estimates for the trace norm of com-
mutators between spectral projections and position and momentum operators
were obtained using asymptotic for (1.2) for v = 0. This type of bound first
appeared as an assumption in [3], where the mean-field evolution of fermionic
systems was studied. The assumption has also appeared in [1,2,4,6,20,26].
The asymptotics used in [11] were obtained in [30].

1.1. The Main Results

Before we state our main result, we will specify our assumptions on the oper-
ator Hp,, and what we mean by “locally given by a magnetic Schrédinger op-
erator”. That we only locally assume Hj,, is acting as a magnetic Schrodinger
operator is due to the presence of the cut-off function. This type of assumption
first appeared in [30] to the knowledge of the author. Our exact assumptions
are given below.
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Assumption 1.1. Let Hp , be an operator acting in L?(R%), where A > 0 and
1 > 0. Moreover, let v € [0, 1]. Suppose that
i) Hhp,y is self-adjoint and lower semibounded.
ii) Suppose there exists an open set Q C R? and real valued functions V €
CO™(RY) with k> 7, a; € Cg°(RY) for j € {1,...,d} such that C3°(Q) C
D(H) and

Hrup = Hp e for allp € C5°(Q),
where Hp, ,, = (—ihV — pa)* + V.

In the assumption, we have used the notation CS (R?). This is the space
of compactly supported functions that are five times differentiable and the
fifth derivatives are uniformly Holder continuous with parameter . That is
for f € Cg’”(Rd) there exists a constant C' > 0 such that for all =,y € R? it
holds that

|0 f(z) — 0% f(y)| < Clo —y|® for alla € Ngwith |a| = 5. (1.5)

Note that we here and in the following are using the convention that N does
not contain 0 and we will use the notation Ny = N U {0}. Moreover for the
cases where k > 1 we use the convention that

Co™ (®Y):=Cy T ), (1.6)

where C’g "(R?) is the space of compactly supported functions that are k times
differentiable and the k’ed derivatives are uniformly Hoélder continuous with
parameter x. We will in what follows denote the constant C' in (1.5) for the
Holder constant for f. The assumptions we make on the operator Hj , are
very similar to the assumptions made in [30]. The difference is that we do not
require V to be smooth. Instead, we assume it has five derivatives and that
the fifth derivative is uniformly Holder continuous. With this assumption in
place, we can state our main result.

Theorem 1.2. Let Hy,, be an operator acting in L*(R?) and let v € [0,1]. If
v = 0 we assume d > 3 and if v € (0,1] we assume d > 4. Suppose that
Hp, satisfies Assumption 1.1 with the set Q and the functions V' and a; for
jeA{l,...,d}. Then for any ¢ € C5°(2) it holds that
Tr[ogy(Hnp)] — %/ g+ (p* + V() e(x) dadp| < C(u)* t7RH774
(2’/Th) R2d

for all h € (0,hg] and p < Ch™Y, where hy is sufficiently small. With the
notation () = (1 + p2)z. The constant C depends on the dimension d, the
numbers 7, |¢|lpo®ay, [105¢]| e ®a) and |0%a;||pgay for all a € N with
la| > 1 and j € {1...,d}, |09V | 1o (ray for all o € N§ such that || <5 and
the Holder constant for V.

Remark 1.3. We remark that the error term is independent of ||a|| 1o (gay for
all 7 € {1...,d}. This is also the case for the results in [30]. As remarked in
[30], it is not surprising as the magnitude of a; can easily be changed by a
Gauge transform.
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In this result, we allow the strength of the magnetic field to depend on
the semiclassical parameter. As expected we observe that as the strength of
the magnetic field increases the “worse” the error becomes. When = Ch™!,
we can also see that the error is of the same order as our leading order term.
Hence, in this regime, the leading order term has to be corrected to obtain an
error of lower order. The leading order term for the energy (the case v = 1)
taking into account the magnetic field was first rigorously derived by Lieb,
Solovej, and Yngvarson in [24] see also [10]. For two terms asymptotics with
the corrected leading order term see [32] and [18, Vol IIT and IV]

It would have been desirable not to assume the magnetic vector potential
to be smooth. However, with the techniques we use here, this is not possible.
See Remark 2.5 part 2 for further details.

The assumptions on the dimension are needed to ensure that certain
integrals will be convergent independent of 4. The next result will consider the
cases of dimensions 2 and 3. However, these will not be sharp except in the
case d = 3 and v = 0. The following result is proven using almost analogous
arguments to those used to prove Theorem 1.2. We will not give separate full
proofs of this result. Instead, we will in Remark 6.3 describe how to alter the
proof of the main result to obtain these.

Theorem 1.4. Let Hy,,, be an operator acting in L*(R?), withd =2 or d =3
and let v € [0,1]. Suppose that Hp,,, satisfies Assumption 1.1 with the set §
and the functions V and a; for j € {1,...,d}. Then, for any ¢ € C§°(2) it
holds that

d+2~

1 2(y—
Trlegy (Hau)] - 701/ 9y (P +V (2))p(x) dadp| < Cu)~5 h3O~D
(27Th) R2d

for all h € (0,hg] and p < Ch™Y, where hy is sufficiently small. With the
notation (u) = (1 + p2)z. The constant C depends on the dimension d, the
numbers 7, |¢|l poray, [105¢]| e ®a) and |0%a;j||p<gay for all a € N with
la| > 1 and j € {1...,d}, 02V || g gay for all oo € N such that |a| <5 and
the Hélder constant for V.

One thing to note is that in the case d = 3 and = 0 this result still gives
us a sharp estimate. For the remaining cases, this result does not yield sharp
bounds in terms of the semiclassical parameter. For the case d = 3 and v =1,
we get the error that is (u)3h~3% in terms of the semiclassical parameter and
the strength of the magnetic field. For the sharp bound, we would expect an
error of the form (u)2h~1.

1.2. Previous Results and Outline of the Paper

The first sharp results on spectral asymptotics were, as mentioned, obtained
by Helffer and Robert in [12,13]. They considered general h-pseudo-differential
operators that include magnetic Schrodinger operators with the intensity of the
magnetic field that is independent of the semiclassical parameter. Sharp spec-
tral asymptotics for operators satisfying Assumption 1.1 with V' € C§°(R?)



Sharp Semiclassical Spectral Asymptotics

was established by Sobolev in [30]. In [31] sharp asymptotics were also ob-
tained however, the electric potential was allowed to be singular at the origin
but otherwise smooth.

We will not give a full review of the literature on sharp spectral asymp-
totics without full regularity but focus on the literature also considering mag-
netic Schrodinger operators. For a more historical review of the literature, we
refer the reader to the introduction of [25].

In [5], Bronstein and Ivrii consider differential operators on L?(M), where
M is a compact manifold without a boundary. They assume the coeflicients are
differentiable and the first derivatives are continuous with continuity modulus
O(log |z — y|=1). Under a non-critical condition® they establish sharp spectral
asymptotics for the counting function. that is the case v = 0. It is mentioned
in a remark that their results of the paper extend to v € (0, 1] if the techniques
used in the paper are combined with techniques from [15]. Their result includes
magnetic Schrédinger operators with the intensity of the magnetic field that
is independent of the semiclassical parameter. The non-critical condition for a
magnetic Schrodinger operator is equivalent to assuming that

|V(z)] > ¢>0, for allz € M.

We cannot have that this assumption is verified and have only pure point spec-
trum on the negative half axis when the underlying space is non-compact. So
these results do not immediately generalise to the non-compact setting. In [16],
Tvrii considers the same general setting as in [5] and only the case v = 0 is con-
sidered. The manifold is still assumed to be compact but is allowed to have a
boundary. Moreover, the non-critical assumption is removed. The techniques
used to remove the non-critical condition are based on multi-scale analysis
and we also will use these techniques here. In [35] Zielinski obtained sharp
spectral asymptotics for the counting function for differential operators with
non-smooth coefficients on L?(R9) with d > 3 without a non-critical condition
but with a geometric condition on the semiclassical principal symbol. The co-
efficients are in this work assumed to be bounded and twice differentiable with
the second derivatives being Holder continuous with some positive parameter.
The geometric condition on the semiclassical principal symbol ag is that for
some € > 0 there exists a constant C' > 0 such that
sup Vol {(z,p) € R* ||ao(z,p) — E| < h} < Ch.
E€[—hl=< hl=<]

Again these results include magnetic Schrodinger operators with intensity of
the magnetic field that is independent of the semiclassical parameter. In [17],
Ivrii considers magnetic Schrodinger operators. In this work, non-smooth elec-
tric and magnetic potentials are considered, and sharp spectral asymptotics
are obtained. In this paper, the strength of the magnetic field is allowed to
depend on the semiclassical parameter. These results are also given in [18, Vol
IV]. In some cases, the results presented in [17] and [18, Vol IV] require less
smoothness than here. The results in [5,16] can also be found in [18, Vol I].

1In the paper this condition is not denoted non-critical but microhyperbolic.
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Most of the mentioned results require less smoothness than the results
presented here. The main difference is that our starting point is a trace that is
localised that is we consider Tr{pg(Hp,,)] and not Tr[g,(Hp,,)]. This local-
isation gives rise to some difficulties. Usually, when you want to prove sharp
spectral asymptotics for a differential operator A(h) with non-smooth coeffi-
cients you compare quadratic forms. See e.g. [5,15-17,25,34,35]. This is due
to the observation that if you have an operator A(%) and two approximating
or framing operators A® (h) such that

A~ (h) < A(h) < AT (n)

in the sense of quadratic forms. Then, by the min-max theorem, we obtain the
relation

Tr[g, (AT (R))] < Trlgy (A(h)] < Tr[gy (A7 (R))]. (1.7)

The aim is then to choose the approximating operators such that sharp asymp-
totics can be obtained for these and then use (1.7) to deduce it for the original
operator A(f). In the situation we consider, we have a localisation in the trace.
This implies that we cannot get a relation like (1.7) from the min-max theo-
rem. We will instead estimate the difference directly and prove that the traces
of our original problem are sufficiently close to the trace when we have inserted
the approximation.

In Sect. 2, we specify the notation we use and describe the operators we
will be working with. Moreover, we recall some definitions and results that we
will need later. At the end of the section, we describe how we approximate the
non-smooth potential by a smooth potential.

In Sect.3, we recall some results and definitions on rough A-pseudo-
differential operators. We also prove some specific results for rough Schrédinger
operators.

In Sect. 4, we establish several estimates for operator satisfying Assump-
tion 1.1. The ideas and techniques used here are inspired by the ideas and
techniques used in [30]. Some of the results will also be taken directly from
[30]. These auxiliary results are needed to prove a version of the main theorem
under an additional non-critical condition. This version is proven in Sect. 5.
Finally, in Sect. 6 we give the proof of the main theorem in two steps. First in
the case where p < pp < 1 and then the general case.

2. Preliminaries

We start by specifying some notation. For an open set Q C R?, we will in the
following by B> (2) denote the space

B>(Q):={v € C®(Q) | |10*¢|| = (0) < coVa € N }.

We will for an operator A acting in a Hilbert space 2 denote the operator
norm by ||Allop and the trace norm by [|A]|;.
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Next, we describe the operators we will be working with. If we have
aj € L (RY) for all j € {1,...,d}, then we can consider the following form

loc

d
bolf, 9] = Z/}Rd(*ih&cj — pa;(2)) f(#)(=ihdz; — paj(z))g(x)dz  f,g € Dlho]
j=1
(2.1)

for 4 > 0 and & > 0, where Dlhy] is the domain for the form. Note that
Cs°(R%) C D[hg]. Moreover, this form is closable and lower semibounded (by
zero) see [28] for details. Hence, there exists a positive self-adjoint operator
associated with the form (the Friedrichs extension). For details, see e.g. [27] or
[28]. We will by Q; denote the square root of this operator. When we also have
a potential V' € L*(R?), we can define the operator Hy, , as the Friedrichs
extension of the quadratic form

d
blf.o] = [ S (=ihd, = oy ) (=i00%, = pa (@)o(a)
2

+V(z)f(x)g(x)dz f,g € Db (2.2)
for g > 0 and 7 > 0, where D[] is the domain for the form. This construction
gives us that Hy, , is self-adjoint and lower semibounded. Again for details, see
e.g. [27] or [28].

When working with the Fourier transform, we will use the following semi-
classical version for i > 0

S —1

Fld®)= [ " () de,
R

and with inverse given by

F ) ()= e

ih ™! (z,p)
nh) /Rd e ¥(p) dp,

where ¢ and 1 are elements of S(R?). Here S(R?) denotes the Schwartz space.

We will for some of the results see that they are true for a larger class
of functions containing g,. These classes were first defined in [29,30], and we
recall the definition here.

Definition 2.1. A function ¢ € C™(R \ {0}) is said to belong to the class
C>*7(R), vy € [0,1], if g € C(R) for v > 0, for some constants C' > 0 and r > 0
it holds that

g(t) =0, for allt > C
|07 g(t)] < Clt|", for allm € Npandt < —C

Chn ity = 0,1

. for allm € Nandt € [~C, ]\ {0}.
Colth™™ ify € (0,1) or allm € Nand? € [-C, O\ {0}

0" g(t)] < {

A function g is said to belong to C;*"(R) if g € C°*7(R) and g has compact
support.
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We will in our analysis need different ways for expressing functions of
self-adjoint operators. One of these is the Helffer—Sjostrand formula. Before
we state it, we will recall a definition of an almost analytic extension.

Definition 2.2 (Almost analytic extension). For f € C5°(R) we call a function
f € C§°(C) an almost analytic extension if it has the properties
0f(2)| < Cp|Tm(z2)|", for alln € No
f(t) = f(t) for allt € R,
where 0 = %(8 +i0y).

For how to construct the almost analytic extension for a given f € C§°(R)
see e.g. [8,36]. The following theorem is a simplified version of a theorem in
[7]-

Theorem 2.3 (the Helffer—Sjostrand formula). Let H be a self-adjoint operator
acting on a Hilbert space 7€ and f a function from C3°(R). Then, the bounded
operator f(H) is given by the equation

- [ 7)) L),

™

where L(dz) = dady is the Lebesgue measure on C and f is an almost analytic
extension of f.
2.1. Approximation of the Potential

In our analysis, we will need to approximate the potential with a smooth
potential. How we choose this approximation is the content of the next lemma.

Lemma 2.4. Let V € Cy"(R?) be real valued, where k € Ny and s € [0,1].

Then for all e > 0 there exists a rough potential V. € C§°(R?) such that
|02V (z) = 09 Ve(z)| < Cq gkrr=lel for alle € Ndsuch that|a| < k
|5O‘ z)| < Caq gktr=lel  for alle € Ndsuch that|a| > ,

(2.3)

where the constants Co are independent of € but depend on |0°V || oo (ray for
B € N¢ with |3] < min(|a|, k) and the Hélder constant for V.. Moreover, if for
some open set € and a constant ¢ > 0 it holds that

[V (z)] + hs >c  for ally € .

Then, there exists a constant ¢ such that for all & sufficiently small it holds
that

Vo(z)| + h5 > for allx € Q.
Proof. A proof of the estimates in (2.3) can be found in either [5, Proposi-

tion 1.1] or [18, Proposition 4.A.2]. The second part of the lemma is a direct
consequence of the estimates in (2.3). To see this note that

|VE($) - V(:E)‘ < COE‘:]H_K - ‘VE(‘T” > |V($)| - C()Ek-i_m. (2.4)
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Hence, for CoeFtr < 5 we obtain the desired estimate. This concludes the
proof. O

We will in the following call the potentials depending on the parameter
¢ for rough potentials.

Remark 2.5. 1. Let Hp,, be an operator acting in L?(R?) and assume it sat-

isfies Assumption 1.1 with some open set €2, numbers A > 0, > 0 and

€ [0,1]. Whenever we have such an operator, we have by assumption

the associated magnetic Schrodinger operator Hy , = (—thV — pa)?+V,

where V € Cg’“(]Rd). Applying Lemma 2.4 to V' we can also associate the

approximating rough Schrodinger operator Hy , . = (—ihV — pa)? + V.

to Hp,,. In what follows, when we have an operator Hp, , satisfies As-

sumption 1.1 we will just say with associated rough Schrédinger operator

Hp, 1 c. This will always be the operator we get from replacing V' by V.
from Lemma 2.4.

2. As mentioned in Introduction, it would have been desirable not to assume
that the magnetic vector potential is smooth. We could have used a ver-
sion of Lemma 2.4 to construct a smooth approximation under suitable
regularity conditions. However, we will later use that Hp ,, — Hp ¢ is a
bounded operator, where we have used the same notation as above. Had
we instead also replaced the magnetic vector potential with a smoothed
out version and considered the operator ﬁh%g = (—ihV — pa.)* + V. we
would no longer have that Hy, — Hp,.. can be defined as a bounded
operator.

3. The non-critical condition introduced in Lemma 2.4 is not the same as
mentioned in Introduction. We have included a power of the semiclassical
parameter so that the assumption is now the following

\V(z)|+hs >c  forallz € Q. (2.5)
Firstly if this assumption is met, we can be in either of the following two
cases
|V (z)| > % for allx € Q2 or ns > g for allx € Q.

If we are in the first case, we have the usual non-critical condition. When
we are in the second case, we have that the size of the semiclassical
parameter is bounded from below. Since we by standard arguments can
verify that all quantities of interest are finite, we can obtain the desired
results by a suitable choice of constants. Hence, we can make this more
“general” non-critical assumption.

The second thing is we have added h3 and not just A. The above
argument would also work in this case; however, later we will do a scaling
argument. When performing this scaling argument, we need to ensure the
smallest scale we are working on is of order A. Since this is the smallest
scale on which we can obtain favourable estimates, for this scaling argu-
ment we will have two functions I(z) and f(z) = y/I(x) and we will need
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these to satisfy that
l(z)f(x) = Ch, (2.6)

for all z € R? with some positive constant C. The exact choice for the
function I(z) will be proportional to (2.5). Hence, we need the power of &
appearing in (2.5) to be less than or equal to % to ensure the estimate in
(2.7). The reason for choosing % and not a smaller power is the identity

(U(z)f(2))F = I(x), (2.7)

where we have used how we choose the function f.

3. Rough ~h-Pseudo-Differential Operators

Our proof is based on the theory of fi-pseudo-differential operators (A-¥DQO'’s).
To be precise we will need a rough version of the general theory. We will
here recall properties and results concerning rough #-¥DQO’s. A more complete
discussion of these operators can be found in [25]. A version of rough A-¥DO
theory can be found in [18]. It first appears in Vol. I Section 2.3.

3.1. Definitions and Basic Properties

By a rough pseudo-differential operator A.(%) = Op} (ae) of regularity T we
mean the operator

Opy (a)y(z) = ﬁ /R2d eih71<”‘_y’p>a5(%ﬂ,p)¢(y) dydp forp € S(R?),
(3.1)

where a.(x,p) is a rough symbol of regularity 7 € Z and satisfies for all a, § €
N¢ that

\3?35a€(x,p)| < Cope™mO =D (2 p)  for all(z,p) € R x R, (3.2)

where Cy3 is independent of € and m is a tempered weight function. A tem-
pered weight function is in some parts of the literature called an order function.
The integral in (3.1) should be understood as an oscillatory integral. For € > 0,
7 € Z and a tempered weight function m we will use the notation T'77 (R24)
for the set of all a.(z,p) € C(R??) which satisfies (3.2) for all o, 3 € N¢.

As we are interested in traces of our operators, it will be important for
us to know, when the operator is bounded and trace class. This is the content
of the following two theorems.

Theorem 3.1. Let a. € ™7 (R??), where we assume m € L>®°(R??) and 7 > 0.
Suppose h € (0,hg] and there exists a § in (0,1) such that € > h'=°. Then
there exists a constant Cq and an integer ky only depending on the dimension
such that

1OpE ()l 2 @ey < Ca sup €l

lal,|B8|<ka
(z,p)€R*

02 0 ac (@, )| [ ll 2y for ally € SR?).

Especially Op¥ (az) can be extended to a bounded operator on L*(R?).



Sharp Semiclassical Spectral Asymptotics

Theorem 3.2. There exists a constant C(d) only depending on the dimension
such that

C(d
Ok @l < S ST W [ jozjacte, )l ded.
R2(

la|+| 8] <2d+2
for every rough symbol a. € T™7(R??) with T > 0, h € (0,hg] and e > h*~9
for some 6 € (0,1).

Both of these theorems can be found in [25], where they are Theorem 3.25
and Theorem 3.26, respectively. We will also need to calculate the trace of a
rough A-WDO. This is the content of the next theorem.

Theorem 3.3. Let a. be in I (R?*?) with T > 0 and suppose 0305 ac(x,p) is
an element of L*(R%?) for all |a| + |3| < 2d + 2. Then Op¥(a.) is trace class
and

1
Tr(Opy (ae)) = —— /]de ac(z,p) dzdp.

(2mh)d
This theorem is Theorem 3.27 from [25]. We will also need to compose
operators. The following theorem is a simplified version of Theorem 3.24 from
[25] on composing rough A-¥DO’s.

Theorem 3.4. Let a. be in T« (R2?) and b. be in T™27 (R2?) with 7,, 7 > 0
and my, my € L= (R??). Suppose h € (0, ho] and e > h*=° for a § € (0,1) and
let 7 = min(7,, 7). Then, there exists a sequence of rough symbols in {c. ;};en,
such that c. ; € TT1™m27=3(R2d) for all j € Ny and for every N € N there exists
Ns > N such that

Ns

Opy (a)Opy (be) = > W Opj (e ;) + KN T Ro(Ns; h),

§=0

where R(Ns; h) is a rough h-U DO which satisfies the bound
RN R (Ng; 1) [lop < CnhY, (3.3)

where Cy is independent of €, but depend on the numbers N, |[mi||pe g24),
[mal| Lo 24y and the constants Cop from (3.2) for both a. and b.. The rough
symbols c. j are given by the formula

\ 1 /1Nl 14181
ceglen) = (7 Y om(5) (—3) @ole)p) @00z )

el +18]=4
Remark 3.5. Assume we are in the setting of Theorem 3.4. If we had assumed
that at least one of the tempered weight functions m; or my was in L (R??)N
L' (R2?) we would get that the error term is not just bounded in operator norm

but also in trace norm. That is
WY Ro(Nss )|y < CnhN =4 (3.4)

The following lemma is an easy consequence of the result on the compo-
sition of h-UDO’s. It can also be found in [30] as Lemma 2.2.



S. Mikkelsen Ann. Henri Poincaré

Lemma 3.6. Let 0,0, € B>®(R??) and suppose that there exists a constant
¢ > 0 such that

dist(supp(6; ), supp(h2)) > c. (3.5)
Then for all N € N, it holds that
10p5 (01)Op (02)llop < CnA™.
If we further assume 0; € C§°(R??) it holds for all N € N that
10p3 (61)0p} (62)ll1 < Cvh™.
In both cases, the constant Cy depends on the numbers |09 0501 || g2a) and

Hagageznm(w) for all o, 3 € Nd. In the second case, the constant Cy will
also depend on ¢ from (3.5).

3.2. Properties of Rough Schrédinger Operators

We will in the following consider rough Schrédinger operators that satisfy the
following assumption.

Assumption 3.7. Let Hp, . = (—ihV — pa)® + V. be a rough Schrédinger
operator acting in L?(R?). Suppose that a; € C§°(RY) for all j € {1,...,d}
and are real valued. Moreover, suppose that V is a rough potential of regularity
7 > 0 such that
i) V. is real, smooth and min,cga Vz(x) > —o0.
ii) There exists a ¢ > 0 such that for all & € N¢ there exists a constant C,,
such that

|02V, (2)] < Coe™Om=leD(V (z) 4 ¢) for allz € RY.
1i1) There exist two constants C, M > 0 such that
Ve(@)] < C(Vely) + O+ [z =)™ for allz,y € RY,

Remark 3.8. When a rough Schrédinger operator Hpy , . satisfies Assump-
tion 3.7, it can be shown that as a A~-UDO it is essentially self-adjoint. For
details see e.g. [25, Section 4]. We will in these cases denote the closure by
Hy, .. as well. In the case where Hy, , - = (—ihV —pa)*+V; with a; € C5°(RY)
for all j € {1,...,d} and V, having compact support we have that Hj ;. sat-
isfies Assumption 3.7.

The following theorem is a simplified version of a more general theorem
that can be found in [25].

Theorem 3.9. Let Hyp ;. = (—ihV — pa)? +Vz be a rough Schrédinger operator
of regularity T > 1 acting in L*(R?) with h in (0, ko] and u € [0, o). Suppose
that Hp, . satisfies Assumption 3.7 and there exists a 6 in (0,1) such that
e > W70, Then for any function f € C(R) and every N € N there exists a
Ns € N such that

N5

F(Hppe) =Y WOpy(al ;) + VT RN, £ 1),
§=0
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where
AN R (Noi 1) [lop < CnhY, (3.6)
and
of o(2,p) = F((p = pa(@))* + Va(x)),
f _
as,1(557p) = S;_l k (3.7)
ol ;(z,p) = (_kl!) de j ik (2, ) 8 ((p — pa(2))? + Va(z))  forj > 2,

where d. ; are universal polynomials in 85‘85[(}) —pa(z))? + Ve(z)] for |af +
|8] < j. Especially we have that ag’j(a:,p) is a rough symbol of reqularity T — j
for all j € Ny.

Remark 3.10. To prove the following theorem one will need to understand the
Schrodinger propagator associated with Hy, ,, .. That is the operator eih” " tHnp.e
Under the assumptions of the following theorem, we can find an operator with
an explicit kernel that locally approximates e tHnuc in a suitable sense.
This local construction is only valid for times of order A1=%. But if we locally
have a non-critical condition the approximation can be extended to a small
time interval [—Tp,Tp]. For further details see [25]. In the following, we will
reference this remark and the number Tj.

Theorem 3.11. Let Hpy . be a rough Schrédinger operator of reqularity T > 2
acting in L*(R?) with h in (0,he] and pu € [0, o] which satisfies Assump-
tion 3.7. Suppose there exists a & in (0,1) such that ¢ > h'*~%. Assume that
0 € C5°(R??) and there exists two constants 1,¢ > 0 such that

lv = Vo(x)| + hs>c  for all(xz, p) € supp(f)andv € (—2n,2n).

Let x be in C3°((—=To,Tp)) and x =1 in a neighbourhood of 0, where Ty
is the number from Remark 3.10. Then, for every f in C§°((—n,n)) we have
that

T (09 01 () B WP = ] = (a0 |

< Ch? 1,

0

—— dS,
ac,0=s} |va€,0|

where ac o(x,p) = (p—pa(z))?+V.(z) and S is the Euclidean surface measure
on the surface {aeco(x,p) = s}. The error term is uniform with respect to
s € (=n,m), but the constant C' depends on the dimension d, the numbers
pro, 108050 e ray for all o, B € N§, |0%a;| o gay for all a € N§ and j €
{1...,d}, IV|lze supp(6)) and the numbers C, from Assumption 3.7.

This theorem is a special case of [25, Theorem 6.1]. One thing to observe
is that in the formulation of Theorem 6.1 the assumption on the principal
symbol a. ¢ is

|Vypaeco(z,p)| > c forall (z,p) € a;é([—2n,2n]).
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This is technically the same assumption as the one we make in Theorem 3.11
up to a square root. To see this note that we here have that a.o(z,p) =
(p? — pa(z))? + Vo(x). Hence, we have that

Vpae0(z,p)|* = 4(p — pa())?* = 4(v — Ve(2)) (3-8)

for all (x,p) € R?? such that a. o(z,p) = v. From (3.8) we see that the two
assumptions are indeed equivalent. Furthermore, if we had assumed the oper-
ator was of regularity 1, we can obtain an error that is slightly better than
'~ but not A2~9.

Before we continue, we will need the following remark to set some notation
and the following proposition that is a type of Tauberian result.

Remark 3.12. Let T € (0, min(Tp,Ty)], where Ty is the number from Re-
mark 3.10 and T} is the number from Lemma 4.7. With this number T, let
X € C¥((—T,T)) be a real valued function such that x(s) = x(—s) and
R(s)=1forallt € (—L,L). Define

1 ]
= %/R)Q(s)e“t ds.

We assume that y1(t) > 0 for all ¢ € R and there exist T3 € (0,7) and ¢ > 0
such that i (t) > ¢ for all t € [-T5,T3]. We can guarantee these assumptions
by (possible) replacing x by x * x. We will by xx(¢) denote the function

xu(t) = gxa(f) = F KO

Moreover, for any function g € L}, .(R) we will use the notation

X1 (t)

g™ (1) = g% xalt) = /R a(s)xn(t — 5).

Proposition 3.13. Let A be a self-adjoint operator acting in the Hilbert space
L*(R?) and g € C3°" (R). Let x1 be defined as in Remark 3.12. If for a Hilbert—
Schmidt operator B

sup ||B*xn(A —t)Bl1 < Z(h), (3.9)
teD(5)

where D(§) = {t € R| dist(supp(g)),t) < &}, Z(B) is some positive function
and § is a strictly positive number. Then, it holds that
| B*(g(A) — g™ (A)B|, < CRM*Z(h) + CyhN | B* By for allN € N,
(3.10)

where the constants C and C' depend on the number § and the functions g and
x1 only.

The proposition is taken from [30], where it is Proposition 2.6. It first
appeared in [29] for v € (0,1]. To apply this proposition, we will establish a
case, where we have a bound of the type (3.9) from Proposition 3.13.
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Lemma 3.14. Let Hy ;. be a rough Schrodinger operator of regularity T > 2
acting in L2(R?) with h in (0,ho] and p € [0, po] which satisfies Assump-
tion 3.7. Suppose there exists a & in (0,1) such that ¢ > h'~%. Assume that
0 € C5°(R2?) and there exists two constants 1, ¢ > 0 such that

v —Vo(z)| + hs >c  for all(z,p) € supp(f)andv € (—2n,2n).

Let xr, be the function from Remark 3.12. Then, for every f in C§°((—n,n))
we have that

1OpE (0).f (Hppue) X (Hppre — 8)f (Hnpu,e)Opy (0) |1 < CR™,
where the constant depends on the dimension, the numbers po, ||05050|| o wra)
for all a,3 € N¢, 10%a;|| oo ey for all a € Nd and j € {1...,d},
Vel Lo (supp(0))» the Cq for all a € N¢ from Assumption 3.7 and 0% fll Lo (re)
for all o € Ny.

Proof. Since we assume that x5(¢) > 0 for all ¢t € R, we have that the compo-
sition of the operators will be a positive operator and hence we have that

0Py (0)f (Hh.pu.e)Xn(Hn e = 8)f (Hppe)Opy (0)[1
= T\r[OquiL} (e)f(Hh,M,E)Xh(Hh,p,s - S)f(Hh,u,s)Op%}(eﬂ (311)
= Tr[Op}; (0)Opi (0) f (Hh e ) Xi(Hp,pue — 5)],

where we in the last equality have used cyclicality of the trace. From applying
Theorem 3.4 and Remark 3.5 we obtain that

| T2 [Op3; (0)Opi (0) £ (Hp o) Xn (Hppue — 5)]|
< | Tr[Op%} (92)f2(Hh,y,s)Xh(Hh,p,e - 3)” + Ch_d7

where the constant C' depends on the numbers [|02050]| ey and || f|| L ®)-
Applying Theorem 3.11 we get that

| Te[Opy (6%) 2 (Hhpue) X0 (Hh i — 8))| < CH7Y, (3.13)
where the constant C' depends on the dimension and the numbers pug, |0
980|| Loo (ray for all a, 8 € N, |0%a; | oo (ray for all @ € N§ and j € {1...,d},
Vel Lo (supp(6))» the Cq for all a € N§ from Assumption 3.7 and [0 f | 1o (ra)

for all & € Ny. Finally by combining (3.11), (3.12) and (3.13) we obtain the
desired estimate and this concludes the proof. O

(3.12)

Theorem 3.15. Let Hy, o be a rough Schridinger operator of regularity T > 2
acting in L*(R?) with h in (0,ho] and pu € [0, o] which satisfies Assump-
tion 3.7. Suppose there exists a § in (0,1) such that ¢ > h'*~%. Moreover,
suppose there exists some ¢ > 0 such that
\Vg(x)|+h% >c for allz € Q.
Then, for v € [0,1] and any g € C*7(R) and any 6 € C$°(Q x R?) it holds
that
1
O} O)o(Hne) = gz | 9((p = na(e))? + Ve(w)olz,p) da)
(27Th) R2d
S thl-l-'y—d7
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where the constant C' is depending on the dimension, pg, the numbers ||0%
859||Loo(Rd) for all o, B € N§, 10%a;| Loo ey for all a € N¢ and j € {1...,d},
IVellLee () and the numbers ¢ and C, for all o € Ng from Assumption 3.7.

Proof. By continuity there exists an n > 0 such that
v — Ve(x)| + h5 > g for allx € Qandv € (—2n,2n).
Let f1, f2 € C§°(R) such that supp(f2) C (—n,n) and

9(Hppe) = fi(Hppe) + 3 (Hppe)9(Hppe)- (3.14)

We can ensure this since Hy ;. is lower semibounded. With these functions,
we have that

Tr[Op%U(e)g(Hh,u,E)} = Tr[op%} (e)fl (Hh,u,s)]
+ Te[Opy (0) f3 (Hp,pue)g(Hp o). (3.15)

We will consider each term separately and start by considering the first term
on the right-hand side of (3.15). Here we get by applying Theorem 3.9 that

TY[Op}! (0) f1 (Hn )] = TrOpf ()0 (ally)] + CR 1, (3.16)
where the constant C' depends on the numbers ||83859||Lm(Rd) for all o, 5 €
NG, |0%a;|| o ray for all « € N*and j € {1...,d} and [|02Ve|| () for all a €

Ng. Moreover, we have used the notation ag,lo (x,p) = fi((p—pa(z))? + Ve(x)).
From applying Theorem 3.4 and Theorem 3.3, we get that

Te[OpY (0)Op (all)] = ﬁ / 2l e + V()
_(2:;1)‘1 /R ce(z,p) dzdp + O(R*™),  (3.17)

where c. 1 is the subprincipal symbol we get from composing the operators.
Since the left-hand side of (3.17) is real and ¢, 1 is real we have that the second
term of the right-hand side has to be of lower order. To see that the left-hand
side is real note that for two self-adjoint operators A and B, where one is
trace-class and the other is bounded we have that

Tr[AB] = Tr[B*A*] = Tr[AB].

In fact, one has, that the second term of the right-hand side of (3.17) is zero.
To see this one can calculate the coefficient and perform an integration by
parts argument. Hence, we have that

TOR (0)07k (aL0)] = s [ (o= pale)?

+ Ve(2))0(x,p) dzdp + O(R*~%).

(3.18)

Now we turn to the second term on the right-hand side of (3.15). When we
consider this term we may, due to the support properties of f,, assume that
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supp(g) C (—32n,0] that is g € C57°(R). Let g" be the smoothed version of g
as described in Remark 3.12. We then have that

Te[Opk (0) £3 (Hn, e )9(Hnpe)) = Tr[OpE (0) 3 (Hpo )™ (Hppi )]

+ Tr [Opi (0) fo(Hp o) [9(Hn,pe) (3.19)
— 9" (Hn )l f2(Hp )]

Let 01 € C5°(Q x RY) such that 00; = 6. Then, from applying Lemma 3.6
twice we get for all N € N that

’ Tr [Op%}(e)fz(Hh’%E)[g(Hh,p,,E) - gh(Hh,u,e)}fz(Hh,u,s)] ‘
< 0Dk O)lop||OPE (61) fo(Hn i) [g(Hn o) (3.20)
- gh(Hh,u,a)]fz(Hh,u,g)Op}é’(91)Hl + COnhN.

From Lemma 3.14 we have that assumption (3.9) from Proposition 3.13 is
satisfied with B = fo(Hp,.)Op} (01). Hence, Proposition 3.13 gives us that

108K 60 £ Fn e g (Hing ) = 6" (Fne ) o (Hng e OB (01)] |, < ORI,

(3.21)
Using the definition of ¢" and applying Theorem 3.11 we have that
Tr[Opq,;L”(H)fQQ (thﬁ)gh(Hh:mE)]
= [ 5) THOBR ()3 (i )iy = 5))
1 , / 0 o (3.22)
= s s ———dSsds + O(h
oy 90RO [ ol ()
1 2 2 2—d
= i o, 7290 = 1a(@) + V() p) dadp + O
From combining (3.19), (3.20), (3.21) and (3.22), we obtain that
Te[Op5 (0) 3 (Hnue)9(Hn )]
1 2 2 Y y—d (3.23)
= W f29((P—lW($)) +Vs(1’))9($7p) dzdp + O(h )-
R2d

Recalling the identity in (3.14) and combining (3.15), (3.18) and (3.23), we
obtain that

0P (0)3( )] ~ s [, 90— 10(w)? + Ve(a)a.p) day
< Ot

where the constant depends on the numbers stated in the theorem. This con-
cludes the proof. O
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4. Auxiliary Estimates

We will in this section establish auxiliary estimates, which are needed for the
proof of the main result. Especially we will prove bounds on ||¢f(Hn, )1,
where f € Cg°(R), ¢ € Cg°(2) and Hy,, satisfies Assumption 1.1 with some
set 2 and the numbers 7 > 0 and p > 0. Some of the results in this section
are based on ideas originating in [30]. The main estimate from which the other
estimates are deduced is contained in the following lemma. The lemma is taken
from [30], where it is Lemma 3.6.

Lemma 4.1. Let Hy , = (—ihV — pa)? +V be a Schridinger operator acting
in L?(RY) and assume that V € L®(R?) and a; € L} (RY) for j € {1,...,d}.

Moreover, suppose that p < o < 1 and h € (0, Aig], with hy sufficiently small.
Let p1 € C°(R?Y) and @y € BX(RY) such that

dist { supp(p1), supp(p2)} > ¢ > 0, (4.1)
and let r,m € {0,1}. Then, for any N > % it holds that

, ey ()% ()8 (N
lp1Q7 (Hp — 2)~1(Qy) 902“1§ON\Im(z)| ht | Im(z)[2N”

where Qi = —ih0y, — pa;. The constant Cn depends only on the numbers N,
[0%@1l oo (ray, [[0%P2ll oo ey for all a € N¢ and the constant c.

Note that we have phrased the lemma slightly differently here. In [30] it
is not stated with | Im(z)| but with a function d(z), that measures the distance
from z to the interval [A\g, 00), where Ao < min(V(x)) — 1. We have done this
since we will only need that d(z) > |Im(z)|. The next lemma is also from [30],
where it is Lemma 3.9.

Lemma 4.2. Let Hy,, = (—ihV — pa)* +V be a Schridinger operator acting
in L*(R?) and assume that V € L>=(R?) and a; € L}, (RY) for j € {1,...,d}.

loc

Moreover, suppose that i < g <1 and h € (0, hg|, with hy sufficiently small.
Let f € C°(R) and ¢ € C°(R?). Then,

lof (Hn)lh < CR™.
If p1 € C°(R?) and o € B (R?) such that

dist { supp(¢1), supp(cpg)} >c>0. (4.2)
Then, for any N > 0, it holds that

o1 f(Hpp)pall1 < CyhY.
The constant Cy depends on supp(f), the numbers N, || f[| Lo (r), [|0%P1]| Lo (),
0%p2l| oo (ray for all a € N¢ and the constant c.

There is an almost similar result as the next lemma in [30]. This is The-
orem 3.12. The difference in the two results is that our constant will not be
directly dependent on the number Ag (with the notation from [30]). This is
due to us using the Helffer-Sjostrand formula instead of the representation
formula for f(A) used in [30], where f € C§°(RY) and A is some self-adjoint
lower semibounded operator.



Sharp Semiclassical Spectral Asymptotics

Lemma 4.3. Let Hp,,, be an operator acting in L*(R?) which satisfies Assump-
tion 1.1 with the open set Q and the local operator Hy,,, = (—ihV — pa)? + V.
Assume that i < pg < 1 and h € (0, hy], with hy sufficiently small. Then, for
f € C§P(R) and ¢ € C§°(Q) we have for any N € Ny that

lelf (Hnp) = F(Hppw)ll < CnhY,
and

lof (Hng)lls < O,

The constant Cn depends on supp(f) the numbers N, || f|| Lo ®), [|0%¢]| Lo (ra)
for all o € Ng.

Proof. Using the Helffer-Sjostrand formula (Theorem 2.3), we obtain that

AP, = £ = == [ OFGIAA = Mo ™ = (= Ha) ™) Lids),
(4.3)

where f is an almost analytic extension of f. Since we assume that ¢ € C§°(Q),
there exists a positive constant ¢ such that

dist (supp(p), 00) > 4c.

Let o1 € C§°(R?) such that ¢ () € [0, 1] for all # € R Moreover, we choose
1 such that ¢;(z) = 1 on the set {x € R¢| dist(supp(y),z) < ¢} and

supp(y1) C {z € R?| dist(supp(p),z) < 3c}.
With this function, we have that
el(z - wa)il — (2 — Hﬁ,u)il]
= plp1(z = Hnp) ™" = (2 = Hip) " 'or] = p(z = Hp ) 7 (1= 1)

For the second term on the right-hand side of (4.4) we have by Lemma 4.1 for
all N > ¢ that

(4.4)

<Z>N+gh2N—d

—1
lo(z = Hpw)~H(1 = 1)l < CNWu

(4.5)

where Cy depends only on the numbers IV, the functions ¢, ¢ and the con-
stant ¢. For the first term on the right-hand side of (4.4) we have by the
resolvent formalism that

o1(z — Hﬁw)il —(z— Hh,u)ilﬁpl

I
M=~

(z = Hpw) 'Q5Qj, 1) (2 — Hap) ™"

ECH
I
—

[
M=~

(z = Hh,u)_l( — ihQ;0x; 01 — hZaij‘Pl)(z - Hh,u)_17 (4.6)

.
Il
N
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where 0,01 and agjcpl are the derivatives of ¢; with respect to z; once or
twice, respectively. Notice that due to our choice of ¢1, we have that

dist (supp(9s,¢1),supp(p)) > ¢ and  dist (supp(aijgol),supp(go)) > c.

Using (4.6) we have by Lemma 4.1 for all N > ¢ that

leler(z = Haw) ™" = (2 = Hu) " el
d

< 1z = Hn) 7 Hlop Do Blle(= = Hi) ™' Qs0s, 01

j=1
ez = Hnp) 702,01,
(N RN iy 2

<
SO @Y ()]’

(4.7)
where C'y depends only on the dimension the numbers N, the functions @, @1
and the constant ¢. From combing (4.4), (4.5) and (4.7) we obtain that
( z>N+% p2N—d

lel(z = Hnpw) ™ = (2 = Hup) ||, < N I P2

(4.8)

- . . . d
Chomblmng (4.3), (4.8) and using properties of the integral we get for all N > &
that

lelf (Hnp) — F(Hr,

<= [105@lleltz = Hnp) " = (= = Hup) ]|, Lid)
C

hQN

(4.9)
N4 431

—d z 2 ~
<Cn /C}@f(zﬂw L(dz) < Cyp*N 74,

s

where the constant Cy depends on the dimension the numbers IV, the functions
®, 1, f and the constant c. We have in the last inequality used the properties
of the almost analytic extension f. The estimate in (4.9) concludes the proof.

O

Lemma 4.4. Let Hy,, be an operator acting in L?(R%). Suppose Hh,, satisfies
Assumption 1.1 with the open set Q and let Hy, . = (—ihV — pa)® + V.
be the associated rough Schridinger operator. Assume that p < pg < 1 and
h € (0, ko), with hy sufficiently small. Let f € CP(R) and ¢ € C§°(Q) then it
holds that

lelf (Hap) = f(Hppe)lll < Ceotrne, (4.10)

The constant C depends on supp(f) the dimension, the numbers || f|| Lo (r),
10%@|| Lo ) for all o € NE, 0%a;||poc(ray for all @ € N with |« > 1 and
je{1...,d} and |09V || poe(ray for all a € N such that |o| < 5 and the
Hélder constant for V.
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Proof. Let Hp,,, be the magnetic Schrodinger operator associated with Hy, .
We then have that

lelf (Hnpn) = f(Hhp )l < llolf (Hap) = f(Hu)lll + lolf (Hp.)

—f(Hp,p, )1 (4.11)
By Lemma 4.3, it follows for all N € N that
lplf (Hnp) = f(Hnylli < CnhY. (4.12)

To estimate the second term on the right-hand side of (4.11) let f1 € C§°(R)
such that f1(¢)f(¢t) = f(t) for all ¢ € R. Moreover, let p; € C§°(2) such that
p1(z) =1 for all x € supp(p). We then have for each N € Ny that
lolf (Hnu) = f(Hn el
< lelf1(Hnpn) = fr(Hppe)lor f (Hap)lle + 01 (Hppe)[f (H,p.)
_f(Hh,p,s)] Hl + CNhN
< Ch_dmfl(Hh,u) - fl(Hh,,u,,E)HOP + ”f(Hh,u) - f(Hﬁ,M,E)HOp] + CNhN7
(4.13

)
where we have used Lemma 4.2 three times. We can use this as V, V. € L*°(R9)
and the functions ¢ and 1 — ¢ have disjoint support. Applying Theorem 2.3
and the resolvent formalism we get that

Hf(Hﬁu (Hhus)Hop

<1 / O (Hnp — 2™ — (e — =) lop L(d2)
07(2)]
— |I (Z)|2HV VHOP (dZ)
< 055“, (4.14)

where we in the last inequality have used that f is an almost analytic extension
and have compact support and Lemma 2.4. Analogously we obtain that

1f1(Hp) = Fr(Hp o) lop < C™FF. (4.15)
Combining the estimates in (4.11), (4.12), (4.13), (4.14) and (4.15) we obtain
the estimate in (4.10). This concludes the proof. O

Before we proceed, we will need a technical lemma. This lemma gives us
a version of the estimate (3.9) from Proposition 3.13.

Lemma 4.5. Let Hy, ,, . = (—ihV — pa)® + V. be a rough Schrédinger operator

acting in L?(R%) of reqularity T > 2 with u < pg < 1 and h € (0,hg], ho

sufficiently small. Assume that a; € C3°(R?) for all j € {1,...,d} and V. €

C§°(RY). Suppose there is an open set Q C supp(Vz) and a ¢ > 0 such that
\Va(a:)|+h§ >c¢  forallt € Q.

Let xp(t) be the function from Remark 3.12, f € C5°(R) and p € C§°(Q) then

it holds for s € R that

‘|<Pf(Hﬁ7M76)Xh(Hh,u,s - s)f(Hﬁ,#,s)Qle < Ch .
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The constant Cy depends on supp(f), the dimension and the numbers || f| Lo (),
10%¢l o (r) for all a € N§, 10%a;| Lo (ray for all a € Ng and j € {1...,d},
IVl oo ey and the numbers Co from Assumption 3.7.

Proof. Under the assumptions of the lemma, we have that a and V. satisfies
Assumption 3.7. Hence, if we can find § € C§°(Q x R?) such that for all N € N
we have that

H‘pf(Hh,u,e)Xh(Hh,y,s - S)f(Hh,/J,s)sO
—pOpy (0) f (Hp,pe ) Xn (Hp e — S)f(Hh,u,s)Opg(g)‘PHl < CNhN»
(4.16)

where Cy has the dependency as stated in the lemma. Then, the result will
follow from Lemma 3.14. Since this gives us that

0P (0) f (Hn,pue )Xt (Hp,pue — 8).f (Hppe) Oy (B)pll < CR™.

In order to find such a 60, we observe that since V. and a; are bounded for all
j€{1,...,d} there exist a K > 1 such that

f(ag,o(xvp)) =0 if|p| > K -1,
where we have also used that f is compactly supported and the notation
ago(x,p) = f((p — pa(z))? + V(x)). Hence, we will choose § € C§°(Q2 x
B(0,K + 1)) such that
supp(y) Nsupp(l — 0) N supp(f(af;o)) =0.
From applying Lemma 3.6 and Theorem 3.9, we obtain that
lo(1 — Opi (0) f (Hp ) llop < OnA™. (4.17)

By Theorem 3.2 and Lemma 4.2, we have that [[Op¥(#)||; < Ch~? and
lof (Hppe)ll1 < Ch~%, respectively. Hence, we get that

o f (Hnpe)Xn(Hppe — ) (Hppe )@
— @Opi (0) f (Hp e ) X1 (Hh e — 8)f (Hn,pue)Opy (0|,
< ||o(1 = Opy (0)) f (Hp e )xn(Hnpe — 8)f (Hnpe)o||, (4.18)
+ ||0Opy (0) f (Hp e ) x5 (Hp e — ) f (Hppe)(1 = Opi (0))¢)|,
< Ch=p(1 = Opy (0)) f (Hpp,e)llop < Cnh™.

where we have used (4.17). This establishes (4.16) and concludes the proof.
U

In the same manner as the previous lemma, we will prove an asymptotic
formula for the case with a compactly supported potential.

Lemma 4.6. Let Hy, ,, . = (—ihV — pa)? + V. be a rough Schrédinger operator
acting in L*(R?) of regularity 7 > 2 with yu < po < 1 and h € (0,ho], ho
sufficiently small. Assume that a; € C°(R?) for all j € {1,...,d} and V. €
Cs°(RY). Suppose there is an open set Q C supp(V:) and a ¢ > 0 such that

\Vg(;v)|+h% >c for allz € Q.
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Then, for g € C*V(R) with v € [0,1] and any ¢ € C§°(Q) it holds that
Telpg(Hne)) ~ g [ 90" + Ve(@)pla) dadp| < OR17
Pt 2 h)d Jgaa : = '

The constant Cn depends on supp(f), the dimension and the numbers || f|| Lo (w),
10%p| L) for all @ € N§, [[0%a;|| o ®ay for all a € N§ with |a| > 1 and
Jge{l...,d}, [|[Vel|poo(ray and the numbers C, from Assumption 3.7.

Proof. Since all quantities are Gauge invariant, we can start by performing
a Gauge transform such that the supremums norm of the magnetic vector
potential is uniformly bounded.

As in the proof of Lemma 4.5, we let 8 € C§° (2 x B(0, K +1)) such that

supp(y) N supp(1 — 0) Nsupp(f(al ) =0,

where agvo(a:,p) = f((p—pa(x))?+V.(x)). Then, as in the proof of Lemma 4.5
we then get for all N € N that

Trlpg(Hnp,e)] = Tr[pOpy (0)g(Hppe)] + O(RY). (4.19)

This choice of 6 ensures the assumptions of Theorem 3.15 is satisfied. Hence,

we get that

w 1

15l 0nR (O)g(Hn)) ~ s [ 90 = pa(o) + Ve(o)) (@) ) dadp

(27Th) R2d
< Crttre, (4.20)

From the support properties of 6 we have that

/de 9((p — pa(x))? + Ve(x)) ()0 (z, p) dudp = / 9(p* + Ve(x))p(x) dzdp.

R2d

(4.21)

From combining (4.19), (4.20) and (4.21) we obtain the desired estimate. This
concludes the proof. O

To compare the trace norm of certain operators we will need the following
technical lemma. The lemma is an “extension” to Lemma 4.2 under additional
regularity assumptions on the potential.

Lemma 4.7. Let v € [0,1] and Hp, = (—ihV — pa)?> +V be a Schrédinger
operator acting in L?*(RY) and assume that a; € B> (R?) for j € {1,...,d}
and that V € Ci"(RY) with k € N and « € (0,1] such that k = 5 and r > 7y if
vy<1land k=06 and k > 0 if vy = 1. Moreover, suppose that p < ug <1 and
h € (0, ko), with hy sufficiently small. Let 6; € C5°(R%4) and 0y € B> (R2)
such that

dist { supp(61),supp(f2)} > ¢ > 0, (4.22)
and let f € C°(R). Then there exists Ty > 0 sufficiently small such that
|Opk (B2)e ™™ 0 £ (i )OPE (01) op < CH*TY,
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uniformly for t € [=T1,T1]. The constant C' depends on supp(f), the dimen-
sion, the numbers N, || f| pora), 01| 1o ey, 0% 02| poe ray for all o € N§
and the constant c.

The lemma can be interpreted as a consequence of Bohr’s correspondence
principle. Indeed, if we have two sets in phase space that satisfy (4.22) and
one is bounded, then we could consider a particle starting from the bounded
set. Then, for any classical Hamiltonian flow, there will be a time 7" such that
if t < T the particle will not have entered the second set. This is the intuition
behind the above lemma. There is also a version of this result in [29, Lemma
5.1] for A-TDO’s.

Proof. Firstly, we note that in the case t = 0 the result follows from Lemma 4.2.
Hence, we may assume that ¢t # 0. We will in the following assume 0 < ¢t < T7.
The case —T7 >t > 0 is proven analogously. We let ¢ € C§°(R) such that
¥(s) =1for |s] <1 and ¢(s) =0 for |s| > 2. Moreover, let M be a sufficiently
large constant which will be fixed later and put

U (2) = v (22,
where g = M hlog(%). Moreover, we also let f be an almost analytic extension
of f as described in Definition 2.2. For the product waM we have that
10(Ftbu)| < Cup 1mz, 1 (D) + Chtpy, (2) [Im(2)]" + Cay ' 1y ()

H1

(4.23)

for all n € N, where we have used the properties of f Since we have that
€% ig holomorphic we get the following identity from the Helffer-Sjdstrand
formula (Theorem 2.3)

Opy{ (62)e™™ s f(Hp ) Opi (61)
- /C O fbu) ()6 Opy (02)(= — Hh,) ™ Opi (61) L(dz), (4.24)

where we have used the linearity of the integral. Combining the estimate in
(4.23) and the identity in (4.24) we obtain the estimate

1Op5; (O2)e™™ 110 f (Hp) Opiy (01) lop

c —th~ ' Im(z w —1 w
<L e € OB 61— Hr) OB, L0
—2p1 <Im(z)<—p
n_—th~!Im(z)
+Cy, —n<Re(x)<n [Im(2)|" e
—2p1 <Im(z)<2u1
x||Op (62)(2 — Hp,.) = Opy (01)],, L(d=)
c w —1 w
C ey O8I = En, ) OB O, L), (29

w1 <Im(z)<2pu1



Sharp Semiclassical Spectral Asymptotics

where we have used that f is compactly supported to ensure that we only
integrate over a finite interval for Re(z). For the second term on the right-
hand side, we will use the simple estimate

C

Opy (0 — Hyp,) " top¥ (0 < —.
H ph( 2)(Z h7M) ph( 1)Hop = |Im(z)\
Applying this estimate we obtain for n sufficiently large depending on 77 and
M that

(4.26)

n _—th ' Im(z w - w
Cn/ —n<Re(z)<n |Tm(2)[" e e “HOP’*L(%)(Z*HH,M) 10Ph(91)“opL(d’z)
—2p1 <Im(z)<2p;
A n—1 2th 'y
<Chn —n<Re(x)<n [pe1] e L(dz)
—2p1 <Im(z)<2pq
< Cpire?™ M < O(MRlog(L))"h™2 1M < R (4.27)

To estimate the two remaining terms, we cannot just use the simple estimate
in (4.26), as this will not give the desired result. Instead, we need to utilise that
0, and 65 have disjoint supports. This argument relies on pseudo-differential
techniques. Hence, we will first change our potential. Let V. be the rough
potential associated with V' as constructed in Lemma 2.4 and let Hp, ,, . be the
associated rough Schrodinger operator. We choose € = A%, where

lK}— .
5:{1W ify <1

1 6+%r€

ify = 1.
We then have that
HOp%)(GZ) [(Z - Hﬁ7u)_1 —(z— Hﬁ,u,s)_l]Oquf(el)Hop
— k+k
< o™ < e
With our choice of € and J, this estimate implies that
|0k (02)(2 = Hnu) ™ Opy (1),

Opptr+s (=) (4.28)
[Im(z)?

where 7" = 71jg.1)(7). To estimate the operator norm on the right-hand side

of (4.28) we will in the following let G' € C§°(R??) such that G6; = 6; and

dist { supp(é’),supp(eg)} >¢>0.

< || 0wk (62) (= — Hypoe) OB 0], +

For any v > 0 we set G = vG. Moreover, we also define the rough pseudo-
differential operators Op}’ (eG(‘”’) 1Og(’rl)). This operator will be rough in the
sense of the monographs [8,36]. It is defined by

— 1 i —1 zty -1
Ot (6G@p) log(h ™)y 2y — / ih a—y,p) (G5 p) los(h™) (1) durd
i (e )e(z) ) oo © et ¢(y) dydp,
for all ¢ € S(R?). It extends to a bounded operator on L?(R?) and it is elliptic
and hence invertible if h € (0, hp], where Ay > 0 is small enough. We will by
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Op}f(ea(“”p) log(h_l))’1 denote the inverse. The inverse will be an admissible
operator in the sense that for every N € N there exists Ny € N, a sequence
of symbols {a,(z,p, h)};vzoo in 3°°(R2?) and a bounded operator Ry, (h) such
that

No
Opjy (eGP 1) =L = S ™ hiOpy(a;) + BN Ruv, (),
j=0

and

sup || By () lop < 0.
he(0,1]

The principal symbol ag(z, p, k) of Op}’ (e&(@:p)log(h™ ))_1 is given by the ex-
pression

ao(z,p, h) = e~ CG@P)loa(i™)

For the remaining symbols a;(x,p, h) of Op}’ (e @) log(h™ ")=1 we have that
the subprincipal symbol a;(x,p, i) = 0. For j > 2, we have that

aj(z,p, h) = a;(z,p, h)e—G(x,p) log(frl)7

where a;(z,p, h) € C§°(R??) such that supp(a])ﬂsupp( ;) =0 fori=1,2. The
symbols a;(x, p, h) will be polynomials in 8;85 G(z,p) and satisfy the bounds

02080, (@, p. h)| < log(h™)? Cup,
for all o, 3 € N¢. Hence, applying Theorem 4.23 from [36] it follows that

—1 —1
[Opgy (5PN es N =)o < Cand - [|Opg (5P |, < OB,
(4.29)

where the constants C' depends on the dimension and the function G. Using
the standard theory of rough pseudo-differential operators, we obtain that

Opp (G LR ™)1, _ fr o (oGl loa( )y

(4.30)
=2z — Hp e +vhlog(h™ )Ry (h),
where the error operator Rq(f) satisfies that
sup [|R1(h)llop < C. (4.31)

RE(0,Ro]
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The constant C' depends on the dimension and the function G. This implies
that for all & sufficiently small (depending on v) we have that the left-hand
side of (4.30) is invertible. We get for all i > 0 sufficiently small that
e 15D Opyy (62) (2 — Hn o)~ Opy (01)]),,
< [|Opi (62)0pi (9P 105D T (2 — Hy )~ O (9P 0O 01)]

CxhN

[ Im(z)|
= [0} (62) [z — Op (% P o5 ) "Ly, Opj (€ () 15D L Opiy (61|

op
CxhN
|Tm(2)]

C+ CghN
[ Tm(2)]|

(4.32)

where the number N is chosen sufficiently large. We will be choosing the
parameter v to be

o [ Tm(2)|
v (8’ Clhlog(h—l))’

where (' is a positive constant chosen sufficiently large to ensure the inevitabil-
ity of the operator on the left-hand side of (4.30). Note that v will be of order
one for all | Im(z)| € [p1, 2u1]. With this choice for v, we get from (4.32) that

[Im(=)]

an ). (4.33)

0P} (62) (2 — Hh puc) " Opii (61| max (K, e~

<
°p = [Tm(2)|

Combining the estimates in (4.28) and (4.33), we obtain that

| Im(2)]

Cmax (B, e 7 ) OpoHtate)
_|_
[ Tm(z)] [Tm(z)[?
(4.34)

HOp}f(Qg)(z - Hﬁa#)_lOp%}(el)Hop =

Using the estimate obtained in (4.34), we get that
1

—th lIm -
i ] —n<Re(x)<n € et (Z)HOP?;(%)(Z—HB’M) 1opg(01)‘|opL(dz)
Bt g <tm(s)<—m
- _ lim()] /
< % n<Re(z)<n e2Tih f [max (hsre an ) + h5+w+%(’$7’y >‘u’171} L(dz)
125 ”

—2p; <Im(2z)<—p;
C , o .y -
< ;e%h Yy (hS Le an 4 h5+’Y+§(N ¥ >ﬂ1 1)

< %(57_2T1M . pM (22T -1 I FLB+'¥+%(N7’Y')*2T1M)’ (4.35)

where we in the above calculation have used that pq = Mhlog(h™!). Recalling
that C; is already a fixed constant we choose M = C1(4+v + 3(x —7')) and
Ty = +(k — /)M ~'. We then obtain that 273 M = 1 (k — ') < 1. With these
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choices of constants we obtain from (4.35) that

1 —th™! Im(z) w 1 w
) —n<me(z)<n € |03 (02) (2 — Hp,) "' Oy (04) |, L(d2)
—2p1 <Im(z)<—p
< OB (4.36)
Analogously we get that
! w -1 w 3
p1 ) —n<Re(x)<n |05 (02) (2 — Hyu) = Opyy (01)]],, L(dz) < CH*Y. (4 37)

p1<Im(2)<2u1

Combining the estimates obtained in (4.25), (4.27), (4.36) and (4.37) we obtain
that

|Op (82)e™ o f(Hy, ) Opi (61)[|op < CHPT7.

This is the desired estimate for the case 0 < t < Ty. The case —T7 <t < 0 is
proven analogously. This concludes the proof. O

Lemma 4.8. Let v € [0,1] and Hy,, be an operator acting in L?(R). Suppose
Hhp, and vy satisfies Assumption 1.1 with the open set Q0 and let Hp . =
(—ihV — pa)? + V. be the associated rough Schridinger operator. Assume that
w<po<1andh e (0,ho], with hy sufficiently small. Moreover, let xr(t) be
the function from Remark 3.12, f € C§°(R) and ¢ € C5°(R2), then it holds for
s € R that

o f (Hnw)xn(Hnpw = $)f (Hnpw)e = of (Hnpue)Xn(Hnpe = $)f(Hppe)ell
< CePtRp—d-2 4 o'l
(4.38)
Moreover, suppose there exists some ¢ > 0 such that
|V (z)| + hs > e for allx € Q.
Then, it holds that
o f () xn(Hn = 8).f(Haw)ells < Ch (4.39)

The constants C' and C' depend on supp(f), the dimension and the numbers
[ fllzoe @y, 10%¢llLoomy for all a € N§, [[0%a;l|pooray for all a € N§ and
je{l...,d} and |09V || p(ray for all @ € N§ such that |a] < 5 and the
Hélder constant for V.

Proof. Let Hp, be the magnetic Schrodinger operator associated with Hy, .
We then have that

H‘Pf(Hh,u)Xh(Hh,u - s)f(Hh,u)‘/’ - ¢f(Hh,u,€)Xh(Hh,u,s - S)f(Hh,u,e:)‘PHl

<llef(Ha,w)xn(Ha,w — 8)f(Hr,w)e — of (Hu,w)xn (Hnw — 8)f(Hn,w)elln
+lof (Hr,pw)xn(Hr,p — 8)f(Hp,p)e — of (Ha,p,e)Xn(Hnp,e — 8)f(Ha,p,e)ell1
(4.40)
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We start by estimating the first term on the right-hand side of (4.40). By
applying Lemma 4.3 we get that

lof (Hn,w)Xxn(Ha,u — 8)f(Ha,u)e — of (Ha,pw)Xn(Ha,w — 8)f(Hp,w)ellh
< Nef(Hr,uw)xn(Hn,p — 8)f(Hu,w)e — of (Hn,w)Xn(Hr,p — 8)f(Hn,w) el
+Ch M lof (Hn,w) — of (Hn )l + Ch™ [ f (Ha,w)e — f(Hn el
<Nl f(Hn,w)xn(Hnw — 8)f(Hn ) — of (Hnpw)Xn(Hn o — 8) f(Hn )l + CRY,
(4.41)

where we in the first inequality have added and subtracted the two terms

of (Hnp)xn(Hpy — ) f(Hpp)e and o f (Hp ) Xn(Hn,p — 8) f (Hp ), used the
triangle inequality, Lemma 4.3 and that sup,cp xn(t) < Ch~'. In the second

inequality, we have used Lemma 4.4. We observe that, using how we defined
the function xx(z — s), we have that

— 1 ih Yt(z—s
Xz =) = F W =9 = gz [ @M ar
Using this expression and the fundamental theorem of calculus, we get that
xn(Hnu — ) = xn(Hppu — 8)

1 ih (M —s) _ ih t(Hpu—s)
= ! weT8) et wn Sy (t) dt
A ‘ )x(®)

. t
g ) [ i ) g
27h R 0

(4.42)

Letting f € Cg°(R) such that f(t)f(t) = f(t) for all + € R and using the
identity obtained in (4.42) we get that

o f (Mnu)xn(Hnp — $)f (Hnpw)e — o (Hnpu)Xn(Hnp — $)f(Hpp.)ell
1 ¢ P -
<55 / X(t)/ ||<Pf(7‘fh,u)€m e f1 (Hpp) (Hiy — Hpy)
2mh R 0
x f(Hp,)e™ O f(Hy ||, drdt. (4.43)
As in the proof of Lemma 4.5 we let 6 € C5°(2 x B(0, K + 1)) such that
supp() N supp(1 — 6) Nsupp(f(al,)) =0,

where ag’o(x,p) = f((p — pa(x))? + V.(z)). Then by arguing as in the proof of
Lemma 4.5 and combining it with the estimate obtained in (4.14) we get that

||@f(Hh,u)em_ltHﬁ’”f(Hh,u) (Hnp — Hh,;t)f(Hh,/L)em_l(tiT)Hh’“f(Hh,p)@H1
< CH | f (M) (e — Hppn) F(Hp)e™ =7 0 f(Hy ) Opy (00|
+Ce T, (4.44)
Let § € C3°(Q x B(0, K + 1)) such that
dist (supp(&), supp(l — 9~)) >,
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where ¢ > 0 is some positive constant. With this function, we have that

~ ~ =1

||f(Hh7u)(Hh»# - Hﬁ,u)f(Hﬁ u)em (tiT)Hﬁ'”f(Hh u)OP%U(Q)SDHop
S C“f(Hh’?N)(Hh’M - Hha“)f Hh/'b Oph H
~ =1 _r
+C||Opy (1 = )™ =D f£(Hy ) Opy (0)¢)].,

< Ch*M, (4.45)
where we in the last inequality have used Lemma 4.4 and Lemma 4.7. We have
here also used that ¢ — 7 is sufficiently small due to the support properties of

X. From combining the estimates in (4.41), (4.43), (4.44) and (4.45) we obtain
that

o f (Hauw)xn(Hap — 8)f(Hauw)e — o f (Hapw)xn(Hp — 8) f(Hpu)elh
< C(AH T Pt (4.46)

For the second term on the right-hand side of (4.40), we get by a triangle
inequality and the estimate obtained in (4.14) that

”‘Pf(Hﬁ,u)Xh(Hﬁw - S)f(Hh,u)SO - SDf(Hﬁ,u,E)Xh(Hh,u,s - S)f(Hh,u,E)‘PHI
< ||ef(Hpp) [xn(Hpp = 5) = Xn(Hp e — 8) f (Hnp)epl|, + Ce®Tin 4
< Ch | xn(Hpp — 8) = xn(Hp e — S)HOP +CevtrpTime, (4.47)

where we in the last inequality have used Lemma 4.2. Using the same funda-
mental theorem of calculus as in (4.42), we get that

HXﬁ(Hﬁ,;t - 8) - Xﬁ(Hﬁ7H75 - S)Hop

! t Strp—2 (4.48)
= W /I;X(t)/o HHh»M - Hﬁ,u,aHOp drdt < Ce h—=.

From combining the estimates in (4.47) and (4.48), we obtain that
o f (Hnu)xn(Hnp = $)f(Hnw)e = of (Hn o)Xt (Hppue = $)f(Hnpe) el
< CePtrpT2d, (4.49)

Finally by combining the estimates in (4.40), (4.47) and (4.49) we obtain the
estimate stated in (4.38). By combining the estimate in (4.38) with Lemma 4.5
we can obtain the estimate (4.39). This concludes the proof. O

Lemma 4.9. Let Hy, ,, be an operator acting in L? (RY). Suppose Hh,,. satisfies
Assumption 1.1 with the open set Q@ and let Hp, . = (—ihV — pa)? + V.
be the associated rough Schrodinger operator. Assume that p < pg < 1 and
h € (0,hp], with hy sufficiently small. Moreover, suppose there exists some
¢ > 0 such that

|V (x)| + hs > c for allz € Q,
and let ¢ € C§°(B(0, R)). Then for g € C*7(R) with v € [0, 1] it holds that

Trlog(Hn)] — Telpg(Hn)l| < CRF74 4 C&¥ 5042 (4.50)
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The constants C and C’' depends on supp(f), the dimension and the numbers
1l )s 1%l ) for all a € N§, [[0%a;| L~ (may for all o € N§ with
la| > 1 and j € {1...,d} and |03V || (ra) for all « € N§ such that |a] <5
and the Holder constant for V.

Proof. All quantities are Gauge invariant. Hence, we can start by perform-
ing a Gauge transform such that the supremum norm of the magnetic vector
potential is uniformly bounded.

Since both operators are lower semibounded we may assume that g is
compactly supported. Let f € C3°(R) such that f(¢)g(t) = g(¢) for all t € R.
Let @1 € C§°(Q) such that ¢(x)p;(x) = p(z) for all z € R Moreover, let
xn(t) be the function from Remark 3.12 and set g™ (t) = g xu(t). With this
notation set up, we have that

Trlog(Hn,u)] — Trlog(Hpp,e)]
< lloer f(Huu) (9(Hnp) — 95 (Hnw)) f (el
+HWPlf(Hh,u,s)(g(Hh,#’E) - g(h)(Hﬁ,u,E))f(Hﬁ’u’E)ﬁpl”1
Hielzm [ or()ds
X Slelﬂlg||<P<P1f(Hh,u)Xﬁ(Hn,u —8)f(Hn,u)e1
—o1f (Hp e )X (Hp e — 8) [ (Hp )l (4.51)

Lemma 4.5 and Lemma 4.8 give us that the assumptions of Proposition 3.13 is
fulfilled with B equal to o1 f(Hs,,.) and @1 f(Hp ), respectively. Hence, we
have that

o f (M) (9(Hng) = 97 (M) f (M) il < R0 (4.52)

and

o1 f(Hppe)(9(Hppe) — g(h)(Hh,u,e))f(Hh,u,e)@l]||1 < ORttr=4,
(4.53)

From applying Lemma 4.8, we get that
Sug”@@lf(Hh,#)Xh(Hh,u —5)f(Hnu)e1
se
— o1f(Hppe ) X0 (Hnpe — 8).f (Hp )il (4.54)
e O O (R

Finally from combining the estimates in (4.51), (4.52), (4.53) and (4.54)we
obtain the desired estimate and this concludes the proof. O

5. Local Model Problem

Before we state and prove our local model problem, we will state a result on
comparison of phase-space integrals that we will need later.
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Lemma 5.1. Suppose Q@ C R? is an open set, d > 2 and let ¢ € C§(Q).
Moreover, lete > 0, h € (0,h] and V, V. € LlOC(Rd) NC(Q). Suppose for some
number = > 0 that

[V = Vellpoe (o) < ce. (5.1)
Then for v € [0,1] and e sufficiently small it holds that
| [0+ V) = 0,0 4 VElo)dodp| < €T, (52

where the constant C' depends on the dimension and the numbers v and ¢ in
(5.1).
Proof. Firstly we observe that due to (5.1) we have that

sup |V (z)— — Ve(z)—| < ce. (5.3)
e

To compare the phase-space integrals we start by evaluating the integral in p.
This yields

[0 + Vi) = 6% + Va)lpta) dadp

— L / Va(2) 2" — V(a)
vl o
where the constant L;l, 4 is given by
cld _ F(’Y + 1)
P Um)ET(v+ 4+ 1)
where T" is the standard gamma function. Since both V. (x)_ and V(x)_ are

bounded from below and d > 2 we can use that the map r +— re+Y s uniformly
Lipschitz continuous when restricted to a compact domain. This gives us that

/ V@) - V@) (e dx<0/ Va(a)- — V(o) |p(e) da
Rd

(5.4)

< CyeT, (5.5)
where we have used (5.3) and that supp(yp) C Q. From combining (5.4) and
(5.5), we obtain the desired estimate and this concludes the proof. 0

With this established, we can now state our model problem.

Theorem 5.2. Let My, be an operator acting in L*(R?) with d > 2 and let

€ [0,1]. Suppose Hp,, and vy satisfies Assumption 1.1 with the open set
and let Hy, = (—ihV — pa)® +V be the associated Schridinger operator.
Assume that 1 < po < 1 and h € (0, ho|, with ko sufficiently small. Moreover,
suppose there exists some ¢ > 0 such that

[V (x)| + h3 >c for allx € Q.
Then for any ¢ € C§°(Q) it holds that

Trlegy (Hnp)] = ﬁ /Rw 9+(P* + V(2))p(z) dedp| < CAMHT—1,
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where the constant C' is depending on the dimension, the numbers ||0% || o )
Jor all o € N§, [[0%a;| oo (ray for all a € N§ with |a] > 1 and j € {1...,d}
and |02 V|| oo (ray for all o € N¢ such that |a| < 5 and the Hélder constant
for V.

Proof of Theorem 5.2. Let Hy, ,, - = (—ihV —pa)?+V; be the rough Schrédinger
operator associated with Hp ,. We have in the construction of V. chosen
e = h'"9, where

=7

0= . 5.6

O+ K (5:6)
Note that since we assume 2 > k > 7, we have that 1 > § > 0. With this
choice of € and § we have that

7T = pI=OHR) = oty (5.7)

Moreover, since we have assumed a non-critical condition for our original prob-
lem we get that there exists a constant ¢ such that for all € sufficiently small
it holds that

|V5(x)|+h% >c for allz € €.

With this in place, we have that
1
T ) —— 2 ‘
r(0g (Hn,p)] ) /R g g+(p” + V(2))p(z) dzdp

< ‘ Trlegy (Hnu) — Tr[‘ng(Hh,u,E)]’

+‘ Trlpgy (Hpp,e)] — ﬁ /RM gy(pQ + Ve(x))p(x) da:dp‘
1 , i
it [, 60+ Ve0) = 0,6 + V)o@ dadg]. (59

We have by Lemma 4.9 that

| Teliog (Hn ) = Trliog, (Hnuo)| < ORI 4 Ce¥tnpi=2 < Gptta=,

(5.9)
where we in the last equality have used (5.7). From Lemma 4.6 we get that
1 2 1+~y—d
| Teog, () = G [, 00+ Ve@)ola) dadp] < Ont-,
(5.10)

To estimate the last contribution in (5.8), we first notice that by the construc-
tion of V. we have that

sup |V (z)— — Ve(z)_| < CeTF = CR°H7.

e
Hence, it follow from Lemma 5.1 that

‘ﬁ /de (g (p* + V() — g (p* + V(2)))p(x) dzdp| < CRSFTT,
(5.11)
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Finally by combining (5.8), (5.9), (5.10) and (5.11) we obtain the desired
estimate and this concludes the proof. O

6. Proof of Theorem 1.2

This section is devoted to the proof of Theorem 1.2. The proof is based on the
multi-scale techniques of [30] (see also [15,19]). Before we start the proof, we
will recall the following lemma from [30] where it is Lemma 5.4.

Lemma 6.1. Let Q C R? be an open set and let | be a function in C1(Q) such
that I > 0 on Q and assume that there exists p in (0,1) such that

[Val(z)] < p, (6.1)

for all x in €.
Then,

i) There exists a sequence {xy}72, in Q such that the open balls B(zy, (xy))
form a covering of Q. Furthermore, there exists a constant N,, depending
only on the constant p, such that the intersection of more than N, balls
are empty.

it) One can choose a sequence {@i}52, such that oi, € C§°(B(zk,(xk))) for
all k in N. Moreover, for all multi-indices o and all k in N

102 on(@)] < Callar) ™1,

and

> pn(z) =1,
k=1

for all x in Q.

The proof of the lemma is analogous to the proof of [14, Theorem 1.4.10].
Before we give a proof of Theorem 1.2 we will prove the following theorem,
where we have an additional assumption on the magnetic field compared to
Theorem 1.2.

Theorem 6.2. Let Hy,, be an operator acting in L*(R?) and let v € [0,1]. If
v =0, we assume d > 3 and if v € (0, 1] we assume d > 4. Suppose that Hp,,,
and vy satisfy Assumption 1.1 with the set @ and the functions V' and a; for
jeA{l,...,d}. Then, for any ¢ € C§°(Q2) it holds that

1 2 14vy—d
Teog, (M) = g |, 90(0° + V()pla) dadg| < OOt
for all h € (0,hp] and pu < po < 1, hy sufficiently small. The constant C' is
depending on the dimension, the numbers ||0%¢|| o re) and |[0%a;| o gy for
alla € N§ and j € {1...,d} and |02V || Lo (ra) for all a« € NG such that || < 5
and the Holder constant for V.
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Proof. Since ¢ € C3°(£2), there exists a number € > 0 such that
dist(supp(p), Q2°) > e.

We need this number to ensure we stay in the region where Hp,,,, behaves as a
magnetic Schrodinger operator. We let

l(z)= A"\ |V(@)]2+hi and f(z)=I(x).

Where we choose A > 0 sufficiently large such that

1
[(z) <min (55,1) and [Vi(z)| <p< 3 (6.2)

for all € supp(y). Note that we can choose A independent of i and uniformly
for h € (0, hp). Moreover, we have that

V()] < Al(z). (6.3)

We use Lemma 6.1 with the set supp(y) and the function [(x). We can do
this since we have that [ > 0 due to the presence of h in the definition of
I. By Lemma 6.1 with the set supp(y) and the function I(z) there exists a
sequence {xy}72 | in supp(¢) such that supp(¢) C UgenB(xk, {(zx)) and there
exists a constant N1 such that at most N1 of the sets B(x,l(zy)) can have
a non-empty intersection. Moreover there exists a sequence {¢y }%2; such that

Pk S CSO(B(-rkvl(xk))7
|02 n(2)| < Callzi)™* for alla € No, (6.4)

and
Z or(z) =1 for allz € supp(y).
k=1

We have that UgenB(xg,(2)) is an open covering of supp(y) and since this
set is compact there exists a finite subset Z' C N such that

supp(p) € |J Blaw Uay)).
ke’

To ensure that we have a finite partition of unity over the set supp(y), we
define the set

7= {J {k e N| Bl Uzn) 0 Blay,U(zy)) £ 0.
JET'
We have that 7 is still finite since at most Né balls can have a non-empty
intersection. Moreover, we have that

Z or(z) =1 for allz € supp(yp).
kez
From this, we get the following identity

Tr[pl(—oo0)(Hn) = D Trloepl(—oo0(Hn.e)], (6.5)
kel
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where we have used the linearity of the trace. In what follows, we will use the
following notation

h l
Iy =Uzk), fr=f(zx), hip=-— and Nk:M'
I fr fr

We have that hj is uniformly bounded from above since
@) f(x) = A3 (|Ve(@)]” + 15)% = A72h,

for all z € R%. Moreover, due to our choice of f and I we have that sy is
bounded from above by s since for all z € R? we have that

I(z)
—= =/Il(z) <1 6.6
Fo = Vi < (66)
We define the two unitary operators U; and T, by
Ulf(x):l%f(lx) and T.f(x) = f(x+2) forf € L*(RY).
Moreover, we set

ﬂhk ke fk_z (T’Ek Ui, )Hfl,/t (TTk Ui, )*
Since we have that Hy ,, satisfies Assumption 1.1 with the open set 2 and the
functions V and a; for all j € {1,...,d}. We have that Hy, ,, will satisfies
Assumption 1.1 with the open set B(0,10) and the functions V4, and @y for
all j € {1,...,d}, where
Vi(z) = [ 2V (kr +a1) and  ap(2)

=1 a;(lgr + 1) forallj € {1,...,d}. (6.7)
We will here need to establish that this rescaled operator satisfies the assump-
tions of Theorem 5.2 with the parameters hy and py and the set B(0, 8). Since
we have that hy, is bounded from above and py < g as established above what

remains is to verify that we have a non-critical condition. To establish this we
firstly observe that by (6.2) we have that

(1=8p)l <l(z) < (1+8p)ly for allx € B(xy, 8l%). (6.8)
Using (6.8) we have for = in B(0,8) that

\ffk(a: \ +hi = 2V e+ o) + (53 = 1 (Ve + )| + b3
> 1 ALl + o) > (1 —8p) A.

Hence, we have a non-critical assumption for all € B(0,8). What remains
is to verify that the norms of the functions g = (Tr, Ui, )ore(Te, Ur )", Vi
and a;, for all j € {1,...,d} are independent of 7 and k. Due to (6.3) and
that { is slowly varying (6.8) we have that

||‘7kHL°°(B(O78)) = Su(P | £V (lex + 2p)| < A
08

For o € N¢ with 1 < |a| < 5 we have that

102Vi (@) | = 508y = fi 21y sup NOFV) (e + 20)| < 107V () 1 e
xTEe s
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Let Cy be the Holder constant for V. We then have for a € N¢ with |a| =5
that

|09V, (2) = 02Vi(y) | = £ 2121 (09V) (s + 1) — (92 V) (ley + z) | < Cv |z — y).-
For o € Ng with |a| > 1 we have that

o~ al—1 [e1 [}
102 a1 ()] e (B0.5)) = 1} w (0% a;) (lpa + z1,)| < 102a;j (@) oo (o),
S s

for all j € {1,...,d}. Both bounds are independent of k and h. The last
numbers we check are the numbers |02 @r@| 1 (ra) for all o € N§. Here we
have by construction of ¢, ((6.4)) for all o € N¢ that

10822l ey = sup 1S (ﬁ) 8 o)l + 1) (8200 ( + )

BLla

< C, sup Z( >l|a ﬁ“ oy~ h )(lkx—l—mk)’ <C,.

zeRd B<a

With this we have established that all numbers the constant from Theorem 5.2
depend on are independent of i and k. From applying Theorem 5.2, we get
that

| Teleg, (He,) = gy [, 00+ V@)ola) dad)

1

< | Trloregy (Hap)] - W/ 9,(P* + V(@) prep() dadp|

kel R2d

_ 1 o

<3 1| ol (Mo )8~ s [, 0+ (@) B a) o]

ke k)~ JR2
<CY . (6.9)

kel

When we consider the sum over the error terms, we see that

Y CwT =Y Chlte d/ L (e fi) ™ da

kel kel B(a,lk)

~ 3d—3-3
- Zcrﬁﬂ—d/ Do, 7 da

kez B(zk,lk)

<y Cntrd / I(z) 2" do < CRYY4(6.10)

kel B(zk,lk)

where we have used the definition of f; and that [ is slowly varying. Moreover,
we have also used our assumption on the dimension in the above estimate. In
the last inequality, we have used that supp(p) is compact. This ensures that
the constant is finite. Combining the estimates in (6.9) and (6.10) we obtain
the desired estimate. This concludes the proof. O
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We are now ready to give a proof of our main theorem. Most of the
work has already been done in establishing Theorem 6.2. When comparing to
Theorem 6.2 what remains in establishing Theorem 1.2 is to allow u < Ch™!
for some positive constant and not be bounded by 1. The argument is identical
to the argument used in [30] to allow p < Ch~! for some positive constant
and not be bounded by 1. We have included it for the sake of completeness.

Proof of Theorem 1.2. Since the Theorem has already been established for
w < po < 1 we can without loss of generality assume that p > po, where
o < 1. We will use the same scaling technique as we used in the proof of
Theorem 6.2. Again we have a € > 0 such that

dist(supp(p), Q) > €

since ¢ € C§°(€2). This time, however, we let

: Ho
I(z) = min (1, ﬁ)z and f(z)=1.
We can again use Lemma 6.1 with [ from above to construct the partition
of unity for supp(p). After this, we do the rescaling as above with unitary
conjugations. In this case, we get

l
<hu<C and uk:& :Mmin(l,ﬁ)@ < pp.

I fx Ir w
Moreover, we can analogously to above verify that all norm bounds are inde-
pendent of k, u, and k. So after rescaling, we have operators satisfying the
assumptions of Theorem 6.2 from applying this theorem, we get analogous to
the calculation in (6.9) that

| Tr[pgy (Hnu)] — ﬁ /R% 9,(p* + V(2))p(x) dazdp| < C Z hlchrW*d.

hy

kel
(6.11)
Since 7 is a finite set, we have by our choice of the functions [ and f that
> < optttte (6.12)

keT

where C' depends on g, € and the number of elements in Z. Combining the
estimates in (6.11) and (6.12) we obtain that

1 p—
| Teliogs ()] — a / 9, (0" + V(@) o) dadp| < Cpl TR
(2mh)? Jgaa
(6.13)
Recalling the results from Theorem 6.2 we get for all 4 < Ch~! that
1 —
| Telogs (Mnp)] = (a / 9+(p* + V(2))p(x) dadp| < O{pu) +7RM I,
(2mh)? Jgea
(6.14)

where (1) = (14 |u[?)2. This concludes the proof. O
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Remark 6.3. The first difference in proving Theorem 1.2 and Theorem 1.4
arises in the preliminary result Theorem 6.2. In the proof of Theorem 6.2
the only place we have used our assumptions on the dimension is in equation
(6.10). Here we used the assumption on the dimension to ensure that the
number HT*'Y > 0. Now if d = 2 or d = 3 we have that i{'y < 0. Hence,
we cannot just use that I(z) is a bounded function, but we have to use that
I(z) > h3. So instead of (6.10) we get the estimate

SRkt < 3 et / Ux)™= do < CREO™D, (6.15)
= wel B(zk,lk)

with the notation used in the proof of Theorem 6.2. After having established
this inequality one obtains a version of Theorem 6.2 with d = 2 or d = 3 with
the estimate
1 2y
[ Trlog, (Mn,0) = s [ 007 4 V(@))ola) dacp| < o).
(271'h) R2d

The dependents of the constant are the same as stated in the theorem. What
remains to establish Theorem 1.4 is to follow the proof of Theorem 1.2 with
(6.11) replaced by

| Teleg (M) = g ., 92(0% + V()pla) dadp| < € S,
(6.16)

where one have used the version of Theorem 6.2 described above. Since we
instead of (6.11) have the estimate given in (6.16), we obtain instead of (6.12)
the estimate

S0 < gt o
k€T
With this estimate, the proof of Theorem 1.4 follows that of Theorem 1.2.
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