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Abstract. For Schrödinger operators with potentials that are asymptot-
ically homogeneous of degree −2, the size of the coupling determines
whether it has finite or infinitely many negative eigenvalues. In the latter
case, the asymptotic accumulation of these eigenvalues at zero has been
determined by Kirsch and Simon. A similar regime occurs for potentials
that are not asymptotically monotone but oscillatory. In this case, when
the ratio between the amplitude and frequency of oscillation is asymptot-
ically homogeneous of degree −1, the coupling determines the finiteness
of the negative spectrum. We present a new proof of this fact by making
use of a ground-state representation. As a consequence of this approach,
we derive an asymptotic formula analogous to that of Kirsch and Simon.

Mathematics Subject Classification. Primary 35P20, Secondary 81Q10.

1. Introduction

For the self-adjoint Schrödinger operator −Δ − V in L2(Rd), the decay rate of
V near infinity determines whether its negative spectrum is finite. It is known
(see e.g. [5]) that if there exists R < ∞ such that

V (x) ≤ (d − 2)2

4|x|2 +
1

4|x|2(ln |x|)2 for all |x| ≥ R (1)

then the number of its negative eigenvalues is finite. Conversely, if V has slower
decay where there are ε > 0 and R < ∞ such that

V (x) ≥ (d − 2)2

4|x|2 +
(1 + ε)

4|x|2(ln |x|)2 for all |x| ≥ R (2)
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then the operator has infinitely many negative eigenvalues, accumulating at
zero.

In both regimes, there has been much success in bounding the number or
determining the exact asymptotic accumulation of these negative eigenvalues.
A standard phase space heuristic suggests that the number of eigenvalues below
−E ≤ 0, which we denote by NE(V ), should coincide with the volume of

ΩE(V ) = {(x, ξ) ∈ R
d × R

d : |2πξ|2 − V (x) < −E}.

Many results are semiclassical, corroborating this prediction. Most notable is
the Cwikel-Lieb-Rozenblum inequality [3,12,15], which states that for d ≥ 3

N0(V ) �d |Ω0(V )|. (3)

Furthermore, according to [14, Theorem XIII.82], if V (x) = λ|x|−2+ε(1+o(1))
towards infinity, then

NE(V ) = |ΩE(V )|(1 + o(1)) as E ↓ 0.

In [10], Kirsch and Simon found analogous asymptotics in the borderline
case, where the potential satisfies

V (x) = λ|x|−2(1 + o((ln |x|)−2)) as |x| → ∞.

In this scenario, despite the finiteness of N0(V ) for small couplings λ, the
volume of ΩE(V ) diverges logarithmically. Consequently, adjustments to the
conventional phase space volume are necessary. The main result in [10], with
its subsequent improvement by Hassell and Marshall in [7], states that

NE(V ) = (2π)−1|ln E|
∑

k=1

√(
λ − (d − 2)2

4
− Λk

)

+

+ O(1) as E ↓ 0,

(4)

where {Λk}k=1 are the eigenvalues of the spherical Laplacian, −ΔSd−1 in
L2(Sd−1).

Thus far we have noted that the nature of the negative spectrum bifur-
cates according to whether the potential lies above or below a critical function
with regular decay. However, Willett [19] and Wong [20] have demonstrated
that in one dimension, the potential

V (x) =
λ sin x

x

generates only finitely many negative eigenvalues for |λ| ≤ 1/
√

2 and infinitely
many for |λ| > 1/

√
2. The significance of the coupling constant for this po-

tential, and the fact its oscillatory nature supports much slower decay, is not
predicted by semiclassical heuristics.

In this paper, we are concerned with the effect of oscillatory behaviour
on NE(V ) as E ↓ 0. To this end, our main result is an analogue of (4) for a
large class of potentials that exhibit this critical coupling behaviour.
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Theorem 1. Let V ∈ L∞
loc(R

d) satisfy

V (x) = λ|x|α−2 sin |x|α + o((|x| ln |x|)−2) as |x| → ∞ (5)

for any α > 0 and λ ∈ R. Then

NE(V ) = (2π)−1|ln E|
∑

k=1

√(
λ2

2α2
− (d − 2)2

4
− Λk

)

+

+ O(1) as E ↓ 0,

(6)

where {Λk}k=1 denote the eigenvalues of −ΔSd−1 in L2(Sd−1). In particular,
if |λ| ≤ α|d − 2|/√

2 then N0(V ) is finite.

In this result, both potentials with slow decay and rapid growth are
permissible, subject to the rate of oscillation at infinity. Analogously to the
standard conditions (1) and (2), we will demonstrate that if a potential oscil-
lates or decays faster than the critical case (5), then N0(V ) will be finite (or
infinite, conversely).

The difficulty in studying such operators comes from the absence of simple
variational methods. Standard upper or lower bounds of the potential do not
capture the intricate interactions between its attractive and repulsive parts. To
overcome this, we use an idea of Combescure and Ginibre from [1,2]. Specifical-
ly, we leverage a ground-state representation to transform our operator to one
with a purely attractive potential that subsumes the original repulsive compo-
nents. It is a result of this transformation that the leading term in (6) is O(λd),
while all the aforementioned results scale with the semiclassical O(λd/2).

We note that in [13] Raikov has determined the result above for α = 1. He
considers a larger class of potentials which consist of the product of an almost
periodic function and a function that decays asymptotically with degree −1.
Similarly, the author reduces the operator to one with an effective attractive
potential. However, the case of rapid (or slow) oscillation rates is illusive to the
approach in [13]. Our results refine this in the radial regime from a somewhat
different perspective.

A direct consequence of the formula in Theorem 1, is that the negative
eigenvalues that accumulate to zero can be characterised, up to a constant
factor.

Corollary 2. Let V be as in Theorem 1 and denote by {λk(V )}k=1 the negative
−Δ − V in L2(Rd), in ascending order. Then there exist C, c > 0 and K ∈ N

such that

c exp
(

− k

M

)
≤ |λk(V )| ≤ C exp

(
− k

M

)
for all k ≥ K,

where M = M(λ, α, d) is the coefficient of |ln E| in (6).

The plan for the paper is as follows. In Sect. 2, we recall how Hardy’s
inequality can be applied to obtain conditions (1) and (2). Then in Sect. 3
we introduce the ground-state representation and apply it to determine the
critical nature of the oscillating potentials (5). Finally, in Sect. 4, we use this
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representation with the method of Hassell and Marshall from [7] to prove
Theorem 1.

2. Hardy’s Inequality and Finiteness of the Negative Spectrum

Hardy’s inequality serves as an immediate precursor to the condition (1), es-
tablishing that potentials bounded everywhere by a reduced form of (1) yield
no negative eigenvalues. It states that

∫

Rd

(d − 2)2|u(x)|2
4|x|2 dx ≤

∫

Rd

|∇u(x)|2 dx for all u ∈ C∞
0 (Rd\{0}). (7)

To generalise this to the condition (1), which pertains to the asymptotic be-
haviour of potentials, one can use specific variants of this inequality together
with bracketing methods. We recall this argument, which can be found in [4,5].

Suppose that the operator −Δ − V in L2(Rd) is well defined in the form
sense with form domain H1(Rd). Then, through bracketing, we can reduce
it by imposing Robin boundary conditions along the boundary of the ball
BR = {x : |x| < R}, for any R > 0. Namely, for any σ ∈ R, take H−

σ,R and
H+

σ,R to be the unique operators corresponding to the quadratic forms
∫

BR

|∇u|2 dx − σ

∫

∂BR

|u(y)|2 dν(y), and
∫

BR
c
|∇u|2 dx + σ

∫

∂BR

|u(y)|2 dν(y)

(8)

with form domains H1(BR) and H1(BR
c
), respectively, where dν denotes the

surface measure on ∂BR. Then the operator −Δ − V is bounded from below,
in the form sense, by the direct sum H−

σ,R ⊕ H+
σ,R. In particular

NE(V ) ≤ NE(H−
σ,R) + NE(H+

σ,R) for any − E ≤ 0, (9)

where we take NE( · ) to count the eigenvalues of the enclosed operator below
−E. Under fairly general assumptions on V , the spectrum of H−

σ,R is purely
discrete, and thus N0(H−

σ,R) < ∞. As a result, the finiteness of N0(V ) follows
from that of N0(H+

σ,R).
If we can choose R such that

V (x) ≤ (d − 2)2

4|x|2 for all |x| ≥ R,

then we can invoke a Robin variant of Hardy’s inequality due to Kovař́ık and
Laptev [11]. It states that if σ ≥ 1/2R, then for any u ∈ H1(BR

c
)

∫

BR
c

(d − 2)2|u|2
4|x|2 dx ≤

∫

BR
c
|∇u(x)|2 dx + σ

∫

∂BR

|u(y)|2 dν(y). (10)

Thus, after selecting an appropriately large σ, it transpires that N0(H+
σ,R) = 0

and we deduce from (9) that N0(V ) is finite.
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To include the logarithmic term in (1), a coordinate transformation can
be applied to (10). This inequality is established below, in a one-dimensional
setting, featuring general weights that play a role in Sect. 3.

Lemma 3. Let ρ ∈ R and R > 1. Then for any σ ≥ Rρ−1((ln R)−1+(1−ρ))/2,
∫ ∞

R

(
(ρ − 1)2

4r2
+

1
4r2(ln r)2

)
|u(r)|2rρ dr ≤

∫ ∞

R

|u′(r)|2rρ dr + σ|u(R)|2

for all u ∈ H1((R,∞), rρ dr).

Proof. Let v(r) := r(ρ−1)/2u(r), then proving the stated inequality is equiva-
lent to showing that

∫ ∞

R

|v(r)|2
4r2(ln r)2

r dr ≤
∫ ∞

R

|v′(r)|2r dr + (σR1−ρ + (1 − ρ)/2)|v(R)|2.

Now making the substitution ṽ(t) := v(et) we see that this changes to
∫ ∞

lnR

|ṽ(t)|2
4t2

dt ≤
∫ ∞

lnR

|ṽ′|2 dt + (σR1−ρ + (1 − ρ)/2)|ṽ(ln R)|2

but this inequality, under the conditions imposed on σ, is exactly that of
Kovař́ık and Laptev (10). �

Now we address the converse claim, (2), asserting that slow asymptotic
decay leads to infinitely many negative eigenvalues.

The operator −Δ−V can be bounded from above by imposing Dirichlet
boundary conditions on ∂BR. That is, if we let H−

∞,R and H+
∞,R correspond

to the forms (8) with respective domains H1
0 (BR) and H1

0 (BR
c
), then

NE(V ) ≥ NE(H−
∞,R) + NE(H+

∞,R) for any − E ≤ 0.

Under the condition that R < ∞ and ε > 0 can be selected so that

V (x) ≥ (d − 2)2

4|x|2 +
(1 + ε)

4|x|2 (ln |x|)2 for all |x| ≥ R,

the subsequent lemma establishes an infinite-dimensional subspace of L2(BR
c
)

corresponding to the negative spectrum of H+
∞,R, and thus N0(V ) = ∞.

Lemma 4. Let ρ ∈ R and R ≥ 0. Then for any ε > 0 there exists an in-
finite sequence of {uk}k=1 ⊂ H1

0 ((R,∞), rρ dr) which are orthonormal in
L2((R,∞), rρ dr) and satisfy

∫ ∞

R

(
(ρ − 1)2

4r2
+

(1 + ε)
4r2(ln r)2

)
|uk(r)|2rρ dr >

∫ ∞

R

|u′
k(r)|2rρ dr.

Proof. Note that we can carry out the same change of coordinates used in
Lemma 3. Then it is sufficient to show that there is an infinite sequence of
compactly supported and bounded functions vk, with disjoint supports, such
that

∫ ∞

lnR

(1 + ε)|vk(t)|2
4t2

dt >

∫ ∞

lnR

|v′
k(t)|2 dt. (11)
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Moreover, it is only necessary to determine this with R = 1 for one function
supported in (0,∞). To see this, note that if ṽ is such that h[ṽ] < 0, where

h[v] :=
∫ ∞

0

|v′(t)|2 − (1 + ε)|v(t)|2
4t2

dt,

then for any κ > 0, under the unitary operator Uκv(t) := κ−1/2v(κ−1t),

h[Uκṽ] = κ−2h[ṽ] < 0.

Thus we can choose κ large enough so that the support of Uκṽ lies in (ln R,∞)
and satisfies (11). Iterating this scaling argument, we can construct the desired
sequence of disjointly supported functions (see e.g. [14, Theorem XIII.6]).

Now consider the function vL(t) =
√

t
(
1 − |log t|

log L

)

+
with L > 1, which is

supported in [1/L,L]. Then we can calculate that
∫ ∞

0

(1 + ε)|vL(t)|2
4t2

dt =
(1 + ε)

6
ln L,

whereas
∫ ∞

0

|v′
L(t)|2 dt =

1
6

ln L +
2

ln L
.

Thus fixing L to be sufficiently large and taking ṽ(t) = vL(t) concludes the
result. �

Lemma 3 and 4 will be enough to determine when our oscillatory po-
tentials generate finitely or infinitely many negative eigenvalues. However, we
note that there are general forms of Hardy’s inequality which apply directly
to such potentials. The following is generally attributed to Kats and Krein [9].

Lemma 5. Let V ∈ L1
loc(R+), then for any u ∈ C∞

0 (R+)
∫ ∞

0

V (r)|u(r)|2 dr ≤ 4
(

sup
t>0

t−1

∣∣∣∣
∫ ∞

t

V (s) ds

∣∣∣∣

) ∫ ∞

0

|u′(r)|2 dr.

Proof. Take W (t) :=
∫ ∞

t
V (s) ds and λ := supt>0 t−1|W (t)|. Using integration

by parts, (|u|2)′ = 2Re
(
uu′) and Cauchy-Schwarz leads to

∫ ∞

0

V |u|2 dr ≤ 2Re
∫ ∞

0

Wuu′ dr ≤ 2
(∫ ∞

0

W 2|u|2 dr

)1/2 (∫ ∞

0

|u′|2 dr

)1/2

≤ 2
(∫ ∞

0

λ2

r2
|u|2 dr

)1/2 (∫ ∞

0

|u′|2 dr

)1/2

.

Applying the standard version of Hardy’s inequality, (7), produces the
result. �

Although the proof is identical to that in [9], we note that this inequality
typically presupposes V to be positive, except for an analogous formulation
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presented by Hille and Hartman [6,8]. This distinction leads, for instance, to
the following bounds, which state that for any α > 0

∫ ∞

0

rα−2 sin(rα)|u(r)|2 dr ≤ 4
α

∫ ∞

0

|u′(r)|2 dr for all u ∈ C∞
0 (R+).

(12)

These inequalities already indicate the critical nature of the oscillating poten-
tials in Theorem 1. However, comparing its statement with (12), we see that
the constant fails to capture the exact coupling value for which these potentials
generate finitely many negative eigenvalues.

The insight offered by Lemma 5 is that integral conditions, as opposed to
pointwise ones, play a crucial role in grasping the impact of oscillations. This
emerges as a fundamental feature of our subsequent analysis.

3. A Ground-State Representation

In this section, we introduce our main tool for studying Schrödinger operators
with oscillating potentials. Since we wish to deal with potentials of the type

V (x) = |x|β sin |x|α(1 + O(1)) as |x| → ∞, (13)

we begin by showing that the Schrödinger operators −Δ − V are well defined.
Subsequently, we will show that its negative spectrum is discrete, even in the
case where β > 0. We note that this has been shown in [16], but we include
the argument for the sake of completeness. For convenience, we operate under
the assumption that our potentials are locally bounded.

Proposition 6. Suppose that V ∈ L∞
loc(R

d). If

sup
ω∈Sd−1

∣∣∣∣
∫ ∞

r

V (sω) ds

∣∣∣∣ → 0 as r → ∞,

then V is form bounded with respect to −Δ, with relative bound zero.

Proof. Let u ∈ C∞
0 (Rd), then for any R < ∞,

∣∣∣∣
∫

Rd

V |u|2 dx

∣∣∣∣ ≤ ‖V ‖L∞(BR)

∫

BR

|u|2 dx +

∣∣∣∣∣

∫

Bc
R

V |u|2 dx

∣∣∣∣∣ .

To bound the second term, we work in spherical coordinates (r, ω) ∈ R+×S
d−1,

r = |x|, and ω = x/r. Let W (rω) :=
∫ ∞

r
V (sω) ds, then

∣∣∣∣∣

∫

Bc
R

V |u|2 dx

∣∣∣∣∣ =
∣∣∣∣
∫

Sd−1

∫ ∞

R

V (rω)|u(rω)|2rd−1 dr dω

∣∣∣∣

≤
∫

Sd−1

∣∣∣∣
∫ ∞

R

W (rω)∂r(|u(rω)|2)rd−1 dr

∣∣∣∣ dω

+
∫

Sd−1
|W (Rω)||u(Rω)|2Rd−1 dω + εRR−1(d − 1)‖u‖2

L2(Rd),
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where εR := supr>R,ω∈Sd−1 |W (rω)|. Label by (I) and (II) the first and second
terms in the last line.

Using Cauchy-Schwarz and the trivial inequality 2ab ≤ a2 + b2, for a, b ≥
0, we see that

(I) ≤ 2
∫

Sd−1

∣∣∣∣Re
∫ ∞

R

Wu∂rurd−1 dr

∣∣∣∣ dω

≤2
∫

Sd−1

(∫ ∞

R

W (rω)2|u(rω)|2rd−1 dr

)1/2 (∫ ∞

R

|∂ru(rω)|2rd−1 dr

)1/2

dω

≤ εR

∫

Sd−1

∫ ∞

R

(
|∂ru|2 + |u|2

)
rd−1 dr dω.

Then for the second term,

(II) ≤ εR

∫

Sd−1

∣∣∣∣
∫ ∞

R

∂r

(
|u(rω)|2rd−1

)
dr

∣∣∣∣ dω

≤ εR

∫

Sd−1

∣∣∣∣
∫ ∞

R

∂r

(
|u(rω)|2

)
rd−1 dr

∣∣∣∣

+ εRR−1(d − 1)
∫ ∞

R

|u(rω)|2rd−1 dr dω,

which we can bound by using the same approach as for (I).
Putting this together, we find that

∣∣∣∣
∫

Rd

V |u|2 dx

∣∣∣∣ ≤ 2εR

∫

Rd

|∇u|2 dx +

(
2(d − 1)εRR−1

+ 2εR + ‖V ‖L∞(BR)

)∫

Rd

|u|2 dx.

Under the given assumptions of V , we can choose R so that εR is arbitrarily
small. This concludes the result. �

Then it is clear that the operators considered in Theorem 1 are well
defined in the sense of quadratic forms with C∞

0 (Rd) as their form core. This
follows more generally for the potentials (13) with α > 0 and α − β > 1, since
for any ω ∈ S

d−1

∫ ∞

r

V (sω) ds = α−1r1+β−α cos rα(1 + O(1)) as r → ∞.

Proposition 7. Let V ∈ L∞
loc(R

d) satisfy the condition of Proposition 6, then
the essential spectrum of −Δ − V in L2(Rd) coincides with [0,∞).

Proof. By Weyl’s theorem, it suffices to show that for any sequence {uk}k=1

which converges weakly to zero in H1(Rd) that
∫
Rd V |uk|2 dx → 0.

We have shown in the proof of Proposition 6 that for any ε > 0 we can
find R < ∞ such that for all u ∈ H1(Rd)

∣∣∣∣
∫

Rd

V |u|2 dx

∣∣∣∣ ≤ ε

∫

Rd

|∇u|2 dx + ε

∫

Rd

|u|2 dx + ‖V ‖L∞(BR)

∫

BR

|u|2 dx.
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Thus, it follows that

lim sup
k→∞

∣∣∣∣
∫

Rd

V |uk|2 dx

∣∣∣∣ ≤ ε lim sup
k→∞

‖uk‖H1(Rd) ≤ ε sup
k≥1

‖uk‖H1(Rd),

where we have used that χBR
uk → 0 in L2(BR) (see [5, Proposition 2.36]).

Since we can bound the supremum on the right by the Banach-Steinhaus
theorem and choose any ε > 0 the assertion holds. �

Now we are ready to introduce a ground-state representation for the op-
erators we have just defined. The approach we detail was used by Combescure
and Ginibre in [1,2], where they also investigated oscillating potentials. Among
their results is a version of the three-dimensional Birman–Schwinger bound for
N0(V ) in terms of a function W which satisfies ∇ · W = −V . However, they
did not consider more qualitative conditions for the finiteness of N0(V ).

Consider the operator H0 := − d2

dr2 − V in L2(R+) with Dirichlet bound-
ary conditions at zero. Let W be a measurable function satisfying W ′ = −V ,
e.g. W (r) =

∫ ∞
r

V (s) ds. Under the assumption that V ∈ L∞
loc(R

d) and W (r)
decays to zero, H0 is well defined, as demonstrated in Proposition 6.

If we introduce the operator D = d
dr −W with domain H1

0 (R+), then the
operator H̃0 := H0 + W 2 factorises as D∗D = H̃0. To see this, note that for
any u ∈ H1

0 (R+),

(D∗Du, u)L2(R+) = ‖Du‖2
L2(R+) =

∫ ∞

0

|u′ − Wu|2 dr,

which, by the expansion

|u′ − Wu|2 = |u′|2 − u′Wu − Wuu′ + W 2|u|2
= |u′|2 − W (|u|2)′ + W 2|u|2,

leads to the equality in the sense of quadratic forms.
To obtain a ground-state representation, suppose that U is some measur-

able function satisfying U ′ = W , e.g. U(x) =
∫ r

0
W (s) ds. Then eU serves as

an effective ground state for H̃0, leading to

(H̃0e
Uu, eUu)L2(R+, dr) =

∫ ∞

0

|(ueU )′ − (eU )′u|2 dr =
∫ ∞

0

|u′|2e2U dr.

Consider the unitary transformation U : L2(R+, e2U dr) → L2(R+, dr) given
by Uu = eUu. Then we have demonstrated that

U−1H0 U = −e−2U d
dr

e2U d
dr

− W 2 in L2(R+, e2U dr),

where the right side is a Sturm-Liouville operator with Dirichlet conditions at
0.

If, more generally, we consider the operator Hσ,R = − d2

dr2 −V on L2(R,∞)
with Robin boundary conditions, u′(R) − σu(R) = 0, then under the same
unitary transformation it follows that

U−1Hσ,R U = −e−2U d
dr

e2U d
dr

− W 2 in L2((R,∞), e2U dr),
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where the Sturm-Liouville operator has Robin boundary conditions with coef-
ficient σ̃ = e2U(R)(σ − W (R)). Namely it corresponds to the quadratic form

∫ ∞

R

(|u′|2 − W 2|u|2)e2U dr + σ̃|u(R)|2.

Now in application, suppose that U decays to zero at infinity. Then the
operators above become asymptotically equivalent to a Schrödinger operator
with potential W 2. Then, seemingly, we can apply conditions like (1) and (2)
to W 2. The core of the subsequent theorem is to employ and iterate this idea
twice.

Theorem 8. Let V ∈ L∞
loc(R

d) satisfy

V (x) = λ|x|β sin |x|α + o((|x| ln |x|)−2) as |x| → ∞, (14)

where α > 0, α − β > 1, and 2α − β > 2. Then the negative spectrum of
−Δ − V :
(1) Consists of finitely many negative eigenvalues if either of the following

holds:
(a) α − β > 2 for any λ ∈ R,
(b) α − β = 2 and |λ| ≤ α|d − 2|/√

2.
(2) Consists of infinitely many negative eigenvalues, accumulating at zero, if

either of the following holds:
(a) α − β < 2 for any λ ∈ R\{0},
(b) α − β = 2 and |λ| > α|d − 2|/√

2.

Proof. For any ε ∈ (0, 1/4) we can choose R < ∞ sufficiently large such that

|V (x) − λ|x|β sin |x|α| <
ε

3
(|x| ln |x|)−2 for all |x| > R. (15)

We start by showing (1). Using (15), we can bound the operator from
below by replacing V with

χBR
(x)V + χBc

R
(x)

(
λ|x|β sin |x|α +

ε

3
(|x| ln |x|)−2

)
.

Then, following the argument in Sect. 2 we reduce this operator further by
imposing Robin boundary conditions on ∂BR. Let H−

σ,R and H+
σ,R denote the

respective restrictions of this reduced operator on L2(BR) and L2(BR
c
) with

the corresponding forms (8). Then

N0(V ) ≤ N0(H−
σ,R) + N0(H+

σ,R),

where from V ∈ L∞
loc(R

d) it follows that N0(H−
σ,R) < ∞.

Changing to polar coordinates, we can use separation of variables in the
eigenbasis of −ΔSd−1 corresponding to the eigenvalues {Λk}k=1. It follows that
H+

R,σ can be written as the direct sum

⊕

k=1

(
− d2

dr2
+

4Λk + (d − 1)(d − 3)
4r2

− λrβ sin rα − ε

3
(r ln r)−2

)
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where each are considered on L2((R,∞), dr) with Robin boundary coefficient
σ̃ := (1 − d)/2R + R1−dσ. We denote each of these by h

(k)
σ,R and note that

N0

(
H+

σ,R

)
=

∑

k=1

N0

(
h
(k)
σ,R

)
.

Now we reduce each of these operators using the ground-state representa-
tion above. Most importantly, we apply it only with respect to the oscillatory
part of the potential. For α − β > 1, as r → ∞, we have

W (r) =
∫ ∞

r

λsβ sin sα ds =
λ cos rα

αrα−β−1
+ O(r1+β−2α),

and if 2α − β > 2, then

U(r) = −
∫ ∞

r

W (s) ds =
λ sin rα

α2r2α−β−2
+ O(r2+β−3α).

From this asymptotic behaviour, we can enlarge R so that each h
(k)
σ,R is unitarily

equivalent, via Uϕ = eUϕ, to an operator which can be bounded from below
by

h̃
(k)
σ,R := − d2

dr2
+

4Λk + (d − 1)(d − 3)
4r2

− λ2(cos rα)2

α2r2α−2β−2
− 2ε

3
(r ln r)−2.

where the above are considered in L2(R,∞) with Robin boundary coefficient
σ̃ − W (R). Note that we have moved the lower-order parts of W and U onto
the logarithmic term. Thus,

N0(H+
σ,R) ≤

∑

k=1

N0

(
h̃
(k)
σ,R

)
.

At this stage if α − β > 2 then by choosing R and σ suitably large, we
can apply Lemma 3 with ρ = 0 to each of these operators uniformly. In fact,
we only have to check k = 1 where Λ1 = 0. Then each generates no negative
eigenvalues and it follows that N0(V ) < ∞.

For (1), it remains to consider the case where α − β = 2. To do so, we
repeat the argument with respect to the operators h̃

(k)
σ,R. Note that

W̃ (r) :=
∫ ∞

r

λ2 cos(sα)2

α2s2
ds =

λ2

α2

(
1
2r

)
+ O(r−(α+1)),

and

Ũ(r) :=
∫ r

R

W̃ (s) ds =
λ2

2α2
ln(r/R) + O(1).

Thus, after taking R to be sufficiently large and applying the ground-state
representation, we see that each of the operators h̃

(k)
σ,R are unitarily equivalent

to an operator bounded from below by

r−λ2/α2 d
dr

rλ2/α2 d
dr

+
4Λk + (d − 1)(d − 3)

4r2
− λ4

4α4r2
− ε(r ln r)−2,

in L2((R,∞), rλ2/α2
dr) with Robin boundary conditions (σ̃−W (R)−W 2(R)).

Then after choosing σ suitably large we can apply Lemma 3 with ρ = λ2/α2.
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It follows that the operators are uniformly positive if λ2/α2 ≤ (d−2)2/2. This
concludes the statement (1).

To prove (2), we apply similar reasoning. Starting with (15), we can
bound the operator from above by making the potential smaller. Then we use
bracketing and study the part of this operator restricted to BR

c
with Dirichlet

conditions. If we denote this Dirichlet operator by H+
∞,R, then it follows that

N0(V ) ≥ N0(H+
∞,R).

Using separation of variables, this operator can be decomposed into the direct
sum of

⊕

k=1

(
− d2

dr2
+

4Λk + (d − 1)(d − 3)
4r2

− λrβ sin rα +
ε

3
(r ln r)−2

)
,

each with Dirichlet boundary conditions on L2(R,∞).
In the case where α − β = 2, we use the ground-state representation

twice in the same way as before. Then each of the operators can be bound
from above by

r−λ2/α2 d
dr

rλ2/α2 d
dr

+
4Λk + (d − 1)(d − 3)

4r2
− λ4

4α4r2
+ ε(r ln r)−2,

in L2((R,∞), rλ2/α2
dr) with Dirichlet conditions. Then if λ2/α2 > (d− 2)2/2

we can apply Lemma 4 to show that the operator corresponding to k = 1
produces an infinite number of negative eigenvalues, proving statement (b).

Then it remains to prove (2a) where α − β < 2. In this case, we apply
the ground-state representation twice with a modification to W̃ in the second
step. If α − β = 3/2 then we have that

W̃ (r) =
λ2

α2

(
1

|4α − 4β − 6|
)

r−2α+2β+3(1 + o(1))

where we either take
∫ ∞

r
·ds or − ∫ r

R
·ds with the integrand as above. Whereas

if α − β = 3/2 we use the latter form and find that

W̃ (r) =
λ2

2α2
ln(r)(1 + o(1)).

In either case we take Ũ(r) =
∫ r

R
W̃ (s) ds as before.

Consider just the k = 1 component of the Dirichlet operator. Then from
the above it is unitarily equivalent to an operator with quadratic form

∫ ∞

R

(
|u′|2 +

(
(d − 1)(d − 3)

4r2
+ ε(r ln r)−2

)
|u|2 − W̃ (r)2|u|2

)
e2Ũ(r) dr.

The leading term of the potential W̃ (r)2 is strictly positive and asymptotically
homogeneous to a degree strictly larger than −2. Then for any positive u ∈
C∞

0 (R,∞) we can scale it to ensure that the form above is strictly negative
(see [14, Theorem XIII.6]). Similarly to the proof of Lemma 4 this leads to
an infinite-dimensional subspace of L2((R,∞), e2Ũ dr) for which the form is
negative. This concludes the proof of the statement (2a). �



Negative Spectrum of Schrödinger Operators

We finish this section with a couple of remarks.

Remark 9. In the statement of the theorem we can consider potentials that
oscillate like λ|x|β sin μ|x|α. Scaling shows that the statement remains the same
where in the critical case the conditions on |λ| are substituted with those on
|λ/μ|.

Another generalisation can be made with respect to the error o((|x| ln
|x|)−2). We can add to V in (14) any o(·) correction of the form

|x|β sin η|x|α
ln |x| , η > 0,

without changing the result. This follows by encorporating this term in the
ground-state representation.

Remark 10. Regarding the other rapidly oscillating example mentioned in [13,
16], which asymptotically behaves like

V (x) = λe|x| |x|−2 sin
(
e|x|

)
as |x| → ∞,

it is evident from the above that it possesses a finite number of negative eigen-
values for any coupling constant λ. In fact, it is clear that our techniques could
be extended to a broader category of rapidly oscillating potentials.

4. Proof of Theorem 1

In this section, we combine the tools from the previous two sections with the
method used by Hassell and Marshall in [7] to prove Theorem 1. Specifically,
we will employ the Sturm oscillation theorem (see e.g. [18]) which was used
originally in the works [19,20] to establish the critical nature of oscillating
potentials in one dimension.

Proof of Theorem 1. For the case where |λ| ≤ α|d − 1|/√
2, the result is im-

mediate from Theorem 8. We henceforth fix |λ| > α|d − 1|/√
2.

Following the approach in Theorem 8 we can bound −Δ − V from below
by the direct sum of operators H−

σ,R ⊕ H+
σ,R with Robin boundary conditions.

Moreover, for any ε > 0 we can select R < ∞ such that N0(H−
σ,R) < ∞ and

H+
σ,R can be bounded below by the direct sum of

⊕

k=1

(
−r−λ2/α2 d

dr
rλ2/α2 d

dr
+

4Λk + (d − 1)(d − 3)
4r2

− λ4

4α4r2
− ε(r ln r)−2

)
,

each in L2((R,∞), rλ2/α2
dr) with certain Robin boundary conditions. Note

that eventually there is a K ∈ N for which 4Λk + (d − 1)(d − 3) + 1 ≥ 2λ2/α2

for all k > K. Therefore, by Lemma 3 only the first K operators in the direct
sum produce any negative eigenvalues.

For each of these operators, we can use a variational trick and swap
out the Robin boundary conditions for Dirichlet conditions. Imposing this
boundary condition amounts to a rank-one perturbation of the free resolvent,
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and thus by the Birman–Schwinger principle we only change the number of
negative eigenvalues of each operator by at most one; see, for instance, [17,
Chapter 7]. Denoting these operators by h

(k)
R we have that

NE(V ) ≤ N0(H−
σ,R) +

K∑

k=1

NE(h(k)
R ) + K.

To calculate the asymptotic behaviour of each NE(h(k)
R ) as E ↓ 0 we

use the Sturm oscillation theorem. Fixing k, this classical result states that
NE(h(k)

R ) coincides with the number of zeros of any u satisfying

h
(k)
R u(r) = −Eu(r) for r > R.

Introducing variables ρ = λ2/α2 and ηk =
(
2ρ − (d − 2)2 − 4Λk

)
/4 > 0, and

taking v(r) := r(ρ−1)/2u(r) the equation transforms to

−r2v′′(r) − rv′(r) − (
ηk − Er2 + ε(ln r)−2

)
v(r) = 0.

Finally, taking ṽ(t) = v(et) this changes to

−ṽ′′(t) − Q(t)ṽ(t) = 0 for t > ln R,

where Q(t) = ηk−Ee2t+ε/t2. Then, finding NE(h(k)
R ) is equivalent to counting

the number of zeros of ṽ in (ln R,∞).
We determine the zeros of the solution ṽ using the Prüfer variable θ(t),

defined by

tan θ(t) =
√

ηk
ṽ(t)
ṽ′(t)

.

It follows that ṽ(t) = 0 if and only if θ(t)/π ∈ Z, and so we fix θ(ln R) = 0,
given the Dirichlet conditions at t = ln R. Combining the definition of θ with
the equation for ṽ we see that

(sec θ(t))2θ′(t) =
√

ηk − √
ηk

ṽ(t)ṽ′′(t)
(v′(t))2

=
√

ηk +
√

ηkQ(t)
ṽ(t)2

(ṽ′(t))2
,

and thus

θ′(t) = Q(t)/
√

ηk +
√

ηk(1 − Q(t)/ηk) cos(θ(t))2.

Then, whenever ṽ(t) = 0 we have θ′(t) =
√

ηk > 0, and so between any two
consecutive zeros of ṽ the value of θ must increase by π. As a result, for any
a ≤ b with a ≥ ln R and ṽ(a) = 0 it holds that

0 ≤ θ(b) − θ(a)
π

− #{t ∈ (a, b) : ṽ(t) = 0} ≤ 1.

If Q(t) < 0 for all t > t0, then ṽ(t) is no longer oscillatory. To see this, note
that if ṽ has a local minimum or maximum at some τ > t0, then cos(θ(τ)) = 0
and θ′(τ) = Q(τ)/

√
ηk < 0. Therefore, there can only be one additional zero

past t0, since θ cannot move beyond τ . Consequently, to estimate the number
of zeros of ṽ we only need to find t0 and the number of zeros in (lnR, t0).
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Solving Q(t0) = 0 leads to

t0 =
1
2
|ln E| + O(1) as E ↓ 0.

Then the total number of zeros of ṽ is equal to (θ(t0) − θ(ln R))/π + O(1) and

θ(t0) − θ(ln R) =
∫ t0

lnR

θ′(s) ds =
∫ t0

lnR

√
ηk ds + O(1) =

√
ηk

2
|ln E| + O(1).

(16)

where we have used that as E ↓ 0,
∫ t0

lnR

Ee2t ds ≤ Ee2t0

2
� 1,

which in addition with other components of θ′, e.g. that coming from the term
ε/t2, leads to the O(1) remainder in (16).

Then we have shown that

NE(h(k)
R ) =

√
ηk

2π
|ln E| = (2π)−1|ln E|

√
λ2

2α2
− (d − 2)2

4
− Λk + O(1) as E ↓ 0

which leads, by definition of K, to the desired sum

NE(V ) ≤ (2π)−1|ln E|
∑

k=1

√(
λ2

2α2
− (d − 2)2

4
− Λk

)

+

+ O(1) as E ↓ 0.

To find the identical lower bound we can apply exactly the same argument
starting with a direct sum of Dirichlet operators like in the proof of Theorem 6.
Then the only difference in calculating the eigenvalues of each component is the
sign of the error ε(r ln r)−2. Since this does not affect the subsequent analysis,
we arrive precisely at the desired result. �

We finish by proving our statement regarding the negative eigenvalues
which accumulate at zero in the critical case.

Proof of Corollary 2. Let M denote the coefficient of |lnE| in the formula (6).
The negative eigenvalues |λk| → 0 as k → ∞ and, by definition, N|λk|(V ) =
k − 1. Therefore, it follows from the formula (6) that there exist K ≥ 1 and
C < ∞ such that

|(k − 1) + M ln |λk|| ≤ C for all k ≥ K.

Thus it follows that

exp
(

− k

M

)
exp

(
1 − C

M

)
≤ |λk| ≤ exp

(
− k

M

)
exp

(
1 + C

M

)
as k → ∞,

which concludes the result. �
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