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Abstract. We give a simple and self-contained construction of the P (Φ)
Euclidean quantum field theory in the plane and verify the Osterwalder–
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itivity and regularity. In the intermediate steps of the construction, we
study measures on spheres. In order to control the infinite volume limit,
we use the parabolic stochastic quantization equation and the energy
method. To prove the translational and rotational invariance of the limit
measure, we take advantage of the fact that the symmetry groups of the
plane and the sphere have the same dimension.
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1. Introduction

We revisit the construction of the Euclidean two-dimensional P (Φ) quantum
field theory model also known as the P (Φ)2 model. The main new contribu-
tion is a simple construction of the infinite volume measure of this model using
the stochastic quantization technique and the verification of all Osterwalder–
Schrader axioms with the exception of clustering. By the Osterwalder–Schrader
reconstruction theorem [26], this yields the existence of the theory in the
Lorentzian signature that satisfies all the Wightman axioms possibly with the
exception of the uniqueness of the vacuum. Let us point out that the proof
of the invariance of the infinite volume measure under all of the Euclidean
transformations of the plane, which is one of the Osterwalder–Schrader ax-
ioms, is quite non-trivial. In fact, finite-volume measures, which are typically
introduced in the intermediate steps of the construction, are usually invariant
only under a certain subset of the Euclidean transformations. The novelty of
the approach taken in the present work is to study finite-volume P (Φ)2 mea-
sures defined on spheres in the intermediate steps of the construction. Such
measures are invariant under the action of the three-dimensional Lie group
of the rotations of the sphere. (In contrast, measures defined on a torus are
only invariant under the action of the two-dimensional Lie group.) To prove
the Euclidean invariance of the infinite volume measure, we crucially use the
fact that the symmetry groups of the plane and the sphere have the same
dimension.

Fix n ∈ 2N+, n ≥ 4, and a real polynomial

P (τ) =
n∑

m=0

amτm, τ ∈ R, a0, . . . , an−1 ∈ R, an = 1/n.

Let SR be a round two-dimensional sphere of radius R ∈ N+ with the metric
induced from R

3. The Laplace–Beltrami operator on SR is denoted by ΔR, and
the canonical Riemannian volume form on SR is denoted by ρR. For R ∈ N+,
a probability measure μR on D ′(SR) is defined by

μR(dφ) :=
1

ZR
exp

(
−

∫

SR

λ :P (φ(x)) : ρR(dx)
)

νR(dφ), (1.1)

where λ ∈ (0,∞) is the coupling constant, ZR ∈ (0,∞) is the normalization
factor, νR is the Gaussian measure on D ′(SR) with covariance GR := (1 −
ΔR)−1 and : • : denotes the Wick ordering. The measure μR is called the
P (Φ)2 measure on SR. In Sect. 2, we review the construction of this measure
based on the Nelson hypercontractivity argument [24]. By construction, μR is
invariant under rotations of SR. Let jR : R

2 → SR be the parametrization of SR

by the stereographic coordinates. By j∗
R�μR, we denote the measure on S ′(R2)

obtained by the push-forward of μR by the pullback j∗
R : D ′(SR) → S ′(R2).

The main result of the paper is the following theorem.
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Theorem 1.1. The sequence of measures (j∗
R�μR)R∈N+ on S ′(R2) has a weakly

convergent subsequence. Every accumulation point μ of (j∗
R�μR)R∈N+ is invari-

ant under the Euclidean symmetries of the plane and reflection positive. More-
over, there exists a ball B ⊂ S (R2) with respect to some Schwartz semi-norm
centered at the origin such that for all f ∈ B it holds

∫
exp(φ(f)n)μ(dφ) ≤ 2. (1.2)

Remark 1.2. Any accumulation point μ of (j∗
R�μR)R∈N+ is called the P (Φ)2

measure on the plane.

Remark 1.3. The bound (1.2) implies that μ is non-Gaussian as Gaussian mea-
sures do not integrate functions growing so fast. Moreover, the Osterwalder–
Schrader regularity axiom [26] is an immediate consequence of this bound.

Remark 1.4. By the above theorem, μ satisfies all the Osterwalder–Schrader
axioms [26] possibly with the exception of the cluster property (the decay
of correlation functions). It is known that the P (Φ)2 measure on the plane
is unique provided λ ∈ (0,∞) is sufficiently small [16]. In general, uniqueness
does not hold and the model exhibits phase transitions [17, Ch. 16]. The cluster
property is only expected to hold in pure phases. Our construction of the P (Φ)2
measure does not need any smallness assumption on λ. However, it does not
give any information about the uniqueness of the infinite volume limit or the
decay of correlation functions. In what follows we set λ = 1.

Proof. The existence of a weakly convergent subsequence of (j∗
R�μR)R∈N+ fol-

lows from tightness and Prokhorov’s theorem. The proof of tightness is pre-
sented in Sect. 6 and uses parabolic stochastic quantization combined with a
PDE energy estimate. The invariance of μ under the Euclidean symmetries is
established in Sect. 9 and is based on the fact that for all R ∈ N+ the measure
μR is invariant under the group of rotations of SR. The proof that μ is reflec-
tion positive is given in Sect. 8 and is based on the fact that for all R ∈ N+ the
measure μR is reflection positive. The bound (1.2) is proved in Sect. 7 with
the use of the Hairer–Steele argument [21]. �

The P (Φ)2 model has been extensively studied in the literature and is
arguably the simplest example of an interacting QFT. The overview of vari-
ous approaches used to construct this model can be found in the books [18,28]
and the review article [29]. Since the finite-volume P (Φ)2 measure is absolutely
continuous with respect to the free field measure, the construction of the model
in finite volume is quite elementary and was given by Nelson in [11,24]. We
also mention constructions of the P (Φ)2 models on de Sitter spacetime, whose
Euclidean counterpart is a sphere [6,15,22]. The construction of the infinite
volume P (Φ)2 model directly in the Lorentzian signature including the verifi-
cation of the Haag–Kastler axioms was carried out in the early 70’s by Glimm
and Jaffe [17]. The construction was later revisited in the Euclidean setting.
For λ > 0 sufficiently small, a complete construction of the Euclidean P (Φ)2
model and the verification of all of the Osterwalder–Schrader axioms includ-
ing exponential decay of correlations was given in [16] (see also [17,18]) using
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the cluster expansion technique. Let us also mention an alternative technique
based on the correlation equalities that works for all λ positive and polynomi-
als P (τ) = Q(τ)−h τ such that Q is an even polynomial and h ∈ R, which was
originally developed in [20] (see also [18,28]). We stress that the method of
our paper works for all λ positive and all polynomials P bounded from below.
In order to control the infinite volume limit we have to prove certain bounds
for moments of the regularized measures uniform in both the ultraviolet and
infrared cutoffs. To this end, we use the parabolic stochastic quantization and
the energy method. Let us note that a similar approach has already been used,
for example, in [1,2,19] to construct the Φ4

3 model. The analysis of the above-
mentioned references can be trivially adapted to the case of the much simpler
P (Φ)2 model. Let us point out that in [19] the infinite volume measure is
constructed as a limit of a sequence of measures defined on tori of increasing
size. The symmetry group of the torus consists of translations, reflections and
rotations by a multiple of π/2, and it is easy to prove that the infinite volume
measure also has these symmetries. However, it is not clear whether it is invari-
ant under all rotations. In the construction of [2], an infrared cutoff preserving
the rotational invariance was used. The rotational invariance of the infinite
volume limit is then obvious. However, the translational invariance is far from
clear as it is explicitly broken by the infrared cutoff. In [1], infinite volume limit
was not investigated. In the present work, we study P (Φ)2 measures defined
on spheres of increasing radius. In order to show the invariance of the infinite
volume P (Φ)2 measure under all Euclidean transformations, we take advan-
tage of the fact that the symmetry groups of the plane and the sphere have
the same dimension. We remark that using the strategy of this paper it should
also be possible to construct the infinite volume Φ4

3 measure and prove its in-
variance under all Euclidean transformations of R3 by appropriately adapting
the analysis of [2,19].

The plan of the paper is as follows: In Sect. 2, we introduce the P (Φ)2
measure μR,N on the sphere SR with a certain UV cutoff N ∈ N+ in the fre-
quency space and prove the convergence of μR,N as N → ∞ to the measure
μR formally given by Eq. (1.1). We also investigate a certain auxiliary measure
μg

R,N , which coincides with μR,N when g = 0. The auxiliary measure μg
R,N is

used in Sect. 7 to prove the bound (1.2). In Sect. 3, we study the stochastic
quantization equation of the measure μg

R,N . We also introduce a related sto-
chastic PDE obtained with the use of the so-called Da Prato–Debussche trick
that, in contrast to the former SPDE, is well defined in the limit N → ∞. In
Sect. 5, we apply the energy technique to prove a certain a priori bound for the
latter SPDE. The a priori bound is uniform in both the radius of the sphere R
and the UV cutoff N and is the main ingredient in the proof of the existence
of the infinite volume limit of the measures μR, which is presented in Sect. 6.
In order to make sense of the infinite volume limit, we have to first identify
the measure μR on D ′(SR) with a certain measure on S ′(R2). To this end, we
use the stereographic projection of the sphere SR onto the plane R

2 whose def-
inition is recalled in Sect. 4. Section 8 is devoted to the proof of the reflection
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positivity. In Sect. 9, we show that an infinite volume P (Φ)2 measure is invari-
ant under translations and rotations. The proof relies on the invariance of the
finite volume measure μR on D ′(SR) under all rotations of the sphere SR and
some elementary properties of the stereographic projection. More specifically,
we use the observation that if the radius R of the sphere is very big, then the
Euclidean transformations of the plane are well approximated by appropri-
ately chosen rotations of the sphere. In Appendix A, we recall the definitions
and collect useful facts about various function spaces used in the paper. Ap-
pendix B contains some auxiliary results. In Appendix C, we prove uniform
bounds for moments of norms of Wick polynomials of regularized free fields.

2. Ultraviolet Limit

In this section we recall the construction of the P (Φ)2 measure on SR based
on the Nelson hypercontractivity estimate [24]. We first introduce the measures
(μR,N )N∈N+ with the UV regularization and show that the limit limN→∞ μR,N =
μR exists in the sense of weak convergence of measures. For R,N ∈ N+ we
define the bounded operators GR,KR,N : L2(SR) → L2(SR),

GR := (1 − ΔR)−1, KR,N := (1 − ΔR/N2)−1

and a probability measure on D ′(SR)

μR,N (dφ) :=
1

ZR,N
exp

(
−

∫

SR

P (φ(x), cR,N ) ρR(dx)
)

νR,N (dφ),

where νR,N is the Gaussian measure on D ′(SR) with covariance GR,N :=
KR,NGRKR,N ,

cR,N :=
∫

D ′(SR)

φ(x)2 νR,N (dφ) = Tr(KR,NGRKR,N )/4πR2 (2.1)

is the so-called counterterm and

P (τ, c) :=
n∑

m=0

am

�m/2�∑

k=0

(−1)km!
(m − 2k)!k!2k

ckτm−2k, τ, c ∈ R.

Note that by Lemma B.1 there exists C ∈ (0,∞) such that for all N,R ∈ N+

it holds

|cR,N − 1/2π log N | ≤ C. (2.2)

Observe also that P (φ(x), cR,N ) is obtained by Wick ordering P (φ(x)) with
respect to the regularized measure νR,N . Accordingly, the sum over k in the
definition of P (τ, c) amounts for c ≥ 0 to τ �→ cm/2Hm(τ/c1/2), where Hm,
m ∈ N0, are the Hermite polynomials, cf. Appendix C.

Actually, in order to establish the bound (1.2) we will study a more
general class of probability measures

μg
R,N (dφ) :=

1
Zg

R,N

exp (φ(g)n/n) μR,N (dφ), (2.3)
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with g ∈ C∞(SR) such that

‖g‖n
Ln/(n−1)(SR) ≤ 1/2, ‖ΔRg‖n

Ln/(n−1)(SR) ≤ 1/2. (2.4)

The usefulness of the measure μg
R,N comes from Lemma 7.2, which says that in

order to show the bound (1.2) it is sufficient to prove a certain uniform bound
for some finite moment of the measure μg

R,N . In Lemma 2.1, we show that the
measure μg

R,N is well defined. Proposition 2.7 implies in particular that for
every R ∈ N+ the sequence of measures (μg

R,N )N∈N+ converges weakly to a
measure denoted by μg

R. If g = 0, then μg
R coincides with the P (Φ)2 measure

on SR, which is denoted by μR. Moreover, the measures μg
R and μR are related

by a formula analogous to (2.3).

Lemma 2.1. For all R,N ∈ N+ and g ∈ C∞(SR) such that ‖g‖n
Ln/(n−1)(SR) ≤

1/2 the measure μg
R,N is well-defined and both νR,N and μg

R,N are concentrated
on L1

2(SR) ⊂ D ′(SR).

Remark 2.2. We identify implicitly a function φ ∈ L1(SR) with a distribution
ϕ ∈ D ′(SR) defined by ϕ(f) ≡ 〈ϕ, f〉 :=

∫
SR

φ(x)f(x) ρR(dx).

Proof. By Lemma C.6, the measure νR,N is concentrated on L1
2(SR). By the

Sobolev embedding L1
2(SR) ⊂ Ln(SR) stated in Lemma A.9, the bound φ(g)n/n

≤ ‖φ‖n
Ln(SR)/2n and the boundedness from below of the polynomial τ �→

P (τ, cR,N ) − τn/2n the function

Ug
R,N : Ln(SR) 
 φ �→ exp

(
1
n

φ(g)n −
∫

SR

P (φ(x), cR,N ) ρR(dx)
)

∈ (0,∞)

is bounded and continuous. Moreover, ZR,NZg
R,N = ‖Ug

R,N‖L1(D ′(SR),νR,N ) ≥ 1
by the Jensen inequality and Lemma C.1. This proves the claims about the
measure μg

R,N . �

Definition 2.3. We define XR to be the Gaussian random variable valued in
D ′(SR) with mean zero and covariance GR. We set XR,N := KR,NXR,

X :m:
R,N (x) :=

�m/2�∑

k=0

(−1)km!
(m − 2k)!k!2k

(cR,N )kXm−2k
R,N (x),

X :m:
R,N (h) :=

∫

SR

X :m:
R,N (x)h(x) ρR(dx),

YR,N :=
n∑

m=0

amX :m:
R,N (1SR

),

Y g
R,N := YR,N − XR,N (g)n/n,

where h ∈ L∞(SR) and 1B denotes the characteristic function of the set B ⊂
SR.
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Remark 2.4. By Lemma C.6, it holds XR,N ∈ L1
2(SR) ⊂ Ln(SR) almost surely.

In particular, Y g
R,N is well-defined. Moreover, for positive measurable F we

have
∫

F (φ)μg
R,N (dφ) =

EF (XR,N ) exp(−Y g
R,N )

E exp(−Y g
R,N )

.

Lemma 2.5. Let X be a real-valued random variable such that X ≥ 0. Suppose
that the function F : [0,∞) → [0,∞) is continuously differentiable and such
that F (0) = 0 and F ′ ≥ 0. Then it holds

EF (X) =
∫ ∞

0

P(X > t)F ′(t) dt.

Lemma 2.6. There exists A ∈ (0,∞) depending only on the coefficients of
the polynomial τ �→ P (τ) such that for all τ ∈ R and c ∈ (1,∞) it holds
P (τ, c) ≥ τn/2n − Acn/2.

Proof. By the Young inequality for all m ∈ {0, 1, . . . , n−1}, k ∈ {0, 1, . . . , �m
2 �},

a ∈ R and δ ∈ (0, 1) there exists C ∈ (0,∞) such that for all c ∈ (1,∞) and
τ ∈ R it holds

a τm−2kck ≥ −δ τn − C c
n
2 .

To conclude, we apply the above bound to all terms of the polynomial P (τ, c)
but the term τn/n and choose δ ∈ (0, 1) sufficiently small. �
Proposition 2.7. Let R ∈ N+ and g ∈ C∞(SR) satisfy the bounds (2.4). There
exist random variables XR ∈ D ′(SR), see Definition 2.3, and Y g

R := YR −
XR(g)n/n ∈ R such that E exp(−Y g

R) < ∞ and for all bounded and continuous
F : D ′(SR) → R and p ∈ (0,∞) it holds

lim
N→∞

EF (XR,N ) exp(−p Y g
R,N ) = EF (XR) exp(−p Y g

R).

Proof. By Vitali’s theorem it suffices to establish that (F (XR,N )
exp(−p Y g

R,N ))N∈N+ converges in probability to F (XR) exp(−p Y g
R) and is uni-

formly integrable. The convergence in probability follows from Lemmas C.7
and C.8. To show uniform integrability, it is enough to demonstrate that
(E exp(−p Y g

R,N ))N∈N+ is bounded for all p ∈ (0,∞). By Lemma 2.5, we have

E exp(−p Y g
R,N ) ≤ 1 + E(exp(−p (Y g

R,N ∧ 0)) − 1)

= 1 +
∫ ∞

0

P(−p (Y g
R,N ∧ 0) > t) exp(t) dt

= 1 +
∫ ∞

0

P(−p Y g
R,N > t) exp(t) dt.

(2.5)

By Lemma 2.6 for every R ∈ N+, there exists A ∈ (0,∞) such that for all M ∈
N+ it holds Y g

R,M ≥ −Ac
n/2
R,M . Consequently, by adding the latter inequality

to −Y g
R,N > 2Ac

n/2
R,M , for every R ∈ N+ there exist c, C ∈ (0,∞) such that for

all N,M ∈ N+ it holds

P(−Y g
R,N > 2A c

n/2
R,M ) ≤ P(|Y g

R,N − Y g
R,M | > A c

n/2
R,M )

≤ exp(−c cR,M A2/n M1/n2
)E exp(c M1/n2 |Y g

R,N − Y g
R,M |2/n) ≤ C exp(−M1/n2

),
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where the last bound follows from Lemmas C.7 and C.8, the Nelson hyper-
contractivity estimate stated in Lemma C.2 and the estimate (2.2) for the
counterterm cR,M . As a result, by the bound (2.2) for every R ∈ N+ and
p ∈ (0,∞) there exist c, C ∈ (0,∞) such that for all N ∈ N+ and t ∈ [0,∞) it
holds

P(−p Y g
R,N > t) ≤ C exp(− exp(c t2/n)).

The above bound together with Eq. (2.5) imply that (F (XR,N )exp(−p Y g
R,N ))N∈N+

is uniformly integrable. This finishes the proof. �

3. Stochastic Quantization

In order to show the existence of the infinite volume limit of the P (Φ)2 model
and prove the bound (1.2), we have to establish appropriate bounds for mo-
ments of the regularized measure μg

R,N uniform in R,N ∈ N+. To this end, we
shall use the so-called parabolic stochastic quantization technique. We study
a certain stochastic process evolving in fictitious time whose stationary dis-
tribution coincides with the Euclidean QFT measure. The process satisfies
a nonlinear stochastic PDE that is called the stochastic quantization equa-
tion. More specifically, to prove desired uniform bounds we apply the energy
method, which relies on testing the equation by the solution itself and estimat-
ing the terms that are not positive. Because of the UV problem, the stochastic
quantization equation of the measure μg

R,N , that is Eq. (3.2), becomes singu-
lar in the limit N → ∞. For this reason, we cannot apply the energy method
directly to Eq. (3.2). We use the so-called Da Prato–Debussche trick that is
based on the observation that the most singular part of the solution Φg

R,N

of Eq. (3.2) coincides with the solution ZR,N of the stochastic quantization
equation of the Gaussian measure νR,N , that is Eq. (3.1). It turns out that
Eq. (3.5), which is satisfied by the process Ψg

R,N := Φg
R,N − ZR,N , is not sin-

gular in the limit N → ∞. The application of the energy method to Eq. (3.5)
is the subject of Sect. 5.

Definition 3.1. For R ∈ [1,∞), we define (WR(t, •))t∈[0,∞) to be the cylindrical
Wiener process on L2(SR), see [10, p. 53].

Definition 3.2. For R,N ∈ [1,∞), we set QR,N := (1 − ΔR)(1 − ΔR/N2)2.

We study the following stochastic ODEs, which coincide with the sto-
chastic quantization equations of the measures νR,N and μg

R,N , respectively:

dZR,N (t, •) =
√

2 dWR(t, •) − QR,NZR,N (t, •) dt, (3.1)

dΦg
R,N (t, •) =

√
2 dWR(t, •) − QR,NΦg

R,N (t, •) dt

−P ′(Φg
R,N (t, •), cR,N ) dt + (Φg

R,N (t, g))n−1g dt, (3.2)

where P ′(τ, c) := ∂τP (τ, c). The unique mild solution ZR,N ∈ C([0,∞), L1
2(SR))

of Eq. (3.1) with the initial condition

ZR,N (0, •) = zR,N ∈ L1
2(SR)
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is given by

ZR,N (t, •) = e−tQR,N zR,N +
∫ t

0

e−(t−s)QR,N
√

2 dWR(s, •) (3.3)

for t ∈ [0,∞), see, e.g., [10, Sec. 5.2]. By definition the mild solution of Eq. (3.2)
with the initial condition

Φg
R,N (0, •) = φg

R,N ∈ L1
2(SR)

is the stochastic process Φg
R,N ∈ C([0,∞), L1

2(SR)) such that for all t ∈ [0,∞)
it holds

Φg
R,N (t, •) = e−tQR,N φg

R,N +
∫ t

0

e−(t−s)QR,N
(√

2 dWR(s, •)

−P ′(Φg
R,N (s, •), cR,N )ds + (Φg

R,N (s, g))n−1g ds
)
. (3.4)

The mild solution Φg
R,N exists and is unique, cf. [10, Sect. 5.5].

Definition 3.3. The stochastic processes ZR,N , Φg
R,N ∈ C([0,∞),

L1
2(SR)) are the unique solutions of Eq. (3.3) and Eq. (3.4), respectively, with

random initial data zR,N and φg
R,N , respectively, such that zR,N and φg

R,N are
independent of (WR(t, •))t∈[0,∞) and Law(zR,N , φg

R,N ) = νR,N ×μg
R,N . We also

define the process

Ψg
R,N := Φg

R,N − ZR,N ∈ C([0,∞), L1
2(SR)).

Remark 3.4. The processes ZR,N , Φg
R,N , Ψg

R,N ∈ C([0,∞), L1
2(SR)) are well-

defined because the measures νR,N and μg
R,N are concentrated on L1

2(SR).

The following lemma expresses the fact that the measures νR,N and μg
R,N

are invariant for Eq. (3.3) and Eq. (3.4), respectively.

Lemma 3.5. For all t ∈ [0,∞), it holds

Law(ZR,N (t, •)) = νR,N , Law(Φg
R,N (t, •)) = μg

R,N .

Proof. See [10, Sec. 8.6]. �

Lemma 3.6. It holds

Ψg
R,N ∈ C([0,∞), L1

2(SR)) ∩ C((0,∞), L3
2(SR)) ∩ C1((0,∞), L−3

2 (SR))

and the following equality
∂tΨ

g
R,N = −QR,NΨg

R,N − P ′(Ψg
R,N + ZR,N , cR,N ) + ((Ψg

R,N + ZR,N )(t, g))n−1g

(3.5)

is satisfied in C((0,∞), L−3
2 (SR)).

Proof. We first note that

Ψg
R,N (t, •) = e−tQR,N (φg

R,N − zR,N )

−
∫ t

0

e−(t−s)QR,N
(
P ′(Φg

R,N (s, •), cR,N ) − (Φg
R,N (s, g))n−1g(•)

)
ds.
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It holds φg
R,N −zR,N ∈ L1

2(SR) and P ′(Φg
R,N , cR,N ) ∈ C([0,∞), L2(SR)) almost

surely by Lemma A.9. The statement follows from the regularizing properties
of the semigroup (e−tQR,N )t∈[0,∞). �
Definition 3.7. For l ∈ {0, . . . , n − 2} and m ∈ {l, . . . , n − 1}, we define

am,l := −am+1 (m + 1)!/(m − l)!l!,

where (am)m∈{1,...,n} are the coefficients of the polynomial P (τ).

Definition 3.8. By definition Z :0:
R,N := 1 and for m ∈ {1, . . . , n − 1}

Z :m:
R,N :=

�m/2�∑

k=0

(−1)km!
(m − 2k)!k!2k

(cR,N )kZm−2k
R,N .

Note that it holds

P ′(Ψg
R,N + ZR,N , cR,N ) = (Ψg

R,N )n−1 −
n−2∑

l=0

n−1∑

m=l

am,l Z
:m−l:
R,N (Ψg

R,N )l,

where P ′(τ, c) := ∂τP (τ, c). Consequently, Eq. (3.5) can be rewritten in the
form

(∂t + QR,N )Ψg
R,N + (Ψg

R,N )n−1

=
n−2∑

l=0

n−1∑

m=l

am,l Z
:m−l:
R,N (Ψg

R,N )l + ((Ψg
R,N + ZR,N )(• , g))n−1g. (3.6)

4. Stereographic Projection

Definition 4.1. For R ∈ [1,∞), we define

SR := {x = (x1, x2, x3) ∈ R
3 | x2

1 + x2
2 + x2

3 = R2}.

For R ∈ [1,∞) and x, y ∈ SR we denote by dR(x, y) the length of the shortest
curve in SR ⊂ R

3 connecting x and y. For R ∈ [1,∞) we denote by ρR the
rotationally invariant measure on SR normalized such that ρR(SR) = 4πR2.
For R ∈ [1,∞) we denote by ΔR the Laplace–Beltrami operator on SR. We
denote by Δ the Laplace operator on R

2.

Definition 4.2. For R ∈ [1,∞), the map jR : R2 → SR \ {(0, 0, R)} ⊂ R
3 is

defined by (cf. Fig 1)

jR(x1, x2) := x ≡ (x1, x2, x3) =
R (4Rx1, 4Rx2, x

2
1 + x2

2 − 4R2)
4R2 + x2

1 + x2
2

.

We call (x1, x2) = x ∈ R
2 the stereographic coordinates of x ∈ SR \{(0, 0, R)}.

We denote by j∗
R the pullback by jR and set wR(x) := 16R4/(4R2 +x2

1 +x2
2)

2.

Remark 4.3. If f ∈ C(SR), then j∗
Rf = f ◦ jR ∈ C(R2). Note that for f ∈

C∞
c (R2) the function f ◦j−1

R ∈ Cc(SR\{(0, 0, R)}) has unique smooth extension
to SR. If φ ∈ D ′(SR), then j∗

Rφ ∈ S ′(R2) is defined by 〈j∗
Rφ, f〉 := 〈φ, (w−1

R f)◦
j−1
R 〉 for all f ∈ C∞

c (R2).
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Figure 1. Stereographic projection

Remark 4.4. In what follows, the function wR will play a prominent role. Note
that the measure ρR and the Laplace–Beltrami operator ΔR on SR written in
the stereographic coordinates take the following forms wR(x) dx and w−1

R (x)Δ.
More precisely, the following identities

∫

SR

f(x) ρR(dx) =
∫

R2
j∗
Rf(x)wR(x) dx, j∗

RΔR = w−1
R Δj∗

R

are true.

5. A Priori Bound

Note that Eq. (3.6) takes the following form in the stereographic coordinates

(∂t + (1 − w−1
R (x)Δ)(1 − w−1

R (x)Δ/N2)2)j∗
RΨg

R,N (t, x) + (j∗
RΨg

R,N (t, x))n−1

=
n−2∑

l=0

n−1∑

m=l

am,l j
∗
RZ :m−l:

R,N (t, x) (j∗
RΨg

R,N (t, x))l

+(j∗
R(Ψg

R,N + ZR,N )(t, wRj∗
Rg))n−1j∗

Rg(x). (5.1)

In this section, we prove an a priori bound by multiplying both sides of the
above equation by vLj∗

RΨg
R,N , where vL is a suitable weight, and integrating

over R
2. The bound is stated in the proposition below and is used in the next

section to prove the existence of the infinite volume limit.

Definition 5.1. Let vL := 1
4πL2 w8

L, where L ∈ [1,∞) is fixed as in Lemma 5.4.

Remark 5.2. The precise choice of the weight vL is not of much importance.
It is convenient to use a weight that decays polynomially and express it in
terms of the function wR introduced in Definition 4.2. The prefactor 1

4πL2

guarantees that the L1(R2) norm of the weight is bounded by 1 and the decay
rate is chosen so that the estimate stated in Remark 5.5 is true.
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Proposition 5.3. There exist κ ∈ (0,∞), C ∈ (0,∞), p ∈ [1,∞) and a ball
B ⊂ S (R2) with respect to some Schwartz semi-norm centered at the origin
such that for all t ∈ (0,∞) and R,N ∈ N+, R ≥ L, as well as all g ∈ C∞(SR),
wRj∗

Rg ∈ B, it holds

8 ∂t‖j∗
RΨg

R,N (t, •)‖2
L2(R2,v

1/2
L )

+ ‖j∗
RΨg

R,N (t, •)‖n

Ln(R2,v
1/n
L )

≤ C

n−1∑

k=0

‖j∗
RZ :k:

R,N (t, •)‖p

L−κ
p (R2,v

1/p
L )

.

Proof. After multiplying both sides of Eq. (5.1) by vLj∗
RΨg

R,N , integrating over
space and applying Lemma 5.4 and Remark 5.5, we obtain

1/2 ∂t‖j∗
RΨg

R,N (t, •)‖2
L2(R2,v

1/2
L )

+ 1/2 ‖ �∇j∗
RΨg

R,N (t, •)‖2
L2(R2,v

1/2
L )

+1/8 ‖j∗
RΨg

R,N (t, •)‖n

Ln(R2,v
1/n
L )

≤ R
(1)
R,N (t) + R

(2)
R,N (t),

where

R
(1)
R,N (t) =

n−2∑

l=0

n−1∑

m=l

∫

R2
am,l vL(x) j∗

RZ :m−l:
R,N (t, x) (j∗

RΨg
R,N (t, x))l+1 dx,

R
(2)
R,N (t) = (j∗

R(Ψg
R,N + ZR,N )(t, wRj∗

Rg))n−1 (j∗
RΨg

R,N )(t, vLj∗
Rg).

By Lemma A.8 for every δ1 ∈ (0, 1), there exists C1 ∈ (0,∞) such that

|R(1)
R,N (t)| ≤ C1

n−1∑

k=0

‖j∗
RZ :k:

R,N (t, •)‖p

L−κ
p (R2,v

1/p
L )

+δ1 ‖∇j∗
RΨg

R,N (t, •)‖2
L2(R2,v

1/2
L )

+ δ1 ‖j∗
RΨg

R,N (t, •)‖n

Ln(R2,v
1/n
L )

,

where k = 0 term of the sum above is a constant. Furthermore, by Hölder’s
inequality and elementary estimates there exists C2 ∈ (0,∞) such that for all
δ2 ∈ (0, 1) it holds

|R(2)
R,N (t)| ≤ C2 δn

2 ‖j∗
RΨg

R,N (t, •)‖n

Ln(R2,v
1/n
L )

+ C2 δn
2 ‖j∗

RZR,N‖n

L−κ
n (R2,v

1/n
L )

provided

‖v
(n−1)/n
L j∗

Rg‖Ln/(n−1)(R2) ∨ ‖v−1/n
L wRj∗

Rg‖Ln/(n−1)(R2)

∨‖v−1/n
L wRj∗

Rg‖Lκ
n/(n−1)(R

2) ≤ δ2.

We choose δ1, δ2 such that δ1 ≤ 1/2 and δ1 + C2 δn
2 ≤ 1/16. This finishes the

proof. �
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Lemma 5.4. There exists L ∈ [1,∞) such that for all R ∈ [L,∞) it holds

(A) 〈Ψ, vL(−w−1
R Δ)Ψ〉L2(R2)≥1/2‖ �∇Ψ‖2

L2(R2,w
−1/2
R v

1/2
L )

−1/8‖Ψ‖2

L2(R2,w
−1/2
R v

1/2
L )

,

(B) 〈Ψ, vL(−w−1
R Δ)2Ψ〉L2(R2) ≥1/2 ‖ΔΨ‖2

L2(R2,w−1
R v

1/2
L )

−1/8 ‖Ψ‖2

L2(R2,w−1
R v

1/2
L )

,

(C) 〈Ψ, vL(−w−1
R Δ)3Ψ〉L2(R2)≥1/2 ‖ �∇ΔΨ‖2

L2(R2,w
−3/2
R v

1/2
L )

−1/8‖Ψ‖2
L2(R2,w

−3/2
R v

1/2
L )

.

Proof. There exists C ∈ (0,∞) such that for all L ∈ [1,∞), R ∈ [L,∞) it
holds

| �∇w
−1/2
R | ≤ C w

−1/2
R /L, | �∇v

1/2
L | ≤ C v

1/2
L /L.

This gives readily (A) by integrating by parts in ‖ �∇Ψ‖2
L2(R2,w

−1/2
R v

1/2
L )

and

applying the Leibniz rule and the Young inequality. Estimates (B) and (C) are
obtained analogously, with the help of the following auxiliary inequalities

‖ �∇Ψ‖2
L2(R2,w−1

R v
1/2
L )

≤ 2‖ΔΨ‖2
L2(R2,w−1

R v
1/2
L )

+ 2‖Ψ‖2
L2(R2,w−1

R v
1/2
L )

,

‖ �∇Ψ‖2
L2(R2,w

−3/2
R v

1/2
L )

+ ‖ΔΨ‖2
L2(R2,w

−3/2
R v

1/2
L )

≤ 4‖ �∇ΔΨ‖2
L2(R2,w

−3/2
R v

1/2
L )

+ 4‖Ψ‖2
L2(R2,w

−3/2
R v

1/2
L )

valid for sufficiently big L ∈ [1,∞) and all R ∈ [L,∞). The latter inequalities
are proven by the same token as (A). �

Remark 5.5. For all L ∈ [1,∞), R ∈ [L,∞) and p ∈ {1, 2, 3}, it holds

‖Ψ‖
L2(R2,w

−p/2
R v

1/2
L )

≤ ‖w−p/2
R v

(n−2)/2n
L ‖L2n/(n−2)(R2)

‖Ψ‖
Ln(R2,v

1/n
L )

≤ ‖Ψ‖
Ln(R2,v

1/n
L )

.

6. Tightness

Proposition 6.1. Let κ ∈ (0,∞). There exists a ball B ⊂ S (R2) with respect
to some Schwartz semi-norm centered at the origin and a constant C ∈ (0,∞)
such that for all R ∈ N+, R ≥ L, N ∈ N+ and all g ∈ C∞(SR), wRj∗

Rg ∈ B,
it holds

∫
‖j∗

Rφ‖n

L−κ
n (R2,v

1/n
L )

μg
R,N (dφ) ≤ C.

Remark 6.2. By Proposition 2.7 with F = 1 and Lemma C.10, we obtain
∫

‖j∗
Rφ‖n

L−κ
n (R2,v

1/n
L )

μg
R(dφ) = lim

N→∞

∫
‖j∗

Rφ‖n

L−κ
n (R2,v

1/n
L )

μg
R,N (dφ) ≤ C.

By Theorem A.5 (C), the embedding L−κ
n (R2, v

1/n
L ) → L−2κ

n (R2, v
2/n
L ) is com-

pact. As a result, by Lemma B.4 the sequence of measures (j∗
R�μR)R∈N+ on

L−2κ
n (R2, v

2/n
L ) is tight and by Prokhorov’s theorem it has a weakly convergent

subsequence.
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Proof. Recall from Lemma 3.5 that Law(Φg
R,N (t, •)) = μR,N for all t ∈ [0,∞).

Hence,
∫

‖j∗
Rφ‖n

L−κ
n (R2,v

1/n
L )

μg
R,N (dφ) = E‖j∗

RΦg
R,N (t, •)‖n

L−κ
n (R2,v

1/n
L )

.

Since Law(XR,N ) = Law(ZR,N (t, •)) for all t ∈ [0,∞) by Lemma C.10 and
Proposition 5.3 we have

8 ∂tE‖j∗
RΨg

R,N (t, •)‖2
L2(R2,v

1/2
L )

+ E‖j∗
RΨg

R,N (t, •)‖n

Ln(R2,v
1/n
L )

≤ C1

for some constant C1 ∈ (0,∞) independent of g, R,N and t. The above in-
equality implies that for all T ∈ (0,∞) it holds

1
T

∫ T

0

E‖j∗
RΨg

R,N (t, •)‖n

Ln(R2,v
1/n
L )

dt

≤ C1 − 8
T
E‖j∗

RΨg
R,N (T, •)‖2

L2(R2,v
1/2
L )

+
8
T
E‖j∗

RΨg
R,N (0, •)‖2

L2(R2,v
1/2
L )

≤ C1 +
CR,N

T
,

where

CR,N := 8E‖j∗
RΨg

R,N (0, •)‖2
L2(R2,v

1/2
L )

≤ 8E‖Ψg
R,N (0, •)‖2L2(SR) < ∞

for every R,N ∈ N+ and R ≥ L. Using the fact that j∗
RΦg

R,N and j∗
RZR,N are

stationary in time one deduces that

E‖j∗
RΦg

R,N (0, •)‖n

L−κ
n (R2,v

1/n
L )

=
1
T

∫ T

0

E‖j∗
RΦg

R,N (t, •)‖n

L−κ
n (R2,v

1/n
L )

dt

≤ cE‖j∗
RZR,N (0, •)‖n

L−κ
n (R2,v

1/n
L )

+
c

T

∫ T

0

E‖j∗
RΨg

R,N (t, •)‖n

L−κ
n (R2,v

1/n
L )

dt,

where c = 2n−1. By Lemma C.10, there exists C2 ∈ (0,∞) such that for all
R,N ∈ N+ it holds

E‖j∗
RZR,N (0, •)‖n

L−κ
n (R2,v

1/n
L )

≤ C2.

Combining the bounds proved above, we obtain

E‖j∗
RΦg

R,N (0, •)‖n

L−κ
n (R2,v

1/n
L )

≤ cC1 + cC2 +
cCR,N

T

for all T ∈ (0,∞). Choosing T = CR,N concludes the proof. �

7. Integrability

Proposition 7.1. There exists a ball B ⊂ S (R2) with respect to some Schwartz
semi-norm centered at the origin such that for all f ∈ B the bound (1.2) holds
true.
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Proof. It follows from properties of the stereographic coordinates that for all
f ∈ S (R2) and R ∈ N+ there exists gR ∈ C∞(SR) such that wRj∗

RgR = f . Let
B be contained in the ball from the statement of Proposition 6.1 and suppose
that f ∈ B. Note that for arbitrary φ ∈ D ′(SR) it holds

φ(gR) = (j∗
Rφ)(wRj∗

RgR) = (j∗
Rφ)(f). (7.1)

Then by Lemma 7.2 it holds
∫

exp (φ(gR)n/n) μR,N (dφ) ≤ exp
(

1
n

∫
φ(gR)n μgR

R,N (dφ)
)

.

Note that the expression on the LHS is integrable by Lemma 2.1. The iden-
tity (7.1), Hölder’s inequality and Proposition 6.1 yield

∫
φ(gR)n μgR

R,N (dφ) ≤ Ĉ ‖v
−1/n
L wRj∗

RgR‖n
Lκ

n/(n−1)(R
2)

∫
‖j∗

Rφ‖n

L−κ
n (R2,v

1/n
L )

μgR

R (dφ)

≤ C ‖v
−1/n
L wRj∗

RgR‖n
Lκ

n/(n−1)(R
2)

for some constants Ĉ, C ∈ (0,∞) independent of R,N and gR. Choosing the
ball B so that ‖v

−1/n
L f‖n

Lκ
n/(n−1)(R

2) ≤ n/2C for all f ∈ B by the above in-
equalities and Proposition 2.7 we obtain

∫
exp ((j∗

Rφ)(f)n/n) μR(dφ) = lim
N→∞

∫
exp (φ(gR)n/n) μR,N (dφ) ≤ 2.

This concludes the proof. �

Lemma 7.2 [5, Lemma A.7]. Let (Ω,F , μ) be a probability space, F : Ω → R

be a measurable function such that exp(F ) ∈ L1(Ω, μ) and

μF (dφ) :=
exp(F (φ))μ(dφ)∫
exp(F (φ))μ(dφ)

.

It holds ∫
exp(F (φ))μ(dφ) ≤ exp

(∫
F (φ)μF (dφ)

)
.

8. Reflection Positivity

In this section, in Proposition 8.5, we establish the reflection positivity of every
accumulation point of the sequence (j∗

R�μR)R∈N+ of measures on S ′(R2). To
this end, we leverage the fact that the finite volume measure μR on D ′(SR) is
reflection positive.

Definition 8.1. For all R,N ∈ [1,∞) we set

S
±
R,N := {(x1, x2, x3) ∈ SR | ± x1 > 1/N}, SR,N := S

+
R,N ∪ S

−
R,N

S
±
R := ∪N∈[1,∞)S

±
R,N .
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Definition 8.2. Let R ∈ [1,∞). A functional F : D ′(SR) → C is called cylin-
drical iff there exists k ∈ N+, G ∈ C∞

b (Rk) and fl ∈ C∞
c (SR) := C∞(SR),

l ∈ {1, . . . , k}, such that

F (φ) = G(φ(f1), . . . , φ(fk)). (8.1)

The algebra of cylindrical functions is denoted by FR. The subalgebras of FR

consisting of functionals of the form (8.1) with supp fl ⊂ S
±
R, l ∈ {1, . . . , k},

or such that supp fl ⊂ S
±
R,N , l ∈ {1, . . . , k}, are denoted by F±

R and F±
R,N ,

respectively. The definitions of F and F± are analogous to the definitions of
FR and F±

R with SR and S
±
R replaced by R

2 and the half-plane {(x1, x2) ∈
R

2| ± x1 > 0}, respectively.

Definition 8.3. Let R ∈ [1,∞). For f ∈ C∞(SR), we define ΘRf ∈ C∞(SR)
by the formula (ΘRf)(x1, x2, x3) := f(−x1, x2, x3). For φ ∈ D ′(SR), we define
ΘRφ ∈ D ′(SR) by the formula 〈ΘRφ, f〉 := 〈φ,ΘRf〉 for all f ∈ C∞(SR).
For f ∈ C∞(R2), we define Θf ∈ C∞(R2) by the formula (Θf)(x1, x2) :=
f(−x1, x2). For φ ∈ S ′(R2), we define Θφ ∈ S ′(R2) by the formula 〈Θφ, f〉 :=
〈φ,Θf〉 for all f ∈ S (R2).

Remark 8.4. Note that j∗
RΘRφ = Θj∗

Rφ for all φ ∈ D ′(SR).

Proposition 8.5. Let μ be a weak limit of a subsequence of the sequence of mea-
sures (j∗

R�μR)R∈N+ on S ′(R2). For all F ∈ F+ it holds
∫

F (Θφ)F (φ)μ(dφ) ≥
0.

Proof. It is enough to prove that
∫

F (Θφ)F (φ) (j∗
R�μR)(dφ) =

∫
F (Θj∗

Rφ)F (j∗
Rφ)μR(dφ)

=
∫

F (j∗
RΘRφ)F (j∗

Rφ)μR(dφ) ≥ 0

for all R ∈ N+ and F ∈ F+. By Definition 8.2 and Remark 4.3 for every
F ∈ F+ it holds F ◦ j∗

R ∈ F+
R . Hence, the last bound above follows from the

reflection positivity of the measure μR. �

For completeness, we prove below the reflection positivity of the mea-
sure μR on D ′(SR), which is stated in Lemma 8.12 (D). Note that the UV
cutoff in the definition of the measures μR,N , introduced in Sect. 2, breaks
the reflection positivity, cf. [3]. For this reason, in this section we work with
a different UV cutoff. We introduce a free field X̂R,N with a UV cutoff that
preserves the reflection positivity, see Lemma 8.12 (B), and show that the
measure μR can be approximated, see Lemma 8.11 and Eq. (8.2), by measures
with a UV cutoff that are reflection positive, see Lemma 8.12 (C).

Definition 8.6. Fix h ∈ C∞(R) such that supph ⊂ (−1, 1), h = 1 on [−1/2, 1/2]
and 2π

∫ ∞
0

h(θ) θ dθ = 1. For R,N ∈ N+ the operator K̂R,N : L2(SR) →
L2(SR) is defined by its integral kernel

K̂R,N (x, y) := N2h(N dR(x, y)).
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Remark 8.7. Note that formally for R = ∞ we have SR = R
2 and dR(x, y) =

|x − y| as well as
∫
R2 K̂∞,N (x, y) dy = 2π

∫ ∞
0

h(θ) θ dθ = 1.

Definition 8.8. Let ĉR,N := Tr(K̂R,NGRK̂R,N )/4πR2. By definition X̂R,N :=
K̂R,NXR,

X̂ :m:
R,N :=

�m/2�∑

k=0

(−1)km!
(m − 2k)!k!2k

(ĉR,N )kX̂m−2k
R,N ,

X̂ :m:
R,N (h) :=

∫

SR

X̂ :m:
R,N (x)h(x) ρR(dx),

ŶR,N :=
n∑

m=0

amX̂ :m:
R,N (1SR

),

Ỹ ±
R,N :=

n∑

m=0

amX̂ :m:
R,N (1

S
±
R,N

),

ỸR,N := Ỹ +
R,N + Ỹ −

R,N ,

where h ∈ L∞(SR) and 1B denotes the characteristic function of the set B.

Remark 8.9. Note that X̂R,N introduced above and XR,N introduced in Def-
inition 2.3 are free fields on SR with different UV cutoffs. We use the same
symbol N ∈ N+ to denote both cutoffs.

Remark 8.10. By Lemma C.6, it holds X̂R,N ∈ L1
2(SR) ⊂ Ln(SR) almost

surely. In particular, ŶR,N , ỸR,N are well-defined. Moreover, there exists C ∈
(0,∞) such that for all N,R ∈ N+ it holds |ĉR,N − 1/2π log N | ≤ C by the
bound (2.2) and Remark C.5.

Lemma 8.11. For all R ∈ N+ and all bounded and continuous F : D ′(SR) →
R, it holds

lim
N→∞

EF (X̂R,N ) exp(−ỸR,N ) = lim
N→∞

EF (XR,N ) exp(−YR,N ).

Proof. The proof follows the strategy of the proof of Proposition 2.7. By Lem-
mas C.7 and C.8, the sequences (F (X̂R,N ) exp(−ỸR,N ))N∈N+ and (F (XR,N )
exp(−YR,N ))N∈N+ converge in probability to F (XR) exp(−YR). To conclude,
we show that the above-mentioned sequences are uniformly integrable by re-
peating verbatim the argument from the proof of Proposition 2.7. �

Lemma 8.12. The following statements hold true for all R,N ∈ N+:

(A) If F ∈ F+
R , then EF (ΘRXR)F (XR) ≥ 0.

(B) If F ∈ F+
R,N , then EF (ΘRX̂R,N )F (X̂R,N ) ≥ 0.

(C) If F ∈ F+
R,N , then EF (ΘRX̂R,N )F (X̂R,N ) exp(−ỸR,N ) ≥ 0.

(D) For all F ∈ F+
R it holds

∫
F (ΘRφ)F (φ)μR(dφ) ≥ 0.
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Proof. For the proof of Item (A) see [12, Theorem 2]. To prove Item (B),
observe that

EF (ΘRX̂R,N )F (X̂R,N ) = EF (K̂R,N (ΘRXR))F (K̂R,NXR),

where we have used the fact that ΘRK̂R,NXR = K̂R,NΘRXR. By the support
property of the kernel K̂R,N (x, y) if F ∈ F+

R,N , then the functional φ �→
F (K̂R,Nφ) belongs to F+

R . Consequently, the statement follows from Item (A).
To prove Item (C), note that

EF (ΘRX̂R,N )F (X̂R,N ) exp(−ỸR,N )

= EF (ΘRX̂R,N ) exp(−Ỹ −
R,N )F (X̂R,N ) exp(−Ỹ +

R,N ).

Denote H(X̂R,N ) := F (X̂R,N ) exp(−Ỹ +
R,N ). It holds

EF (ΘRX̂R,N )F (X̂R,N ) exp(−ỸR,N ) = EH(ΘRX̂R,N )H(X̂R,N ).

The RHS of the above equality can be approximated by a similar expression
with H replaced by some functional belonging to F+

R,N . As a result, Item (C)
follows from Item (B). Let us turn to the proof of Item (D). First note that
for any F ∈ F+

R there exists M ∈ N+ such that F ∈ F+
R,M . Hence, it suffices

to show that
∫

F (ΘRφ)F (φ)μR(dφ) ≥ 0 for all R,M ∈ N+ and F ∈ F+
R,M .

To establish this claim, we note that by Lemma 8.11
∫

F (ΘRφ)F (φ)μR(dφ) = lim
N→∞

EF (ΘRX̂R,N )F (X̂R,N ) exp(−ỸR,N )
E exp(−ỸR,N )

(8.2)

and use Item (C) together with the fact that F+
R,M ⊂ F+

R,N for all N ≥ M .
�

9. Euclidean Invariance

In this section, we establish the invariance under the Euclidean transformations
of the plane of every accumulation point μ of the sequence (j∗

R�μR)R∈N+ of
measures on S ′(R2). We use the fact that for every R ∈ N+ the measure μR

is invariant under the rotations of the sphere SR. The proof of the rotational
invariance of μ is straightforward as the rotations RR,α of the sphere SR around
the x3 axis are mapped under the stereographic projection to the rotations
Rα of the plane R

2 around the origin. Hence, for every R ∈ R+ the measure
j∗
R�μR on S ′(R2) is invariant under the rotations around the origin and the

same is true for every accumulation point μ. The proof of the translational
invariance of μ is more complicated. There is no rotation of the sphere SR

that is mapped under the stereographic projection to the translation Tα of
the plane R

2 in the x1 direction. In particular, for every R ∈ R+ the measure
j∗
R�μR on S ′(R2) is not invariant under the translations. In order to establish

the translational invariance of an accumulation point μ we first prove that
the rotations TR,α of the sphere SR around the x2 axis are mapped under the
stereographic projection to certain transformations SR,α of the plane R

2 and
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subsequently show that the transformations SR,α converge to the translations
Tα of the plane R

2 in the x1 direction as R → ∞.

Definition 9.1. For α ∈ R the maps Rα, Tα : R
2 → R

2 are defined by

Rα(x1, x2) := (x1 cos α + x2 sin α, x1 sin α − x2 cos α),
Tα(x1, x2) := (x1 + α, x2),

For R ∈ N+, α ∈ R, the maps RR,α, TR,α : SR → SR are defined by

RR,α(x) = (x1 cos α + x2 sin α, x1 sin α − x2 cos α, x3),

TR,α(x) = (x1 cos(α/R) − x3 sin(α/R), x2, x1 sin(α/R)

+ x3 cos(α/R)).

where x = (x1, x2, x3) ∈ SR. For R ∈ N+, α ∈ (−R,R) the map SR,α : BR →
R

2 is defined by

SR,α(x1, x2) :=
2(R sin(α/R)(1 − (x2

1 + x2
2)/4R2) + x1 cos(α/R), x2)

1 + cos(α/R) + (1 − cos(α/R))(x2
1 + x2

2)/4R2 − x1/R sin(α/R)
,

where BR := {x ∈ R
2 | |x| < R}.

Remark 9.2. For all R ∈ N+ and α ∈ R it holds RR,αjR = jRRα. For all
R ∈ N+ and α ∈ (−R,R) it holds TR,αjR = jRSR,α on BR.

Definition 9.3. Let α ∈ R and R ∈ N+. For f ∈ C∞
c (R2) we set

R∗
αf := f ◦ Rα ∈ C∞

c (R2), T ∗
α f := f ◦ Tα ∈ C∞

c (R2)

and for φ ∈ D ′(R2) we set

R∗
αφ := φ ◦ R∗

−α ∈ D ′(R2), T ∗
α φ := φ ◦ T ∗

−α ∈ D ′(R2).

For f ∈ C∞(SR), φ ∈ D ′(SR) we define R∗
R,αf, T ∗

R,αf ∈ C∞(SR) and R∗
R,αφ,

T ∗
R,αφ ∈ D ′(SR) by analogous formulas.

Definition 9.4. Let R ∈ N+, α ∈ (−R,R). For f ∈ C∞
c (R2), we set

S∗
R,αf := f ◦ SR,α ∈ C∞(BR).

For φ ∈ D ′(R2), suppφ ⊂ BR, we define S∗
R,αφ ∈ D ′(R2) by

〈S∗
R,αφ, f〉 := 〈φ,det(TSR,−α)S∗

R,−αf〉
for all f ∈ C∞

c (R2), where det(TSR,−α) denotes the Jacobian, i.e., the deter-
minant of the tangent map of SR,−α.

Remark 9.5. For all α ∈ R, a ∈ N
2
0 and M ∈ (0,∞), there exists C ∈ (0,∞)

such that for all x ∈ BM and R ∈ (|α| ∨ M,∞) it holds

TR,αjR(x) = jRSR,α(x) and |∂aSR,α(x) − ∂aTα(x)| ≤ C/R.

Noting that TT−α = 1 we conclude that for all α ∈ R and f ∈ C∞
c (R2) there

exists C such that for all sufficiently large R ∈ N+ it holds

‖det(TSR,−α)S∗
R,−αf − T ∗

−αf‖
L1

2(R
2,v

−1/2
L )

≤ C /R.



P. Duch et al. Ann. Henri Poincaré

Remark 9.6. Let us note that the algebra of cylindrical functionals F separates
points in L−1

2 (R2, v
1/2
L ) ⊂ D ′(R2). Hence, if μj , j = 1, 2, are Borel probability

measures on L−1
2 (R2, v

1/2
L ) such that μ1(F ) = μ2(F ) for all F ∈ F , then

μ1 = μ2 by [14, Theorem 4.5(a), Ch. 3].

Proposition 9.7. Let μ be a weak limit of a subsequence of the sequence of
measures (j∗

R�μR)R∈N+ on S ′(R2). It holds μ(F ) = μ(F ◦ R∗
α) and μ(F ) =

μ(F ◦ T ∗
α ) for all bounded and measurable F : S ′(R2) → R and all α ∈ R.

Proof. Suppose that the sequence of measures j∗
R�μR on S ′(R2) converges to

μ along the subsequence (RM )M∈N+ . By Remark 6.2, the measure μ is concen-
trated on L−1

2 (R2, v
1/2
L ). Hence, by Remark 9.6, without loss of generality, we

can assume that F ∈ F is a cylindrical functional. Note that by the rotational
invariance of the measure μR it holds

μR(FR) = μR(FR ◦ R∗
R,α), μR(FR) = μR(FR ◦ T ∗

R,α)

for every FR ∈ FR and α ∈ R. By Remark 9.2 we have R∗
α ◦ j∗

R = j∗
R ◦ R∗

R,α.
Hence, for every F ∈ F we obtain

μ(F ◦ R∗
α − F ) = lim

M→∞
j∗
RM

�μRM
(F ◦ R∗

α − F )

= lim
M→∞

μRM
(F ◦ R∗

α ◦ j∗
RM

− F ◦ j∗
RM

)

= lim
M→∞

μRM
(F ◦ j∗

RM
◦ R∗

RM ,α − F ◦ j∗
RM

)

= lim
M→∞

(j∗
RM

�μRM
− μ)(F ) = 0.

This finishes the proof of the rotational invariance.
Let us turn to the proof of the translational invariance. Note that by

Remark 9.2 for every F ∈ F and all sufficiently large R ∈ N+ it holds

j∗
R�μR(F ) = μR(F ◦ j∗

R) = μR(F ◦ j∗
R ◦ T ∗

R,α)

= μR(F ◦ S∗
R,α ◦ j∗

R) = j∗
R�μR(F ◦ S∗

R,α).

Remark 9.5 implies that for every α ∈ R and F ∈ F there exists C ∈ (0,∞)
such that for all ψ ∈ L−1

2 (R2, v
1/2
L ) and all sufficiently large R ∈ N+ it holds

|F (S∗
R,αψ) − F (T ∗

α ψ)| ≤ (C/R) ‖ψ‖
L−1

2 (R2,v
1/2
L )

.

By Proposition 6.1 and Hölder’s inequality, we obtain that
∫

D ′(SR)

‖j∗
Rφ‖

L−1
2 (R2,v

1/2
L )

μR(dφ)

is uniformly bounded in R ∈ N+. Hence, for all α ∈ R and F ∈ F it holds

lim
R→∞

j∗
R�μR(F ◦ S∗

R,α − F ◦ T ∗
α ) = 0.

Consequently,

μ(F ◦ T ∗
α − F ) = lim

M→∞
j∗
RM

�μRM
(F ◦ T ∗

α − F )

= lim
M→∞

j∗
RM

�μRM
(F ◦ S∗

RM ,α − F ) = lim
M→∞

(j∗
RM

�μRM
− μ)(F ) = 0.

This finishes the proof. �
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A Function Spaces

Definition A.1. We say that w ∈ C∞(Rd) is an admissible weight iff there
exist b ∈ [0,∞) and c ∈ (0,∞) such that 0 < w(x) ≤ cw(y) (1 + |x − y|)b

for all x, y ∈ R
d and for every a ∈ N

d
0 there exists ca ∈ (0,∞) such that

|∂aw(x)| ≤ ca w(x) for all x ∈ R
d.

Definition A.2. Let w be an admissible weight, p ∈ [1,∞] and α ∈ R, n ∈ N0.
By definition, Lp(Rd, w) is the Banach space with the norm

‖f‖Lp(Rd,w) := ‖wf‖Lp(Rd).

The weighted Bessel potential space Lα
p (Rd, w) is the Banach space with the

norm

‖f‖Lα
p (Rd,w) := ‖(1 − Δ)α/2f‖Lp(Rd,w).

We also set Lα
p (Rd) = Lα

p (Rd, 1). The weighted Sobolev space Wn
p (Rd, w) is

the Banach space with the norm

‖f‖W n
p (Rd,w) =

∑
a∈N

d,|a|≤n
‖∂af‖Lp(Rd,w).

For R ∈ (0,∞) the Bessel potential space Lα
p (SR) on the round sphere SR ⊂ R

d

of radius R is the Banach space with the norm

‖f‖Lα
p (SR) := ‖(1 − ΔR)α/2f‖Lp(SR),

where Lp(SR) is the Lp space on SR with respect to the canonical measure ρR

on SR.

Remark A.3. The following facts are standard: Let w be an admissible weight,
p ∈ [1,∞), α ∈ R and n ∈ N0. The norms ‖•‖Lα

p (Rd,w) and ‖w •‖Lα
p (Rd) are

equivalent. The Sobolev space Wn
p (Rd, w) coincides with the Bessel potential

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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space Ln
p (Rd, w) with equivalent norms. The Bessel potential space Lα

p (Rd, w)
coincides with the Triebel–Lizorkin space Fα

p,2(R
d, w) with equivalent norms.

Furthermore, the Bessel potential space Lα
p (Rd, w) is continuously embedded

in the Besov space Bα
p,∞(Rd, w) and the Besov space Bα

∞,1(R
d, w) is continu-

ously embedded in the Bessel potential space Lα
∞(Rd, w). These facts can be

obtained, e.g., from [32, Theorem 6.5, Theorem 6.9] and [30, Sec. 2.5.7]. We
note that [32, Theorem 6.5 (iii)] is useful to pass from α = 0 to α ∈ R.

Remark A.4. For α ∈ R and p, q ∈ [1,∞], we have the following generalized
Hölder inequality

|〈f, g〉L2(Rd,w1/2)| ≤ C ‖f‖Lα
p (Rd,w1/p) ‖g‖L−α

q (Rd,w1/q),
1
p

+
1
q

= 1,

where 〈• , •〉L2(Rd,w1/2) is the scalar product in L2(Rd, w1/2) and the constant
C ∈ (0,∞) depends only on the weight w.

Theorem A.5. Let w, v be admissible weights and

−∞ < α2 ≤ α1 < ∞, 1 ≤ p1 ≤ p2 ≤ ∞.

(A) The embedding Lα1
p1

(Rd, w) → Lα2
p2

(Rd, v) is continuous if

p2 < ∞, α1 − d/p1 ≥ α2 − d/p2 and sup
x∈Rd

v(x)/w(x) < ∞.

(B) The embedding Lα1
p1

(Rd, w) → Lα2∞ (Rd, v) is continuous if

α1 − d/p1 > α2 and sup
x∈Rd

v(x)/w(x) < ∞.

(C) The embedding Lα1
p1

(Rd, w) → Lα2
p2

(Rd, v) is compact if

p2 < ∞, α1 − d/p1 > α2 − d/p2 and lim
|x|→∞

v(x)/w(x) = 0.

Proof. Parts (A) and (C) follow from [13, Sec. 4.2.3, Theorem] and the equiv-
alence between Lα

p (Rd, w) and Fα
p,2(R

d, w) mentioned in Remark A.3 above.
Part (B) is covered by [13, Sec. 4.2.3, Remark] and the embeddings stated in
Remark A.3. �

Theorem A.6. Let w be an admissible weight, α ∈ [0,∞) and p, p1, p2 ∈ [1,∞)
be such that 1/p = 1/p1 + 1/p2. Then there exists C ∈ (0,∞) such that for all
f ∈ Lα

p1
(Rd, w1/p1) and g ∈ Lα

p2
(Rd, w1/p2)

‖fg‖Lα
p (Rd,w1/p) ≤ C ‖f‖Lα

p1
(Rd,w1/p1 ) ‖g‖Lα

p2
(Rd,w1/p2 ).

Proof. The statement follows from the equivalence of the norms ‖•‖Lα
p (Rd,w)

and ‖w •‖Lα
p (Rd), the fractional Leibniz rule [23, Ch. 2] and Theorem A.5 (A).

Alternatively, one can use [8, Lemma 5]. �

Theorem A.7. Let w be an admissible weight, p1, p2 ∈ [1,∞), α1, α2 ∈ R,
θ ∈ (0, 1) and

α = θ α1 + (1 − θ)α2,
1
p

=
θ

p1
+

1 − θ

p2
.
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There exists C ∈ (0,∞) such that for all f ∈ Lα1
p1

(Rd, w1/p1) ∩ Lα2
p2

(Rd, w1/p2)
it holds

‖f‖Lα
p (Rd,w1/p) ≤ C ‖f‖θ

L
α1
p1 (Rd,w1/p1 )

‖f‖1−θ
L

α2
p2 (Rd,w1/p2 )

.

Proof. The statement is a consequence of the equivalence of the Bessel poten-
tial spaces Lα

p (Rd, w) with the Triebel–Lizorkin spaces Fα
p,2(R

d, w), mentioned
in Remark A.3, and the Hölder inequality, cf. [8, Sec 3]. �

Lemma A.8. Let w ∈ L1(R2) be an admissible weight, n ∈ {3, 4, . . .}, δ ∈
(0,∞) and κ ∈ (0, 2/(n − 1)(n − 2)). Then, there exists C ∈ (0,∞) and p ∈
[1,∞) such that for all m ∈ {1, . . . , n−1}and Ψ ∈ L1

2(R
2, w1/2)∩Ln(R2, w1/n),

Z ∈ L−κ
p (R2, w1/p) it holds

|〈Z,Ψm〉L2(R2,w1/2)| ≤ C ‖Z‖p

L−κ
p (R2,w1/p)

+ δ ‖ �∇Ψ‖2L2(R2,w1/2)

+δ ‖Ψ‖n
Ln(R2,w1/n) + δ.

Proof. Let 1/r = (1−κ)/n+κ/2, 1/q = m/r and 1/p′ = 1− 1/q. By Hölder’s
inequality

|〈Z,Ψm〉L2(R2,w1/2)| ≤ C ‖Z‖L−κ
p′ (R2,w1/p′ ) ‖Ψm‖Lκ

q (R
2,w1/q),

for some C ∈ (0,∞). Theorem A.6 implies that

‖Ψm‖Lκ
q (R

d,w1/q) ≤ C ‖Ψ‖m
Lκ

r (R
d,w1/r)

and Theorem A.7 implies that

‖Ψ‖Lκ
r (R

d,w1/r) ≤ C ‖Ψ‖κ
L1

2(R
d,w1/2) ‖Ψ‖1−κ

Ln(Rd,w1/n)

for some C ∈ (0,∞). Combining the above bounds, we obtain

|〈Z,Ψm〉L2(Rd,w1/2)| ≤ C ‖Z‖L−κ
p′ (Rd,w1/p′ ) ‖Ψ‖mκ

L1
2(R

d,w1/2) ‖Ψ‖m(1−κ)

Ln(Rd,w1/n)

for some C ∈ (0,∞). Hence, by Young’s inequality for every δ ∈ (0,∞) there
is C ∈ (0,∞) such that

|〈Z, Ψm〉L2(R2,w1/2)| ≤ C ‖Z‖p′

L−κ
p′ (R2,w1/p′

)
+ δ ‖Ψ‖2

L1
2(R

2,w1/2) + δ ‖Ψ‖n
Ln(R2,w1/n).

(A.1)

We observe that by Hölder’s inequality and the assumption w ∈ L1(R2) for all
q, r ∈ [1,∞) such that q ≤ r there exists C ∈ (0,∞) such that ‖•‖Lq(R2,w1/q) ≤
C ‖•‖Lr(R2,w1/r). Hence, the bound (A.1) implies the statement of the lemma
with 1/p = (2 − κ(n − 1)(n − 2))/2n. �

Lemma A.9. Let p ∈ [2,∞) and α = 1 − 2/p. Then, there exists C ∈ (0,∞)
such that ‖f‖Lp(SR) ≤ C ‖f‖Lα

2 (SR) for all f ∈ Lα
2 (SR) and all R ∈ [1,∞).

Proof. See, e.g., [7, Theorem 6] or [33, Theorem II.2.7(ii)]. �
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B Mathematical Preliminaries

Lemma B.1. Let κ ∈ (0,∞). There exists C ∈ (0,∞) such that for all R,N ∈
[1,∞) it holds

−C ≤
∞∑

l=0

(2l + 1)
2R2 (1 + l(l + 1)/R2) (1 + l(l + 1)/(NR)2)κ

− log(N + 1) ≤ C.

Proof. Observe that the expression in the statement of the lemma coincides
with

∫ ∞

0

(2�l� + 1) dl

2R2 (1 + �l�(�l� + 1)/R2) (1 + �l�(�l� + 1)/(NR)2)κ

−
∫ ∞

0

dl

(1 + l)(1 + (1 + l)/N)
.

The absolute value of the above expression is bounded by
∫ ∞

0

∣∣∣∣
(2�Rl� + 1)/R

2(1 + �Rl�(�Rl� + 1)/R2) (1 + �Rl�(�Rl� + 1)/(NR)2)κ

− 1
(1 + l)(1 + (1 + l)/N)

∣∣∣∣ dl.

Using 0 ≤ l − �Rl�/R ≤ 1 we show that there exists Ĉ ∈ (0,∞) such that the
above expression is bounded by

Ĉ +
∫ ∞

0

∣∣∣∣
1

(1 + l)(1 + l2/N2)κ
− 1

(1 + l)(1 + (1 + l)/N)

∣∣∣∣ dl ≤ C.

This finishes the proof. �

Definition B.2. Let X be a topological space and let (μn)n∈N+ be a sequence of
probability measures defined on (X ,Borel(X )). The sequence (μn)n∈N+ is tight
iff for every ε > 0 there exists a compact set Kε ⊂ X such that μn(Kε) ≥ 1− ε
for all n ∈ N+. The sequence (μn)n∈N+ converges weakly if for every bounded
F ∈ C(X ) the sequence of real numbers (μn(F ))n∈N+ converges.

Theorem B.3 (Prokhorov’s theorem). Let X be a separable metric space. A se-
quence of probability measures (μn)n∈N+ on (X ,Borel(X )) is tight iff there ex-
ists a diverging sequence of natural numbers (an)n∈N+ such that the sequence
(μan

)n∈N+ converges weakly.

Lemma B.4. Let X ,Y be separable normed spaces such that ı : X → Y is a
compact embedding and let (μn)n∈N+ be a sequence of probability measures on
(X ,Borel(X )). Assume that there exists M ∈ (0,∞) such that

∫
X ‖x‖X μn(dx) ≤

M for all n ∈ N+. Then, the sequence of measures (νn)n∈N+ on (Y,Borel(Y))
defined by

νn(A) := μn(ı−1(A)), n ∈ N+, A ∈ Borel(Y),

is tight.
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Proof. Let ε > 0, Lε := {x ∈ X | ‖x‖X ≤ M/ε} and Kε := ı(Lε). Observe that
Kε ⊂ Y is compact. It holds

1 − νn(Kε) ≤ 1 − μn(Lε) = μn(‖x‖X > M/ε) ≤ ε/M

∫

X
‖x‖X μn(dx) ≤ ε.

This finishes the proof. �

C Stochastic Estimates

We recall from [25, Section 1.1.1] some basic definitions related to the Wiener
chaos. Let h be a real, separable Hilbert space with scalar product 〈 · , · 〉h.
We say that a stochastic process X = {X(h) |h ∈ h} defined in a com-
plete probability space (Ω,F ,P) is a Gaussian process on h if X is a cen-
tered Gaussian family of random variables such that E(X(h)X(g)) = 〈h, g〉h
for h, g ∈ h. Now let Hn, n ∈ N0, be the Hermite polynomials. We denote
by Hn the closed linear subspace of L2(Ω,P) generated by random variables
{Hn(X(h)), h ∈ h, ‖h‖h = 1} and call it the Wiener chaos of order n. The
subspace

⊕n
	=0 H	 is called the inhomogeneous Wiener chaos of order n.

In our case, Ω =D ′(SR), F = Borel(Ω), P= νR is the Gaussian measure
with covariance GR and h= L−1

2 (SR). Observe that X :m:
R,N = c

m/2
R,NHm(XR,N/

c
1/2
R,N ). The choice of the counterterm in (2.1) is dictated by the assumptions

of Lemma C.1.
To facilitate the application of Lemmas C.7, C.8 below in the proof of

Proposition 2.7, we recall that convergence in L2(Ω,P) implies convergence in
probability, and that the latter property is preserved under composition with
continuous functions.

Lemma C.1. Let X,Y be two random variables with joint Gaussian distribu-
tion such that E(X) = E(Y ) = 0 and E(X2) = E(Y 2) = 1. Then, for all n,m
we have

E(Hn(X)Hm(Y )) = δn,mn!(E(XY ))n.

Proof. See [25, Lemma 1.1.1]. �
Lemma C.2 (Nelson’s estimate). For every random variable X in an inhomo-
geneous Wiener chaos of order n ∈ N+, cf. [25], and every p ∈ [2,∞) it holds

E
[
|X|p

] 1
p ≤

√
n(p − 1)

n
2 E

[
X2

] 1
2 , E exp

(
n|X|2/n

6E
[
X2

] 1
n

)
< ∞.

Proof. The first bound follows from the Nelson hypercontractivity of the
Ornstein–Uhlenbeck operator (see, e.g., [25, Theorem 1.4.1] or [24]). The sec-
ond bound is an immediate consequence of the first one. �
Definition C.3. For an operator H : L2(SR) → L2(SR), we denote by H(• , •)
its integral kernel (if it exists) such that (Hf)(x) =

∫
SR

H(xy) f(y) ρR(dy).
Similarly, for an operator H : L2(R2) → L2(R2) we denote by H(• , •) its
integral kernel (if it exists) such that (Hf)(x) =

∫
R2 H(x, y) f(y) dy.
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Lemma C.4. There exists C ∈ (0,∞) such that for all R,N ∈ N+ it holds

|K̂R,N | ≤ C
1

1 − ΔR/N2
, |1 − K̂R,N | ≤ C

(1 − ΔR)/N2

1 − ΔR/N2
,

where K̂R,N is introduced in Definition 8.6.

Remark C.5. Recall that KR,N = (1 − ΔR/N2)−1, GR = (1 − ΔR)−1 and
the counterterms cR,N , ĉR,N were introduced in Eq. (2.1) and Definition 8.8.
Note that the operators GR,KR,N , K̂R,N commute. Using the above lemma,
we obtain

|K̂2
R,N − K2

R,N | ≤ |K̂R,N − KR,N | |K̂R,N + KR,N |

≤ 2C (C + 1)
(1 − ΔR)/N2

(1 − ΔR/N2)2
.

Consequently, it holds

|ĉR,N − cR,N | ≤ Tr(|K̂2
R,N − K2

R,N |GR)/4πR2

≤ 2C(C + 1)
[
Tr((1 − ΔR/N2)−1(1 − ΔR)−1)

−Tr((1 − ΔR/N2)−2(1 − ΔR)−1)
+Tr((1 − ΔR/N2)−2(1 − ΔR)−1)/N2

]
/(4πR2).

By Lemma B.1, the RHS of the last inequality above is bounded by a constant
independent of R,N ∈ N+.

Proof. Note that K̂R,N =
∑∞

l=0(2 l+1)Tr(K̂R,NPR,l)PR,l, where PR,l : L2(SR)
→ L2(SR) is defined such that (2l+1)PR,l is the orthogonal projection onto the
eigenspace of the operator −ΔR corresponding to the eigenvalue l(l + 1)/R2.
Consequently, by the triangle inequality for the commuting self-adjoint op-
erators it is enough to show that there exists C ∈ (0,∞) such that for all
R,N ∈ N+ and l ∈ N0 it holds

(1 + l(l + 1)/R2N2) |Tr(K̂R,NPR,l)| ≤ C,

|Tr((1 − K̂R,N )PR,l)| ≤ C (1 + l(l + 1))/R2N2.
(C.1)

(To obtain the second bound in the statement of the lemma one combines
both estimates in (C.1).) Recall that [4, Theorem 2.9] the integral kernel of
PR,l is given by PR,l(x, y) = Pl(x · y/R2)/4πR2, where Pl is the l-th Legendre
polynomial. Hence, it holds

Tr(K̂R,NPR,l) = 2π
∫ 1

0

Pl(cos(θ/RN))RN sin(θ/RN)h(θ) dθ.

Using the fact that RN sin(θ/RN) ≤ θ, |Pl(cos ϑ)| ≤ 1 (cf. [4, Sec. 2.7.5]) and

l(l + 1)Pl(cos ϑ) sin ϑ = −∂2
ϑ(sin ϑ Pl(cos ϑ)) + ∂ϑ(cos ϑPl(cos ϑ))

(cf. [4, Sec. 2.7.2]) we show the first of the bounds (C.1). Next, using that
2π

∫
θh(θ)dθ = 1, we obtain that

Tr((1 − K̂R,N )PR,l) = 2π
∫ 1

0

(Pl(cos(θ/RN))RN sin(θ/RN) − θ)h(θ) dθ.
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We note the estimates

0 ≤ 1 − Pl(cos(ϑ)) ≤ l(l + 1) (1 − cos(ϑ))/2 ≤ l(l + 1)ϑ2/4,

0 ≤ 1 − sin(ϑ)/ϑ ≤ ϑ2/6,

where the second inequality follows from

1 − Pl(u) = Pl(1) − Pl(u) =
∫ 1

u

d

dv
Pl(v)dv ≤ (1 − u) l(l + 1)/2

(cf. [4, Sec. 2.7.5]). This shows the second bound in (C.1) and finishes the
proof. �

Lemma C.6. For every N ∈ N+, there exists C ∈ (0,∞) such that for all
R ∈ N+ it holds
(A) E‖XR,N‖2

L1
2(SR)

≤ R2 C2,

(B) E‖X̂R,N‖2
L1

2(SR)
≤ R2 C2.

Proof. Recall that XR,N = KR,NXR and KR,N = (1 − ΔR/N2)−1. Conse-
quently,

E‖XR,N‖2L1
2(SR) = E‖(1 − ΔR)1/2(1 − ΔR/N2)−1XR‖2L2(SR).

By Fubini’s theorem and the fact that EXR(x)XR(y) = GR(x, y), where GR =
(1 − ΔR)−1, we obtain

E‖XR,N‖2
L1

2(SR) = Tr
(
(1 − ΔR/N2)−2

) ≤ N4 Tr
(
(1 − ΔR)−2

)

=

∞∑

l=0

N4 (2l + 1)

(1 + l(l + 1)/R2)2
.

Now, Item (A) follows from Lemma B.1. Thanks to Lemma C.4 the proof of
Item (B) is the same. �

Lemma C.7. For every κ ∈ (0,∞), δ ∈ [0, 2] there exists C ∈ (0,∞) such that
for all R,N ∈ N+ it holds
(A) E‖XR‖2

L−κ
2 (SR)

≤ R2 C2,

(B) E‖XR − XR,N‖2
L−κ−δ

2 (SR)
≤ R2 C2 N−2δ,

(C) E‖XR − X̂R,N‖2
L−κ−δ

2 (SR)
≤ R2 C2 N−2δ.

Proof. Item (A) follows from Item (B) and Lemma C.6 (A) since, clearly,
‖XR,N‖L−κ

2 (SR) ≤ ‖XR,N‖L1
2(SR). To prove Item (B) note that

E‖XR − XR,N‖2
L−κ−δ

2 (SR)
= Tr

(
(1 − ΔR)−1−κ−δ(1 − (1 − ΔR/N2)−1)2

)

≤ N−2δ Tr
(
(1 − ΔR)−1−κ

)
=

∞∑

l=0

N−2δ (2l + 1)
(1 + l(l + 1)/R2)1+κ

.

Now, Item (B) follows from Lemma B.1. Thanks to Lemma C.4 the proof of
Item (C) is the same as the proof of Item (B). �

Lemma C.8. Let R ∈ N+. There exists a real-valued random variable YR and
C ∈ (0,∞) such that for all N ∈ N+ it holds
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(A) EY 2
R ≤ C2,

(B) E(YR − YR,N )2 ≤ C2 N−1/n,
(C) E(YR − ŶR,N )2 ≤ C2 N−1/n,
(D) E(ŶR,N − ỸR,N )2 ≤ C2 N−1.

Remark C.9. Recall that n ∈ 2N+, n ≥ 4, is the degree of the polynomial
P and the random variables YR,N and ŶR,N , ỸR,N are introduced in Defini-
tions 2.3 and 8.8, respectively.

Proof. To prove Items (A) and (B), it is enough to show that for every m ∈
{1, . . . , n} there exists C ∈ (0,∞) such that for all N,M ∈ N+ it holds

EX :m:
R,N (1SR

)(X :m:
R,N − X :m:

R,M )(1SR
) ≤ C2 (N ∧ M)−1.

Let GR,N,M := KR,NGRKR,M . By Lemma C.1

EX :m:
R,N (1SR

)(X :m:
R,N − X :m:

R,M )(1SR
)

= m!
∫

S2R

(GR,N,N (x, y)m − GR,N,M (x, y)m) ρR(dx)ρR(dy).

Consequently, using Hölder’s inequality we obtain that for every m ∈ {1, . . . , n}
there exists C ∈ (0,∞) such that for all N,M ∈ N+ and x ∈ SR it holds

|EX
:m:
R,N (1SR

)(X
:m:
R,N − X

:m:
R,M )(1SR

)|
≤ C ‖(GR,N,N − GR,N,M )( • , •)‖Lm(S2

R
)(‖GR,N,N ( • , •)‖m−1

Lm(S2
R
) + ‖GR,N,M ( • , •)‖m−1

Lm(S2
R
))

≤ Ĉ ‖(GR,N,N − GR,N,M )( • , •)‖Ln(S2
R
)(‖GR,N,N ( • , •)‖m−1

Ln(S2
R
) + ‖GR,N,M ( • , •)‖m−1

Ln(S2
R
))

= Č ‖(GR,N,N − GR,N,M )(x, •)‖Ln(SR)(‖GR,N,N (x, •)‖m−1
Ln(SR) + ‖GR,N,M (x, •)‖m−1

Ln(SR)),

where in the last step above we used the fact that GR,N,N is invariant un-
der rotations and Ĉ = (4πR2)(2−2m/n)C, Č = (4πR2)m/nĈ. By the Sobolev
embedding stated in Lemma A.9, there exist Ĉ, C ∈ (0,∞) such that for all
N ∈ N+ it holds

‖(GR,N,N − GR,N,M )(x, •)‖2Ln(SR) ≤ Ĉ ‖(GR,N,N − GR,N,M )(x, •)‖2
L

(n−2)/n
2 (SR)

= (4πR2)−1 Ĉ
(
Tr

[
G

(n+2)/n
R K2

R,N (KR,N − KR,M )2
])

≤ C (N ∧ M)−2/n.

The last estimate above follows from the bound

Tr
[
G

(n+2)/n
R K2

R,N (KR,N − KR,M )2
]

≤ Tr
[
(1 − ΔR)−(n+2)/n|(1 − ΔR)/N2 + (1 − ΔR)/M2|1/n

]

≤ 2 (N ∧ M)−2/n Tr
[
(1 − ΔR)−(n+1)/n

]

and Lemma B.1. By an analogous reasoning we obtain

‖GR,N,N (x, •)‖2Ln(SR) ≤ Ĉ ‖GR,N,N (x, •)‖2
L

(n−2)/n
2 (SR)

= (4πR2)−1 Ĉ
(
Tr

[
G

(n+2)/n
R K4

R,N

])
≤ C (C.2)

for some constants C, Ĉ independent of N and m. This proves (A) and (B).
Thanks to Lemma C.4 the above estimates are also valid when XR,N is replaced
with X̂R,N and GR,N,M is replaced with ĜR,N,M := K̂R,NGRK̂R,M . Hence, (C)
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follows. To prove Item (D) note that for every m ∈ {1, . . . , n} there exists
C ∈ (0,∞) such that for all N ∈ N+ and x ∈ SR it holds

EX̂ :m:
R,N (1SR\SR,N

)X̂ :m:
R,N (1SR\SR,N

) ≤ ‖ĜR,N,N (• , •)‖m
Lm(SR\SR,N ×SR\SR,N )

≤ ‖ĜR,N,N (• , •)‖m
Lm(SR\SR,N ×SR) ≤ C/N ‖ĜR,N,N (x, •)‖m

Lm(SR),

where in the last step we used the rotational invariance of ĜR,N,N and the
fact that the volume of SR \ SR,N is bounded by C/N . To conclude the proof
of Item (D), we use an analog of the bound (C.2) with GR,N,N replaced by
ĜR,N,N and Hölder inequality. �

Lemma C.10. Let m ∈ N+, p ∈ [1,∞), κ ∈ (0,∞) and L ∈ [1,∞). There
exists C ∈ (0,∞) such that for all R,N ∈ N+, R ≥ L, it holds

E‖j∗
RX :m:

R,N‖p

L−κ
p (R2,v

1/p
L )

≤ C, lim
N→∞

E‖j∗
R(XR − XR,N )‖p

L−κ
p (R2,v

1/p
L )

= 0.

Proof. By Jensen’s inequality, it suffices to prove the statement for p ∈ 2N+.
Let q = (4/κ)∨ 4. There exists C ∈ (0,∞) depending on p and κ such that for
all R,N ∈ N+ it holds

E‖j∗
RX :m:

R,N‖p

L−κ
p (R2,v

1/p
L )

≤ ‖vLw
−1/q
L ‖L1(R2) ‖E((1 − Δ)−κ/2j∗

RX :m:
R,N (•))p‖

L∞(R2,w
1/q
L )

≤ C ‖E((1 − Δ)−κ/2j∗
RX :m:

R,N (•))2‖p/2

L∞(R2,w
1/q
L )

,

where the last bound is a consequence of Lemma C.2. Recall that EXR,N ⊗
XR,N = GR,N (• , •), where GR,N = KR,NGRKR,N . By Lemma C.1

Ej∗
RX :m:

R,N ⊗ j∗
RX :m:

R,N = m! G̃m
R,N , G̃R,N := (j∗

R ⊗ j∗
R)GR,N (• , •).

Hence, by Fubini’s theorem and explicit formula for the kernel in terms of
spherical harmonics

E(1 − Δ)−κ/2j∗
RX :m:

R,N ⊗ (1 − Δ)−κ/2j∗
RX :m:

R,N

= m!
(
(1 − Δ)−κ/2 ⊗ (1 − Δ)−κ/2

)
G̃m

R,N ∈ C(R2 × R
2).

Since for F ∈ C(R2 × R
2) it holds supx∈R2 F (x, x) ≤ supy∈R2 supx∈R2 F (x, y)

we obtain

‖E((1 − Δ)−κ/2j∗
RX :m:

R,N (•))2‖
L∞(R2,w

1/q
L )

≤ m! sup
y

w
1/q
L (y) ‖((1 − Δ)−κ/2 ⊗ 1)

(
1 ⊗ (1 − Δ)−κ/2)G̃m

R,N

)
(• , y)‖L∞(R2)

= m! sup
y

w
1/q
L (y) ‖

(
1 ⊗ (1 − Δ)−κ/2)G̃m

R,N

)
(• , y)‖L−κ∞ (R2).
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By Theorem A.5 (B), there exists C ∈ (0,∞) such that for all R,N ∈ N+ the
above expression is bounded by

sup
y∈R2

w
1/q
L (y) ‖

(
1 ⊗ (1 − Δ)−κ/2)G̃m

R,N

)
(• , y)‖L∞(R2)

= sup
x∈R2

‖
(
1 ⊗ (1 − Δ)−κ/2)G̃m

R,N

)
(x, •)‖

L∞(R2,w
1/q
L )

= sup
x∈R2

‖G̃m
R,N (x, •)‖

L−κ∞ (R2,w
1/q
L )

up to a multiplicative constant C, which depends on m. The first equality above
follows from the fact that for F ∈ C(R2×R

2) it holds supx∈R2 supy∈R2 F (x, y) =
supy∈R2 supx∈R2 F (x, y). By Theorem A.5 (B), since q > 2/κ, the above ex-
pression is bounded by

sup
x∈R2

‖G̃m
R,N (x, •)‖

Lq(R2,w
1/q
L )

≤ sup
x∈R2

‖G̃m
R,N (x, •)‖

Lq(R2,w
1/q
R )

= sup
x∈SR

‖GR,N (x, •)m‖Lq(SR)

= sup
x∈SR

‖GR,N (x, •)‖m
Lmq(SR) ≤ C sup

x∈SR

‖GR,N (x, •)‖m

L
(mq−2)/mq
2 (SR)

= C(4πR2)−m/2 [Tr(GR,N (1 − ΔR)(mq−2)/mqGR,N )]m/2.

The first bound above is true because R ≥ L. The second bound is a con-
sequence of the Sobolev embedding stated in Lemma A.9, since q ≥ 2/m.
The first of the bounds from the statement of the lemma follows now from
Lemma B.1 applied with N ′ = 1 and κ′ = 2/mq. To prove the second of
the bounds, we use exactly the same strategy as above with m = 1 and the
operator GR,N replaced by (1 − KR,N )GR(1 − KR,N ). �
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