Ann. Henri Poincaré Online First

© 2024 The Author(s) I A les H i Poi .

https://doi.org/10.1007/500023-024-01432-3 nnales Henri Foincare
Check for
updates

A Mathematical Framework for Quantum
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Abstract. Analogue Hamiltonian simulation is a promising near-term ap-
plication of quantum computing and has recently been put on a theo-
retical footing alongside experiencing wide-ranging experimental success.
These ideas are closely related to the notion of duality in physics, whereby
two superficially different theories are mathematically equivalent in some
precise sense. However, existing characterisations of Hamiltonian simula-
tions are not sufficiently general to extend to all dualities in physics. We
give a generalised duality definition encompassing dualities transform-
ing a strongly interacting system into a weak one and vice versa. We
characterise the dual map on operators and states and prove equivalence
ofduality formulated in terms of observables, partition functions and en-
tropies. A building block is a strengthening of earlier results on entropy
preserving maps—extensions of Wigner’s celebrated theorem- —to maps
that are entropy preserving up to an additive constant. We show such
maps decompose as a direct sum of unitary and antiunitary components
conjugated by a further unitary, a result that may be of independent
mathematical interest.
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1. Introduction

Duality is a deep straining running throughout physics. Any two systems that
are related can be described as being “dual”, up to the strictest sense of duality
where all information about one system is recoverable in the other. Calcula-
tions or predictions in one theory may be simplified by first mapping to the
dual theory, given there is a rigorous relationship between the points of interest.
Strong-weak dualities are a common example of this, allowing well-understood
perturbation techniques to be leveraged in high energy regimes by considering
the dual weak theory [1-4].

In the near-term, there is hope of using quantum computers as analogue
simulators to study certain physical properties of quantum many-body sys-
tems. In analogue simulation, the Hamiltonian of interest, H (¢), is engineered
with a physical system that is then allowed to time evolve continuously. This is
in contrast to digital simulation where the time evolution is mapped to quan-
tum circuits— for example, via Trotterisation—which likely requires a scalable,
fault tolerant quantum computer [5]. It is believed that analogue simulators
without error correction could be sufficient to study interesting physics and
this has seen varying experimental success with trapped ions [6], cold atoms
in optical lattices [7], liquid and solid state NMR [8], superconducting circuits



A Mathematical Framework

[9], etc. These artificial systems allow for improved control and simplified mea-
surements compared to in situ materials, providing a promising use for noisy
intermediate scale devices.

What it means for one system to ‘simulate’ or ‘be dual to’ another is an
important theoretical question, which has only recently begun to be explored.
[10] and later [11] gave formal definitions of simulation. Cubitt et al. used this
framework to demonstrate certain ‘universal’ spin-lattice models that are able
to simulate any quantum many-body system by tuning the interaction pa-
rameters. These works consider the strongest possible definition of a duality:
all relevant physics is manifestly preserved in the simulator system includ-
ing measurement outcomes, the partition function and time evolution. While
this strengthens [11]’s main result it rules out potentially interesting scenarios
where the relationship between the systems’ properties is more subtle.

Of particular interest to physicists are dualities that relate a strongly in-
teracting theory to a weakly interacting one—so-called strong—weak dualities.
These dualities are of particular interest as strongly interacting theories beyond
the reach of perturbation theory are often challenging to analyse, and strongly
interacting phenomena are difficult to elucidate. Strong—weak dualities serve
as a valuable tool for addressing these challenges, transforming a strongly in-
teracting system to a dual, weakly interacting system, which is then amendable
to perturbation theory. One notable example from particle physics is the phe-
nomenon of S-duality, which relates electric and magnetic descriptions within
specific gauge theories. Effectively capturing this and other important classes
of dualities in physics, necessitates a more general set of mappings than those
previously explored for simulation purposes.

The aim of this work is to explore and extend upon a theoretical frame-
work of duality to better unify operationally how dual systems are related. We
significantly generalise the conditions placed on a duality map between oper-
ators to allow for operationally valid transformations which crucially include
strong—weak dualities. This direction of relaxation is inspired by considering
examples of duality studied in physics including the Kramer—Wannier dual-
ity [1] and boson—fermion dualities. We derive a full characterisation of these
maps and additionally characterise the map on states—which were not shown
in previous studies.

Having imposed spectral preserving as a property of dual maps, it follows
that other physical properties such as partition functions and entropies are
necessarily preserved. A key outcome of this work is the reverse implication:
that demanding partition functions (or entropies) are preserved along with
convexity is strong enough to predetermine the spectra of the dual maps. This
leads to three different definitions of duality that, while seemingly distinct
with different domains of application, are in fact mathematically equivalent
and are therefore characterised by the same mathematical structure, which we
demonstrate. Thus, a duality relationship on any one of these physical levels
implies a consistent duality on the other physical levels.

The characterisation of entropy preserving maps is a topic of interest
independent of simulation with various previous work characterising entropy
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preserving maps by unitary/antiunitary transformations, [12—-14]. Whereas the
previous characterisations reduce to Wigner’s theorem, by taking a different
route connecting to Jordan and C algebra techniques, we show that allowing
an entropic additive constant is precisely the additional freedom that allows
the maps to admit a direct sum of both unitary and antiunitary parts. See
Fig. 1 for a summary of the results and where the formal statements are found
in the paper.

The following section of this paper gives an overview of key previous
works related to the theory of analogue simulation. Our generalised definition
of a duality map is described and characterised in Sect. 2 with a corresponding
map on states. We then show the equivalence of different duality definitions
in Sect. 3, highlighting the new characterisation of entropy preserving maps.
Finally, we complete the framework by considering errors in the duality map
and demonstrating how the framework translates approximate maps to well-
controlled errors in physical quantities.

1.1. Previous Work

This work uses some results and techniques from [11] in order to build up
a more general framework. This section gives a brief overview of some key
results and definitions that are relevant to our investigation, highlighting the
constraints that this work will extend.

Encoding maps, denoted &, are at the core of [11]’s simulations. These
maps encode all observables, A, on the target Hamiltonian system as observ-
ables, A’ = £(A), on the simulator Hamiltonian system and are the most re-
strictive simulations concerning Hamiltonians in a finite-dimensional Hilbert
space. The authors give a long list of operational requirements that the en-
coding map should satisfy to exactly reproduce all physical properties of the
target system in the absence of errors:

I Any observable, A, on the target system corresponds to an observable
on the simulator system so the map must preserve Hermiticity, E(A) =
E(A)T;

IT E€(A) preserves the outcomes, and therefore eigenvalues, of any measure-
ment A: spec[E(A)] = spec[A];

IIT The encoding is real linear, € (3, a;h;) = >, a;E(h;), for a; € R,
h; € Herm, so that individual Hamiltonian interactions are encoded sep-
arately;

IV Measurements are correctly simulated, hence a corresponding map on
states, Estate, should exist such that tr[E(A)Estate(p)] = tr[Ap] for all
target observables A;

V The encoding preserves the partition function up to a physically unim-
portant constant rescaling (c): Zp/(8) = tr [e PEH)] = ctr [e7PH] =
cZu(B);

VI Time evolution is correctly simulated: e *¢(tE .\ (p)ei€UH)t
— gstate(ethpeth)-

Note the trivial relationships between the physical observables in the
simulator and target systems in II-VI, excluding strong—weak dualities. [11]
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Entropic duality map, P, Thermal duality map, P,

— Maps Hermitians to Hermitians and — Maps Hermitians to Hermitians
states to states — ‘Convex’ with potential rescalings

— Convex — Preserves partition functions with

— Preserved entropy of states up to potential rescalings

state independent additive constant

Closely related definitions: Equivalent definitions:
Theorem 16, Theorem 17 Theorem 11, Corollary 12

Measurement duality map, @,

— Maps Hermitians to Hermitians

— ‘Convex’ with potential rescalings

— Spectral preserving with potential
rescaling to include dualities more

broadly
Theorem 4 Proposition 9
(Characterisation) (Map on states)

A corresponding map on state

The map is of the form completes the duality such that

o(4) = f(AU <A®p © AEBQ) ut, measurement outcomes and time
where p, ¢ are non-negative integers, U dynamics preserved is of the form
is a unitary transformation and A Potate(p) = U (@F_, aip) U'
represents the complex conjugate of A. B

where P a; =1

FIGURE 1. Summary of the main results. We start by con-
sidering a duality map @, that takes in as input observables
in one system and outputs the corresponding dual observable
in the dual system. There are three constraints that define
the map that are be physically motivated, where importantly
we allow the map to preserve the eigenspectra (corresponding
to measurement outcomes) up to a rescaling—this allows the
map to encompass strong—weak dualities. The main contribu-
tions consist of: providing a full mathematical characterisa-
tion of these generalised maps (Thereom 4) where f(A) is an
operator-dependent rescaling function; showing the form of a
consistent map on states is implied by the definition of the op-
erator map Proposition 9; demonstrating the equivalence of
thermal dualities and spectral preserving dualities Corollary
12; relating entropic dualities to spectral preserving dualities
Theorem 17 to give a new characterisation of entropy preserv-
ing maps (see Sect. 3.2.1 for discussion)
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showed that imposing just three operationally motivated conditions on the
encoding will necessarily imply that I-VI hold. Furthermore, using Jordan
and C* algebra techniques a mathematical characterisation of encodings was
given in the following theorem.*

Theorem 1 (Characterising encodings; see [11] Theorem 4). An encoding map
& from Hermitian (n X n) matrices (Herm,,) to Hermitian (m X m) matrices
satisfies the following constraints for all A, B € Herm,,, and all p € [0,1]:

1. E(A) = E(A)T

2. spec[E(A)] = spec[A4]

3. E(pA+ (1 —p)B) =p€(A) + (1 —p)&(B)
Encodings are necessarily of the form:

&(M) =UM® o MUt (1)

for some non-negative integers p, q and unitary U € M,,, where MOP =
P L M and M denotes complex conjugation.

Note that the operators in the image and domain of the map may act
in Hilbert spaces of different dimension (n and m). Initially no restriction is
placed on this. But from the form of the map, it manifests that m = (p + q)n
where (p + ¢) > 1 so as expected the simulator or dual system is at least as
large as the target.

As a consequence of achieving a full mathematical characterisation, it
is relatively straightforward to then show that other physical properties are
preserved by encodings,

Proposition 2 ([11] Prop. 28 and discussion). An encoding preserves additional
physical properties such that there are relationships between:

(1) Partition functions, tr (e"PEU)) = (p 4 q)tr (e7FH);

(2) Entropies, S(E(p)) = S(p) +log(p + q).

Therefore, encodings satisfy condition V without explicitly demanding this as
an axiom. There is also a relationship between the entropies of a state and its
encoded form which we highlight in Proposition 2.

Preserving the eigenspectra of Hermitian operators hints towards pre-
serving measurement outcomes. However, conditions IV and VI additionally
require a corresponding map on states to be well defined. While [11] provide
examples of maps on states that, when considered with encodings, give con-
ditions IV and VI, the form of Egiate is not characterised. Note that while the
eigenspectra are preserved, the eigenstates of operators including the Hamil-
tonian may look completely different in the original and encoded case, due to
the unitary transformation allowed. However, in particular constructive exam-
ples of simulations a close connection between eigenstates can be established,
see, e.g. Lemma 20 of [15] and discussion therein. Section 2.2 in fact demon-
strates that the form of the map on states is also characterised as an implication

IThis theorem quoted here is informal and some technicalities have been omitted that can
be found in the reference.
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of the definition of duality maps on observables and preserving measurement
outcomes whereby the state mapping uncomputes this unitary transformation.

An earlier work also posed a definition of simulation based on an isometric
encoding map [10]. [11] includes more general maps than simple isometries
since anything that satisfies the conditions in Theorem 1 are allowed. [11] also
largely restricts to local encodings as the physically relevant case, whereas [10]
imposes no formal conditions on the isometry except noting it should be able
to be implemented practically.

This framework was altered to consider a simulator system that only
reproduces the ground state and first excited state (and hence the spectral
gap) of the Hamiltonian, in [16]. The independent interest of gap simula-
tion is demonstrated by applying the framework to the task of Hamiltonian
sparsification—exploring the resources required for simplifying the Hamilton-
ian interaction graph. Aside from the above works, there has been little other
follow-up work exploring the theoretical notion of analogue Hamiltonian sim-
ulation and duality.

1.2. Motivating Examples

The framework analysed in [11], while the strongest sense of simulation/duality,
already encompasses some important cases of physical dualities. For example,
fermionic encodings such as the Jordan-Wigner transformation [17,18] fit into
the framework, able to replicate the full physics of the target in the simulator
system. Quantum error correcting codes are also examples of ‘simulations in
a subspace’ characterised by [11]. In this vein, to begin generalising the cur-
rent literature we look to physical dualities not yet contained by the current
frameworks.

As discussed above, when motivated by duality as opposed to just simula-
tion, an important class is strong—weak dualities. For many of these dualities,
there are several aspects that prevent integration with the current frameworks.
These challenges can arise due to the absence of a comprehensive mathemat-
ical description (such as in the AdS/CFT duality) or the reliance on descrip-
tions involving infinite-dimensional field theories. However, there are simpler
instances that still capture some characteristics of strong-dualities while being
describable on a finite spin lattice. Here, we describe two examples of strong—
weak duality that are closest to our setting which we will use as motivation
when extending the current framework.

1.2.1. Kramer—Wannier Duality. A paradigmatic example of a strong—weak
duality is the Kramer—Wannier duality [1]. Even the isotropic case of this
classical duality is not captured by the strong sense of simulation in [11] with
the key novel element being the strong-weak nature of the two Hamiltonians.
Therefore, this duality was a first benchmark for this generalisation of the
theory of simulation to more broadly encompass dualities.
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In Kramer-Wannier, an Ising Hamiltonian on a 2d square lattice at high
temperature (tanh J§ < 1):

H:—JZUZ‘UJ‘, (2)
(4,5)
is dual to another Ising Hamilgonian on the same lattice (in the thermodynamic
limit) at low temperature (J3 > 1):

O(H)=-J > oi0), (3)
(4,4)
in the thermodynamic limit. The two Hamiltonians are dual, in the sense that
their free energies, f, are related by

Bfe(m = Bfr + Insinh(25.7), (4)

when the following duality condition relating the interaction strengths and
temperature is satisfied:

7= _% In tanh(J3). (5)

A more detailed description of this duality and how it arises is given in Ap-
pendix E.

This duality can be used to find the critical point for the 2d Ising model
since at this point the free energies will be non-analytic. It is in some sense
a very simple duality as both Hamiltonians have the same form and act on
identical copies of the Hilbert space. However, it follows from the non-trivial
nature of the relation between the free energies that expecting all observables
to be preserved is too strong. Furthermore, it is clear from the form of the
duality that the energy spectrum cannot be preserved without a rescaling.
These two aspects of the duality prevent it from fitting into the framework
developed in [11].

1.2.2. Boson-Fermion Duality. boson—fermion dualities (bosonisation/fermi-
onisation) are a class of dualities transforming between bosonic and
fermionic systems, usually in the context of quantum fields. They are an exam-
ple of particle vortex dualities that have had wide application, particularly in
quantum field theory and condensed matter physics. Similarly to the Kramer—
Wannier duality, the interest often lies in transforming strongly interacting
fermionic systems (e.g. electrons in metals in condensed matter physics) to
weakly interacting bosonic systems or vice versa. In particular these dualities
often work well near critical points or phase transitions where the crossover
of these regimes takes place. In this context, the ‘strong—weak’ nature of the
duality can be referred to as a ‘UV to IR’ duality.

There has been extensive study of boson—fermion duality in different di-
mensions and it is conjectured that an exact duality exists in 3D on the level
of partition functions [19-21]. Here, ‘exact’ duality refers to a transformation
that is valid in all regimes including at criticality, whereas ‘approximate’ dual-
ities can be demonstrated to hold under some conditions or in specific UV or
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IR limit. Extending the mathematical framework to also include this type of
approximate duality is considered in Sect. 4 where the equivalence is restricted
to a subspace, e.g. the low energy subspace. The majority of this paper con-
siders exact mappings, and a duality of this type was demonstrated between
3D lattice gauge theories in [22].

The duality in [22] is between a strongly coupled boson and its free
fermion vortex. The bosonic theory is an XY model coupled to a U(1) Chern—
Simons gauge field, where the Chern-Simons theory is realised via a lattice
fermion with mass M and interaction U. The fermionic dual theory is a free
massless Dirac fermion implemented by a lattice fermion of mass M’ and in-
teraction U’. The partition function of the fermionic system is shown to be
proportional to the bosonic theory even at criticality, given that the mass and
interactions of the two lattice fermions are related via,

M Iy(1/T)  J14U" |1 when T =0, (6)
M~ L(1)T) V14U  )oo whenT =0
where I;(z) is the jth modified Bessel function. The above echoes Eq. (5)
giving the duality condition relating the physics of the two systems in different
regimes (low and high temperature).

Generally the literature on boson—fermion dualities is out of reach for a
duality framework considering operators in finite dimensions as there is a no-
table gap in our understanding of connecting quantum field theories to finite-
dimensional operator algebra. Nevertheless, examining the qualitative aspects
of boson—fermion dualities can shed light on deficiencies within the previous
mathematical framework. This example reinforces the importance of incorpo-
rating non-trivial relationships between spectra to adequately accommodate
strong—weak dualities.

2. Generalised Duality Map

The first step in studying maps between operators describing a ‘duality’ is
to identify what properties these maps should preserve in general. There is
potential for wide variation in how duality maps are defined. This work aims
for a minimal set of axioms that encompasses as many dualities as possible, in
particular strong—weak and high—low-temperature dualities, while capturing
[11]’s simulation as a special case. This paper is restricted to consider finite-
dimensional systems, we denote Hermitian (n x n) matrices by Herm,,.

Definition 3 (Measurement duality map). A measurement duality map, @ :
Herm,, — Herm,,, satisfies

(i) V a; € Herm,,, p; € [0,1] with >, p; =1

@, (ZP:‘%) =G (Zpﬂ%) Zg(ai)h(pi)q)s(ai);
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(ii) V A € Herm,, :
spec [@,(4)] = f(A)speclA].

The scaling functions f, G, g: Herm,, — R, are Lipschitz on any compact subset
of Herm,, and map to zero iff the input is the zero operator. h: [0,1] — [0, 1]
describes a mapping between probability distributions such that >, h(p;) = 1.

Intuitively, all duality maps must preserve Hermiticity for observables
in one theory to be associated with observables in another—this is the most
straightforward condition on any duality map. The map is defined to take
(n x n) Hermitian matrices as inputs and output (m x m) Hermitian matrices.
A priori there is no constraint or relation between n and m, but we will later
see as a consequence of the definition that m/n is a positive integer.

Dualities are also constrained by the convex structure of quantum me-
chanics, but formulating the minimal requirements in this case is more subtle.
Operationally, a convex combination of observables corresponds physically to
the process of selecting an observable at random from some ensemble of observ-
ables according to some probability distribution, measuring that observable,
and reporting the outcome. This is commonly described mathematically by
an ensemble of observables: {p;, A;}, where p; is the probability of measur-
ing observable A;. Since this is a physical operation that can be performed
on the original system, there must be a corresponding procedure on the dual
system that gives the same outcome. However, this does not imply that the
dual process must necessarily be given by the convex combination of the dual
observables. It would clearly be possible operationally to first rescale the prob-
ability distribution before picking the dual observable to measure, and then
to rescale the outcome of that measurement in some way before reporting it.
A fully general axiomatisation of duality has to allow for this possibility, and
this is precisely what is captured mathematically in Axiom (i).2

In quantum mechanics, measurement outcomes are associated with the
spectra of the Hermitian operators; hence, the final axiom requires a relation
between the spectra of dual operators. Again, operationally, we have to al-
low for the possibility of rescaling the measurement outcomes. Even a simple
change of measurement units, which has no physical content, induces such a
rescaling mathematically. But more general rescalings that interchange large
and small eigenvalues are possible, indeed required to encompass strong—weak
dualities (e.g. the classic Kramer—Wannier duality).

This is captured mathematically in Axiom (ii) of Definition 3 by the
scaling function, f, which is observable-dependent. Furthermore, Axiom (ii)

2Note that Axiom (ii) is a slight abuse of notation since the map & is really a function of the
ensemble {p;,a;}. However, the outcome should not depend on how you chose to construct
the ensemble average. It will turn out later (see Lemma 7 for details) that consistency
with the final axiom imposes additional constrains the allowed probability and observable
rescaling functions, such that ® is truly only a function of the ensemble average. But this
is a non-trivial consequence of the iteraction between convexity and preservation of other
physical properties; it is not required just by the duality of observable ensembles.
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imposes a relation on the set eigenvalues, but not on their ordering or mul-
tiplicities. Thus, which particular dual measurement outcome corresponds to
which outcome on the original system can vary. Since the scaling functions
depend on the operator, the form of the duality is free to vary for different
observables.

The only constraints imposed on the scaling functions f, g, G are those we
argue are physically necessary: the range must be restricted to real numbers
since all measurement outcomes in quantum mechanics must be real; they
are required to satisfy a very weak Lipschitz condition to exclude unphysical
discontinuities; and non-vanishing for a nonzero input ensures every observable
has a corresponding dual.

There are still plausible notions of duality not captured by this definition.
However, the formulation given in Definition 3 is sufficient to restrict to map-
pings that represent meaningful dualities, yet be a substantial generalisation
of Theorem 1.

2.1. Characterisation

A priori, requiring that the spectrum of operators is preserved up to a func-
tion that is allowed to depend on the operator itself would appear to be an
extremely weak constraint on the map. For example, this function may ar-
bitrarily rescale or invert the spectrum for different operators. However, the
interplay between spectrum rescaling and (rescaled) convexity introduces sig-
nificantly more rigidity into the maps’ structure than either constraint alone.
The scaling functions f, g, G appearing in the axioms are found to be neces-
sarily related, such that the axioms can be equivalently rewritten using only
a single function. These relationships are proven rather than assumed by ini-
tially considering the action of the duality map on orthogonal projectors and
proving that the constraints imply a non-trivial preservation of orthogonal-
ity (and then building up to general Hermitian operators). A key element of
this proof is that intuitively unphysical actions of the map—for example dis-
continuous permutations within projectors during continuous variations in the
operator—can be ruled out using the analyticity of the resolvent of operators
at non-degenerate points in its spectrum Appendix D.

Theorem 4 (Characterisation). Any measurement duality map, @, with the
scale function f(-) is necessarily of the form,

@&@:fMﬂKAM@Z%>W,

where p,q are non-negative integers, U is a unitary transformation and A
represents the complex conjugate of A. Equivalently,

P (A) = f(AU (A® P+ A®Q)UT,
where P and Q) are orthogonal complemently projectors.

The rest of this section is dedicated to proving Theorem 4. A sketch of the
argument and ingredients used in the proof are outlined in Fig.2. The result
relies on relating duality maps to the encodings characterised in Theorem 1.
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$, maps,

{orthugonal } N {orthogonal }
projectors @ projectors

(Lemma 5, Lemma 6)

/Theorem 4: map characterisation

Ann. Henri Poincaré

Consider general Hermitians

in spectral decomposition

Connect to Cx algebra
techniques seen in
[CMP19]

A relationship between scale

functions in the definition of
@, (Lemma 7)

Qhete U is a unitary.

F1GURE 2. Outline of proof idea for Theorem 4. Starting with
the definition of the duality map, we first show that orthogo-
nal projectors are mapped to orthogonal projectors. This then
allows one to consider Hamiltonians in their spectral decom-
position and map these using the rescaled convexity axiom,
there are two technical results as we first show this result for
orthogonal complement projectors (Lemma 5) and then gen-
eral orthogonal projectors (Lemma 6). From consistency, this
results in a relationship between the scale functions used to
define the map. Substituting these relations into the definition
gives new conditions in terms of a single rescaling function f.
From here, the connection to the characterisation theorem in
[11] can be made which leads to the final result: the duality
map is necessarily of the form of taking direct sum of copies
of the observable and the complex conjugate of the observ-
able, doing a unitary transformation and multiplying by the
rescaling function

To demonstrate this, we first need to examine the necessary relations between
the different scaling functions which in tern requires establishing how the map
transforms orthogonal projectors. The following lemma shows that a duality
map will take orthogonal complement projectors to objects proportional to
two new orthogonal complement projectors in the new Hilbert space.

Lemma 5 (Mapping orthogonal complement projectors). Let Q1 and Q2 be
orthogonal complement projectors (Q1Q2 = Q2Q1 = 0 and Q1 + Q2 = ).
Under a measurement duality map ®g, these projectors are mapped to:

CI)S(CQl) X 21 (I)S(CQQ) X 22.
Where c € R and X1, 39 are themselves orthogonal complement projectors, i.e.
22 == 21, Z% = 22, 2122 = 2221 =0 and 21 —|—22 =1

Proof. Since a general projector P; has spec[P;] € {0,1}, by axiom (ii) of
Definition 3 the mapped operator has spec [D(cP;)] = f(cP;)spec[cP;] =
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cf(cP;)spec|P;] € cf(cP;){0,1}. The map also preserves Hermiticity via def-
inition, so projectors are mapped to operators proportional to projectors. In
particular, given orthogonal complement projectors:

Py(cQr) = cf(cQ1)X1 (7)
D, (cQ2) = cf (cQ2)Xa, (8)

it only remains to show that 31, 35 are also orthogonal complement projectors.
The identity is a special case since spec[l] € {1} so spec[®,(I)] € {f(D)}.
Therefore,

c c
@, (5(Q1+Q2)) = 0, (c1/2) = Sf (/L. (9)
Applying axiom (i) to the sum of operators gives,

P, (g(Ql + Qz)) = G(cl/2)h(1/2) [g(cQ1)Ps(cQ1) + g(cQ2)Ps(cQ2)] (10)
G(cl/2)h(1/2) [g(cQ1)cf(cQ1)1 + Q(Qz)cf(CQ2)E(2] -)
11

Note that while ¢ is a general real, (i) has to be applied with ). p; = 1 and
p; € [0,1], in this case t1,t2 = 1/2 and ¢ has been absorbed into the Hermitian
operators.

Equating Egs. (9) and 11),

G(el/2)h(1/2) [9(Q1)ef (cQ1)B1 + 9(Qa)ef (¢Qa) L] =S f(/2)L  (12)
G(cI/2)
7(e/2)

2

h(1/2) [g(cQ1)f(cQ1)%1 + g(cQ2) f(cQ2) 2] =1 (13)
a¥; + %, =1, (14)
where the notation is simplified by defining:

oo 26D/ DQUIQ)

2G(cl/2)h(1/2)g(cQ2) f(cQ2)
f(cll/2) '

f(cl/2)

(15)
Rewriting the matrices in Eq. (14) in the {1, 31} basis,

N A

Equating the off-diagonal quadrants gives that B = SC = 0. Since the initial
properties of the scaling functions imply that 5 # 0, B and C must vanish and
31,39 are simultaneously diagonalisable with [, ¥5] = 0. Equating diagonal
quadrants gives:

ol +BA=1 (17)
BD =1. (18)

In order for ¥5 to be a valid projector D? = D and A? = A. This together
with the expression for D = %H from Eq. (18) implies that 5 = +1 and D = 1.
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Finally, rearranging Eq. (17),

A=(1—-a)l=A4A%=(1-a)l, (19)
together with o # 0 implies that « = +1, A = 0. In both the above cases,
the solutions 3 = —1 and a« = —2 are discarded since Y5 must be a positive

definite operator. In the {31, ¥} basis

C () me(Y) e

so X1, %o are orthogonal complement projectors. O

The expressions for o and § give some initial relations between the scale
functions appearing in the axioms:
f(cl/2)

h(1/2)g(Q1) f(cQ1) = h(1/2)g(cQ2) f(cQ2) = W (21)

Since for any projector P; there exists its complement P:-, it follows that the

above applies generally for any projector: h(1/2)g(cP;) f(cP;) = chgf%?%)

Now a statement concerning how a measurement duality map acts on two
orthogonal projectors that only span a subspace of the initial Hilbert space
can be made.

Lemma 6 (Mapping orthogonal projectors). Let Py and Py be orthogonal pro-
jectors such that PPy = P, Py = 0. Under a measurement duality map, P,
these projectors are mapped to:

<I>s(cP1) O(H1 (I)S(CPQ) O(HQ,
where ¢ € R and 111,11y are themselves orthogonal projectors.

Proof. Again spectrum preservation stipulates that projectors are mapped to
objects proportional to projectors:

O, (cPy) = cf (cPy)Iy (22)
B, (cPy) = cf (cPy)T, (23)
o, (g(P1 + PQ)) = %f (g(Pl + Pz)) I, (24)

where the final equation holds since the sum of two orthogonal projectors is
another projector. Applying axiom (i) to the sum and substituting the above:

@, (5P + P2)) = G (5(Pu+ P2)) h(1/2) [g(cP1)@s(cPy)

+9(cPy)Ps(cPy)] (25)
—G (g(p1 T PQ)) h(1/2) [9(cPy)ef(cP)IL,
+g(cPa)cf(cPp)Ils]. (26)

Equating Egs. (24) and (26) in the same way as in Lemma 5 gives:
O[(Hl + HQ) = H12 (27)
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where
_ 2G(c/2(Py + P2))h(1/2)g(cPy) f(cPr) (28)
f(e/2(P + P))
_ 2G(1)2(Py + P3))h(1/2)g(cP) f(cP2) (29)
f(e/2(P + Py))
_ Gle/2AP + P) S(e)?) 0

~ f(e/2(P1+ P2)) G(cl/2)
In the above, the scale factor relation for projectors from Eq. (21) is used to

equate g(cPy)f(cPy) = g(cPs) f(cP).
Writing the matrices in Eq. (27) in the {II;2, 1135} basis:

(o5 () -(rs) @

Since 11y, II; are projectors, they must be positive semi-definite matrices. Let
|z) be a vector only with support on the IIj; subspace. The positive semi-
definite property requires that

(2] 0, [2) = (0 9:)(12 g) <2) —Da? >0 (32)

(2] Ty [2) = (0 x)(f‘é :g) (2) — D=0, (33)

Only D = 0 can satisfy the above simultaneously. Once the lower right block is
set to 0, the off-diagonal blocks must also vanish for II; to be valid projectors
(see Appendix C),

(A 0 (A 0
mo (A1), mo (4 L0y "
Therefore, Eq. (27) reduces to the same form as Eq. (16) when examining the
top left quadrant only,

Oé(Al + Ag) = H, (35)
identifying that o = 1 since A;, Ao are projectors. Applying Lemma 5 gives
A1A2 = A2A1 = 0. The result is that H1H2 = H2H1 =0. O

A consequence of o = 1 is that,

G(c/2(PL + Pp)) _ G(/2) (36)
fe/2(Pr+ P))  f(cL/2)’
for all orthogonal projectors P;, P,. The above relation can be shown to hold
in a more general case which leads to a restatement of the axiom describing

the behaviour of the map acting on convex combinations.

Lemma 7 (Constrained scale functions). A duality map, @, satisfies
(i 7) (I)S(Zi piai) = JC(X:z piai) Zi %fbs(ai)
for all a; € Herm,, and p; € [0, 1] with Y, p; = 1.
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Proof. This proof follows by demonstrating various relationships between the
scaling functions f, g, G that must hold as a consequence of Definition 3.

First, for all Hermitian operators A, the ratio of f(A) to G(A) is proven
to be a constant independent of A. The spectral decomposition of a general
Hermitian operator A is given by

A=Y "\P, (37)

where \; € R and in the case of degenerate eigenvalues we are free to chose
{P;} to form a set of orthogonal projectors. In order to apply axiom (i) of
Definition 3, the summation is rearranged to read,

A= Z i (ciP) (38)

where now p; € [0,1] and )~ p1; = 1, whereas ¢; € R with p;¢; = \;. Note that
while clearly this choice of p;c¢; is not unique, this does not affect the following
argument.

By axiom (i) of Definition 3,

®,(A) = G(A) Z h(pi)g(ciP;)®s(ci ;). (39)

Using Lemma 6, this can be written as a spectral decomposition over orthog-
onal projectors,

D (A) = G(A) Z hps)g(ciPy) f (¢ Py) eI, (40)

However, since the spectral decomposition is unique (up to degenerate eigenval-
ues where we continue to choose an orthogonal basis) it can also be expressed
using the spectrum preserving axiom as

y(A) = f(A) Z picilly (s, (41)

where o(i) denotes some permutation of indices.
Equating Egs. (39) and (41) gives,

G(A
f((A)) > h(pi)g(eiP) f(eiP)eill =Y picilly ). (42)
Multiplying by Il selects for a given projector,
G(4)
mh(ﬂnm)g(%(j)}%(j))f(cn(j)Pa(j))Ca(j) = 14¢5) (43)

where o(j) = k. Appendix D demonstrates that in fact o(k) = k Vk is the
only allowed permutation for any map ®, and operator A. Therefore, we can
equate

h(pi)g(eils) = g:((i)) f(ZiPi). "
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Since h(u;)g(c; P;) cannot depend on the other eigenvalues and vectors of
A the ratio of f(A) to G(A) must be constant for any given Hermitian, i.e.

é((i)) =, VA € Herm, (45)
for some x € R.
Applying (i) of Definition 3 to the trivial sum ®4(A4) = G(A)h(t)g(A)Ps(A)
gives another useful relation,

g(A) = —— = VA € Herm, (46)

since h(1) = 1 by definition.
The next step is to investigate the function h by relating h(t)g(A) and
g(A). Let Ay, Ay be any two Hermitian operators with spectral decompositions,

A= AP (47)
Ay = i@, (48)

where A, pt; € R such that {P;,Q;} form an orthogonal set of projectors, i.e.
A; and As must have orthogonal support. Consider a convex combination,

A=tA +(1—t)As, (49)

with ¢ € [0,1]. Since A; and Ay have orthogonal support and the map obeys
axiom (ii) of Definition 3, the spectrum of the mapped convex combination is:

spec [, (A)] = fA){tA;, (1 — )i} (50)
On the other hand, applying axiom (i) of Definition 3 to A gives,
P, (A) = G(A) [h(t)g(A1)Ps(Ar) + h(1 — t)g(A2)Ps(A2)]. (51)

By Lemma 6, ®5(A;) and ®4(As) have orthogonal support, and {®;(\;P;),
D, (u;Q;)} is an orthogonal set. Together with axiom (ii) of Definition 3, this
implies that

spec[®s(A)] = {G(A)h(t)g(A1)spec[Ps(A1)], G(A)R(1 —t)g(As)spec[®s(A471)]}
(52)
={G(A)h(t)g(A1) f(A)Ni; G(A)A(L —t)g(A2) f(A2)pi}.  (53)
Again using the result from Appendix D that the permutation is trivial,

we can equate the elements of spec [®,(A)] that correspond to Aj:

fAEN: = G(A)h(t)g(A1) (A1) (54)
Using Egs. (45) and (46),

h(t)g(Ar) = 7 (55)

for all A; € Herm and ¢ € [0, 1].
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Finally, substituting for g, G using Egs. (45) and (55), (ii) of Definition
3 becomes,

0, <ZpiAi> =G (ZpiAi> Zh(pi)g(z‘li)q’s(z‘li) (56)
Z pl Z f i L (57)

=f (ZPM&‘) Z f&i)‘bs(Ai) (58)

for all A; € Herm and p; € [0, 1] where ), p; = 1. O

This constraint on how the map acts on convex combinations of operators
enables the link between duality maps and the encodings in Theorem 1 to be
made.

Proof of Theorem 4. To characterise @4, we define the related map £(A4) :=
P5(A)
FA)
an encoding it is sufficient to show that it satisfies the three conditions given

in Theorem 1.
Definition 3 states ®,(A)T = ®,(A), therefore
P (AT D (A
E(A)T = s (A)' _ L). (59)
4 f4)
However, f(A) = f(A) since it is defined be a real function. Therefore, £(A)T =
E(A) and the first encoding axiom is satisfied.
Using (ii) of Definition 3, it quickly follows that € is spectrum preserving:

and show that € is an encoding in the sense of Theorem 1. For € to be

spec [E(A)] = spec [‘I;s(%)] (60)
1

= TP [@,(A)] (61)
1

= TA)f(A)spec[A] (62)

= spec[A4]. (63)

The final encoding axiom is shown using (i) of Definition 3 and Lemma
7 to demonstrate that € is convex,

(ZMJ - ngaa)) (64)
(Z pia;) (ZWZZ) Z i)‘bs(ai) (65)
=2 f?c;)f a)€(ai) (66)
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The mathematical form follows directly from ®4(A) = f(A)E(A) and
Theorem 1. O

2.2. Map on States

A map on Hamiltonians and observables is not enough to fully characterise the
duality, since a state in one theory should also have a corresponding state in
the other. The set of states is just a subset of Hermitian operators; however,
the physical requirements on the state map differ to those given in Definition 3.
Instead, when we consider maps on states, we need them to be compatible with
the map on operators such that measurement outcomes and time dynamics
behave as expected. In the following definition, we use H,, to denote a Hilbert
space of dimension (n x n) and §(H) to denote the set of states in Hilbert
space JH.

Definition 8. (Compatible duality state map) Given a duality map, ®, on op-
erators (Definition 3), we say that a map on states, @gpate : S(H,) — S(Hon),
is compatible with ® if it satisfies the following properties:

(1) Convexity: for all p; € [0,1] and >, p; = 1,

(I)state (ZPsz) - Zpiq)state(pi);
(2) Measurement outcomes are preserved up to the scaling function,
tr [B(A) Ptate(p)] = f(A)tr [Ap]

for all A € Herm,,, p € 8(H,);
(3) Time dynamics is consistent at rescaled times,

Detate (e*thpeth) = IR G . (p)e!®HI[H),

While examples of compatible maps on states were given for the simula-
tions in [11], this section proves that the form of the map on states is implied
by the definitions of duality maps and the corresponding map on states.

Proposition 9. (Form of state map) Given a duality map, ®(A) = f(A)U
P LA @f:gﬂ fl) U', on operators, the compatible duality map on states,
Dtate : S(Hy) — 8(Hin), as in Definition 8, is necessarily of the form:

p
Pstate(p) = U (EB aiﬂ) U,
=1

where o; € [0,1] and Y8, a; = 1.

Proof. Setting B = e'f* and conjugating condition 3 of compatible duality

state maps with U
UT(I)state (B/OBT) U= UTez{)(H)t/f(H) q)state(p)e_q)(H)t/f(H)U (68)
= (B @ B®) Ul ®gare(p)U ((BN*? @ (BN)®7) . (69)
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Since B represents time evolution for general ¢ and H, the above shows that
the conjugated state map must have the same block diagonal structure as ®,
ie.
pta
U ®gtare(p @ Xi( (70)

We now substitute this structure of the state map into condition 2 of the
definition of compatible state maps:

p+q p+q

tr(Ap) = tr |U @A@ P 4 UTU@X (71)

i=p+1

p+q

= tr @AXi(p)EB P Axi(p) (72)

i=p+1

q

:Ztr[AXi(p)]Jr > [AXi(p)] . (73)

i=p+1
Since Eq. (73) is true for all A we can differentiate with respect to A,

=Y Xil0) (74)

and separately with respect to A,
p+q
0= 3 Xip). (75)
i=p+1
Note that A and A are independent for the purpose of differentiation.

The fact that ®gate maps states to states implies that X;(p) is a positive
operator for all ¢ and p € 8(H,,). Apply X; to a pure state |1)g) and assume for
contradiction that the image has some support on a distinct pure state which
wlog we call |1)1),

Xi (Itho) (thol) = ai o) (Yol + Bi [¥h1) (¥1] + else, (76)

where “else” has no overlap with |¢g) or |11). 0 < a, 5; < 1 since X;(p) is a
positive operator. From Eq. (74),

o) (o] = ZXi(|¢o> (ol) (77)
=" ailvo) (ol + Bi 1) (1] + else. (78)
im1

Therefore, ¥ a; =1 and >0, 3; =0 = [; = 0 for all i. Hence when
applied to any pure state each X; for ¢ € [1,p] acts as,

Xi(|l) (W) = i o) (| with Zai =1L (79)
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It follows from condition 1 that each X; is individually convex. Explicitly

p+q

UDXi [ X tins | UT =D t;U el Xi(p)UT (80)
i=1 i i
implies that for all ¢ the following is true
Xi | Y ting | =Dt Xi(py)- (81)
J J
This combined with Eq. (79) gives for any state p € $(H,),
P
Xi(p) = a;p with Zai =1. (82)
i=1

By normalisation, X;(p) = 0 for ¢ € [p+ 1, ¢] which can also be seen from Eq.
(75) by applying a similar argument as for b; = 0.

Equation (82) combined with Eq. (70) gives the quoted form of the map.

O

3. Equivalent Definitions of Duality

Similarly to Proposition 2, once we establish the characterisation of the mea-
surement duality map, it becomes clear that other physical properties are
necessarily related in the dual systems, in particular the partition functions
and entropies. Certain dualities, such as Bosonisation and Kramer—Wannier,
are imposed on the level of partition functions. Therefore, while the measure-
ment duality maps are candidates to describe these types of dualities, this one-
way implication does not preclude other mathematical mappings that preserve
thermal properties and describe these dual phenomena.

This section establishes the reverse equivalence: duality definitions based
on the preservation of partition functions or entropies are in fact essentially
equivalent to the measurement duality maps defined in the previous section.
This connection is particularly interesting to unify different dualities on the
level of partition functions, measurement outcomes and entropies.

The connection between partition functions and the spectra arises from
a transformation of a partition function equality into an infinite sequence of
polynomials in the charges (e.g. 8 for the Hamiltonian). This sequence is shown
to converge in the limit to a relation between the ¢, norms of the spectra. A
recursive application of this argument then implies the preservation of the spec-
tral sets themselves. The connection between entropy preserving and spectrum
preserving is perhaps more surprising, and leads to a novel result concerning
the characterisation of entropy preserving maps up to an additive constant.
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3.1. Partition Function Duality

Examples of physical dualities suggest that it is common for a duality to be de-
fined in terms of partition functions (or equivalently free energy), rather than
observables, particularly when considering classical thermodynamics. This mo-
tivates considering a different definition of duality, formulated in terms of pre-
serving partition functions rather than measurement outcomes:

Definition 10 (Thermal duality map). A thermal duality map, ®; : Herm,, —
Herm,,, satisfies

(i) V a; € Herm,,, p; € [0,1] with >, p; =1:

@, <Zpiai> =G (Zpiai> > gai)h(p:) @4 (a;);
(ii) V A € Herm,, and all J4 >0, J4 € R:
atr [e_J“f(A)A} =tr [e_JA'i"(A)}

for some constant a > 0.

The scaling functions f, G, g: Herm,, — R, are Lipschitz on any compact
subset of Herm,, and map to zero iff the input is the zero operator. However,
h: [0,1] — [0,1] where Y, h(p;) = 1iff Y}, p; = 1.

The convexity condition is the same as in Definition 3, as is the motiva-
tion. The second axiom captures how the thermal physics of the two systems
are related. The simplest physical example of this is the Hamiltonian of the
system, H, with inverse temperature, 3, acting as the corresponding charge
Jg. However, if the duality is to be complete, this relationship should also
hold for other source terms in the partition function tr [—3H + _, Ja, A;] to
relate both the thermal properties and correlations of the two systems. We
must again allow the freedom of rescaling the values of the charges in the dual
system by an operator-dependent scaling function f, since this is something
that could be done operationally. Equating these generalised partition func-
tions for all values of the charges is mathematically equivalent to (ii), since
trivially all but one selected charge can be set to 0 in tern.

The following result demonstrates that a map preserving partition func-
tions up to a physical rescaling as in Definition 10 necessarily preserved the
spectra up to the same rescaling.

Theorem 11 (Maps preserving partition functions preserve spectra). Given a
map P; : Herm,, — Herm,,, such thatV A € Herm,, and all Jy >0, J4 € R

atr [efJAf(A)A} =tr [eiJA(I)‘(A)} for some constant o > 0,

where f : Herm,, — R is a scaling factor. V A € Herm,,, ®; satisfies,

spec [D:(A)] = f(A)spec[A4].
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Proof. Initially let spec[A] = {\;} and spec [®;(A)] = {p;} and relate their
”partition functions” as in the theorem statement

az e~ TN = iy [e*Jf(A)A] =tr [ A A)] Zef‘]’“ (83)

Expanding the exponential using the Maclaurin series, e = Y 7° % which
converges for all x, gives

dim[A] ~o dim[®+(A)] oo

azz W: Z Z J”J | (34)

For the above polynomials to be equal at all values of the charge J, the coef-
ficients for each power of J must be equal.® Equating the J° coefficients fixes
the relationship between the dimensions:

adim[A] = dim [@;(A)] . (85)

Therefore, the operators A and ®;(A) may act on Hilbert spaces of different
dimension (i.e. n # m). However, Eq. (85) implies that « is a positive rational
so we set £ := o with x,y € Z™ coprime in the following.

For a given A, the remaining equalities generate an infinite system of

polynomials in {,ul}d“““[q’t(f“)]7
" dim[A] dim[®;(A)]
VPEZ+; ; Z (f(A)/\i)p: Z ,uf.
=1 i=1

Manipulating the sum to remove the multiplicative factors we have Vp € ZT,

x dim[A] ydim[®;(A)]
> XN = > wl (86)
i=1 i=1

where we define new vectors X, p/ with elements {)\ (i 1)m+n}n 1 = A; and
{u(z Dy +n} _1 = M4, indexing the elements of all vectors in non-decreasing
order.

The summations in Eq. (86) now each contain the same number of terms
and thus, for even p = 2p, we can interpret the above as equating the p-norms

of two (x dim[A] = y dim [®;(A)])-dimensional vectors:

& dim([A] V2 dimfw, (A)] 1/2¢
Z | FLA)N]?e = Z i@ : (87)
=1 =1

Taking the limit ¢ — oo, this converges to the £, norm of both sides, i.e. we can
equate the elements of maximum absolute value in each vector: max;|f(A)\;| =
max;|1;].

Now, subtracting (max; f(A)\,)?¢ = (max; u})?? from both sides of Eq.
(87), we obtain an analogous set of p-norm equalities but for vectors with
length reduced by 1, with the maximum elements removed. Applying this

3Since Eq. (84) is an analytic function, see, e.g. [23] p133.
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"and p’ must have

argument recursively, we conclude that the vectors f(A)A
identical components up to signs.
The linear variant of Eq. (86) rules out the case where the components

X and g’ have different signs:

z dim[A] ydim[®¢(A)] z dim[A]
Z (A Yo=Y EH(AN (88)
i=1 i=1

This follows as Eq. (83) must hold for all Hermitians A, including those with
only positive eigenvalues. Any term in the sum being negated on the right
hand side of Eq. (88) would produce a strictly smaller total than that of the
left hand side; therefore,

i = FAN. (89)

It remains to use X and y’ to find the relation between the original

eigenvalue vectors A and u (potentially of different lengths). Choose an A with

non-degenerate spectrum, and consider the two smallest eigenvalues of A. We
have

VI
A =N, = i (90)
/ /J’z 1
P —f(jl). (91)

Since A has non-degenerate spectrum, we have p, # p/, ;. But {Mzifl)ern}l?yL:l
are equal for all 7 by definition of u/. Thus, x > y and y = 1, since x and y are
coprime. Hence, dim ®;(A4) must be at least as large as dim A and o € Z*.

Equation (89) and « € Z* implies the set equality {u;}¢ 5™

FA{N }dlm 4] Where each element of y is alpha-fold degenerate. The two
spectra are thus proportional and the proof is complete. O

A simple corollary of this result is that the thermal duality map defined
above is equivalent to the previously studied and characterised measurement
duality map:

Corollary 12. The set of maps that describe a thermal duality is equal to the
set of maps describing a measurement duality, such that Definitions 3 and 10
are equivalent. Therefore, thermal duality maps are also of the form,

B, (A) = (AU (A@P @Z@q) uUt,

where p,q are non-negative integers, U is a unitary transformation and A
represents the complex conjugate of A.

Proof. Recall that a measurement duality map is defined by two conditions

(L) @ (3 pias) = G (32 pias) 3_; 9(ai)h(pi) Ps(as);
(I1.) spec[®s(A)] = f(A)spec[A].

and a partition function duality is also defined by two conditions,

(L) @ (3 piai) = f (i piai) 32 7oy Pelai);
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(ii.) atr [emafAA] = tr [e=a®:(D] for some constant o > 0.

(I) and (i) are identical statements. From Theorem 11, (ii) implies (II) where
the degeneracy of the spectrum is given by a which was shown to necessarily
be o € Z*. The reverse implication (IT) implies (ii) can be shown. Given the
measurement duality characterisation, the spectrum is not only equal, but each
eigenvalue has degeneracy p + ¢ = m/n € Z*. Therefore,

e o 4] = Mg [ asna], ©2)
n

where we can equate o = m/n.
All of the conditions have been shown to be equivalent; therefore, the two
definitions of duality describe the same set of maps. O

3.2. Entropic Duality

A third and final viewpoint is to consider entropic dualities.

Definition 13. (Entropic duality map) An entropic duality map, ®. : Herm,, —
Herm,, and ®. : 8(H,,) — 8(H,.,) satisfies

(i) V a; € Herm,,, p; € [0,1] with >~ p; =1

@, (me) = Zpi(pe(ai);
(i) Vp € $() :
S(@e(p)) = S(p) + log
(iii) ®.(0) = 0.

The justification for the convexity condition is unchanged. However, the
map is additionally constrained to map states to states (positive operators
with unit trace) to meaningfully examine the behaviour of dual entropies. An
immediate consequence of this is a simplification of the previously allowed
generalised convexity to standard convexity.

The second axiom captures how the entropies of corresponding states are
related. In trivial examples of dual states in different sized spaces, there is
additional entropy arising from the additional degrees of freedom in the larger
state space. This gives an additive offset that depends on the Hilbert space
dimension in the entropy relation. For example, if states p are mapped to the
(trivially) dual states ®(p) = p ® 1/d, the entropy of the dual state picks up
an additional additive contribution: S(®(p)) = S(p) + d.

More generally, for a di-dimensional maximally mixed state to be dual
to the maximally mixed state in do > d; dimensions, the required entropy
relation is

1
S (dﬂ(d2xd2)> = log ds (93)
2

dady

:1 _—
og &

(94)
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1 ds
= S (dl]l(dlxdl)) + ].Og a (95)

Then, o = do/dy and we can identify log « as a constant entropy offset arising
from the different Hilbert space dimensions.

Entropies in quantum information theory express the information content
or entanglement of systems. For example, in holographic dualities such as
AdS/CFT there are relationships between the entropy of corresponding states
(the Ryu-Takayanagi formula [24]). However, the above definition concerns
the global entropy of states and not entanglement entropy of reduced states.
Therefore, the state dependent additive entropy that appears in the Ryu-—
Takayanagi formula does not contradict the state independent additive entropy
we assert, since the latter does not refer to the entropy of a reduced state but
rather a state on the full Hilbert space.

Similarly to the previous section, we arrive at a characterisation of en-
tropic duality maps by demonstrating that a map that preserves entropies
is necessarily spectrum preserving. To show this result, we first need some
technical lemmas.

Lemma 14 (Entropy of mixtures of mixed states). Given a density operator,
pa = 25:1 PzPz, that is a probabilistic mizture of mized states p,, with p, €
[0,1] and >, p, = 1. The von Neumann entropy of pa obeys the following
equality,

S(p./l) = prs(pw) - pr log pa,

if and only if p, have orthogonal support, i.e. tr[pyp,] = 0 for all x # y.

Lemma 15 (Pure states mapped to orthogonal density matrices). Let {o;}¢,
be a set of orthogonal pure states that forms a basis in H, with o; € Py(H).
Let the map ¢ : 8(H,,) — 8(Han), be
(a) Entropy preserving up to an additive constant, S(¢(p)) = S(p) + loga;
(b) Convez, ¢p(tp+ (1 —t)o) = td(p) + (1 — t)p(o). However, t € [0,1] and
p,o € 8(FH).
The image of this set under the map is a new set, {¢(c;)}L_, with orthogonal
support.

For the proof of Lemma 14 (Lemma 15), see Appendix A (Appendix B),
respectively. Now that an orthogonal basis in the dual system is established, we
can show that the entropy preserving map is necessarily spectrum preserving.
Not that in this case the map is only transforming between states, how the
map acts on the full Hermitians is the subject of the next result.

Theorem 16 (Entropy preserving implies spectrum preserving on positive nor-
malised Hermitian operators). A map ¢ : 8(H,,) — 8(Han), that is
(a) Entropy preserving up to an additive constant: S(¢(p)) = S(p) + log a;
(b) Convez: ¢(tp + (1 —t)o) = to(p) + (1 — t)p(o). Where t € [0,1] and
p,o € 8(H)
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will transform the spectrum of the density operator in the following way

spec[p] = {1, ..., Aa}
spec [¢(p)] = {>\17"'7 )\d}

« «

where every eigenvalue in the spectrum of ¢(p) has multiplicity «.

Proof. The first step in the proof is to show that the image of the pure states
{¢(0;)}%_,—which by Lemma 15 is known to have orthogonal support—has
a nonzero eigenvalues all equal to 1/a. Using the entropy preserving property
of the map: S(¢(0;)) = log a. Since log «v is the maximal entropy of a Hilbert
space of dimension «, it follows that ¢(o;) must have at least « nonzero eigen-
values, i.e. Rank [¢(0;)] > a for all 1.

As a consequence of orthogonality, the rank summation of d mixed states,
¢(o;), will be upper bounded by the dimension of the Hilbert space the density
matrices act in:

d
ZRank [p(0:)] < ad. (96)

Tt follows that Rank [¢(0;)] = « for all i. Together with the entropy S(¢(0;))
log v, it follows that the nonzero eigenvalues must be flat and spec [¢(0;)]

{1/a,0}.

It is then simple to extend to the full result. Any state in p € $(H) can
be written as a linear combination of pure states p = Z?Zl Aio; where due to
normalisation Zle A; = 1. Using the convexity property of the map

d d
¢ (Z m) = Z Xid (o). (97)

From Lemma 14, {¢(0;)} have orthogonal support and therefore spec [¢(0;)] =
{1/a,0}. Therefore, the spectrum of ¢(p) will be {A1/a, Ao/a, ..., A\g/a} each
with multiplicity a. O

Armed with a link between entropy preserving and spectral preserving
on positive Hermitians with unit trace, we can now look to characterising the
entropic dual maps on the full Hermitian space. We show that the entropic
definition of duality is only slightly less general than the others. This originates
from the normalisation of elements of §(JH) whereby since the operator map
the is restricted to map states to states the rescaling is limited. The following
result characterised entropic duality maps and describes the almost equivalence
to the two other types of duality map we have studied.

Theorem 17. Fuvery entropic duality map ®. is a measurement/thermal duality
map where f(A) = 1/« for all A € Herm,, and therefore has the form

D.(A) = éU (A@P ® Z®q) Ut
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for some unitary U and p,q € Z+. Conversely if ® is a measurement/thermal
duality map then the related map

o (4) O‘i‘.(ﬁ) for A€ Herm, #0
T @A) for A=,

18 an entropic duality map.

Proof. Corollary 12 states that measurement and thermal duality maps are
equivalent. Therefore, this proof can focus on demonstrating a relationship
between @, and measurement duality maps and the connection to thermal
duality maps in identical.
Recall that an entropic duality map is defined by three conditions

(i) e (3 piai) = >2; Pi®e(ai);

(i) S(®e(p)) = S(p) +logay;
(iii.) ®.(0) = 0;
and a measurement duality map is defined by two conditions

(L) @s Q2 piai) = f (X2 piai) 32, %q%(ai)%
(I1.) spec[®s(A)] = f(A)spec[A].
We have used Lemma 7 to replace the original weakened convexity condition
with the constrained convexity condition that equivalently defines the map.
Additionally, restricting to the case where f(A4) = % then condition I becomes,

(PS <Zpiai> = Zapz sz s z (98)

such that it is manifestly equivalent to (i) for this choice of scale function.
All that is left to do for the first statement is to show that a map obeying
(i)-(iil) is spectrum preserving for all Hermitians. The first step is to show
that (i) & (iii) implies the map, ®., is real linear. This follows from the same
argument laid out in the proof of [11] Theorem 4. For any real negative A\ set
p= 3> >0, A€ Herm, and B = ( 1) = AA. Using (i) and (iii) together:

De(pA+ (1 -p)B) = 2(0) =0 99)
= p‘I)e(A) + (1 _p)(be(/\A)~ (100)
Therefore \®.(A) = ®.(A\A). Repeating this logic for AA gives \2®.(A4) =

®.(\2A) and hence homogeneity for all real scalars. Then combining (i) with
homogeneity gives real linearity of ®., i.e.

D, <Z pi)\ai> Zpl (Aa;) Z Apia;, (101)

for (Ap;) € R and a; € Herm,,.

The entropic duality map restricted to S(3,,) satisfies the conditions
of Theorem 16 and therefore ®, preserves the spectra of positive Hermitians
with unit trace (up to a renormalisation). The transformation of the spectra of
M & 8(H) by ®. is shown by building up from o, p € §(H) using ®.(ap+bo) =
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a®.(p) + bP.(0). First note that any Hermitian operator can be written in a
spectral decomposition M = Y. v; |1;) (¢;]. Splitting the decomposition up
into two sums over the positive and negative eigenvalues, respectively,

M =" vilih) (Wil + ) wiba) (ahil (102)

v; >0 v; <0
=M, + M_ (103)
=Cypy tCp, (104)

where p,_ = and cy,_ = tr(M,,_). Therefore

My,
tr(My /)
D(M) = ¢ B(py) + ¢ Bu(p_). (105)
Since p4 and p_ are orthogonal it follows from Theorem 16 and Lemma 15
that the spectrum of M, {r;}% ;| transforms as

spec [Bo(M)] = é{yl, o va) s (106)

where every eigenvalue in the new spectrum has multiplicity .

The converse statement is simple to demonstrate. For all A € Herm,,,
®(A) = ®(A)" and since f(A) € R it follows that &/, also preserves Hermiticity.
Using the simplified convexity axiom from Lemma 7 for ®, and substituting
for @7, it is easy to see that this map is convex as in (i) of the definition of
entropic duality maps. Finally using spectrum preservation of @,

spec [®,(p)] = ~specs], (107)

for a state p € Herm,,, where each eigenvalue has a copies. S(p) = >, n; logn;
where {n;} are the eigenvalues of p. Therefore, the entropy of the mapped state

S(®L(p)) = —az (n) (77) (108)
- Zm‘ log n; + Zm log a (109)

= S(p) +loga, (110)

and the second axiom of Definition 13 is satisfied by the map. The third axiom
follows immediately from ®/(0) := ®(0) = 0, giving the converse statement.
O

3.2.1. Extension to Wigner’s Theorem: A New Characterisation of Entropy
Preserving Maps. The above connection between entropy preserving and spec-
trum preserving axioms is notable since there is independent interest in char-
acterising entropy preserving maps. While it is well known that a unitary or
anitunitary? transformation leaves the entropy invariant, the reverse impli-
cation is false without additional information. Previous work, that traces its

4An antiunitary operator is a bijective antilinear map W : 3 +— J of a complex Hilbert
space such that (Wz, Wy) = (z,y) for all 2,y € H where the overline denotes complex
conjugation.
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origins back to Wigner’s celebrated theorem [25], has shown that by demand-
ing additional constraints on entropy preserving maps, the maps are entirely
characterised by either a unitary or antiunitary transformation.

Proposition 18 (Previous entropic map characterisations). Given a surjective
map on states ¢ : S(H) — 8(H) where the Hilbert space H has dimension n,

(1) [13] For all p € §(H), YA € [0,1]
SAp+ (1 =M)1/n) = S(A¢(p) + (1 = A)1/n)

iff o(p) = WpW* for some unitary or antiunitary operator W.
(2) [14] For all p,o € 8(H), VA € [0,1]

S(p+ (1 =XNo) =S5Ae(p) + (1 = A)¢(0))

iff o(p) = WpW™ for some unitary or antiunitary operator W.
(3) [12] For all p,o € $(H),

S(plle) = S(o(p)lle(a))
iff o(p) = WpW™* for some unitary or antiunitary operator W.

These can be translated into the language used in our characterisation
theorem by noting that for any antiunitary operator W, the operator WK,
where K is the complex conjugation operator, is unitary. Therefore, in Propo-
sition 18 either W is unitary which corresponds to p = 1, ¢ = 0 or if W
is antiunitary, for some unitary U, ¢(p) = UpU' corresponding to p = 0,
q = 1. Hence, all maps in the above proposition are found to be encodings
with p4+¢q < 1.

However, to our knowledge maps preserving entropy up to an additive
constant have not been studied in the literature. A direct consequence of The-
orem 17 is a natural extension of these previous generalisations of Wigner’s
theorem arises. A map @ : §(H) — S(H®*) is convex,

¢ (me) => pi®(ps), (111)
i i
and entropy preserving up to an additive constant

S(®(pi)) = S(pi) + log v, (112)

for all p; € 8(H), p; € [0,1] with >, p; = 1, where o € Z>q; iff @ is of the
form,

p p+q
b(p)=U (P ViV & P Wi | U (113)
i=1 i=p+1

for some unitaries U, V; and antiunitaries W; acting on I, where p,q € Z>g
and p+q = a.

Whereas previous characterisations of entropy preserving maps reduce
to Wigner’s theorem, by taking a different route via Jordan and C* algebra
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techniques we show that the entropic additive constant is precisely the addi-
tional freedom that allows the maps to admit a direct sum of both unitary and
antiunitary parts.

4. Approximate Dualities

So far only exact dualities have been considered. However, more general defi-
nitions of duality are needed in order for this framework to be practical. This
section defines how to extend the ideas of exact duality maps to allow for ap-
proximations and restrictions to a subspace. Here, approximate refers to the
physics of the two systems being equal up to some error, the approximate
equivalence holds within the full subspace. However, the simulation within a
subspace corresponds to the other type of ‘approximate’ duality discussed in
the Bosonisation example, where the equivalence only holds in some regime,
e.g. the low energy regime.

Definition 19 ((8, ¢)-Duality). ®: Herm,, — Herm,, is a (8, ¢)-approximate
duality map if 3 a duality map ® such that VA € Herm,,, the action of ®
restricted to the subspace 8 is close to the action of &:

| 2(4)|, — B(A)]| < (A)e,

for some constant €, where k : Herm,, — R>¢. The duality map is:
(i.) exact if € = 0;
(ii.) unmital if f(A) =1 for all A € Herm,,.

[11] places a large emphasis on local simulations given the focus on Hamil-
tonian simulation. Since many-body Hamiltonians of interest are often local,
a local encoding will preserve this local structure. Exact dualities by simple
extension are those related to a local encoding,

Definition 20 (Local duality map). A local duality map ® : Herm,, — Herm,,
is a duality map i.e. of the form ®(A) = f(A)E(A), where the corresponding
encoding € is a local encoding in the sense of [11] definition 13.

Due to the close relation between duality maps and encodings, we can extend
the above definition to focus on approximately local duality maps.

Definition 21 ((8,€,7)-Local duality). ®: Herm, — Herm,, is a (S,e,7)-
approximately local duality map if it is an (8, €)-approximate duality map and

the exact duality map ®(M) = f(M)V (M@p @ H@q) VT in Definition 19 is
close to a local duality map (Definition 20), ®'(M) = f(M)V’ <M®p ® M@(I)
V't such that ||V — V’|| <. The duality is exactly-local if n = 0.

Locality is a natural property to consider, but similar definitions could
be equivalently formulated for some other desirable properties, for example,

particle number conserving. How these error parameters translate to errors in
the physically relevant properties is explored in Sect. 4.3.
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The remainder of this section demonstrates that the definition of dual-
ity mappings (and their approximate counterparts), arising from physically
motivated axioms, have several desirable properties. In particular, exact and
approximate dualities are shown to compose well. The choice of extension to
approximate mappings is further motivated since the errors defined are shown
propagate to physically relevant properties in a controlled way.

4.1. Similar Mappings
As expected, if two exact duality maps are close the results of applying the
maps to the same operator are also close. Furthermore, applying the same
mapping to two close operators gives outputs that are close. This was for-
malised for encodings in Lemma 19 of [11], here we show a similar result for
duality maps where, unsurprisingly, the “closeness” now also depends on the
scaling functions of the maps involved.

First we restate Lemma 18 of [11], a technical result used in the following
proof.

Lemma 22. Let A, B : H — H' and C : H — H be linear maps. Let || - ||o be
the trace or operator norm. Then,

IACAT — BCB|la < (A + IBID]IA ~ B|l |Clla. (114)

Proposition 23 (Similar exact dualities). Consider two duality maps P
and ® defined by ®(M) = f(M)V(M@P@M@q) Vi ®'(M) = f(M)V!
(M@p @Meaq) V', for some isometries V, V'. Then for any operators M
and M':

(i) 12a1) — &' ()| < (1V/FOD) + |VFOD) VANV — /DY

[M]];
(i) [|2(M) — @(M')|| = [|f(M)M — f(M")M"]|.

Proof. For (i) applying Lemma 22 gives

[@(M) — @' (M)]| = [FAHVMYVT — ' (M)V' MV (115)
< (IVTAW I+ IVFGDOV'I) IVIBDV -/ FODV[M]
(116)

= (WTQDI+ VFGD]) IVFADY = FAOV|IM]),
(117)

where M = M® @ M 7. The second part is simply
(M) — (M')|| = || f(M)V (M@p @M®q> vi—f(v (M/@p EBW@‘I) al
(118)

! @p ’ ®q
S
(119)
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= [[f(M)M — f(M")M']]. (120)

4.2. Composition

It follows almost directly from [11] Lemma 17 that the composition of two
exact duality maps, ® = &5 0Py, will itself be an exact duality map; therefore,
we first restate their result.

Lemma 24. If €1 and €5 are encodings, then their composition €1 0 €5 is also
an encoding, Furthermore, if €1 and 4 are both local, then their composition
E10&y is local.

Proposition 25 (Exact duality map composition). Let ®1 and ®2 be duality
maps. The composition of these maps, ® = Py 0 O, is also a duality map
with the valid duality scaling function f(-) = fo(®1(-)) f1(). Furthermore, if
the initial dualities were both local, the composition is also local.

Proof. The two duality maps necessarily have the form
& (M) = fi(M)Vy (M @ Py + M @ Q1) Vy, (121)
Oy(M) = fo(M)Va (M ® Py + M ® Qa) Vy, (122)

where V; are isometries, f; are real functions, and P;, ); are orthogonal pro-
jectors. This leads to a composition of the form,

(B30 ®1)(M) = fo(f1(M)V4 (M & Py + M @ Q1) Vi) f1(M) x
ViMoo P+ MoQ)Viep

Vi (M P+ M Q) Vi @0 V. (123)

Lemma 24 tells us this can be rewritten as,

(@30 ®1)(M) = fo fr(M)Vi (M @ Py + M @ Q1) Vi) f1(M)x
UMoP+MeQ|UT, (124)
where U = Va(Vi @ P+ Vi@ Qo+ 1@ (I — Py — Qg))VQT is an isometry and
P=PoP+Q,®Q2, Q= 0Q®P,+ P;®Q, are new orthogonal projectors.
All that remains is to identify a new scaling function,

F(M) = fo(fL(M)Vy (M ® P+ M ® Q) V1T)f1(M)a (125)

and note that it satisfies the three prerequisites from the definition of a duality
map. The first two are immediate: it maps operators to real scalars and does
not map to zero unless the operator is zero. Checking the function is also
Lipschitz on compact sets requires slightly more work.

We would like to show for all B, B’ in any compact subset there exists a
constant L such that,

[f2(21(B)) f1(B) = f2(21(B') f1(B)| < L||B - B'||. (126)
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Breaking this down and using knowledge of fi, fa,

|f2(®1(B)) f1(B) = fa(®1(B")) f1(B')]
< f2(@1(B)If1(B) = fL(B)| + [ f1(B)| f2(@1(B)) — f2(®1(B))]  (127)

< [f2(®1(B))|L1|| B — B'|| + | f1(B')| L[| ®1(B) — 21(B') . (128)
Using result (ii) from Proposition 23,
101(B) — (B < [A(B)IB - Bl +|A(B) ~ h(B)IBI  (129)
< [AB)B — B'l| + L1|| B||| B — B'|. (130)
Therefore,
|f2(®1(B)) f1(B) — f2(®1(B)) f1(B)]
< (| f2(@1(B))| Ly + | f1(B')| Lo (| f1(B")| + La[|BI) [| B — B'|| (131)
<L|B-B. (132)

The function is then a valid rescaling since for all B, B in a compact set there
exists a constant L such that,

[ f2(@1(B)) L1 + [ f1(B')| L2 (If1(B') + L1||B]|) < L, (133)

as compactness implies ||B||, f2(®1(B)), f1(B) can be upper bounded by a
constant.

The scale factor is independent of the locality structure so it follows
directly from Lemma 24 that if the initial dualities were both local the com-
position is also local. O

This can now be extended to consider how the error parameters translate
when two approximately local duality maps are composed.

Proposition 26 (Approximate duality composition). Let @1, ®y be (S, €;,1;)-
approximately local duality maps with corresponding close exact duality maps
B1(-) = f1()€1(:), Do = fo-)€a(-), respectively. Their composition & = Pyod,
is a (8, €,m)-approzimately local duality map on any compact subset where,

€=¢1 + €, (134)
n <M+ 02, (135)
B(A) = ks (B1 (A)]g, ) + Loka(4)%

+ Ao f1 (A)[[[AllF1L(A) + [f2(P1(A))[k1(A). (136)

Here, Lo is the Lipschitz constant of fo. Moreover, the exact duality that is
close to the approximate composition is the composition of exact dualities,
Py 0 Py. § C 8y is the subspace given by the domain of ®o when the range is
restricted to 8.

Proof. Since ®; and ®, are approximate dualities,

< ki(A)e (137)

(a)

- <I>1(A)‘

81
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’éz(A) —-¢2(A)H < ko(A)es. (138)

82

For ® to be an approximate duality, it must satisfy an inequality of the fol-
lowing form,
)

for some exact duality ®, where we have used knowledge of 8 to rewrite the
restriction. Exact dualities compose to give a valid exact duality ®50®1(A) =
f2(P1(A)) f1(A)E2 0 E1(A) (see Proposition 25). So we take this as ® in Eq.
(139) and show that the norm difference is bounded by something of the form
of the right hand side of Eq. (139).

Using the knowledge of the composite dualities and the triangle inequal-

gk@(él@nBJEQ+H¢2(é1QQEJ47¢QO¢NA)

The second term in Eq. (140) can be broken down using the similar exact
dualities result (ii) from Proposition 23,

@2 (@1 (A)l5, ) — @20 @1 (A)]
= [ £2(®1 (A]s,)B1 (A, = Fa(@1(A)1(A)] (141)
< [[(£2@1 (W)l5,) = £2(@1(4)) + L(@1(4)) (81 (A)l5, — B2(A)

— D(A)|| < k(A)e, (139)

é2<éﬂA)

82

ity,

@y (91 (A)ls,)|, — @ °‘I’1(A)H

‘ . (140)

+®1(A)) — fo(P1(A)) Py (A)ls, (142)
< 1f2(@1 (D) = fa(@1(A)] (11 (A)l5, — @1(A)]] + [1(4)])
+ 1 f2(®1 ()] 81 (A)]g, — B (A)] (143)
< | f2(®1 (Als,) = f2(@1(A)| (k1 (A)er + [ fL (A Al
+ | f2(P1(A)) |k (A)er. (144)

Substituting this back gives,
92 (®2 (A)l5, )|~ @20 @1(4)]
< ko (@1 (A)ls, ) €2+ 121 (A)ls,) — fa(@1(4))]
< (ke + AANIA]D) +A@A)k (Aa.  (145)
Since fo is Lipschitz on any compact subset,

82 (#1 (A)l5,)|, ~ @20 @1(4)]

<k (&1 (A, ) 2 + Lokr (A)er (s (A)er + A (A1 4] )
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+[f2(®1(A)) k1 (A)er, (146)

and all terms on the right hand size are of order €; or €5. One choice of € and
k(A) is then,

e=¢€ +e (147)
K(A) = k2 (81 (A)]s, ) + Loka(4)°
+ Lol Fi(A) [ Allkr (4) + | 2(@2(A) s (A). (148)

The scaling of 7 is simplified by the definition of the subspace S, since
D /Py are 11 /no close to local dualities @] /). Therefore by Lemma 24 and
triangle inequality, we have |V — V|| < 1 + 1. O

4.3. Physical Properties

This section walks through how the parameters in the definition of approximate
and approximately local duality translates to different physical properties.

4.3.1. Measurement Outcomes. Definition 3 includes a spectrum preserving
statement motivated by considering that dual measurement outcomes should
be related. This included a scaling factor relating the spectra which is as-
sociated with a possible unit rescaling. Now considering approximate duality
maps, the rescaled eigenvalues of corresponding observables are approximately
equal with a controlled error.

Proposition 27 (Approximate eigenvalues). Let the Hermitian operator A act
on (Cd)®n and ® be a (8,€e,n)- approzimately local duality map. Let \i(A),
Ni(D(A)|s) be the i’th smallest eigenvalues of A and ®(A)|s, respectively. Then
for all1 <i<d" and all j such that (i —1)(p+q)+1<j <i(p+q),

I\ ((A)]s) = F(AN(A)] < k(A)e. (149)

where the integers p, q and f(-) is the function appearing the corresponding
exact duality map.

Proof. Let ® be the exact duality map which is e-close to the restricted ®
and 7)-close to the local duality. For any i, j satisfying the above inequalities,
A (®(A)) = f(A)Ni(A) from axiom (iii) of Definition 3 of exact dualities.
Combining this with Weyl’s inequality (|A;(A4) — A; (B)| < ||A — B]|) gives,

A (@(A)]s) = FIAA(A)] = [\ (B(A)]s) = Aj (B(A)))] (150)
< [|®(A)s — 2(A)] (151)

< k(A)e. (152)

O

4.3.2. Thermal Properties. Similarly Definition 10 includes a partition-function-
like statement motivated by requiring dual thermal properties. Approximate
duality mappings preserve partition functions of a given Hamiltonian up to a
controllable error, when the restricted subspace is taken to be the low energy
subspace of the Hamiltonian in question.
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Proposition 28 (Approximate partition functions). Let the Hamiltonian H
act on ((Cd) B and & be the (8, €,m)-duality map into ((Cd/)‘g’m, where 8 is the
low energy subspace of H with energy less than A. The relative error in the
dual partition functions is given by,

24y (B) — (p+ @) Zu (f(H)B)] - (d')yme=PA ok
(p+a@)Zu(f(H)B) = (p+ q)dre AIEDIH] + (e B )

(153)

where the integers p, q and f(-) is the function in the corresponding exact
duality map.

Proof. By axiom (iii) Definition 10 of an exact duality (p + ¢)tr
[e‘ﬁf(H)H} =tr [e‘ﬁq’(H)]. Therefore,

Zan (8) — 0+ DZu(FENB)]  lex [ePD] — (p+ g)tr [eP7DH],

(r+q)2u(f(H)B) B (p+ q)tr [e=#IUDH]
(154)

Itr [e=A2ED| _ g [e-B2(H)]|
T (p+q)tr [e PIUDH] (155)

I PR . [e—ﬁi’(H)lsh
o+ ) [P0
It [e—ﬁé(H)|s] — tr [emP2E)]]
+ —) . (156)
Bounding the numerator and denominator of the first term:

[tr [e_ﬁé(H)} —tr [e_ﬁé(H”SN < (d)me PA, (157)
i [efﬁf(H)H} > qre—BIUDH], (158)

The second term is bounded by considering eigenvalues. Let A\; be the ['th
eigenvalue of H'|g in non-decreasing order. Then by the argument in Proposi-
tion 27, the I’th eigenvalue of ®(H) (in the same order) is given by A\, +k(H )e
where || < e for all I. Hence,

Itr [e—ﬂéaﬂls} ~tr [e*”(fﬂh < S Jem P — B0k (159)
l

_ Zeﬁ(kl+k(H)ez)|eﬁk(H)€z —1] (160)
l

< (PR _ 1)g [6*5‘1’“0} . (161)

Combining the above with Eqgs. (157) and (158) gives the result. O
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4.3.3. Time Dynamics. Definition 8 demanded consistent time dynamics for
exact duality mappings as a constraint to specify the form of the correspond-
ing state map. As expected when considering approximate duality maps this
statement is relaxed, such that time dynamics of the two systems is close up
to an error that increases with time.

Proposition 29 (Approximate time dynamics). Let ® be a (8, €, 1)-approzimately
local duality map with corresponding exact duality ®(-) = f(-)E(-). Given a
Hamiltonian H such that § is the low energy subspace with eigenvalues < A.
Then for any density matriz p in the encoded subspace, such that ®(I)p = p,
the time dynamics of the approximate duality mapping is close to that of the
exact mapping:

||67i<f>(H)tpei'i>(H)t - 67i<I>(H)tpei<I>(H)t||1 < 2€]€(H)t + 1. (162)

This follows from an identical argument as Proposition 29 from [11],
applying instead || @ (H) s O(H)| < k(H)e at the final step.
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Appendix A: Proof of Lemma 14

Lemma 14 (Entropy of mixtures of mixed states). Given a density operator,
pa = Z];:l PzpPz, that is a probabilistic mizture of mized states p,, with p, €
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[0,1] and >, p. = 1. The von Neumann entropy of pa obeys the following

equality,
= peS(p) = Y palogpa,

if and only if p, have orthogonal support. Le. tr[pyp,] =0 for all x # y.

Proof. Write each mixed state as a sum of pure states:
pe= X7 [o7) (o7
j=1

where {‘¢§I)>};ﬂ:1 form an orthogonal basis for a given z, but in general

(163)

<¢§I)|¢§-y)) # 0 for x # y. The full density operator with these expansions

reads:
#7) (87

Introduce a Hilbert space, Hx, with dim(Hx) = mk and an orthonormal basis
labelled by |zj)4. Consider a purification of pu,

k. m

z=1j=1

(164)

AR) = A |l j 165
|AR) xzj‘/p 2 |o7) | @laig. (165)
where
pa = trg [[AR) (AR[] = Z poAl” ¢<$>> <¢ ©) (166)
and
px = tru [|AR) (AR] (167)
ST A e A 6105 ) (2 (168)
x7j7$/7j/
Also define
pr =Y paA Jzj) (. (169)
z,j
The relative entropy between the two reservoir states is given by
S(px||px’) := trpx log pr — trpx log px/ (170)
= —5(px) — trpz log px- (171)
= —5(pa) — trpx log px. (172)

Where the last line uses S(pxz) = S(pa). Since |xj) forms an orthogonal basis
log pg: = ij log (pIA§x)) |zj) (xj|. Further algebraic manipulation of the
last term results in,

tr [px log px/] Zlog (pz)\( ) tr (px |z7) (z7]) (173)
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= > tog (oA (wilpmlad) (174)
z,j

=Y pA 10g (A7) (175)
.,

=3 pA T logp, + 3 per|V1og (A7) (176)
z,j z,j

= pelogpe + Y pe YA log A (177)
T x J

= pr log p, — prs(px’)- (178)

We arrive at an expression for the entropy of our mixture of mixed states,

S(pﬂ) = mes(pw) - pr IngI - S(piRHpiR’)' (179)

Since the relative entropy S(px||px/) = 0 if and only if pg = pxs, the expres-
sions for pg and px: in Egs. (168), Eq. (169), respectively, imply that the two

¢§-m) > form

an orthogonal set (given j, z such that /\é:c) #0). This is equivalent to stating
that the mixed states p, must have orthogonal support. 0

density matrices are equal if and only if the corresponding vectors

Appendix: B Proof of Lemma 15

Lemma 15 (Pure states mapped to orthogonal density matrices). Let {o;}¢,
be a set of orthogonal pure states that forms a basis in H, with o; € Py(H).
Let the map ¢ : 8(H,,) — 8(Han), be

(a) Entropy preserving up to an additive constant, S(¢(p)) = S(p) + log a;
(b) Convex, ¢(tp + (1 —t)o) = toé(p) + (1 — t)p(o). Where t € [0,1] and
p,0 € 8(H).
The image of this set under the map is a new set, {¢(o;)}L,, with orthogonal
support.

Proof. Any state in 8(3{) can be written as a linear combination of the set of
pure states. The map ¢ obeys entropy relation (a) so,

d d
S <¢ (Z /\ioi>> =S <Z )\icri> +loga. (180)

Since {o;}%, have orthogonal support, Lemma 14 can be applied to the first
term:

d d

d
S <¢(Z /\iO’i)) = Z /\15(0]) — Z i IOg i + 10g «. (181)

i=1 i=1
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Reusing the entropy preserving property of ¢, this time with a sum over
pure states with S(o;) = 0, S(¢(0;)) = loga for all i. Since Z;‘j:l)\i =1,
Z:‘,l:l XiS(¢(04)) = log e, thus

d d J
S <¢ (Z )\im)) = =2 Ailogdi+ ) XiS(9(02). (182)

Since there is an equality, the only if direction of Lemma 14 implies that
{¢(0;)} must have orthogonal support. O

Appendix C: Vanishing Off-Diagonal Matrix Elements

A|B
This appendix demonstrates that if a Hermitian projector, II = (aﬁ)’ has

D = 0 then necessarily B = C' = 0.
To show this, two properties of II are useful,

(1) Projectors are idempotent, IT1? = II:

A B A B\ [(A*+BC AB\ (A B (183)
c 0 c o0) CA cB)  \C o)
therefore CB = 0.
(2) Hermitian operators are self-adjoint, 1T = IT:

At cf A B
(m 9)=(c 7). as
therefore BT = C.

Putting these together gives BB' = 0. The eigenvalues and eigenvectors of
adjoint matrices are related by Bv; = \;v; and Bfv; = \jv;. Therefore, since
[A;| =0 for all ¢ in the diagonal basis, B = C' = 0.

Appendix D: Matching Up of Spectra

The proof of Lemma 7 claims that the trivial permutation o (k) = k is the only
allowed case for

G(4)

Fa) e )9Coi) o) (Cot) Poti)) o) = s (185)

Note that there are dim(A) such equations corresponding to selecting for the
different spectral projectors.

One could conceive that the permutation depends on the operator as well
as the map, so that for a different operator B,

G(B), (B (B) p(B)) 1 ((B) p(B)) (B) _ (B)(B)

" (10)) o () PE) 7 (AEVEE)) ekt = 5P, (186)
where o(j) # v(j). However, the spectral projectors are analytic functions of
the matrix [26] (assuming for now that the matrices are non-degenerate). Any
two matrices A and B can be connected by a smooth path, ruling out a change
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in the permutation which would require a discontinuous jump. Therefore, the
permutation must be consistent for all inputs to the map. The exception to this
case is where there are degeneracies, but as we are only interested in equating
eigenvalues, a permutation of degenerate eigenvalues within the degenerate
spectral projectors has no affect.

To justify that the permutation must be trivial everywhere we show by
contradiction that it must be trivial for any A. Consider the following analytic
change to the operator A — A’: one eigenvalue is changed p).c) = prer + 9
(6 > 0), while all other eigenvalues u}ikc;#f = pj£kCik, and all spectral
projectors P]{ = P; are held unchanged. For this new operator, a similar set of
equations hold with the same permutation:

G(A
M09y Po) oy Po )y = s (180

For all j # 1 such that o(j) # 1

G(A) F(A) _ Mo)9(Co ) Pop)) I CoirPop)eot) _y (155

fA) GA)  Muo())9(coiyPoi)) f(Coti) Po(i)) o)
Assume for contradiction that o(k) = j # k, so that there is some non-
trivial permutation and dual spectral projectors are not paired with eigenvalues
related by f(A). Then

leTV((:i))h(Nj)g(chj)f(Cij)Cj = UkCk (189)
O o ) ey ey = s+ oo

Therefore, ?((ﬁ,l)) %M@Cl@ = prck + 0 and 6 = 0, contradicting § > 0 and the

trivial permutation is the only allowed case.

Appendix E: Kramers—Wannier Duality

The Kramer—Wannier duality links two 2d Ising models, one at low temper-
ature (strong interaction strength) with another at high temperature (weak
interaction strength). The duality is identified by computing the partition
function of both systems in their respective limits. This appendix outlines
the Kramer—Wannier duality and how it arises, based on [1,27]. Final we show
explicitly how it lies outside the original simulation framework of [11] and how
can be placed in our more general framework of duality.

E.1 Low-Temperature Expansion

The Ising model on an N site lattice is governed by the Hamiltonian H =
-J> (i.5) Ti0j- Consider the isotropic case where the interaction strength J
is the same across both horizontal and vertical directions, K := gJ. If K > 0
the model is ferromagnetic and the ground state will have all spins aligned.
In the low-temperature regime, the system is dominated by its ground state.
The expansion for the partition function at low temperature is given by the
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ground state configuration plus low energy fluctuations—i.e. 1, 2, 3,... spins
aligned anti-parallel. The additional energy cost of one flipped spin in a 2d
lattice is 4 x 2K and that of two flipped spins in a block is 6 x 2K . Counting
the degeneracies of these states the partition function is given by,

7 =~ 2en0. bonds totalx K [1 4 N674X2K 4 2N€76><2K 4 ] . (191)

The energy cost comes from the domain wall boundary between the regions
of anti-parallel spins. In the thermodynamic limit N — oo, the multiplicities
become insignificant and the partition function can be written as

7~ QoMo bonds totalx K § : 6—2K><per1meter of 1sland. (192)
islands of—ve spins

The terms in this summation can be represented graphically by creating islands
of increasingly large regions of anti-aligned spin.

E.2 High-Temperature Expansion

The high-temperature expansion starts instead with independent spins and
the partition function is expanded in powers of 8. A convenient simplification
is to expand in powers of tanh K instead. This is equivalent to doing a high-
temperature expansion since tanh K is less than 1 (except when f — o0) so
in the high-temperature region powers of tanh K are increasingly small. Since
(0;0;)% =1 the bond (i, j) Boltzmann factor can be rewritten as

A N (A

oKoioj _ 5 5 0i0; (193)
= cosh K (1 + tanh Ko;0;). (194)
Applying this transformation to the partition function gives
7 = Z eKZ<i,j> 0i0j (195)
{‘71}
= (cosh K)" Pord N TT (1 + tanh Ko;0;). (196)
{oi} (i.5)

The product ], ;, (14 tanh Koio;) = (1 + tanh Ko,03)(1 + tanh Kogoc)(1 +
tanh Ko,04)... generates 2Nb terms where N, is the number of bonds in the
lattice. Each term in the sum can again be represented as a graph: for all edges
in the lattice draw a line on the edge (4, j) if there is a factor of tanh Ko;o;
(an occupied bond) and draw no line if the term in the expansion is 1 (an
unoccupied bond). Each term in the expansion of the product is of the form

(tanh K)no. occupied bondso_fl 0_52 053 '“J%N . (197)

Now we perform the sum over each spin being +1. Summing over o; gives a
factor of 2 if p; even and 0 if p; odd. Therefore, only graphs where every site has
an even number of occupied legs is non-vanishing. These graphs form closed
paths on the lattice. The high-temperature series expansion is then given by

7 — 2N « (COSh K)no. bonds total § : (tanh K)no. occupied bonds in the glraph~

closed graphs
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(198)

E.3 Free Energy Duality

Taking the thermodynamic limit, so N — oo, the total number of bonds in
the lattice becomes ~ 2N. Make the couplings strengths for the models in the
different temperature regimes distinct: K in the high-temperature expansion,
K in the low-temperature expansion. The duality is identified by comparing
the low- and high-temperature series expansions:

Low temp: Z(f() _ 262Nf( Z 672I~(><perimeter of islands (199)
islands of -ve spin
High temp: Z(K) =2"(cosh K)*¥ Y~ tanh K'®&th of eraph (00)
closed graphs

There is a correspondence between the two sums since islands of sites

can be considered as closed graphs and vice versa. They differ only at the

boundaries, but in the thermodynamic limit this difference becomes negligable.
Defining the function,

— 1 no. lines in the graph
g(x) = A}l_IgO In g T , (201)
closed graphs

the arguments of ¢ in each of the above sum are related by the duality condi-
tion

~ ~ 1
e K —tanhK K =D(K)= —5 Intanh K. (202)
With the above function g, the free energies per particle can be written
as:

Low temp: — Bfg = In Z(K) =2K +1n {674X2K 4 Qe AX6K _ 2678”[( + }
(203)

High temp: — ﬁfg = % =1n2+ 2Ilncosh K + In {(tanhK)4 + } .
(204)

The duality condition, Eq. (202), then relates the two free energies by:
Gfg = Bfu+28J —In [2 cosh? (BJ)} . (205)

Some algebra manipulates the free energy relation into a simpler form:

5 (= o267
263J — In [2 cosh (ﬂj)] =1In (206)
2 cosh? (ln tanh—1/2 Jﬁ)
287
=1In 5| (207)
2 % (1/4) x (tanh—1/2 JB + tanh!/2 Jﬂ)

o287

| 2% (1/4) x (tanh ™' J B + tanh J 3 + 2)

(208)

=In
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o287

=In
hJ inh J,
xmw@m£+$ﬁ+ﬂ}

(209)

cosh? JB+sinh? J3+2sinhJB cosh J3
2 sinh JB cosh J3

=1 - e ] (210)
I )

) _ e’ ] (211)
)

cosh 2J3+sinh 2J3
L sinh 2J3

[ 625.]
=In | S (212)
e2J8
L (sinh QJB)

= In [sinh 2J 3] (213)

From the free energy, the partition functions can be related using —3f =
InZ:

Z5(B) = exp [~NBfz]
=exp[-Nffy — Nlnsinh(26J)]
— o sinh(Q,BJ)_NZH(ﬂ)

[sinh(28.7)] " Zp ().

E.4 In This Framework

We consider the map on operators that relates the two dual Hamiltonians.
The encoding part of the duality is simple as the Hilbert space is the same
size so there are no copies (p = 1) and the form of the operators is the same
so the unitary is simply the identity. The more interesting part of the duality
appears in the scale factor, which should be a function of the initial Hamilton-
ian only. In the partition function and time evolution operator, temperature
and the Hamiltonian always appear as a product (GH). Since in the Ising
model the Hamiltonian is proportional to the coupling constant J, for Ising
type Hamiltonians there is a trivial duality condition J3 = J'’. We therefore
have additional freedom in how we chose to construct the set of maps that
correspond to different physical scenarios if one were to engineer this duality.
The first choice is consistent with how the duality framework in this paper has
been set out; however, the different approaches are mathematically equivalent.

In the first instance, we will view Kramer—Wannier through the lens of a
strong—weak duality: equating the temperatures of the dual systems 3 = (3. A
strongly interacting Ising model with interaction strength J is dual to a weakly
interacting Ising model with interaction strength .J # J at the same tempera-
ture. This leads to a non-trivial scaling function for the map on operators that
depends both on the operator and the temperature of the system:

By (H) = *ﬁ In tanh(.J8) x I(H) (218)

= f(H,p) x E(H), (219)
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where E(H) = I(H) is an encoding satisfying the axioms 1-3 from Theorem
1land f(H,p) = —ﬁ In tanh(J3). The coupling strength, J, can be written

as a ftﬁnﬁfion of the Hamiltonian norm and n the number of lattice sites:
H
J = 2n(n—1)"

Another approach could be to fix the interaction strength J = J and
consider a high-low-temperature duality where physical properties of the two
dual systems are evaluated at different temperatures 8 # (3. This does not
allow the duality to be manipulated into our framework since we do not allow
a temperature map. Here, the map on operators is independent of temperature
with a trivial scaling function, f(H) = 1:

O(H) = I(H). (220)

This viewpoint introduces the necessity of a temperature map, ®3, should map
positive reals to positive reals and be compatible with the Hamiltonian map
such that the duality condition is satisfied. We will allow the temperature map
to additionally depend on Hamiltonian parameters so there is a consistent set
of maps for one system. In order to satisfy Eq. (5), the temperature map is

Ds(8) = _$ In tanh(J3). (221)

This is perhaps the more immediate viewpoint from the Kramer—Wannier
literature, but both approaches are mathematically equivalent. In fact using
any interpolation of these two cases is also valid. We could consider two Ising
models with different interaction strengths at different temperatures, as long
as the product obeys Eq. (5). Furthermore, neither case fit into the original
simulation framework in [11] for differing reasons. The first has a non-trivial
scaling function, so that the spectra of two dual operators are not equal. The
second has a non-trivial temperature map, so that the systems are only dual
if considered at the appropriate temperature.

We can complete the description by providing a compatible map on states.
Again we have choices. We could require the Born rule with respect to energy
measurements should be preserved, or we could alternatively demand that
thermal states map to thermal states. Starting with energy measurement out-
comes, the expected behaviour

1
tr[Hp] = mtr (@1 (H) Pstate (p)] (222)
is achieved by a trivial mapping on states ®giates(p) = p. If instead we propose
preserving Gibbs states,

o—BH o~ ®a(8) P (H)

Vs (5257 = Zrmim @ 22
then another choice for a map on states is Pgiate(p) = % with e(p) =
pﬁ Intanh(J5) Thege state mappings will preserve measurement outcomes and

thermal states, respectively paired with either the strong—weak or high—low
formulations described earlier.
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