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Abstract. We prove that the results in scattering theory that involve res-
onances are still valid for non-analytic potentials, even if the notion of
resonance is not defined in this setting. More precisely, we show that if
the potential of a semiclassical Schrédinger operator is supposed to be
smooth and to decrease at infinity, the usual formulas relating scattering
quantities and resonances still hold. The main ingredient for the proofs is
a resolvent estimate of a new type, relating the resolvent of an operator
with the resolvent of its cut-off counterpart.
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1. Introduction

In this paper, we consider semiclassical Schrodinger operators P on L?(R™),
n>1,

P =—h?’A+V(2), (1.1)

where the potential V' is a real-valued smooth function. In this setting, the
resonances of P near the real axis are usually defined through the analytic
distortion method due to Aguilar and Combes [2] and Hunziker [43]. For this
reason, the potential is supposed to be analytic outside of a compact set and
to vanish at infinity. More precisely, V€ C*°(R™;R) is assumed to extend
holomorphically in the sector

S={ze€C" |Rez| > C and |Imz| < §|z|}, (1.2)

for some C,§ > 0, and V() — 0 as £ — oo in S. Under this assumption, one
can define the distorted operator Py of angle # > 0 small enough. Its spectrum
is discrete in & = {z € C; —20 < argz < 0} and the resonances of P are the
eigenvalues of Py in . The resonances do not depend on 6, and Res(P) denote
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their set. Methods close to that of analytic distortions have been developed
by Helffer and Sjostrand [39], Sjostrand and Zworski [73], Lahmar—Benbernou
and Martinez [50] or Sjostrand [72]. They all require the analyticity of V' at
infinity (see (1.2)), or even globally, that is in the set

Sy ={z€C" |Imz| < (z)}, (1.3)

for some 6 > 0. These different methods give the same resonances when they
can be applied simultaneously (see Helffer and Martinez [37]). A general pre-
sentation of resonance theory can be found in the books of Sjéstrand [72] or
Dyatlov and Zworski [30].

Nevertheless, when the potential is not analytic, various approaches al-
low to define the resonances. For exponentially decreasing potentials, that is
[V (z)| < e 01*l with § > 0, the cut-off resolvent

2 (P—2)"' L2 (R™) — L3 (R"),

comp loc

has a meromorphic extension from the upper complex half-plane to a neigh-
borhood of the real axis. The resonances are then the poles of this extension.
Such an idea goes back to Dolph, McLeod and Thoe [27]. In the perturbation
regime also, it is possible to define a time-dependent notion of resonances. This
setting is devoted to the study of (non semiclassical) self-adjoint operators of
the form @ = Q¢ + kW where @y has an embedded eigenvalue \y with nor-
malized eigenvector v in its essential spectrum and |k| < 1. Under the Fermi
golden rule condition, one can show that the quantum evolution (¢, e~"#@4)g)
behaves like e=#* for times ¢ controlled by x~! where X\ ~ )¢ is the resonance.
This has been proved for instance by Orth [59], Soffer and Weinstein [74] or
Jensen and Nenciu [47]. In the semiclassical regime, this idea has been followed
by Gérard and Sigal [36]. They define a quasiresonant state associated to a
quasiresonance z to be any reasonable function w such that

{ (P - Z)u = O(hoo) in L?oc(Rn)v

w is an outgoing function.

Finally, Cancelier, Martinez and the third author [18] and Martinez, Sjostrand
and the third author [53] have generalized the method of analytic distortions
for potentials which are not analytic but only C'*°. For that they construct a
family of potentials Vi, C' — +00, which approximate V and satisfy (1.2) with
the same constant C. The resonances of Po = —h?A + Vi (z) are given by an
analytic distortion and the resonances of P are defined as the accumulation
points of Res(P¢) as C — 4o00. Summing up, for nonanalytic and nonexpo-
nentially decreasing potentials, there exist notions of resonances, but they are
not as indisputable as in the analytic setting.

In this paper, we will follow a different path. Instead of trying to de-
fine the resonances for nonanalytic semiclassical Schrodinger operators, we
want to generalize the applications of resonance theory to slowly decaying C'*°
potentials. In other words, we want to replace automatically the analyticity
assumption by a C'°° assumption in the results of scattering theory using the
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resonances. The precise symbol assumption (Al) on V as well as the general
notations used throughout the paper are given in the next section.

The first application that we consider is the resonance expansion of the
quantum propagator. This type of result says typically that, for y € C§°(R™),

e Py = Z e~ /" 11,y + remainder, (A)
z€Res(P)

where 11, is the generalized spectral projector associated with the resonance z.
Such a formula corresponds to the Dirichlet formula in the setting of eigenval-
ues. The resonance expansion of the wave group was first obtained by Lax and
Phillips [51] in the exterior of a star-shaped obstacle. It was then generalized to
various non-trapping settings (see for instance Vainberg [78] and the references
of the second edition of [51]). Concerning trapping regimes, there are two types
of results: the first ones are valid without assumption on the trapping, while
the latter, more precise, treat specific captures. Among the general results, one
can cite Tang and Zworski [77], Stefanov [75] or Burq and Zworski [17]. On the
other hand, precise resonance expansions have been proved by Nakamura et
al. [58] in the “well in the island” situation, by Fujiié, Zerzeri and two authors
[6] at barrier-top, by Dyatlov [29] for the wave equation in general relativity
among other works. Note that the cut-off function x is compactly supported
and so does not “see” the analyticity of P at infinity in (A). Then, it is natural
to hope that this formula still holds true in the C'*® setting. This is done in
Sect. 3 under (A1) only. In the formula obtained, the resonances z are those of
the Schrodinger operator with potential V' truncated at infinity. In particular,
we extend the resonance expansions known for potentials analytic at infinity.
The second application of resonance theory concerns the Breit—Wigner
formula for the derivative of the spectral shift function. The precise definition
of the spectral shift function (SSF) associated to the pair (P, P), denoted
sp,p,(A), can be found in (4.1). The Breit-Wigner formula says typically

[ Im z| .
5ppy(N) = Z S + remainder. (B)
zERes(P)

Such a result has been proved by Melrose [54] in the exterior of obstacles
and by Gérard, Martinez and Robert [35] in the well in the island situation.
General formulas (that is without assumption on the trapping) have been suc-
cessively proved by Petkov and Zworski [60,61], Sjostrand and the first author
[10], Bruneau and Petkov [14] and others authors. In Sect. 4, we generalize (B)
and the results previously cited to the C'*° setting, more precisely under as-
sumption (A1) with p > n. As before, the resonances appearing in the formula,
we obtain are those of the Schrédinger operator with potential V' truncated at
infinity. Nevertheless, the new remainder term can no longer be O(h*°) since
infinity gives a non-negligible contribution to the derivative of the SSF. It was
not the case for the cut-off quantum evolution. As an application, we study the
transitional regime of s’P’ p,(A) at the energy level of a homoclinic trajectory
between strong trapping (huge peaks) and non-trapping (smooth behavior).
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As a last application of resonance theory, we study the scattering am-
plitude. The precise definition of this function, denoted Sp p, (A, 6,w), can be
found at the beginning of Sect. 5. For potentials analytic at infinity, it is known
that

A +— Sp p, (A, 0,w) has a meromorphic extension, (C)

from R to & with poles at the resonances. It has first been proved by Lax

and Phillips [51] for obstacle scattering and generalized to different situations
(see e.g., Agmon [1]). In the semiclassical limit, the residue of the scattering
amplitude has been computed in the well in the island situation by Lahmar—
Benbernou and Martinez [48,49] and at barrier-top by Fujiié, Zerzeri and two
authors [6]. For C'*° potentials, we prove in Sect. 5 that (C) still holds true,
modulo a function which is O(h*°) on the real axis. Compared to the previous
applications of resonance theory, the values at infinity of the potential is cru-
cial in the behavior of the scattering amplitude and the results obtained for
potentials analytic at infinity cannot be directly transposed to the C'*° setting.
Nevertheless, we show in Theorem 5.6 that the dependence of the scattering
matrix with respect to a change of potential at infinity can be followed using
natural Fourier integral operators.

To prove the results summarized previously, we use an intermediary op-
erator analytic at infinity and equal to P in an appropriate region. Concretely,
let x € C§°(R™) and

Q= —h*A+W(x),
where W = V in a sufficiently large domain containing the support of x and

the trapped set. Then, the cut-off resolvents of P and () are almost the same.
More precisely,

(P —X4i0)"'x = x(Q — A £i0) "\ + remainder, (D)

for A € I €]0,+o0o[. This formula is stated in the next section and proved
in Sect. 6 without assumption on the trapping and for appropriate potentials
W e C§°(R™). When the cut-off resolvent of P is polynomially bounded, (D)
is proved in Sect. 7 under the assumption that V' and W coincide near the
trapped set. This proof is much simpler and only uses C'*° microlocal analysis.
Equation (D) allows to extend the formulas (A), (B) and (C) to the C*
setting. Let us explain very roughly the approach. For a Schrédinger operator
T, let #(T) be a quantum quantity which has an asymptotic expansion in
terms of the resonances of T" when its potential is analytic at infinity, say

M(T) = F(Res(T)).

In the cases we consider, there exists also a representation formula which allows
to write

M(T) =9 (x(T —X£i0)""x).

Note that W, the potential of @), can be chosen compactly supported and then
analytic at infinity. Thus, the previous equations combined with (D) give

M(P) =9 (x(P—X+£i0)""x)
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= %(X(Q = iO)*lx) + remainder
= ./ (Q) + remainder
= 7 (Res(Q)) + remainder,

showing that .# has an asymptotic expansion in terms of resonances for C'*°
potentials.

2. General Setting and Main Resolvent Estimate

First, we collect some definitions and hypotheses made throughout the paper.
Instead of assuming that V' is analytic at infinity (see (1.2)), we suppose that

(Al) V € C*(R™;R) and there exists p > 0 such that, for all « € N,

05V ()] S ()P 1ol
Thanks to the Cauchy formula, this assumption holds true for any potential
V' which is C*°(R™;R), analytic at infinity in the sense of (1.2) and satisfies
[V(z)] < (x)= P forz € S.

In the sequel, we only use the ordinary notations and some basic results
of semiclassical microlocal analysis. For a clear presentation of this theory, we
send the reader for example to the textbooks of Dimassi and Sjostrand [26],
Martinez [52] and Zworski [81]. In particular, S(m) denotes the set of sym-
bols controlled by the weight function m, the semiclassical pseudodifferential
operator of symbol a € S ( is defined by

(Op(@n)a) = g [ e a (T e )uto) dya

and ¥(m) = Op(S(m)) is the set of pseudodifferential operators of symbols in
S(m). For V satisfying (A1), we let p(z,£) = &2 + V(z) € S({£)?) denote the
symbol of P, i.e., P = Op(p). Its associated Hamiltonian vector field is

Hpiagp'ar*6mp'a§:2£'ax*VV($)'8§.

Integral curves t — exp(tHy,)(z, §) of H, are called Hamiltonian trajectories,
and p is constant along such curves. The trapped set at energy E for P is
defined by

Ky(E) = {(z,€) € p~"(E); t — exp(tH,)(x,€) is bounded}.  (2.1)

For E > 0, K,(F) is compact and invariant under the Hamiltonian flow.

We now state a result comparing the resolvents of two Schrodinger op-
erators. As explained in the introduction, this will be the main ingredient to
deal with applications of resonance theory. Then, let go € C§°(R™;[0,1]) be
such that gg = 1 near B(0,1). We define the Schrédinger operator

(A2) Q = —h2A + W () with W(z) = go(%)V(x),

where R > 1 is a large constant which will be fixed in the sequel. The potential
W is smooth, compactly supported and coincides with V' on the large region
B(0,R) (see Fig. 1). In particular, the operator ) satisfies (A1). Its symbol
will be denoted by q(z,&) = ¢2 + W(x) in the sequel. Note that, for any
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FIGURE 1. Potentials V and W given by (A2)

E €]0,40[, K,(E) = K,(FE) for R large enough. In this setting, our main
result is the following.

Theorem 2.1. (General comparison of resolvents) Assume (Al), (A2), 0 <
Ey < By, s >1/2 and let x € C§°(R™). For R > 0 large enough, we have

X(P =X £i0)"'x = x(Q = A £i0) "' x + O(h™)|[(z) ~*(Q — A £ i0) " {z)~*||,
uniformly for X € [Ey, Es] and h small enough.

Some consequences and the proof of this result are given in Sect. 6. The
important ingredients of its demonstration are a polynomial bound on the
resolvent truncated at infinity and propagation estimates at infinity. For that,
we use the general estimates on the resolvent of Burq and the constructions of
Isozaki and Kitada.

Remark 2.2. The potential W of (A2) can be seen as the potential V' glued
to the function 0 at infinity, but we could have glued it to another function.
More precisely, one can replace W(z) in (A2) by

Wia) = g0 () V@) + (1= 90) (F) V@),
where V satisfies (Al). The choice V = 0 we have made is the most natural
for the applications to the resonance theory.

The constant R in Theorem 2.1 must be large enough depending on
X, F1, Fo and V. In particular, the conclusion of Theorem 2.1 does not hold
assuming only that V' = W near the support of x and the trapped sets of energy
in [E1, Es] (see the proof of Remark 3.4). To the contrary, if the weighted
resolvent of P is polynomially bounded (see (A4)), such an estimate can be
obtain more easily under more general assumptions on W (see (7.17)).

We have chosen to state Theorem 2.1, as well as the applications in the
following sections, for Schrédinger operators P = —h?A + V(x) but these
results may be generalized to more general operators. For instance, one could
consider elliptic self-adjoint differential operators of order two close to —h?A
at infinity, smooth compact obstacles with connected complement and even
manifolds with different types of ends.
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Fy(x,
Vie) (x )
supp ¢ supp(x¢(p))
zeR
supp x e
p(E)

FIGURE 2. On the left, an example of potential V' in dimen-
sion n = 1. On the right, the associated set F,(x, ) and the
energy surface p~—!(F) for some E € supp ¢

3. Resonance Expansion of the Propagator

The most expected application of resonance theory is the expansion of the
truncated quantum propagator in terms of the resonances. Roughly speaking,
for x € Cg°(R") and ¢ € C§°(]0, 4+00[), such a result writes

xe Pt p(P)x = Z e~ "#/h 11, x + remainder, (3.1)
z€Res(P)
z close to supp ¢
for ¢ > 0 in an appropriate interval. In other words, (3.1) quantifies the ex-
ponential decay of the local energy for the quantum evolution e~***/" which
is unitary. Then, the resonances (resp. resonant states) can be seen as quasi-
eigenvalues (resp. metastable states). We send back the reader to the intro-
duction and the corollaries of the present section for references concerning
resonance expansion of the propagator.
In this part, we obtain formulas like (3.1) for Schrédinger operators P
satisfying only (A1) without the analyticity hypothesis. For that, we first con-
sider another Schrédinger operator

Q = —h2A + W(a),

with symbol q(z, &) = &2+ W (z), satisfying also (A1) but not necessarily (A2)
such that V and W coincide in a bounded region, and try to show that

xe tPhp(PYy = e /M p(Q)x + O(h), (3.2)

for ¢ real in some interval. Then, choosing W such that a resonance expansion
like (3.1) is already known for @ (typically W is analytic at infinity) and
applying (3.2), we obtain a resonance expansion for P.

Following this general strategy, we want to prove (3.2) for two operators
P = —h?A+V(z) and Q = —h?A + W(z) satisfying (A1) and two cut-off
functions x € C§°(R™) and ¢ € C§°(]0, +oo[). For simplicity, we suppose that
75 (Kp(supp ¢)) € supp x. It is natural to assume that V' and W coincide on
the support of x, but this hypothesis may not be enough, even for finite time.
Indeed, there may be segments of Hamiltonian curves of energy in supp ¢,
starting above supp x and coming back above supp x after a finite time. Thus,
we define
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Fyp(x, ) = {(2,€) € T"R"; exp(t+Hp)(x,€) € supp(x(p)) for some ¢
< 0and t; >0},
the union of these segments (see Fig. 2). In other words, F},(x, ¢) is the union
of parts of Hamiltonian curves starting and ending in supp(x¢(p)). It is a
compact subset of T*R™ containing supp(xy(p)). This set can be seen as the
convex hull of supp(x¢(p)) for the Hamiltonian curves of p, but may be not

connected. We assume that
7 (Kp(supp ) U Ky (supp ¢)) € supp x,

(A3) FP(X7<)0) :Fq(Xa¢)7

p = qnear Fy(x, ¢).
This assumption implies that K,(supp ) = K,(supp¢), and that V. = W
near supp x. Since we work with Schrodinger operators, the last part of (A3) is
equivalent to V' = W near 7, (F,(x, ¢)), the base space projection of F,(x, ¢).
Our first result is

Proposition 3.1. (Comparison of evolutions for short time) Let P,Q satisfy-
ing (A1), x € C§°(R™) and ¢ € C§°(]0,+0o0]) be such that (A3) holds true.
For all C' > 0, we have
xe Fho(P)x = xe "9Mp(Q)x + O (1),
uniformly for |t| < h=C.
The proof of Proposition 3.1 as well as that of Remark 3.2 and that of
Proposition 3.3 are postponed to Sect. 7. In order to compare the evolutions for

all time, we will now assume that the weighted resolvent of P is polynomially
bounded. More precisely, for ¢ € C§°(]0, +00[), we assume that

(A4) There exist C' > 0 and s > 1/2 such that
[(2)~*(P = A£i0) " (z) || S h™C,
uniformly for A\ near the support of .

From Proposition 6.1, if the assumption (A4) is satisfied for some s > 1/2, it
holds true for all s > 1/2 with the same constant C'. Moreover, it is equivalent
to assume (A4) for P or for Q). More precisely,

Remark 3.2. Let P,Q satisfying (Al), x € Cg°(R") and ¢ € C§°(]0,+o0]) be
such that (A3) holds true. Then, P satisfies (A4) if and only if ) satisfies (A4).
Moreover, for all s > 1/2, we have in that case

| () Q A+i0)"Ha) || S @) T3 (P — A £i0) " Ha) 7|
< @)@ - Aizm Ha)~

uniformly for A near the support of .

)

Remark 3.2 is essentially due to Datchev and Vasy [23]. But it is not
clear how to verify their geometric assumptions in our setting and to adapt
directly their result. This is why we give a self-contained proof of Remark 3.2
in Sect. 7 (note that (7.20) and (7.15) are similar to [23, Lemma 3.1]).
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supp X Supp Xo

FIGURE 3. Setting in the proof of Remark 3.4

Proposition 3.3. (Comparison of evolutions under a polynomial estimate) Let
P,Q satisfy (A1), x € C(R™) and ¢ € C3(]0,+oc]) be such that (A3)
and (A4) hold true. Then,

xe Pho(P)x = xe M p(Q)x + O (1),
uniformly for t € R.

With Propositions 3.1 and 3.3 in mind, one may ask if (3.2) holds true
for all time ¢ € R under the assumptions (A1) and (A3) only. It happens that
such a statement is false.

Remark 3.4. There exist x € C§°(R™), ¢ € C§°(]0, +0o0]) and operators P, Q
satisfying (A1) and (A3) such that (3.2) does not hold uniformly for ¢ € R. Of
course, (A4) is not satisfied in that case.

Proof of Remark 3.4. We first consider a smooth compactly supported poten-
tial V as in Fig. 3. Using that the truncated resolvent is exponentially bounded
(see Theorem 6.2 below) and [7, Proposition D.1] which allows to compare the
truncated resolvent of P = —h?A+V with the resolvent of the distorted opera-
tor Py, we have 0, x(P—2)"'x = 0,x(Ps—2)"'x = x(Py—2)"2x = O(e30/),
for z = A£1i0, A € supp ¢. Then, an integration by parts in the Stone formula
(see (3.6)) yields

xe 1P/ hp(P)y = _iﬁ/e—itk/hak(ip()\)FP()\))d)\
2w t R
3Co/h
- o(he ) = O(h™), (3.3)

uniformly for ¢ > edCo/h

On the other hand, we choose another potential W € C5°(R") as in Fig. 3
and we set Q = —h?A+W. In particular, W coincides with V near the support
of x. We also ask that W satisfies the geometric assumptions of Fujiié, Lahmar—
Benbernou and Martinez [32] (see Helffer and Sjéstrand [39, Chapitre 10] in
the analytic case). In particular, the minimum in the well is non-degenerate
and we denote by Sy the Agmon distance from this minimum to the sea. Under
these assumptions, Theorem 2.3 of [32] gives that the imaginary part of the
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first resonance p(h) (that is the resonance closest to energy of the bottom of
the well) satisfies

Tm p ~ _fohlfznr 6_250/h7

for some constant fo > 0 and 0 < npr < n — 1. Eventually, we assume that the
island is large enough so that 255 — 1 > 4Cj. Let u be a resonant state for Q@
associated to the resonance p and normalized in the island. From Theorem 4.3
of Gérard and Sigal [36] and since u is exponentially small outside the well,
we have

xe QMo (Q)xu = xe " M xou + O(h®) = e /M yu + O(h™), (3.4)

uniformly for 0 < t < e(2%-1/" The result of Gérard and Sigal requires the
analyticity of the potential near the whole R™ since it relies on some estimates
of Helffer and Sjostrand [39]. But we can use [32] instead to extend this result
to potentials analytic at infinity.

In the present geometric setting, we have F,(x,¢) = F,(x,¢) =
supp(xe(p)) and (A3) is satisfied. Moreover, (3.3) and (3.4) imply

[xe P/ ho(P)xul| = O(h>*)  and  ||xe " "p(Q)xul| =1+ O(h>),

(3.5)
uniformly for e*“o/" <t < ¢(2S0=1/" This prove that (3.2) does not hold for
such times. 0

From the previous discussion, we have to be more specific about the
operator ) in order to have a general result and get rid of (A4). Then, we
assume (A2) stated in Sect. 2. Under this hypothesis, our main result is the
following.

Theorem 3.5. (General comparison of evolutions) Assume (A1) and (A2). Let
X € C(R™) and ¢ € C§°(]0, 4+00[). For R > 0 large enough, we have

xe "Fhp(P)x = xe "M p(Q)x + O(h™),
uniformly for t € R.
The R’s for which this result holds true may depend on x, ¢ and P. Note
also that (A3) is satisfied for R large enough. The proof of Theorem 3.5 relies

on the estimate of the difference of the resolvents given in Theorem 2.1 and
on a polynomial bound on the integral of the resolvent obtained by Stefanov.

Proof of Theorem 3.5. By the Stone formula, we have

» 1 —i
xe Php(P)x = S /R (A Fp(X) dA, (3.6)

211

where
Fp(X) = x lim (P=X—ig) ' = (P=X+ig) ")x
E—
=x(P=X—i0)"'y = x(P = X+i0)" 'y,
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thanks to the limiting absorption principle. On the other hand, Theorem 2.1
gives for R large enough

X(P = A£i0)"'x = x(Q@ = A £i0) " 'x + O(h™)||(z) "1 (Q — A —i0) " {z) '],
uniformly for A € supp ¢. Thus, (3.6) implies

Xe_itp/hQO(P)X _ Xe_itQ/hﬁp(Q)X + O(hoc) / ||<m>_1(Q . — Z'O)_1<x>—1H dA.

supp ¢

(3.7)

Since Q is a compactly supported perturbation of —h2A, one can use Propo-
sition 3 of Stefanov [75] which gives that

/ [(2)™HQ — A —i0) M z) Y| AN S AT E 3 (3.8)

More precisely, this result is originally stated with cut-off functions instead of
weights ()~! and in the high-frequency regime. But, the first point can be
overcome thanks to Proposition 6.1 (see also [55, (3.11)]). On the other hand,
the argument of Stefanov can be directly adapted to our semiclassical regime
and provides the upper bound (3.8) in that case (taking the € there equal to
1/4). Eventually, Theorem 3.5 follows from (3.7) and (3.8). O

Theorem 3.5 allows to extend straightly all the resonance expansions al-
ready obtained for operators with compactly supported potential to the setting
of operators with C'°° potential. In the rest of this section, we give some ex-
amples of such applications. We start with a general result showing that the
propagator associated to any operator satisfying (A1) has a resonance expan-
sion in long time. For that, we use a theorem of Burq and Zworski [17]. Instead,
we could have considered Tang and Zworski [77] or Stefanov [75] for instance.

Corollary 3.6. (General resonance expansion) Assume (Al) and let x € C§°
(R™), ¢ € C§°(]0,+0c[) with [a,b] = ch suppp, 0 < § < a/4 and M > 1 be
large enough. Then, there exist L, R > 1, 6 < c¢(h) < 2§ and d(h) = O(h) such
that

xe lhyeP)y= Y xR(e7""(e = Q)7 2)xp(Q) + O(h™),
z€Q(h)NRes(Q)

(3.9)
uniformly for t > h=F where Q is as in (A2), Res(Q) is the set of its reso-
nances,

Q(h) =]a—c(h),b+c(h)[ —i[0, R (1 + d(h))[,

and R(f(e),z) denotes the residue of a meromorphic family of operator f at
z.

The constant R can be chosen arbitrarily large and independent of M.
The small functions ¢(h) and d(h) guaranty that 9Q(h)\R, the “remainder”
part of the boundary of €, is away from the resonances of ). Finally, ch suppep
denotes the convex hull of the support of .
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Proof of Corollary 3.6. Let ¢ € C§°(R;[0,1]) be such that ¢ < @ < Ljg 4.
From the pseudodifferential calculus and Theorem 3.5, we have

xe Fhyp(P) = xe *PIME(P)xp(P) + O(h™)

= xe "MG(Q)xp(P) + O(h™)

= xe "B(Q)xp(Q) + O(h™)
= xe " xp(Q) + O(h™), (3.10)
uniformly for ¢t € R. In the previous equalities, R > 1 is chosen large enough
such that V' = W near the support of x and such that Theorem 3.5 holds true.
Then, Corollary 3.6 is a direct consequence of (3.10) and of Theorem 1 of Burq

and Zworski [17]. Here, we use that the Schréodinger operator with compactly
supported potential @) enters into the setting of [17]. O

Resonance expansion may be seen as the generalization of the Dirich-
let formula for eigenvalues to the theory of resonances. For P with compact
resolvent, this formula gives

efitP/h: Z efit/\/hl—[)\’
A€sp(P)

where IT} is the spectral projector associated to the eigenvalue A of P. However,
Theorem 3.5 does not have a counterpart for eigenvalues. Indeed, assume that

HPI(P) = 1 p(Q) + O),

holds true with supp ¢ N (Spegs(P) UsPess(@)) = 0. Then, the eigenvalues of P
are exactly those of Q in ¢ ~!(1) for A small enough, which is not reasonable
in general. Indeed, assume that A\g € ¢~ !(1) is an eigenvalue of P but not of
Q. We can write

My (P)= > @X)e O/ (Q)
Aesp(Q)

— Y p(N)e AT (P) 4 1 (2),
AoF#NEsP(P)

with [|7(¢)|| < 1/2. Integrating with respect to t € [0,T] and taking the norm
lead to T' < C' + T'/2 for some constant C' > 0 which provides a contradiction
for T large. This argument cannot be made for resonances because the leading
part of the asymptotic (i.e., the sum in (3.9)) is already O(h®°) at the time
T needed to get the contradiction. In other words, the difference between
the resonances of P and @ is small compared to the imaginary part of these
resonances (under (A2) with R large enough). Then, Theorem 3.5 can be seen
as “the stability at infinity of the metastability”.

Ezxample 3.7. We now apply Theorem 3.5 to the well in the island setting. We
consider P satisfying (Al) and ¢ € Cg§°(]0,+o0[). Noting I = ch suppy, we
assume that there exist two closed sets, 3¢(I), X¥(I), such that

=0

p H(I) =X(1) UX(I), Y1) NEYT) =0, (1) € T*R™,
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ch supp ¢

FIGURE 4. Geometric setting and the resonances of @) in Ex-
ample 3.7

and
peXf(I) = exp(tH,)(p) — o0 ast — £oo.

In particular, K,(I) = ¥%(I). The geometric setting as well as the distribu-
tion of resonances when the potential is analytic at infinity (e.g., for Q) are
illustrated in Fig. 4. We decompose any x € C5°(R") as x = x1 + x2 with

7(X°(I)) Nsupp x1 = 0, 7(X(I)) Nsupp x2 = 0,

and 7(z,£) = z. Combining Nakamura et al. [58] in the case of Schrodinger
operators with (3.10), we immediately obtain

Corollary 3.8. (Shape resonances) Let P, ¢, x be as before, 0 < § < 1 and
Cy > 0. Then, there exist R > 1, 6 < ¢(h) < 20 and Cy > 0 such that

xe PlhyePy= ST aR(e e — Q)7L 2)vie(Q)
2€Q(h)NRes(Q)

+ x20((t - 02)+/h>_oo)><2 + O(h™),
uniformly fort > 0 where @Q is as in (A2), Res(Q) is the set of its resonances,
Q(h) = ch suppp+] — c(h), c(h)[=i[C1h, 0],

and R(f(e),z) denotes the residue of a meromorphic family of operator f at
2.

Thus, we have the same result as in [58] without the analyticity assump-
tion. A lot is known concerning the asymptotic of shape resonances. First,
the resonances of @ in 2(h) are exponentially close to the eigenvalues of the
Dirichlet restriction of @) near the well. In particular, their imaginary part is
exponentially small. Finally, their precise asymptotic can be obtained under
some geometric assumptions. We refer to Helffer and Sjostrand [39] for po-
tentials analytic near the whole real axis. The case of potentials analytic at
infinity (as the potential W defined in (A2) for instance) has been treated by
Fujiié, Lahmar-Benbernou and Martinez [32] (see also Nakamura et al. [58]).

Example 3.9. As another application of our result, one can described the quan-
tum propagator truncated near the maximum of the potential. In order to have
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T ch supp ¢
ch supp ¢

X
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X

FIGURE 5. Geometric setting and the resonances of @) in Ex-
ample 3.9

totally explicit expressions, we work in dimension n = 1. We assume that V'
has a non-degenerate maximum at = = 0, i.e.,

A2, 3
V(z) =Ey— Vi + O(z°),

with Eyp,A > 0, and that the trapped set at energy FEy satisfies K,(Ey) =
{(0,0)} (see Fig. 5). As a consequence, 2z = 0 is the unique global maximum
of V', and there exists a pointed neighborhood of Ej in which all the energy
levels are non trapping.

Under these hypotheses, the distribution of the resonances of @, defined
in (A2) with R large enough, near Ey is known. In any complex neighborhood
of Fy of size h, these resonances are the

an(h) = By —m(% £R) O, (3.11)

with & € N. They actually have a complete expansion in powers of h and are
simple. The simplest way to prove this result is to compute the coefficients of
the 2 x 2 scattering matrix (for a complex energy z) and to find their poles. For
that, it is enough to propagate through the fixed point (0, 0) the Jost solutions
at infinity (that is e**V#*/" since W is compactly supported). We omit the
details and just mention that similar results have been obtained under various
assumptions by Sjostrand [71], Briet et al. [11], the third author [63] and Fujiié,
Zerzeri and two authors [8].

Let II; denote the generalized spectral projection of @) at the resonance
Zk, that is the residue of the meromorphic extension of the truncated resolvent
(2—Q) 7! at z;. A direct adaptation of Theorem 4.1 of [6] to potentials analytic
only at infinity gives that

Iy = e fu(fr-)- (3.12)
Here, the constant ¢y is given by
—iZ(k+3)
V2rk!

and the function fj is a locally uniformly bounded and outgoing solution of
the Schrodinger equation (P — zi)fr = 0 which can be written fy(x,h) =
ak(z, h)ei‘”(x)/h near 0 where ¢4 is the generating function of the outgoing

k+3
ATz
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manifold of the Hamiltonian vector field at (0,0) with ¢4 (0) = 0 and ay, is a
classical symbol

ar(,h) ~ > a;(@)h?,
=0

and ag(z) = 2% + O(zF*1), see [6] for more details. In this situation, we have

Corollary 3.10. (Barrier-top resonances) Let P be as before, x € C§°(R™) and
(g, < v € C5°(R) be supported near Ey. Then, for all K € N there exists
Ckg > 0 such that

xe Py o (P) = Z e /My + O (e MR O%) + O(h™),
0<k<K
(3.13)

uniformly for t > 0.

Thus, we remove the analyticity assumption in [6, Theorem 6.1] in di-
mension n = 1. Thanks to (3.11) and (3.12), the sum in the right-hand side
of (3.13) is explicit. Corollary 3.10 is a direct consequence of (3.10) and [6,
Section 6] adapted to potentials analytic only at infinity. Since the weighted re-
solvent of P is polynomially bounded, we could have used here Proposition 3.3
instead of Theorem 3.5. The assumption that ¢ = 1 near Ej is used to show
that o(P)xfr = X fr +O(h*) and then to remove the energy cut-off in (3.13).

Until now we only have generalized resonance expansions of the propa-
gator, but other results of the resonance theory prove that e~*F/"4 is close to
e~ /My for u resonant state associated to a resonance z of P. In the semiclas-
sical regime, this idea comes back to Gérard and Sigal [36]. As previously, it
is possible to extend these results to our C*° setting. For instance, combining
Theorem 3.7 and Remark 4 of [36] with our Theorem 3.5, we obtain

Corollary 3.11. (Propagation of resonant states) Assume (Al), x € C§°(R™)
and C, Ey > 0. Let x < X € C§°(R"™) be such that X = 1 in a large neighborhood
of 0 and let Q be as in (A2) with R large enough. Then, for any resonant
state w = u(h) associated with a resonance z = z(h) € B(Ey, Ch) of Q with
|Im z| > hY, we have

xe P u = e Myu + O(h) |[Xul
uniformly for t > 0.

Note that the potential is not (always) assumed to be analytic in the
paper of Gérard and Sigal [36]. For example, they treat potential maxima in
Section 4.C under the assumption (Al). The result obtained is different from
Corollary 3.10. In their case, the initial data must be a quasimode and the
asymptotic holds for all ¢ > 0. In our case, the initial data is general and the
asymptotic holds for ¢ 2 |Inh| (in fact, the resonance expansion regime is not
valid before the Ehrenfest time, as explained in Remark 6.2 of a paper with
Fujiié and Zerzeri [6]). For systems coming from quantum chemistry, Briet and
Martinez [12,13] have obtained the resonance expansion of the quantity ¢ —
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(e P/Mo(P)u,u) where u is a quasimode. When their interaction operator W
is differential (and not pseudodifferential), it may be possible in their results
to remove the analyticity assumption on the coefficients.

4. Spectral Shift Function

In this part, we assume (A1) with p > n and denote Py = —h?A. Then, the
spectral shift function (SSF) associated with the pair (P, Py) is defined as the
distribution given by

Vo € C°(R),  (Spp,¢) = tr(0(P) — o(F)), (4.1)

with the convention that s(A) = 0 for A < —1. As a matter of fact, it coincides
with the counting function of eigenvalues for A < 0. On the other hand, this
function is C*° for A > 0. We send the reader to the book of Yafaev [80]
and the survey of Robert [66] for general informations about the spectral shift
function.

Under general assumptions, Robert [65, Theorem 1.6] proved that the
SSE always satisfies a Weyl law

Sp,pP, (/\) = So(A)h_n + O(hl_n), (42)

for A\ near a noncritical positive energy with

= G o Lo L)

In this manner, resonance theory is not useful for the asymptotic of the SSF.
The situation is rather different for that concerns its derivative. For this func-
tion, the Breit—-Wigner formula claims that

5ppy(A) = Z 7r|;m_zz||2 + remainder. (4.3)
zERes(P)
z close to A
As recalled in the introduction, such a formula has been first obtained by
Melrose [54, Section 4] in obstacle scattering and Gérard, Martinez and Robert
[35] in the well in the island situation. In the semiclassical regime and without
assumption on the trapping, it has been established successively for potentials
analytic at infinity by Petkov and Zworski [60,61], Bruneau and Petkov [14],
Dimassi and Petkov [25] and other authors.

Here, we show formulas similar to (4.3) and extend the previous results
under the assumption that V' satisfies only (A1) with p > n. For that, we follow
the general strategy explained at the end of the introduction and already used
in Sect. 3. The first step is to prove a comparison result

5p py(A) = 50, p,(A) + remainder, (4.4)

where Q = —h2A+W (z) is such that W satisfies (A1) with p > n and coincides
with V' on a sufficiently large region. Afterward, a Breit—Wigner formula for P
can be obtained applying (4.4), choosing the potential W analytic at infinity
and using a Breit—Wigner formula for @ from a previous paper.
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We begin with a result like (4.4) which only requires that P = @ near
the trapped set and that the weighted resolvent of P is polynomially bounded.
More precisely, let I C]0,+o00[ be a compact interval. The trapped set K,
being defined in (2.1), we assume that

(A5) The symbols p,q of P, Q satisfy
p = ¢ near the trapped sets K,(I) = K,(I).
Under this assumption, we have the following result.

Proposition 4.1. (Comparison of the derivative of SSF under a polynomial
estimate) Let P, @ satisfying (A1) with p > n, (A4) for XA near I and (A5).
Then,

5p py(A) = 50,5, (A) + (A ),
uniformly for A € I, where the function o(A;h) has a complete expansion in
powers of h

oA h) < ooNR" + o (AR 4
and the functions ce(A\) are C* near I.

The proof of Proposition 4.1 is postponed until Sect. 7. The regular sym-
bol o(\; h) takes into account somehow the difference at infinity between V'
and W. For instance, if P (and thus Q) is non-trapping (and thus noncritical)
near A\, we have

1
oo(A) = ——8 / (/ dg—/ df)dx,
o) @) S \ Jezvmy<a £24W (2)<A

from Theorem 1.3 of [65] and (4.2). In particular, there is no hope to replace
(A h) by O(h®°) in Proposition 4.1. Nevertheless, if W is as in (A2), one can
show that og(\) goes to 0 as R — +oo. In some sense, Proposition 4.1 can be
seen as the equivalent of Proposition 3.3 for the SSF.

As in Sect. 3, there is no hope to remove the assumption (A4) in Propo-
sition 4.1. More precisely, considering the geometric setting in the proof of
Remark 3.4 and using the forthcoming Corollary 4.5, there exist operators
P, Q satisfying (A1) with p > n (V,W are compactly supported) and (A5)
such that s p and sp, 5 are not of the same order. That is

sp,py(A) % 5., (A) + O(™").

To obtain a general theorem, we suppose (A2) as in Theorem 3.5 and our main
result concerning the SSF is the following.

Theorem 4.2. (General comparison of the derivative of SSF) Assume (Al)
with p > n and (A2). Let I C]0,+o0] be a compact interval. For R > 0 large
enough, we have

Sppy(N) = 891y (A) + 0(As ) + O(h) dist (3, Res(@)) ",
uniformly for A € I, where the function o(A;h) has a complete expansion in
powers of h

o\ h) = ag(MNR ™+ o (AR
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and the functions oe(A) are C* near I.

As in Theorems 2.1 and 3.5, the R’s for which this result holds true
may depend on I and P. The proof of Theorem 4.2 relies on the estimate
of the difference of the resolvents given in Theorem 2.1, on a representation
formula for the SSF by Robert and on an estimate of the resolvent obtained
by Stefanov.

Proof of Theorem 4.2. From Theorem 1.10 of Robert [65], the derivative of
the SSF satisfies the following asymptotic representation formula:

sp.py(A) = tr (X(Ep(N) — Ep,(\)x)
+tr (Op(ky)(Po — A —140)~") +tr (Op(k_)(Py — A +1i0)"")
+tr (X7 (P — AFi0) 'Y= (Py — AFi0) 1 Z)
+tr (X5 (Py — AFi0) Y55 (Py — AFi0) 1 ZF), (4.5)
for all A € I. In the two last lines we mean that we have a (+) and a (—)

term. The cut-off function x € C5°(R™) is equal to 1 on a sufficiently large
neighborhood of 0. For T self-adjoint, we use the notation

7
2im
The symbols ki are classical symbols satisfying 82“8? ky(z,) = O
((z)~P~lel(€)=°) for every multiindexes o, 3 € N”. The operators X, Y=, ZF
are negligible in the sense that, for all M > 0, we have
[ (@) MYE (P — AFi0) ' Z5 (@)™ ]|, = O(h™), (4.7)
(z) VM E( W = oh), (4.8)

EL(\) = (T —XA—i0)"" = (T = A+i0)""). (4.6)

uniformly for A € I. Furthermore, (4.5) can be differentiated in A at any order
and we have also estimates like (4.7) and (4.8). We send the reader to the paper
of Robert [65] for more details. The SSF sqg p, (\) satisfies a formula similar to
(4.5) and, following the paper of Robert (which is based on the constructions
of Isozaki and Kitada), one can see that the cut-off function x can be chosen
independent of R large enough.

As explained in Section 6 of [65], the terms on the second line of (4.5)
have a complete asymptotic expansion in h with C*° coefficients. That is

PN h) == tr (Op(ky)(Po — A — i0)7") + tr (Op(k—)(Po — A+1i0)7")
= ol (MR + ol (VAT

With (4.7) and (4.8) in mind, the third and fourth lines of (4.5) are directly
estimated by O(h>)|[{(z)~1(P — X —i0)~(z)~||. Thus, (4.5) provides

) =t ((Ep ) ~ P (0)) + P(A; h)
+O(h>)|[(z) " (P — A —i0) " z) 7.
The same way, we have
50,p,(\) = tr (X(EG(A) — ER, (V) x) + 0% (A h)
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0| (@ ~ A i) @),

where 0@ has a complete asymptotic expansion in h with C* coefficients.
Since the cut-off functions x can be chosen to be the same (and independent
of R) in the two last equations, we deduce

sp.py (N) = s, p, (N) +t1 (X (E};(A) - E/Q(/\)) )
+ (A R) + Oh™)||(@)"H(Q — A — i0) " z) !

L@
for R large enough uniformly for A € I. Here, 7 = o — 69 has a complete
asymptotic expansion in h with C*° coefficients and Corollary 6.4 is used to
estimate the resolvent of P.

To treat the trace of x(Ep(\) — Eé;)()\))x, it is enough to control the
trace norm of the difference of the resolvents of P and @ (see (4.6)). For that,
we use Theorem 2.1 which gives an upper bound in operator norm and the
following trick. Since P and @ coincide near the support of y, we have

x((P—XA—i0)"" —(Q — X —1i0)"")x

=(P+i) " P-A+A+)x((P—-A—i0)"" = (Q —X—1i0)"")x

=(P+9) ([Px]+ A +)x) (P —A—1i0)"" = (Q — A —i0)"")x.
By induction, we obtain for any N € N

X((P=Xx—=i0)"' = (@—A—i0)"")x

= (P+i) NTnX((P =X —i0)"" = (Q = A—i0)")x,
where T is a differential operator of order N with coefficients in C§°(R™) and
X is any function in C§°(R™) with x < X. For N > n, the microlocal analysis
implies
IX((P=A=i0)"" = (@ =X~ z‘orl)xutr
< ||(P+i) NTn || IX((P =X —=i0)~" = (@ — A —i0) ") x|
<h*"||y(P—A—i0) —(@Q—=Xx—i0)"")x||

= O(h™®)|[{z) " (Q — A —i0) ! ()7, (4.10)
thanks to Theorem 2.1. Combining (4.9) with (4.10) and (4.6), we get
sp.p,(\) = 5, p,(A) + 3 (A h) + O(h>)[[{x) 7H(Q — X —i0) ™ z) 1],
(4.11)

uniformly for \ € I.

It remains to estimate the weighted resolvent of ) in terms of its reso-
nances. For that, we use a result of Stefanov. Since @ is a compactly supported
perturbation of —h2A and (6.1) holds true, Proposition 4 of [76] states that,
for any ¢ € Cg°(R"™),

M

z,h)’

19(Q@ = A —i0) 7| <



3660 J.-F. Bony et al. Ann. Henri Poincaré

for all A € I and h small enough, where d(z,h) = min(dist(z, Res(Q)), 1).
Applying Proposition 6.1, this inequality becomes

_ gy hE
||<:C> 1(Q7}\720) 1<:C> 1” = d(z,h) ’ (412)
Eventually, Theorem 4.2 is a consequence of (4.11) and (4.12). O

The possible generalizations discussed below Theorem 2.1 are also rele-
vant in the framework of Theorem 4.2. For instance, one can glue the potential
V to the potential V as in Remark 2.2, assuming that V satisfies (A1) with
p > n. One can also consider other types of operators.

If the weighted resolvent of P is polynomially bounded (that is if (A4)
holds true), one can remove the term with dist(\, Res(Q))~! in Theorem 4.2.
More precisely, combining (4.11) with Remark 3.2, we recover Proposition 4.1
under the hypothesis (A2).

Theorem 4.2 allows to extend all the results on the derivative of the SSF
obtained for operators with compactly supported potential to the case of op-
erators with C'*° potential. Such applications are now discussed. We first show
that there is a Breit-Wigner formula for the derivative of the SSF associated
with any operator under the assumption (Al) with p > n. For that, we apply
a result of Bruneau and Petkov [14] (in the case where Q) is symmetric with
respect to R to simplify the exposition). Instead, we could have considered
Petkov and Zworski [60,61] or Sjostrand and the first author [10] for example.

Corollary 4.3. (General Breit-Wigner formula) Assume (Al) with p > n
and (A2). Let W € Q € e1=%30, 400 be open, simply connected and
relatively compact sets that are symmetric with respect to R. Assume that
I=WnNR and J =QNR are intervals. For R > 0 large enough, we have

Im z| O(h>)

! A) = |7 X h I X h S S —

SP,PD( ) Z 7T|)\—Z|2 +0( ) )+ Hl?“( ) )+dlSt()\,R€S(Q))’
zE€Res(Q)N2

uniformly for X € I. Here, o(\; h) is as in Theorem 4.2 and r(z; h) is a function

holomorphic in Q with |r(z;h)| < h™™ uniformly for z € W.

Corollary 4.3 is a direct consequence of Theorem 1 of [14] and Theo-
rem 4.2. We now give explicit Breit—Wigner formulas in two geometric situa-
tions.

Ezample 4.4. We compute the derivative of the SSF in the well in the island
situation. We consider P satisfying (A1) with p > n and the geometric as-
sumptions of Example 3.7 on some interval I. In particular, Fig. 4 provides
an example of such potential and the corresponding distribution of resonances
when the potential is analytic at infinity.

Let P denote the operator P (or @) restricted to an neighborhood of the
7(X%(I)) with Dirichlet boundary condition. Thus, P’ encodes the dynamics
inside the island. There exists a bijection between the eigenvalues of P? and
the resonances of @
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F:o(P)N (I + [or(h), as(h)]) — Res(Q) N (I + [as(h), as(h)] — [0, Ch]),
(4.13)

such that F(z) = z + O(e=%/") and ae(h) = O(e=%/") for any C' > 0 large
enough and some &g > 0. This follows from the corollary on page 201 of
Nakamura et al. [58] in the present setting (see also Helffer and Sj6strand
[39] for analytic potentials). In particular, any resonance of @ in I 4 i[—1,0]
satisfies

|Im z| < e %/h or |Im z| > Ch, (4.14)

for h small enough. In the second case, they actually satisfy | Im z| > Mh|In k]
for any M > 0 (see Lemmas 4.5 and 4.6 of [58]).

To study the SSF near an isolated resonance, we make the following sepa-
ration assumption. Let Z(h) C I be an interval containing only one eigenvalue
20(h) of P% such that

dist (0Z(h),o(P")) > hM, (4.15)

for some M > 1. From (4.13), there exists a unique resonance z = z(h) of
Q exponentially close to the real axis with real part in Z(h) and the other
resonances of () are at distance at least h™ /2 from Z(h).

Corollary 4.5. (Shape resonances) Under the previous assumptions,
Im z| O(h>) e
/ ) = | O h n—1
'SP,PO( ) 7T|)\—Z|2 + |/\—Z‘ + ( )a

uniformly for A € Z(h).

The imaginary part of the resonances of @), close to the minimum of the
well, has been computed asymptotically by Fujiié et al. [32] (see Helffer and
Sjostrand [39] in the analytic case) under some geometric assumptions. The
two functions | Im z||A — 2|72 /7 and O(h®)|A — 2|~ of A € [Rez—1,Rez +1]
form two peaks centered at Rez, of height |Imz|~!/7 and O(h®®)|Im 2|71,
respectively, and of total mass 1 + O(h™) and O(h™) respectively. Then,
O(h*®)|\ — z|~! is actually a remainder term even if it can be larger than the
leading term for some values of A.

Proof of Corollary 4.5. Let I € J €]0,+o0o[ be an open interval such that the
geometric assumptions, (4.13) and (4.14) hold true with I replaced by J, with
perhaps new constants. Choosing W = I 44 — 1,1[ and Q = J + ] — 2,2],
Corollary 4.3 gives
, [Tm 2| [Tmpl O
M= T X TR E T
pERes(Q)NN
pFz
O(h*)
T distOn, Res(Q)\ (=)

+O("),
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uniformly for A € I. Since the number of resonances of @) in €2 is bounded by
O(h™"), the inequalities (4.14) and (4.15) imply

|Imp[ | Im p| | Im p|
Z 7r|)\—p|27 Z 77‘)\_,0‘2+ Z 7\ — p|2
pERes(Q)NQ pERes(Q)NQ pERes(Q)NQ
pF#z p#z, | Im z|<e%0/h p#z, |Imz|>Ch
—do/h 1
e
S Z h2M + Z h
pERes(Q)N pERes(Q)NN
p#z, |Im z|<e™%0/h p#z, | Im z|>Ch
< h—n—l
uniformly for A € Z(h). The same way,
O(h> O(h>
0w 00%) e
dist(A, Res(Q)\{z}) hM
and the corollary follows. O

When the potential is dilation analytic outside the island, a similar for-
mula has been obtained by Gérard et al. [35]. By comparison with Corol-
lary 4.5, they have e~/ for all ¢ > 0 instead of h™ for some M > 0 in
the separation assumption (4.15). Under their hypothesis, we would have an
additional rest of the form e/ for all € > 0. Moreover, their remainder terms

O (e~ (250=2)/h)
A — 2|
for all € > 0, are better than ours. In the previous formula, Sy > 0 is the
Agmon distance between the well and the sea. We proved Corollary 4.5 using
Corollary 4.3. But, it may be possible to first generalize [35] to analytic poten-
tials at infinity and then to apply Theorem 4.2 to obtain Corollary 4.5. Such
a proof may lead to different remainder terms.

If each element of I is a noncritical energy level for P, the remainder
term O(h~""!) can be replaced by O(h™"). Indeed, applying [14, Corollary
1] instead of [14, Theorem 1] leads to another version of Corollary 4.3 where
the h-independent sets W, ) are replaced by neighborhoods of size h of A. We
conclude using upper bounds on the number of resonances in small domains.

Instead of computing the derivative of the SSF, some results are devoted
to the jump of the SSF across the real part of a resonance, that is the quantity

spp,(Rez +0) — sp p (Rez — 9),

with 0 < 6 < 1. Some of them require the analyticity of the potential V like
Theorem 6.4 of Robert [65], whereas others require only a symbol assumption
on V like Nakamura [57]. The first ones can be generalized to the C*° setting
using Theorem 4.2.

+O(™"),

Example 4.6. At the end of this part, we give an explicit Breit—Wigner formula
in dimension n = 1 in the presence of a homoclinic trajectory in the C'*°
setting. In the analytic setting, this has been done by Fujiié and the third
author below Theorem 2.2 of [33].
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FIGURE 6. Geometric setting of Example 4.6

We assume that the potential V' satisfies (A1) with p > n =1 and is as
in Fig. 6. In particular, V" has a local non-degenerate maximum at = = 0, i.e.,

s :
Viz)=Eg— ZSCQ + (9(1:3),

with Eg, > 0. The trapped set at energy FEj consists of the hyperbolic fixed
point (0,0) and a homoclinic trajectory vo(t) = (zo(t),&0(t)). To state our
result, we need to define some geometric quantities. The action along ~q is

AQ = §d$

Yo

Let vin (t), Yout (t) be the Hamiltonian trajectories of energy Fy such that
Win(t) = (min(t)v fin(t)) = ( -2 EOta Y EO)
’Yout(t) = (Iout(t)vgout(t)) = ( Ept, V EO)

They have the following asymptotic behaviors at 0

for t < —1,

for t > 1.
zo(t) = gy ™ + o(e™)

as t — Foo,
xin(t) - gineiut + O(eiut)

as t — 400,
Lout (t) = gouteﬂt + O(eut>

(see e.g., Helffer

as t — —o0.

and Sjostrand [38, (2.7)]). In fact, (zin(t),&mn(?))
= (Tout(—1), —out(—1)), Gin = Jout > 0 and goi < 0. The rescaled spectral
parameter is defined by

With these notations, one can define the three following quantities:

Qo = eiAO/hF(l - ig)

1 _ro N
e 2 #7
5 NG (/i‘go 190 |)
. 1 Ko ) o — o
A= e”AO/hFQ(i - z;)?e” (1| ginlIgoutllg0 195 1)
1 o ) _nao i
B= r<§ - Zﬁ) N (#elgoutginl)

(4.16)
In this setting, the derivative of the spectral shift function satisfies
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Ey Ey+Ch
FIGURE 7. Derivative of the SSF given by Corollary 4.7

Corollary 4.7. (Homoclinic resonances) Let C' > 0. Under the previous as-
sumptions,

212

[Inh| 2070 A1 —h "5 Qo)  +h™ " AQy(1 —h ' Qo) 2 —h™ "B
—2i%

2mph R AL RN Qo) =T B
uniformly for A\ € [Eqg — Ch, Eq + Ch].

This result is illustrated in Fig. 7 and has been analyzed in [33]. The
asymptotic of the scattering matrix S(A) and the SSF sp p,(A) can be found
in the proof of Corollary 4.7. To show this result, one cannot simply rely on
Theorem 4.2 and [33]. Indeed, [33] is based on the exact WKB analysis that
requires the analyticity of the potential V' in a whole neighborhood of the real
axis. Thus, we give a new proof that uses only marginally the results of this
section.

Proof of Corollary 4.7. From Section 4.3 (B) of Fujiié, Zerzeri and two authors
[7] and Remark 3.2, we know that (A4) holds true. Then, applying Proposi-
tion 4.1 (or Theorem 4.2), we can always assume that V' is compactly sup-
ported. Let 6(X) denote the scattering phase defined by

det S(\) = €2, (4.17)

S(A) being the (unitary) scattering matrix at energy A € R. The Birman—Krein
formula states that

sp p,(A) = +O(h™h,

0'(\) = 71'5’P7PO()\). (4.18)
Thus, to compute the SSF, it is enough to compute the coefficients of the scat-
tering matrix. For compactly supported potentials in dimension n = 1, the
scattering matrix has the following representation formula (see e.g., Proposi-
tion 2.1 of Petkov and Zworski [62]):

0= (SRR, ws
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e Yout

T e
/ Ixe X\\k suppx’  (24,0)

Py

Pout

supp x_

FiGURE 8. Cut-off functions y, and the geometry of Corol-
lary 4.7

with

2

2hV/A

where a,b = + and the cut-off functions y, x4+ are as in Fig. 8. We send
the reader to [33] for more details on the scattering theory in dimension 1.
From Section 4.3 (B) of [7], the resolvent of the distorted operator Py, with
0 = h|ln h|, is polynomially bounded in

Q= FEg+ [-Ch,Ch] +i[ — vh|Inh|~',vh|Inh| '],

for v small enough depending on C'. Then, if the distortion occurs outside the
support of , one can replace the resolvent of P by that of Py in (4.20) and
the quantity (Py — A)~L[P, x,]e?*V**/" is polynomially bounded for A € €. In
particular, we can use the semiclassical C* microlocal analysis to treat these
quantities.

We compute the four coefficients of S(A) for A = Ey + ho € Q and begin
with S_ ,(\). Let vf(t) = (¢F(t),&5(t)) be two parameterizations of the
Hamiltonian trajectory “on the left” such that :ci,t(t) = 42 Ept for Tt > 1
and

Sup ) = s ([P e ™ /M (P = A= i0) Pl ™/ ), (4.20)

Ty
AZZQ/ (\/Eo—V(iC)— \/Eo)d$+2 onz,
its action. Then, there exists 7; € R such that v, (t) = v, (t + T¢). Let also
,oei be two points on this trajectory according to Fig. 8. We consider
v = (Py— NP xs eV,

Working as in Section 4.2 of [6], we get v = ¢VAz/h microlocally near oy
Moreover, v satisfies the evolution equation (P — A)v = 0 microlocally along
ﬁ[ between p? and p, . Then, the propagation of singularities implies that

V= (ie—mnemz/h + S(h))e—iﬁx/h7

microlocally near p, . Finally, a direct computation in (4.20) provides

S_ L (\) = ieioTegiA/h L O(h), (4.21)
uniformly for A € Q. More simply, the diagonal terms satisfy
St4(A) =0(h™) and S__(A) =0(h™), (4.22)

uniformly for A € Q.
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It remains to compute Sy _(A). For that, we define
w=(Py— NP, x_]e"VAe/h,

We choose three points p,, with * = 0,in, out as in Fig. 8. In particular, p, =
~«(ty) for some t, € R. Let u, be a microlocal restriction of u to a neighborhood
of p,. We send the reader to [7] for more details on such techniques. Let
@Y (resp. @?F) denote the generating phase function of the incoming (resp.
outgoing) Lagrangian manifold A_ (resp. A;) associated to the fixed point
(0,0) with ¢©%(0) = 0. This means that Ay = {(z, %' (x))} for z near 0. As

in the previous paragraph, we have
u=e VAr/h (4.23)

microlocally near p;i,. From [7, Section 8], ug, iy (resp. uout) are Lagrangian
distributions of order 0 with Lagrangian manifold A_ (resp. A ). Inspired by
[7, (11.25)], we normalized the symbols of u, as

0

0 Hig= i (z
ug(x) = €' M(tl)ao(% h)e = )/h,
Uin(x) = eiat;n ‘8 M|gl(r;;| )| ain(xa h)eiwg (z)/h’

tLin(lin

iot £ Gout| i (z)/h

ou = out ou R + .
“ t(x) ‘ ‘atxout (tout)‘ ¢ t(x )e

The action along the trajectories Yin, Yout is

+oo
A= Ao = [ (VE = V@) - VE0) da.

From (4.23) and the previous normalization, we have

; 2V E
e/l [ZX23 1 O(h). (4.24)
Mlgin|
On the other hand, Lemma 11.5 of [7] yields
ao(xo, h) = h_zﬁ Qoag (LU()7 h) + h_l% Qinain(:ﬁin, h) + O(hc), (425)

where Qp is given by (4.16) and

Qin ($ina h) =

1 .U> 1 |gin| PR 0
_ — 17— | — e'z2e2n .
and some 0 < ¢ < 1. From Section 11.2 of [7], the quantization function

1 —h™"%Qu(z, h) has a uniformly bounded inverse for z €  assuming v small
enough. Then, (4.25) becomes

ao(z0,h) = h™15 Qin (1 = B ™% Q) ™ ain (in, h) + O(RC). (4.26)
Now, working as in [7, (11.29)], we get
aout(xout, h) = h_i%R()ao((E(], h) + h_i%Rinain(xm, h) + O(h<)7 (427)

o
A
m

9

Qi = e/
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with
°

1<
m
)

1oy L [let] 5 0
5 lu)\/ﬂ Igoutlw“(’”g"“t”g‘D

1 .0 1 = |gin‘ _ro iz
Rinzr(i_li)ie " e 2w in "
2 L \/ﬂ |gout| (N|g()ut”g |)

Combining (4.26) and (4.27), it comes

aout(xouta h) = (hiQi%ROQir&l - hil% QO>_1 + hii%Rin)ain(CEinv h) + O(h<)7
(4.28)

RO:F<

uniformly for z € Q. On the other hand, we have

= (ctAuwn, [0l h Sh) i/
u (6 2maout($out7 )+ ( ) e ,

microlocally near po,t. Thanks to (4.20), this leads to

Sy (\) = giAout/h //;lgo\/%'aout(wout,h) + O(h). (4.29)

Combining (4.24), (4.28) and (4.29), we eventually obtain
Sy _(\) = eilAmtAou)/h (h‘Qi%A(l —hTEQy) T - h—”%B) +O(h%),
(4.30)

where A, B, Qg are given by (4.16).
From the computation of the coefficients of S(A) carried out in (4.21),
(4.22) and (4.30), one can write det S(\) = a(\) 4+ r(\) with

a(X) = —ie Tl (Art At Aou) [ (h‘Qi%A(l ~hTEQy) T h—"%B),

and 7(A\) = O(h®) uniformly for A € Q. From (4.17) and (4.18), we deduce
1 a'(N)+7r'(N)
bp(\) = ———— .

sp.ry (V) 2mi a(X) +r(N)
Since S()) is unitary for A € RN Q, we have |a(\)| = 1+ O(h®) uniformly
for A € RN Q. On the other hand, since det S(A) and a(A) are holomorphic
functions in Q, so is r(\). Taking first Q slightly larger, the Cauchy formula
implies r'(A) = O(h¢~1|Inh|) = O(h~!) on RNQ. Summing up (4.31) becomes
oyl a0
sp.r (V) = 211 a(A)
uniformly for A € RN Q. It remains to compute o’ (A). The derivative of A, B

and Qp with respect to \ gives a term of order O(h~1), whereas

(4.31)

+O(h™Y), (4.32)

_ie hlh _ie
ot itz

is of order A=t In h|. Then, (4.32) gives
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Ikl 202 EA(1—h T Q0) "+ AT AQ(L—h i) P —nTi B
—2i %

—= = + O™,
2mph R A(L—hT Qo) R B

530,P0 N =

and the corollary follows. O

5. Scattering Amplitude

In this part, we assume (A1) with p > 1 and denote Py = —h2?A. Since P
is a short-range perturbation of Py, the scattering matrix Sp p, () associated
to the pair (P, Py) at energy A > 0 is a well-defined bounded operator on
L?(S™~1). The scattering amplitude Sp p, (A, 0, w) is defined as the distribution
kernel of Sp,p,(A). It happens that Sp p, (A, 8, w) is smooth outside the diagonal
0 = w (see e.g., Isozaki and Kitada [45]). As usual, w € S"~! (resp. € S" 1) is
called the initial (resp. final) direction. Depending on the paper [49,62,69,76],
the scattering amplitude may be normalized in different ways (that is modulo
a constant); we have chosen not to multiply by such a constant.

Under the assumptions which allow to define the resonances, we generally
know that the scattering amplitude A — Sp p, (A, 0, w) has a meromorphic
extension to (a part of) the complex plane with poles at the resonances. This
has been first proved by Lax and Phillips [51] for obstacle scattering and
then by several authors in various situations. For instance, Agmon [1] has
studied the Schrodinger operators whose potential is analytic at infinity and
satisfies (A1) with p > 1. We refer to Gérard and Martinez [34] for more details
and references about this question.

We want to obtain the meromorphic extension, modulo small error terms,
of the scattering amplitude under (A1) with p > 1 only. Following the strategy
of the previous sections, we first compare the scattering amplitudes associated
with the pair (P, Py) and to the pair (Q, Py). As before, we could expect to
have

SPJJO()\,G,Q}) ~ SQypO()\,G,w), (51)

for A € I €]0,+oo[and Q = —h2A+W (z) satisfying (A2) with R large enough.
Unfortunately, there is no hope to have such a comparison result because the
scattering amplitude crucially depends on the potential at infinity.

Ezample 5.1. We give an example of operator showing that (5.1) is in general
far from being true. In dimension n = 2, we take V(z) = Ege~ non-radially
slightly perturbed at infinity. Such a potential is shown in Fig. 9. More gener-
ally, we could have chosen any potential V' non-radial at infinity, whose trapped
set at energy Fy is given by the unique, non-degenerate and isotropic global
maximum of V', which satisfies the general assumptions of Section 2 of Alexan-
drova and two authors [5] and whose Hamiltonian trajectories with energy Fy
behave at infinity “nicely” (that is like those of E()e*wz).
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FiGURE 9. Potential of Example 5.1 and the order of the
scattering amplitude in function of the final direction 6 € S*

We fix an initial direction w € S'. From Theorem 2.6 (a) and (c) of [5],
there exists a particular direction w' € S! such that

1 for § < w® near w™,
Sp.p,(Eo,0,w) o< { h™Y2|Inh|~Y2  for § = w?,
h=1/? for § > w™ near w™.

Let us now consider @ as in (A2). Depending on R > 0 large enough (and
also of the function go appearing in (A2)), Sq p,(Eo,w®,w) can be of or-
der 1, h=*2|Inh|=Y2 or h='/2 since the perturbation is non-radial. Thus,
Sp.p,(A,0,w) and Sg p, (A, 0,w) are not always of the same order and this
order may depend on R > 0 arbitrarily large.

Even if it is not possible to relate the scattering amplitudes of P and @, it
is possible to replace the resolvent of P by that of @) in the usual representation
of the scattering amplitude. More precisely, we have

Remark 5.2. (Representation formula for the scattering amplitude) Assume (A1)
with p > 1 and (A2). Let I C]0,+oo[ be a compact interval and 6, w € S*~1
be such that # # w. For R > 0 large enough, we have

SP,PO ()‘797"‘)) = cn<[P? X+]g+eiw+/h7 (P —A— ’L'O)_l[P’ X—]g—ei¢_/h> + O(hoo)
= ca([P x99/, (Q — A —i0) [P, x-]g- e /") + O(h™),
(5.2)

uniformly for A € I. Here, the cut-off functions x4 (z) € C§°(R™) satisfy
X— < X+ and are equal to 1 on a (arbitrary) large region,

e = im(20h) A" (5.3)

the phases p_ = p_(z,w,\) and ¢ = @4 (z,0,\) are smooth in all their
variables, and the amplitudes g = g_(x,w,\,h) and gy = g4(x,0,\, h) are
classical symbols in z, §,w, A of class S(1). Eventually, ¢+ and g+ are given by
the constructions of Isozaki and Kitada for the operator P (see Sections 1-2
of [69] or Sections 2-3 of [56] for more details).

In (5.2), the phases ¢+ and the symbols g+ depend on P at infinity only,
whereas the cut-off resolvent [P, x4](Q — A — i0) [P, x_] takes into account
the operator P (or @)) in a compact subset. Using the constructions of Isozaki
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and Kitada [44], the first equality of (5.2) has been first obtained by Robert
and Tamura [69] in the non-trapping case and then by the second author in the
general setting [56, Theorem 3.2]. The potential is assumed to be analytic at
infinity in [56], but this assumption can be removed since (6.2) is now known
without analyticity. The second equality of (5.2) is a direct consequence of the
first one and of Proposition 6.5.

We do not know if the scattering amplitude has a meromorphic extension
under (A1) with p > 1. However, Remark 5.2 allows to write Sp p, (A, 0, w) has
a meromorphic function controlled by the norm of the resolvent of ) modulo
a small remainder term.

Proposition 5.3. (Almost meromorphic extension of the scattering amplitude)
Let P satisfy (A1) with p > 1, Eg > 0 and 0,w € S*~1 be such that 0 # w.
There exists a function Sapprox(%,0,w) meromorphic in B(Ey, Ch) for any
C > 0 and h small enough such that

SRPO ()\, H,w) = Sapprox()\,ﬁ,w) + O(hoo),
uniformly for X € [Eg — Ch, Eg + Ch| and
‘Sapprox(z7evw)| 5 h2in||]]-‘€ (Q - 2)71]]-%’|

uniformly for z € B(Ey, Ch) where € is an arbitrarily far away ring and Q is
as in (A2) with R large enough.

; (5.4)

Proof. Since ¢4 (z,w,A) is C* in z, A, the Taylor formula gives

¢+ (#,w, Eg + ho) < o4 (z,w, Eo) + Z @i(mva)hj’

Jj=1
in S(1) where the gpi (z,0) are C* in x and polynomial in o € [-C, C]. Then,

io+/h = giot(@w.Bo)/hgip} (z.0) (1 + Z fi(z, U)hj), (5.5)
j>1
in S(1) where the f;(z,0) are C* in 2 and polynomial in o € [-C, C]. Using
the Borel lemma, one can construct a function f(z,o,h), which is C* in z
and holomorphic in ¢ € C, such that f(z,0,h) < 1+ 3., fj(x,0)h/ for
o € B(0,C) for any C > 0. Thus, (5.5) gives e’*+/" = F(z,\, h) + S(h>)
with
0

F+ (LE, Av h) = 67;<P+(513,w,E0)/heigp}'_ (I’ AihE )f (SE, )\ 7hEO ’ h)7

uniformly for A € [Ey — Ch, Ey + Ch] for any C > 0. Note that F is holomor-
phic and bounded in B(Ey, Ch) for any C' > 0. Doing the same procedure, we
can write e*?~/" = F_(x,\,h) + S(h™) and g+ = G4 (z,\,h) + S(h>) uni-
formly for A € [Eg— Ch, Ey+Ch] where the functions F_, G4 are holomorphic
and bounded in B(Ey, Ch).

Combining the previous constructions with (6.2) for @, (5.2) becomes

SP,PO ()\7 0, w) = Sapprox()\v 97 w) + O(hoo)v
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FIGURE 10. A cross section of the Lagrangian manifolds A}

uniformly for A € [Ey — Ch, Ey + Ch| with
Sapprox(Aa 0,&)) = Cn<[Pa X+}G+F+7 (Q —A- io)il[Pa X—]F—G—>' (56)

Since Fy, G4 are holomorphic and the cut-off resolvent of ) is meromorphic,
Sapprox (%, 0,w) has a meromorphic extension in B(Ey, Ch) for any C' > 0 and
h small enough. Taking € such that supp Vx+ < Ly, (5.4) follows from (5.3),
(5.6) and that [P, x+] are of order h. O

In the well in the island situation (see Example 3.7) and for globally
analytic potentials, Lahmar—Benbernou and Martinez [48,49] have computed
the asymptotic of the residue of the scattering amplitude at the resonances.
This result allows them to compute the asymptotic of the scattering amplitude
on the real axis. Using Remark 5.2 and adapting [49, Corollary 2.1], it seems
possible to remove the analyticity assumption in this last result. For that, we
would have to use [32] instead of [39]. As this may be quite technical, we state
no result in this direction. On the other hand, the residue of the scattering
amplitude at barrier-top has been computed by Fujiié, Zerzeri and two authors
[6, Theorem 5.1].

We have seen previously that Sp p, (A, 0,w) and Sg p, (A, 0,w) are not
always comparable. Nevertheless, for any #,w € S"!, one could hope to find

two directions (0, w), (0, w) € S*~! close to 6, w such that
Sp.py (N, 0,w) = Sg.py (N, 0,3). (5.7)

This property is satisfied in Example 5.1, but does not hold in general. Indeed,
for a non-trapping energy Ao > 0 in dimension n = 2, Robert and Tamura
[69] proved that the scattering amplitude is given by the scalar product of
two Lagrangian distributions, associated with two Lagrangian manifolds Agn
and Ay, stable by the Hamiltonian flow. Assume now that these Lagrangian
manifolds are as in Fig. 10; that is, the cross sections (normal to Hy,) of Ag%
and A have a contact of order 3 (L) whereas they intersect transversally for
(0,w) # (6p,wo) (R). Adapting [69] and using Section 7.7 of Hérmander [40]
to compute degenerate stationary phases, one can check that the scattering
amplitude satisfies the asymptotic

=34 for (0,w) = (By,wo),

=2 for (6,w) # (8, wo). (5:8)

Sp)pc)()\o,e,w) X {
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FIGURE 11. Canonical relation Aié‘f_P

If now we consider @ as in (A2) with R large, it may happen that the cross
section of the Lagrangian manifolds A% and A¥, for the operator @ intersect

ini

transversally (see Fig. 10 (R)) for all (6,w) near (0y,wp). Then,
Sq.py (X, 0,w) o< B2, (5.9)

for all (A, w) near (6y,wp). Eventually, (5.8) and (5.9) show that (5.7) can not
be true for (0,w) = (6, wp). The idea behind this counterexample is that the
scattering amplitude, that is the distribution kernel of the scattering matrix,
behaves badly in the presence of caustics. Thus, it seems more relevant to
consider the scattering matrix rather than its kernel. In the rest of this section,
we obtain a positive result in this direction and link the scattering matrices
Sp’po ()\) and SQ,pO ()\)

To state our result, we use some properties of the Hamiltonian flow at
infinity whose proofs can be found in Alexandrova and two authors [4]. For
any energy A > 0, asymptotic direction o € S"~! and impact parameter
z € T*S" 1 ~ ot there exist two trajectories

TPt 2 0) = (@5t a2, 0), 65 (a2, 0)),
of H, in p~*()\) such that
tiigloo |xli3(t, a,z,\) — 2V Aot — z} =0,
tlirinoo |f§(t, a,z,\) — ﬁa| =0.
The trajectories 7&5 are defined the same way. We set
e\ ={(@,—VAZ,w, —V2) € T*S" 7t x T*S""Y; 3tp,tg €R,
fyé(tQ,@,E, A) =7p(tp,w,z,\) € B(0,R/3) x R"}.

This relation is illustrated in Fig. 11 and enjoys the following properties.
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Lemma 5.4. Let M > 0, Z C|0,+o0[ be a compact interval and then R > 0
be large enough. for all (w,z,\) € S*1 x B(0, M) x Z, there exists a unique
(@,2) € S"1 x R"1 such that

(@, —VAZ,w, —VA2) € AZL p(N).

Moreover, for A € T and restricted to (w, z) € S"~1 x B(0, M), 8LP()\) is a
canonical relation given by a canonical transformation.

Proof. A compactness argument gives that, for R large enough, every trajec-
tory vp (-, w, 2, A) with (w, 2, \) € S"~! x B(0, M) x Z reaches B(0, R/4) x R™.
Let tp denote the first time such that z5(tp,w,2,A) € 0B(0,R/4) = {z €
R™; |z| = R/4}. If R is large enough, v, (tp,w,2,A) belongs to an incom-
ing region and exp(tHy)(vp(tp,w,2,)) goes to infinity as t — —oo. This
means that there exist (©,z) € T*S" ! and t¢ € R such that y5 (tp,w, 2, \) =
Yo (tq,w, z,A), that is (w, —VAZ,w,—VAz2) € ABLP(A).

On the other hand, let () = (x(t),£(¢)) be a Hamiltonian trajectory of
H, in p~!(Z) and let R be large enough. If z(t1), z(t2) € B(0, R/3) for some
t1 < to, then

z(t) € B(0, R), (5.10)

for all t; < ¢ < t9. Indeed, assume that (5.10) does not hold. Then, there
exist times 1 < s1 < ¢ < s3 < to such that |z(se)| = R/3, |z(t)] > R and
|z(s)| > R/3 for all s € [s1, $2]. The Hamiltonian equations yield

Sg — §1 > % + o(R).

Since 9 (x - &) = 2¢2 — x - VV (), we have

w(s9) - €(s2) = 2\(s2 = 51) + 2(51) - £(51) + 0R— oo (52 — 51) = VAR + 0(R),
whereas |z(s2)-£(s2)] < VAR/3+0(R). The two previous equations give a con-
tradiction and (5.10) follows. In particular, assume that (@, =z, w, —vV/Az)
and (o, —V/AZ2,w, —V/Az) belong to AL ,(A) for some A € Z. By definition,
vp(tp,w,z,A) = *yé(tb,fu.,’zv., A) € B(0,R/3) x R™ and we can suppose that
th < t4. By (5.10), vp (t,w, 2, A) stays for ¢ € [th,t%] in B(0, R) x R", where
P and @ coincide. Then, the trajectories 7, (-,1,21,A) and 'yé(', Wo, Zo, \) are
the same, and eventually (@1,21) = (@g, 22). This shows that, for (w,z,A) €
Sn=t x R"~1 x T, there exists at most one (@,z) € S*~! x R"~! such that
(@, —VAZ,w,—VAz) € ABL L(N).

Let us now define

CP(\) = {(z,&,w, —VAz) € T'R* x T*S"™"; Jtp €R, (2,€) = vp(tp,w,2,\)}.
(5.11)
Restricted to (w,2) € S"~! x B(0, M), C¥()\) is a canonical relation thanks
to Lemma 4.2 of [4]. With the definitions and notations of Section 25.2 of
Hormander [42] (see also Appendix A.4 of [4]), C?(A\)~! x CT()) intersects
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cleanly T*S"~! x A(T*R"™) x T*S"~! with excess e = 1. By Theorem 21.2.14
of Hormander [41],

5p(N) =C2(N) el ),
is a canonical relation after restriction to (w, z) € S"~! x B(0, M). Eventually,

since AjL p(A) can be smoothly parametrizes by (w,z) € S*~' x B(0, M), this
canonical relation is given by a canonical transformation. O

We also denote
AFp () ={(@, —VAZ,w,—VAz) € T*S"! x T*S™7!; 3tp,tg €R,
1o (tq,@,%,A) = vh(tp,w, 2, )) € B(0, R/3) x R"}.

Since the symbol p(z, &) of a Schrodinger operator is even in &, (x(t),£(t)) is
an integral curve of H), iff (z(—t), —£(—t)) is an integral curve of H,,. Then,

(&7(‘7*70}) w*) € 151—13()\) — (_&73 _&*7 —W, _W*) € A%n«—P()‘)

Inverting the rule of P and @ in the definition of A, p(A), for e = ini, fin,
one obtain new canonical relations

Pl = (AZLp(A)™"  and AR G(N) = (AGLp(N)
The four relations A$(\) satisfy Lemma 5.4 mutatis mutandis.

We now define semiclassical Fourier integral operators. For the general
theory of the FIOs in the classical setting, we refer to Hérmander [42, Section
25.2]. The theory of the semiclassical FIOs can be found in the books of Ivrii
[46, Section 1.2], Robert [64] or in the PhD thesis of Dozias [28]. We follow the
presentation of Alexandrova and two authors [4, Appendix A.4]. We restrict
ourselves to the case of compactly supported operators on R™. Using local
charts, the following definition can easily be extended to the case of compact
manifolds.

Definition 5.5. Let r € R, A be a canonical relation from T*R"™ to T*R™ and
A: L?(R™) — L?(R™) be a linear operator bounded by O(h~), N > 0. Then,
A is called a h-Fourier integral operator (h-FIO) with compactly supported
symbol of order r associated to A and we note

AeZ;(R™ x R™, A,
if, modulo an operator O(h*°), A is a finite sum of operators of the form

jor—hm g / i@ U0/ hg (. y 0: ) dd, (5.12)
OeRd

where the symbol a € S°(1) has compact support in the variables x,y,6 (uni-
formly with respect to k) and the function ¢ is a non-degenerate phase function
defined near the support of a with A, C A.

Using the previous geometric constructions and notations, the scattering
matrices Sp p,(A) and Sg p,(A) are connected by the following result.
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Theorem 5.6. (Comparison of scattering matrices) Assume (Al) with p > 1
and (A2). Let I C]0,+oc[ be a compact interval and let Xini, Xan € C*°(S"1)
have disjoint support. For R > 0 large enough, there ezists two h-FIOs

Uan(A) € Zp(S" 1 x 8™ 1AL 5 (N)),
Uini(/\) S IE (Sn L sn- 1,A81_P(/\)/),
with compactly supported symbols and smooth for A\ € 1, such that
XfinSP, Py (A) Xini = Usin(A)Sq, Py (A)Uini(A) + O(R™),
uniformly for A € I.
The two h-FIOs U, and Uy, “exchange” the quantum evolutions at
infinity of P and @. The cut-off functions xini, Xan allow to avoid the diagonal
0 = w. In the non-trapping case, Alexandrova [3] (see also Alexandrova and

two authors [5, Theorem 2.5]) proved that the scattering matrix is an h-FIO
outside the diagonal

Spr(A) € T2(S" 1 x 8™ 1 AL (0, (5.13)
for the classical canonical relation
Afas(V) = {(@, —VAZ,w, —\/Xz) e TS 1 x T
It eR, ’y;(t,&,z A) = ’Y;(t,w,z,/\)}.

Since the composition of canonical relations leads to AL, = Afin P © AClas

AICIQLP, Theorem 5.6 can be deduced from (5.13) in the non-trapping case.
One can also verify that the microlocal structure of the scattering matrix at
barrier-top stated in [5, Theorem 2.4] is compatible with Theorem 5.6.

Proof of Theorem 5.6. Since (5.2) holds true uniformly for (6, w) € supp Xfin X
SUPD Xini, the scattering matrix can be written as an operator on L?(S"~1)

XﬁnSP,PU ()\)Xini: _CnXﬁn(Kf)*[Pa X+](Q_)‘ - Z.O)il[va—}Kinni‘Fo(hoo)a

(5.14)

where the kernels KT : L2(S"™1) — L% (R") are
KP(2,0) = g% (2,0, A, h)e#+@0N /R (5.15)
KP(2,0) = " (z,w, )\, h)ewf(w’w”\)/h, (5.16)

and the quantities o and gf are given by the constructions of Isozaki and
Kitada for the operator P. In particular, gi are classical symbols supported
in incoming/outgoing regions. Compared to Remark 5.2, the dependency on
the operator P has been noted. Such a representation of the scattering matrix
was used in Section 4.2 of [4].

‘We consider K (_9 and we are looking for a h-FIO Ujy,; such that K C_Q U =
KPxini + O(h>). Here and in that follows, we work for = in a small neigh-
borhood of supp Vyx_ and for w near wy € S"~!, say w € Q. We first apply a
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FIGURE 12. Geometric setting in the proof of Theorem 5.6

h-FIO in order to adjust the canonical relations of the operators K 9 and KF.
From [4] (see (4.9) and Lemma 4.2), we have

K9 ¢ I,:# (R" x S"71,C%7), (5.17)
with the canonical relation

c9 = {(z,¢w, —VA2); It ER, (2,8) =12t w, 2, \),
(z,w) € supp ((VX,)g?) + B(O,g)}7

for any € > 0. We now take a h-FIO

VeZ)(S" x S"LASL p(N)),

whose symbol is classical and elliptic near S*~' x B(0, M). Using that C o
Aié‘f_P (\) = CF, the composition rules of the h-FIOs imply that

A=K ez, T (R"xs"!, CP), (5.18)

Since T (-,-,\) is a generating function of C', there exists a classical symbol
a(xz,w,h) < ap(z,w) + a1 (x,w)h + - - - such that the kernel of A is given by

Alz,w) = a(z,w, h)ewlj(“”“’/\)/h, (5.19)

modulo O(h*) in operator norm. At this stage, the phase of A(z,w) is that
of KT,

We will now apply a pseudodifferential operator and use a propagation
equation for K® to adjust the symbols a and ¢® . This cannot be done directly
since CT is not given by a canonical transformation. Let 7(w, 2, h) < 7o (w, 2) +
ri(w,z)h + -+ be a classical symbol in C§°(T*S""!) and R = Op(r). By the
composition rules of a h-FIO by a pseudodifferential operator, (5.18) yields

2n+3

B=K®VR=AReT, & (R"xs"! CP). (5.20)
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As before, there exists a classical symbol b(z, w, h) < bo(x,w) + b1 (z,w)h+- - -
such that the kernel of B is given by

B(z,w) = b(x,w, h)ei“"f(:”’“”)‘)/h, (5.21)
modulo O(h*°) in operator norm. Moreover, for all j € N,
bj(z,w) = ao(z,w)r; (w, —ngol_j(x,w,)\)) +5j(x,w), (5.22)

where Ej depends only on a, ¥ and on the r’s for 0 < k < j — 1.

We collect properties of the symbol g which can be found in Robert
and Tamura [69] and use some notations of this paper. First, g* is defined
by ¢F(z,w,\,h) = b_(2z,v/Aw,h) (see [69, (2.1)]) where the symbol b_ is
supported in I'_(5Ry,d3, —o4) (see [69, Page 165]). Moreover, b_(x,&,h) =
b_o(z,§) +b_1(x,§)h + - - - satisfies the transport equations

2Vl - Vab_ j+ (MDY =iAb_ 4, (5.23)
and the asymptotic conditions

b_o—1,b_; — 1lforj>1, as |z| — +oo, (5.24)

for x € F_(6R0,d4, —0'3) (see [697 Page 165}) Let ¥, = 7'('1-(11_ (5R0, ds, —O’4)ﬂ
{€ € VAQ}) € R" and %y = 7,(T_(6Ry,dy, —03) N {£ € VAQ}) C R” (see
Fig. 12). We also define S; = (X1\X2) Nsupp Vx_ and Se = X5 Nsupp Vy_.
Let Hy be a hypersurface normal to wy near the support of Vx_ as in Fig. 12.
Finally, let & denote the reunion of the integral curves of the vector field V¢
in negative time starting from Ss until they reach &. We assume that

& C Y. (525)

Decreasing slightly So and taking R large enough, this can always be done.
The previous properties on b_ imply that g (z,w, \, h) < gio(:z:,w) +
91_371(3137 w)h+--- is supported in X; and satisfies the usual transport equation
2V, Vgt 4+ (ApP)gY s =ingE (5.26)

near Yo X Q. This shows that the constructions of Isozaki and Kitada are WKB
solutions in Yo, that is

(P - MK =0(h™),

in operator norm. Using that P = @ near the support of Vx_ where the
different operators are considered, we also have

(P—X\B=(Q-NK?VR=0(h>),
which implies
2V, - Vb 4+ (ApP)b; = iAb;_1. (5.27)
From Proposition 2.4 of Isozaki and Kitada [44],
{ S*'xHy — T*S"!

5.28
(w,x) | (w,—Vwcp}j(x,w,)\)) ( )
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is a local diffeomorphism near Q x (HyNé&) C S*~ x R". The functions r; are
constructed inductively in the following way: assume that r for 0 <k < j—1
have been arranged such that b, = gfﬁk near & X Q for 0 < k < j—1. We
choose r; such that

Tj (w, —ngol_)(x,w,)\)) = (g1_37j(:c,w) —gj(x,w))/ao(x,w), (5.29)
for (z,w) near (HyN &) x Q. This is possible since (5.28) is a diffeomorphism,
Ej does not depend on r; and qg is elliptic near (Hy N &) x Q because the
symbol of V is elliptic and g% satisfies (5.24) mutatis mutandis. From (5.29),
b; and gij coincide near (Hy N &) x Q. Moreover, these functions satisfy the
same evolution equation near & x € thanks to (5.26), (5.27) and b;_, = gf’jfl
near & x . Then, b; = gI_DJ» near & x 2. Summing up,

b=g" +0(h>), (5.30)
near Sy X €.
Thus, (5.16), (5.20), (5.21) and (5.30) give
[PxJKP = [Px JKCVR+X_O(h™) +x.0(1),

for Vx_ < x_ and 1g, < x1 supported near supp Vx_ and Sj, respectively.
In particular,

with
Uni(A) 1= XiniV Rxini € Z5(S"7' x S"7HAGL p(N)),

and 1_ (Al )y = Xini € Cg°(S™~1). Mimicking the proof of

pAN)(75 " (supP Xini
(5.31), there exists an operator

Usin(A) == XsinV Rxan € Z9(S"71 x S"71 A 1 (V)),
With T Amin (3)(m5 (supp xem))) < Xfin € CGZ (S 1) such that

AP

Xﬁn(Kf)*[P, X+l = Usn N (ES) [P x4 ] + O(h) X4 + O()x}, (5.32)
for Vx4 < X+ and x} satisfying properties similar to X_ and x.. Then, (5.14)
becomes
Xtin S, Py (\)Xini = — cnUﬁn( MN(ED)*[Pox+1(Q = A = i0) M P, x-]KCUini (V) + O(h™)
O(h™®)||Usin M (KF)* [P, x4 1(Q = A = 0) ' X |
O(h*)[[X+(Q — A — i0) " [P, x -] K ® Uini (A H
O(h™™)[|Usn M (KP)* [P, x+1(Q = A = i0) 'L |
O(h™™)|Ix4 (@ = A —i0) '[P, x_}KEJUmi(A)H
O(h®)||X+(Q — X —i0) "L || + O(h™) ||x1L (@ — A —i0) ' x—||
o(

O(h™)||X+(Q=A=i0) ' X—[[+O(h™™)||x} (Q—A—i0) " "xL||.
(5.33)
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Since the supports of Vx4, X+ and x} can be chosen arbitrary far away from
the origin, (6.2) applied to the operator () implies

[Usn (N (KE)* [P x (@ — A —i0) ' X ||

R4 (Q = A — i0) L[, x_JE2Um(N)]| = © -
and

7@ = A= i0) x| + [ (Q@ = A—i0) 15|

+H>Z+(Q—)\—ZO 1~_”: (hh). (5.35)

On the other hand, x% (resp. x!) is supported in an outgoing (resp. in-

coming) region and no Hamiltonian trajectory starting from the support of
XL (resp. x1) touches the microsupport of Uﬁn()\)(Kf)*[Q, X+] or x4 (resp.
@, X_]KE?Uini()\) or x!1 ) in positive (resp. negative) time because in; and Yn
have disjoint support. Then, the proof of Proposition 3.1 of [56] (or the proof
of (6.14) for an alternative approach) yields

[Usin W (E D) [P x41(Q — A — i0) " x| + x4 (Q — A — i0) "M [P, x| K2 Usni (V)|
X3 (@ = A= i0) " x| = O(h>). (5.36)
Combining (5.33) with (5.34), (5.35) and (5.36) gives

XinSp, 2y (A)Xini = —enUsin (V) (K$)*[Q, x+1(Q = A = i0) ' [Q, x- K2 Uini(A) + O(h™).
Using Remark 5.2 for () and supp Xin; N supp Xsa = @, we eventually obtain

XanSP, Py (A)Xini = Usin(A)SQ, P, (A)Uini(A) + O(h°),
and Theorem 5.6 follows. O

6. Resolvent Estimates

The main goal of this part is to prove the estimate on the difference of resol-
vents stated in Theorem 2.1. We first recall that, thanks to Section 6 of Robert
and Tamura [67], cut-off resolvents and truncated resolvents have equivalent
norms. More precisely, their approach (together with the proof of Proposition
1.5 of [9] which guaranties that the forecoming norms of the resolvent are at
least like h™1) gives

Proposition 6.1. Assume (A1), 0 < Ey < Ey and s > 1/2. Let x € C5°(R™)
be equal to 1 on a sufficiently large neighborhood of 0. Then, we have

[{2) (P = 2)"Ha)~*|| S Ix(P = 2)7"xll < [[{2) = (P — 2) ")~
uniformly for z € [Ey, Es] +i[—h, h]\R and h small enough.

In particular, the operator @) defined in (A2) satisfies such an estimate.
Moreover, one can check that this proposition is valid uniformly for R large
enough. Notice that Proposition 6.1 shows that the norm of the weighted
resolvent is essentially independent of s > 1/2.
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We now recall a priori estimates on the resolvent that are valid without
assumption on the trapped set or the dimension. Among the authors which
have progressively proved them, we would like to cite Ferndndez and Lavine
[31], Burq [15,16] and Vodev [79]. For a shorter proof and additional references,
we send the reader to Datchev [21].

Theorem 6.2. Assume (Al), 0 < Ey < Es. There exist Cy, Ry > 0 such that,
for s >1/2,

[(z) == (P — A £i0) " (z)~*|| < %/, (6.1)
[(2) " Njgysmo (P = A£00) " Dy s gy (2) || S AT, (6.2)

~

uniformly for A € [Ey1, Es] and h small enough.
Moreover, we will make use of the following additional result.

Proposition 6.3. Assume (Al), 0 < Eq < E3 and s > 1/2. There exists Ry > 0
such that

|| ]]-Iaf|>R0 P /\:I:ZO) || < h~ 1/2H P )\:I:ZO) >73H1/2,
uniformly for A € [Ey1, Es] and h small enough.

This upper bound is a kind of interpolation between (6.1) and (6.2). It
is sharp in the well in the island setting, see Theorem 2 of Datchev, Dyatlov
and Zworski [22]. Such estimate has been first proved by Stefanov [76, proof
of Theorem 3] for compactly supported perturbations of the Laplacian using
Proposition 2.2 of Burq [15]. Then, Datchev and Vasy [24] proved it with the
cut-off function 1.~ r, replaced by any plateau function vanishing near the
base space projection of the trapped set, and for operators with polynomially
bounded resolvent. One can recover their result combining Proposition 6.3 with
the usual propagation of singularities. Nevertheless, there is no hope to replace
in the general setting the function 1),|- g, by any cut-off function supported
outside the trapped set (for instance, one can consider the well in the island
situation [22,32,39]). As previously, the operator @) defined in (A2) satisfies
Proposition 6.3 uniformly for R large enough.

Proof of Proposition 6.3. We first recall a Carleman estimate at infinity. More
precisely, Theorem 2.2 of Cardoso and Vodev [20] provides the following esti-
mate: for all 0 < s — 1/2 <« 1, there exist C7,Cy > 0 such that

||€(Lp(r)7(p(a))/hv||Hl([Rl,a]) + (=)~ ””Hl (Jartoo]) = —Coh Tm(8:0,v) 12(s,)
+Olh—2|‘e(sﬂ(r)—<p(a))/h(P— UHL2([R1,(1])+01 2H x)*(P— UHL?([a,Jroo[)’
(6.3)

uniformly for Re z € [Ey, Es], 0 < Im z < h?, h small enough and any function
v € H*(R") with (z)*(P — z)v € L*(R") and suppv C {z € R"; |z| > R;}. In
this expression, ¢ is a phase function described below, r = |z|, 1 < Ry < a are
sufficiently large, the different norms are taken for r in the appropriate regions
and S, = {z € R"; |z| = a}. This inequality was originally stated in the high
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frequency limit for Laplace—Beltrami operators (that is without potential) but
can be easily adapted to semiclassical Schrédinger operators with potentials.
For that, it is enough to replace Proposition 2.3 and Proposition 2.4 of [20]
by Proposition 6.2 of Burq [16] and Proposition 2.3 of Cardoso, Popov and
Vodev [19] respectively. More precisely, [16, Proposition 6.2] gives the following
estimate in the intermediary region:

) < Ch™! He‘P(")/h(P - z)e_‘P(r)/thiQ( (6.4)

2
Hw||H1([R1,a+3] [R1,a+3])’

uniformly for Rez € [Ey, s, 0 < Imz < h?, h small enough and for any
w € H2({z € R™; |z| € [R1,a + 3]}) with w = 0 near Sg, U S,43. Here,
the phase function ¢ is constructed in [16] and satisfies 9,¢(r) = 8h/r for
a < r < a+ 3. On the other hand, [19, Proposition 2.3] gives the following
estimate at infinity: for all 0 < v < 1, there exist constants C7,Cs > 0 such
that

_ 2
| (z) s”HHl([a+1,+oo[) < —Coh Tm(8,0,v) £2(5,) + Y0172 (a1
_ s 2
+C1h ™2 [{@)* (P = 2)0| 1> (a0 (6.5)

uniformly for Rez € [E, F2], 0 < Imz < h2, h small enough and any function
v € H?(R™) with (2)%(P — 2)v € L?(R™). Then, let v as in (6.3) and take a
cut-off function x € C§°(R™) such that x = 1 for r € [Ry,a + 2] and x = 0 for
r € [a+ 3,400]. Applying (6.4) to w = e#("/Pyv gives
r)/h, |2
e/ U||H1([R1,a+2])

< h—lHeso(r)/h(p e?(r)/h

2 2
- z)UHLQ([Rl,a+3}) +] UHL2([a+2,a+3])'

Since 1 < ele(r)—¢(a))/h <1fora<r<a+3, we deduce
r)—p(a 2 2
||e(<p( e ))/thHl([Rl,a]) + H”||H1([a,a+2])
_ M—ola 2
<h 2||e(“"( )—( ))/h(P_Z)UHLZ([Rl,a])
_ 2 2
+h72|(P — Z)UHLZ([(L,Q+3]) + HU|’L2([a+2,a+B])' (6.6)

Eventually, (6.5) with v small enough and (6.6) lead to (6.3) with possibly
new constants Cq,Cs > 0. Note that the radial phase function ¢ in (6.3) is as
in [16, Section 4.3].

We now make a specific choice for the phase function, while remaining in
the framework of Burq [16]. In particular, the non-decreasing radial function
o can be chosen arbitrarily large. More precisely, for any C' > 0, there exist
a function ¢ and a constant a > R; as in Section 4.3 of [16] such that (6.3)
holds and

pla) —p(R1+1) 2 C. (6.7)

Of course the constant a (noted Rj in [16]) depends on C. The construction
of this function is an adaptation of that of Burq [16], and we give the relevant
technical details in the rest of this paragraph. First, we define a function @
as in [16] such that @'(r) = & for r € [Ry, Ry + 1/Ink] with Ry = 73/ and
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0 < k < 1. Then, we glue @ with ¥'(r) = e'/"=R2)1,p, as in [16]. This
construction is valid since 220'0” + 1/r > 0 for r € [Ry + 1/1Ink, Ray] (see
[16, (4.24)]). Taking ¢ as in [16, (4.29)], we obtain a function satisfying the
required properties and ¢(a) — (R +2) > k=32 — M = x~'/2 — M for some
constant M > 0. Eventually, we get (6.7) by taking x small enough.

Let ¢ satisfy (6.7) with C' = Cy + 1, Cy being given by (6.1). We apply
(6.3) to the function v = ¥(P —z)~(x) ~*u with u € L2(R"), 1 -+ € C§°(R")
and supp V¢ C {z; |z| €]R1, Ry + 1[}. In particular,

(P = 2)v =) “u+ [PY](P — 2)"Ha) "u,

where the last term is localized in the support of V4. Thus, the last two terms
in (6.3) are estimated by

_ 2 s 2
He(so(r) so(a))/h(p_ )UHL2([R1,a])+H<$>k(P_Z)vHL2([a,+oo[)

< |t =e@/hp (P — z)‘l(x)‘%”izQRthH]) + Jlul?

S eOM(P+i) T P + ) [Pyl (P — 2) 7 @)l + [Juf?

< e 20M|(P 4+ i) (2 + 0)[P.w] + [P [P 0]]) (P — 2) " ) ~u
+ e 20 |(P 4 i) M P ) a) o [l

S €20/ |(2) =5 (P = 2) N )~ + Jul?

< Jlul?, 05

thanks to (6.1), (6.7) and C' = Cy + 1. Using the Green formula and v = w :=
(P—z)"Yz)~*u near S,, the first term in the right-hand side of (6.3) becomes

2

— Im(@rv, U>L2(Sa) = — Im(@rw, w>L2(Sa)
= —h,72 Im <(P — Z)'LU, w>L2([0,a]) — h72 Imz||w||%2([07a])
—h™*Im (u, (z)~*(P — z)_1<x>_su>L2([0’a])
< B |(@) 7 (P = 2) 7 ) TPl ull, (6.9)
for Im z > 0. Combining (6.3) with (6.8) and (6.9), we get

IA

_ 2 s 112
H TP —2)" “H = H<x> ”HL2([a,+oo[)
S h7H[(e) 75 (P = 2) 7 Ha) |l + 27
S h7H[() 5 (P = 2) " Ha) e[ [lull?, (6.10)
for Re z € [Ey, Es] and 0 < Im z < h2. For the last inequality, we have used the
proof of Proposition 1.5 of [9] which guaranties that ||(z)~*(P —z)~z)~%| >
h~1. Choosing Ro = a and taking the limit Im z — 0, (6.10) implies Proposi-
tion 6.3 for (P — X —40)~! and 0 < s — 1/2 < 1. Using Proposition 6.1 and

taking the complex conjugate, we obtain the same estimate for (P — A 440)~*
and all s > 1/2. O

Using the resolvent estimate of Proposition 6.3, we are now in position
to prove our main result.
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FIGURE 13. Various functions in the proof of Theorem 2.1

Proof of Theorem 2.1. We first assume that x € C§°(R"™) is like in Proposi-
tion 6.1. Consider X € Cg°(R™) with x < X < 1p(o,r) (Fig. 13). Since P = Q
near supp 'y, we get

Q= 2)X(P—2)""=(P=2)X(P—2)"' =X+ [PX](P—2)",
and then

X(P=2)"'x=x(Q—2) "X +x(Q—2)'[PX(P~2)""x. (6.11)

for Imz > 0. Let 1 — ¢ € C§°(R™) be such that VY < 9. In order to deal
with [P, x] which is a differential operator of order 1 whose coefficients are
supported near Vy, we write

[P.X] = ¢(P+ 1)~ (P +1i)[PX]
= (P + ) [PXIP —2) + (P +1) [P X](= +0) + (P +1i) ' [P [P X]]) -
Since [P, X]x =0, (6.11) becomes
X(P=2)"'x=x(Q—2) "X +x(Q—2) 'wMy(P —2)"'x,  (6.12)

where M = (P +i)7 '[P, X](z +14) + (P + i) '[P, [P, ¥X]] is a pseudodifferential
operator whose symbol m € S(h) is localized near supp VY x R"™ modulo
S(h*°).

We now take the limit 2 — A — ¢0 in (6.12) and use some estimates of
Robert and Tamura [69] based on the constructions of Isozaki and Kitada [44].
If X = 1 near a sufficiently large neighborhood of 0, we can write

M=w; +w_ + Mg(P)(P—)\) + ¥ (h*™({x)™*), (6.13)
where the symbols of wi € ¥(h) are compactly supported in
Ty = {(x,§) e T*R"; |z| > r, F1/2 <p(z,§) < 2F3 and =+ cos(z,§) > 421/2},
R>r>1,g9v) =gw)(v—XN"1tand 1 — g € C(R) is equal to 1 near
[E1, Es]. The proof of Lemma 2.3 (iii) of Robert and Tamura [69] shows that

if r is large enough (that is if supp V¥ is sufficiently far away from supp x),
we have

1X(Q — A = i0) " pw, (2)*|| = O(h*) || X (@ — A — i0) () ~*|], (6.14)

with 1 f{/; € CF°(R™) and Ly |4>r 2y < {j; =< 1{jz>r/3)- Their result was stated
in the non-trapping regime and then without the norm in the right-hand side
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of (6.14). But, adapted to the general setting, it gives (6.14). Indeed, we can
write as in [69, page 170]

Tre(h)(In(en(h); ¢4))" = Yw(z)® — WMoy, (6.15)
where I, and J4.(h) were defined in [69, pages 162-164]. In particular, the im-
age of the Fourier integral operator J;.(h) (and then also of wy) is supported
in {|z| > r/2} and ey € S({x)~°°) since the symbols of w; is compactly sup-
ported. The constructions of Isozaki and Kitada used to obtain (6.15) require
no assumption on the trapping since they are made at infinity. Moreover, the
phase function ¢, the symbols ¢, ey and the remainder term wy satisfy es-

timates uniform with respect to R large enough. Next, we get as in [69, page
171]

(@ = A —i0) My (z)° = i Qr(X,h), (6.16)
where -
Q1= ;/OOO MU (t; h) dt, (6.17)
Q2 =hN(Q — X —i0) twy, (6.18)
Qs = ;l/ooo(Q — X —i0) " te* M Ry (s;h) ds. (6.19)

For r large enough, no Hamiltonian trajectory starting from the support of the
symbol of w, can touch the support of x in positive time. Then, we deduce as
in [69]
XQ1 = O(h™) = O(h™)||x(Q — X —i0)~ =l

The properties of the support of wy € U((z)~ ) 1mp1y dlrectly

XQ2 = O(h™)||x(Q — A —i0)~ =
Eventually, Ry = ¢'Ry and ||(z)*Ry|| = (hN<t>’ ) from [69, pages 163-164].
Thus,

XQs = O(h™)[[X(Q = A = i0)~"4iz) ~°||.
Since N can be taken arbitrarily large, the last inequalities together with (6.16)
prove (6.14). Instead of following Robert and Tamura [69] to show (6.14), we

could have used the arguments of the third author [56, Section 3]. Coming
back to the proof of Theorem 2.1,

X(Q — X —i0) M pwih(P — X — 2‘0)*1
= O(h*)||x(Q — A — i0) () ~*[|[|(2) (P — A — i0) !
uniformly for R large enough. The same way, we have
X(Q — A —i0)  pw (P — X —i0)"'x
= O(h™)||x(Q — A —i0) " (@) =2 ||| (@) (P — A —i0) x| (6.21)

. (6.20)
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On the other hand, the semiclassical pseudodifferential calculus yields
Mg(P)(P —X)" (P = Ny (P — X —i0)~'x
= Mg(P)(P = X)""x + Mg(P)(P = \) T [P,y](P — X —i0)~!
= O(h™) H S¢P A—1i0)" XH
since ¥x = 0, [P,¢] = [P, 1/)]1/) and the support of the symbol of M is away
from the one of [P,]. Thus,
X(Q = A= i0) " pMg(P)(P = \)"H(P = My(P — A —i0)~'x
= O(h)||x(Q — A — i0) " () ~*||[[¢x) (P — A —i0) x| (6.22)

Combining (6.12) with (6.13) and the estimates (6.20), (6.21) and (6.22), we
have shown

X(P—X—i0)"'y = x(Q — A—i0)"'x

+O(h)|[x(Q=A=i0) " Lyups gy () || [|(@) " Ljay> o (P =X —i0) " x|,
(6 23)
for R large enough.
Applying Proposition 6.3, the previous equation gives
X(P—)\—io)_lxzx(Q—A—iO) Iy +O0(h™) || Q A —i0)"Ha) |
+ O(h>)|[(x) =5 (P — X —i0) " (z) || (6.24)
Since we have assumed that y € C’O (R™) is like in Prop081t10n 6.1, this yields
[(2) 75 (P = A +i0) " (z)7%|| < |[(x)~*(Q — A£i0)~ (z) 7%,
[(2)~*(Q — A +£i0) ") *|| < ||{@) 75 (P — A £i0) () ||
(6.25)
Finally, (6.24) and (6.25) imply Theorem 2.1 when x = 1 on a sufficiently large
neighborhood of 0. The general case follows directly. O

As a byproduct of the proof of Theorem 2.1 (see (6.25)), we have the
following result.

Corollary 6.4. Assume (Al), (A2),0< Ey < E3 and s > 1/2. For R > 0 large
enough,

[| () Q A +40) " z) ™ S||
< )5 (P = A+i0) M@)o || S (@) (@ — A+ i0) "M (z)~*,
uniformly for X\ € [Ey, Es] and h small enough.

If the cut-off function x is supported sufficiently far away from the origin,
Theorem 2.1 can be strengthened in the spirit of (6.2). More precisely,

Proposition 6.5. Assume (Al), (A2) and 0 < Ey < Ey. There exists Ry > 0
such that, for all x € C§°(R™) and then R > 0 large enough, we have

XL s ry (P = A £00) " g5 my X = XLjaj> 1o (Q — A £40) " L5155y x + O(h™),
uniformly for X € [Ey, Es] and h small enough.
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Proof. We adapt the proof of Theorem 2.1. As in (6.12), we have

XL mo (P = 2) s o X =X a5 Ro (@ — 2) ' Lips Ro X

+ XL 7o (@ — 2) 'Y MY(P — 2) "My s Ry X,
(6.26)

with the same operator M. If Ry, r are large enough, (6.14) becomes
XL 215 1o (Q = X = 10) " s ()
= O(h™) [\ Ljaj> o (Q = A = i0) (@) ™| =

thanks to (6.2). Thus, the remainder terms in (6.20), (6.21) and (6.22) can be
replaced by O(h*°) when Y is replaced by x1|,|- r,- Eventually, the proposition
follows from (6.26) 0

7. Proof of the Additional Results of Sects. 3 and 4

In this part, we prove some secondary results of Sects. 3 and 4. By compar-
ison with the proof of Theorems 3.5 and 4.2, we will only use semiclassical
microlocal analysis.

Proof of Proposition 3.1. We can assume t > 0. Consider g € C§°(T*R") sat-
isfying 1r, (y,,) < g- Since p = g near the support of g, the pseudodifferential
calculus gives

—1s 5 i —1s 5
95 (e P/ Op(g)e@/M) = e PIh(P Op(g) — Op(g)Q)e™ /"

=~ PP, Op(g)|e /" + O(h),
uniformly for s € R. This gives the Duhamel formula
7

t
: / e~ P/ [P, Op(g)]e =)@/ ds 1 O(th™),
0

e "PI" Op(g) = Op(g)e™ /" —
and eventually
xe I o(Pyx = xe "I Op(g)p(P)x + O(h™)
= x Op(g)e ™"/ o(P)x
i / xe ™" FIMP,Op(g)le I/ p(P)xds + O(th™)
— xe 1 (Q)x + R+ O(th™), @)

uniformly for ¢ € R where

-
R= 1 [ xe PP Oplg)e I p(Q)xds,
0

Let us define the set
G = {p € supp(Vy); exp(sHy)(p) € supp(xp(q)) for some s < 0}.
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One can verify that G is a compact subset of T*R™. Moreover, if the support of
g is close enough to 7, (F,(x, ¢)), the assumption (A3) implies that one can re-
place the condition exp(sH,)(p) € supp(x¢(q)) by exp(sHy,)(p) € supp(x¢(q))
in the definition of G. Finally, since x¢(¢) = x¢(p) and the support of Vg is
disjoint from Fj, (), ¢), we have exp(tH))(p) ¢ supp x for all p € G and t > 0.
In particular, it implies that exp(tHp)(p) — o0 ast — +oo for all p € G
because K, (supp ¢) € supp x. Thus, let ¢ € C§°(T*R"™) be such that 1o < ¥
and, for all p € supp, exp(tH,)(p) goes to infinity without touching the
support of x in positive time.
We first consider

Ji = xe”*F/"[P,Op(g)] Op(4)). (7:2)
Since no Hamiltonian trajectory of p starting from the support of ¢ touches
the support of x in positive time, the microlocal analysis provides J; = O(h™)
uniformly for s on any compact of [0, 4+00[. For the large values of s, we use
the Isozaki-Kitada constructions. Let w; (z,£) be a smooth function satisfy-
ing 8;’8?w+(a:,£) = O((z)~1ol{g)=) for all a, 3 € N", supported in some
outgoing region
{(z,6) e T*R"™; |z| > R, 1/C < |{] < C and cos(x,§) > 1/2},  (7.3)
for some C' > 0 and R > 1 such that wy = 1 near exp(SH),)(supp ¢) for (any)
S large enough. We can write

Ji = xe P Op(wy)e PP, Op(g)) Op(y) + O(h™),  (7.4)

uniformly for s > S. In this setting, Robert and Tamura [69, page 171] (or [67,
Section 5]) have constructed a parametrix Uy () for e=*F/" Op(w, ), t > 0 up
to O(hV) for any N € N. Then, we get for any N € N

J1 = xUne *F/"[P,0p(g)] Op(¢) + O(WN) = O(hY), (7.5)

uniformly for s > S. The last equality is obtained as in [69, Lemma 2.3 (iii)]
and use that no Hamiltonian trajectory of p starting from the support of w
touches the support of x in positive time. Summing up, we proved

xe *F/M[P,0p(g)] Op(ih)e =9 p(Q)x = O(h™), (7.6)
uniformly for 0 < s < ¢.
We now consider

Jo = xp(Q)e™ /" Op(1 — ¥)[P, Op(g)]

= x(Q)e™"?/"3(Q) Op(1 — v)[P, Op(y)], (7.7)
for u < 0 and ¢ < @ € C§°(]0,4+00[). By the definition of 1), there is no
Hamiltonian trajectory of ¢ from the support of (1 — ¥)Vg to the support
of x¢(q) in negative time. Thus, we get Jo = O(h*°) uniformly for u on any
compact of | — 0o, 0]. Moreover, mimicking the proof of (7.5), one can show
that, for all N € N, Jo = O(hY) uniformly for u < U < 0. Summing up and
taking the adjoint, we deduce

xe PP, 0p(g)] Op(1 — ¢)e 7%/ p(Q)x = O(h™),  (78)
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uniformly for 0 < s < ¢.
Eventually, (7.1) with (7.6) and (7.8) give R = O(th*>) and

xe Fhp(P)x = xe QM o(Q)x + O(th™)
= xe "19p(Q)x + O(h™), (7.9)
uniformly for 0 < ¢ < h=C. O

Proof of Proposition 3.3. We mix the proofs of Proposition 3.1 and Theo-
rem 3.5. In particular, we will use the quantities g, G,v,w  constructed in
the proof of Proposition 3.1. Since p = ¢ near the support of g € C§°(T*R"),
we get

(P—2z)""Op(9)(Q — 2)
=(P—2)""0p(g)(P —2) + (P — 2)"Hz) TO(h™=)(x) "
= Op(g) + (P —2)"'[Op(g), P] + (P — z) ) 'O(h®)(z)~", (7.10)

for Imz > 0. Let ¢ < @ € C§°(]0, +00[). If the support of ¢ is close enough to
the support of ¢, the pseudodifferential calculus gives

@(P)x = Op(9)@(P)x + (x)"'O(h™),
X Op(9)2(Q) = x@(Q) + O(h™)(x) ™!,

and (A3) implies @(P)x = #(Q)x + (z)~1O(h*>). Moreover, since V and W
coincide near the support of x, we have

X(P=2)" (1= @)(P)x = x(Q = 2) ' (1 = §)(Q)x + O(h™),
uniformly for Re z € supp ¢. Thus, combining (7.10) with the previous equa-
tions and the polynomial bounds on the weighted resolvent of P and Q, we
deduce

X(P —2)"Ix = x(P = 2) ' @(P)x + x(P —2)"'(1 = §)(P)x
X(P —2)"' Op(g ) P(P)x +x(Q —2)7H(1 = 9)(Q)x + O(h™)
=xO0p(9)(Q - 2)'A(P)x + x(Q = 2) 7' (1 = 9)(Q)x
+x(P—2)""[O0p(9), PI(Q — 2)'@(P)x + O(h™)
= x0p(9)2(Q)(Q—2)"'x+x(1-)(@Q)(Q — 2) "X +R+O(h*)
=x(Q —2)""x+ R+ O(h™), (7.11)
uniformly for Re z € supp ¢, Imz > 0 with
R =x(P —2)"[0p(9), PI(Q — 2) "' &(Q)x-
We now estimate the operator R. As in (7.2), we define
K1 = x(P —2)"'[Op(g), P] Op(¢)) = K1°° + K", (7.12)

where
. S
7 —is(P—z
K{“:E/ xe *F==/h[0p(g), P] Op(v) ds
0

KM = x(P — 2)"le7P=2)/"[0Op(g), P] Op(y).
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From the discussion above (7.2), there is no Hamiltonian trajectory of p start-
ing from the support of ¥ and touching the support of x in positive time.
Therefore, K1°¢ = O(h°°). On the other hand, we have

K" = x(P = 2) 7' Op(ws e 572/ 0p(g), P]Op(¥)) + O(h™),

as in (7.4). Now, Lemma 2.3 (iii) of Robert and Tamura [69] yields x(P —
2)71 Op(wy) = O(h>°). This result was originally proved in the non-trapping
regime but extends directly to operators with polynomially bounded resolvent.
Summing up, we have just shown

X(P = 2)7'[0p(g), P]Op(¥)(Q — 2) "' 2(Q)x = O(h™). (7.13)
It remains to study
K> = x2(Q)(Q —2) 7" Op(1 = 4)[Op(g), P, (7.14)
(see (7.7)). Working as in (7.8) and (7.13), we get
[Op(g), P]Op(1 - ¥)(Q — 2) 7' &(Q)x = K5 = O(h*), (7.15)

since there is no Hamiltonian trajectory of ¢ from the support of x@(q) to the
support of (1 —)Vg in positive time. Thus,

X(P —2)71[Op(g), P] Op(1 — ¥)(Q — 2) "' 3(Q)x = O(h™),
and eventually
R = O(h™), (7.16)

uniformly for Re z € supp ¢, Imz > 0.
Using (7.11) with (7.16) and taking the adjoint, we deduce

X(P — X +i0)" x = x(Q — A +140) "' x + O(h™), (7.17)
uniformly for A € supp . Then, Proposition 3.3 follows from this equation
and the Stone formula (3.6). O

Proof of Remark 3.2. To show this result, we use some elements of the proof
of Proposition 3.1 and Proposition 3.3. In particular, we need the functions
©,9,%,w build there. Let us assume that @ satisfies (A4), s > 1/2 and
Imz > 0. We are looking for a parametrix of (P — 2)~!. Consider Py =
P —ihf(xz) where f € C§°(R™;[0,1]) satisfies 7, (Kp(supp)) < f < x. For
such dissipative operators, Royer [70, Theorem 1.1] proved that

[(x) =5 (Py = A i0) ) || S h T, (7.18)
uniformly for A € supp ¢. Let us define
Ay = (1= 0)F(P)(Py — ).
Since P and P, coincide near the support of 1 — x, we have
(P—2)A1 = (1= )B(P)(P — 2)(Py — )" — [P,XJG(P)(Po — 2) !

— 3(P) - By + (1) O(h*) )", (7.19)

with By = x@(P) + [P, x]¢(P)(Py — z)~!. We then choose
Ay = Op(9)(Q — 2) "' By.
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Using that the symbols of P and @ coincide near the support of g and since
g = 1 near the support of x@(p), we get

(P —2)As = (Q — 2) Op(9)(Q — 2) "' B1 + () *O(h>)(x)®
= B1 +(Q,0p(9)] Op(¥)(Q — 2)~' By
+[Q,0p(9)] Op(1 = ¥)(Q — 2) ' By + (2) O (h™)(x)*
= By — By + (z) *O(h*>°)(z)*® (7.20)
with By = —[Q,0p(9)] Op(¥)(Q — 2) "1 B;. To eliminate the term containing

Op(1 — ), we have used an estimate similar to (7.15). As a parametrix for
(P — 2)71Bsy, we choose

s
Az = E/ e P=2)/h By ds + (1 — X)(Py — 2) " Op(wy )e 5EF=2)/h B,
0

following (7.12). Here, g < X € C5°(R"™) is supported near supp g. In particular,
the support of wy is far away from that of ¥. As in (7.4), we have (1 —
X) Op(wy e~ WP =2)/hp, — ¢=13(P=2)/h By 1 (2)=*O(h>)(z)*. Then,

h
+(1-%) Op(w+)e*iS(P*z)/hB2 — Bs

. .S
(P - 2)A3 = ~ / (P —z)e"#P=2)/hp, ds
0

.
_ j/ (P — 2)e~8(P=2/h B, 4s 4 ¢~iS(P=2)/hp,
h Jo
— Bs + (z) " O(h™)(x)”

= By — By + (z) *O(h™°)(z)*, (7.21)
with Bz = [P,X](Py — 2)~' Op(wy)e *P=2)/" B, Since there is no Hamil-
tonian trajectory from the outgoing region suppw, to the support of Vx in
positive time, Lemma 2.3 (iii) of Robert and Tamura [69] gives as in (7.13)

Bs = (2)"*O(h™)(z)*. (7.22)

That Py is dissipative does not create any difficulty to prove this estimate but
we have used here (7.18). From (7.19), (7.20), (7.21) and (7.22), we get

(P = 2)(A1 + A2 + A3) = o(P) + (x) " O(h™)(x)*,

which can be written

(@)7°(P = 2)7'@(P){z)~

= () 7% (Ar + Az + A3)(2) 7 + (2) T3 (P — 2) " Hz) TTO(h™).
Since the functional calculus gives
()73 (P = 2)7 (1 = @) (P){z)~* = O(1),
uniformly for Re z near the support of ¢, the previous equation becomes
(@)7*(P —2)"Ha) ™" = (2) (A1 + Az + Ag) (@) "*(L+ O(h™)) + O(1).
(7.23)
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Using again (7.18), one can verify that
()~ As(z) =[] S 71
[[(x) 7% (Ag + A3) (@) 7% < |[(2)*(Q — A+ i0) ' (z)~*

in the limit z — X\ + 0. Smce the norm of the weighted resolvent of @) is at
least like A1, (7 23) yields

[(2)~*(P = X —i0) "N z)~%|| < [[{&)~*(Q — A —i0)"Hx)~*|, (7.24)
uniformly for A\ near the support of , which implies Remark 3.2. O

9

We end this section with the

Proof of Proposition 4.1. We first remark that (A5) is an open condition in the
sense that, if (A5) holds true for some compact interval I, then it holds true
near I. Then, it is enough to prove the proposition near Ay € I assuming (A4)
and (A5) near Ag. Working as in (4.9) and using that the weighted resolvents
of P and @ are polynomially bounded thanks to (A4) and Remark 3.2, we can
write

s’P)PO(/\) = S/Q7PO()\) + tr (X(E}()\) — E’q)()\))x) + (A h), (7.25)
uniformly near Ag where o(A;h) has a complete asymptotic expansion in h
with C*° coefficients.

Consider now 113 < ¢ € Cf°(R) and 1g,(n,) < f € Cg°(T*R™). In
particular, Ef»(A) = E»(X)p(P) for A near Ag. If the support of f is sufficiently
close to K,(Ag), the pseudodifferential calculus gives

X Op(f) = Op(f) + O(h*){z) ™",

in trace norm. Then, combining with (A4) and Remark 3.2, we have

tr (x(Ep(N) = EG(N)x) = tr (x Op(f)(ER(N) — EG(N)) Op(f)x)
E!

) =
(

+tr (x Op(f) (Ep (N @(P) — Eo(M)¢(Q)) Op(1 — f)x)
+tr (x Op(1 — /) (Ep(Ne(P) — Eg(Ne(Q)) Op(f)x)
+tr (x Op(1 — ) (Ep(Ne(P) — Eg(N¢(Q)) Op(1 — f)x)
= tr (Op(f)(Ep(N) — Eg(N) Op(f))
-‘thr Op(KR ) (P — AFi0) 1)
+ > tr (Op(kL)(Q — AFi0) 1) + O(h™), (7.26)
+

for some kL € S(1) supported in supp(x(x)(1 — f)(z,&)p(r)(x,§)).
Using (7.11) and (7.16) with y replaced by Op(f), which guarantees that
all the estimates hold in norm trace, we obtain

tr (Op(f) (ER(A) — Eg(N)) Op(f)) = O(h>), (7.27)

uniformly for A near A\g. We now deal with tr(Op (k% )(P — X —1i0)~'). Let p €
supp(x(1 — f)) with p(p) = Ao. Since p ¢ K,(X\o), the Hamiltonian trajectory
exp(tHp)(p) goes to 0o as t — +00 or t — —oo. By continuity, this is also true
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in a neighborhood of p. Thus, using a compactness argument and assuming
that the support of ¢ is close enough to Ag, there exist, for all § > 0, a finite
number of compactly supported symbols go < g¢ € S(1), £ = 1,..., L, such

that
o= o,
1<¢<L

and, for all p € supp g, the curve exp(tH,)(p) goes to oo as t — £oo without
coming back to the support of gy for £t > 4. In particular,

tr (Op(KL)(P—X—i0)"') = Y tr(Op(ge)(P — A —1i0)~" Op(ge)) + O(h>),

1<e<L

(7.28)

for X\ near \g.

Consider 1 < ¢ < L such that the Hamiltonian flow escapes to infinity
from the support of g, without coming back in positive time larger than §. As
in (7.12), we write

tr (Op(gf)(P - A= io)_l Op(ﬁl)) = Gsmall + Glarge + Ginﬁnitya (729)
with

. )
1 : ~
Gyman = E/ tr (Op(ge)e’”(P’Wh Op(ge)) ds,
0

i [° is(P—\)/h (yea (>
Glarge = EA tr(Op(gf)e_w( -/ OP(QZ)) d87

Ginﬁnity =tr (Op(gi)(P - A - io)ileiiS(Pi)\)/h Op(§2)>7

where S > 0 will be fixed large enough. From Lemma 3.1 of Robert and Tamura
[68], Gsman has a complete asymptotic expansion in h with C*° coefficients for
0 > 0 small enough. Since no trajectory from supp gy comes back in time larger
than 0, the propagation of singularities gives Glarge = O(h>°). Finally, since the
trajectories from supp gy escape to infinity in positive time, e =*3("=2/" Op(g,)
is microlocalized in an outgoing region (see (7.3)) for S large enough. Then,
applying Lemma 2.3 (iii) of Robert and Tamura [69] (see the discussion above
(7.13)), we get Ginfinity = O(h™). Summing up, the left hand side of (7.29)
has a complete asymptotic expansion in h with C'* coefficients, say

tr (Op(ge)(P — A —i0) "' Op(qe)) < o§(A)h™" + o{ (AR ™" + -+, (7.30)

for X near \g. Consider now 1 < ¢ < L such that the Hamiltonian flow escapes
to infinity from the support of gy without coming back in negative time smaller
than —¢. Taking the adjoint, we have

tr (Op(ge) (P — X —10)~1 Op(ge)) = tr (Op(ge)(P — A +10)~" Op(7r))-

Then, working as in (7.29) but in negative time, we obtain also (7.30) in that
case.
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From (7.28) and (7.30), the function
tr (Op(kf)(P — X —i0)""), (7.31)

has a complete asymptotic expansion in h with C*° coefficients near A\g. The
same holds true for P replaced by @ and —i0 replaced by +i0. Combining
(7.26) with (7.27) and (7.31), the function tr(x(E5(A) — Eg(A))x) has a com-
plete asymptotic expansion in h with C°° coefficients near Ag. Eventually,
Proposition 4.1 follows from (7.25). O

Publisher’s Note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.
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