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Abstract. We study homogenization for a class of generalized Langevin
equations (GLEs) with state-dependent coefficients and exhibiting multi-
ple time scales. In addition to the small mass limit, we focus on homog-
enization limits, which involve taking to zero the inertial time scale and,
possibly, some of the memory time scales and noise correlation time scales.
The latter are meaningful limits for a class of GLEs modeling anoma-
lous diffusion. We find that, in general, the limiting stochastic differential
equations for the slow degrees of freedom contain non-trivial drift correc-
tion terms and are driven by non-Markov noise processes. These results
follow from a general homogenization theorem stated and proven here.
We illustrate them using stochastic models of particle diffusion.
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1. Introduction

1.1. Motivation

Most of the mathematical models of diffusion phenomena use noise which is
white (i.e., uncorrelated) or Markovian [54]. The present paper is a step to-
ward removing this limitation. The diffusion models studied here are driven by
noises, belonging to a wide class of non-Markov processes. A standard exam-
ple of Markovian noise is a multi-dimensional Ornstein—Uhlenbeck process. An
important class of Gaussian stochastic processes is obtained by linear transfor-
mations of multi-dimensional Ornstein—Uhlenbeck processes. The covariance
(equal to correlation in the case of zero mean) of such a process is a linear
combination of exponentials decaying and possibly oscillating on different time
scales, and its spectral density (power spectrum) is a ratio of two semi-positive
defined polynomials [16]. In cases when the polynomial in the denominator has
degenerate zeros, the covariance contains products of exponentials and poly-
nomials in time. This is a very general class of processes—every stationary
Gaussian process whose covariance is a Bohl function (see Sect. 2) can be ob-
tained as a linear transformation of an Ornstein—Uhlenbeck process in some
(finite) dimension. In general, these processes are not Markov.

Let us mention here the seminal result by Khalfin [33], who showed,
quite generally that in any system with energy spectrum bounded from below
(which is a necessary condition for the physical stability), correlations must
decay no faster than according to a power-law. To this day, this result provides
inspirations and motivations for further studies in the context of thermalization
[71], cooling of atoms in photon reservoirs [41], decay of metastable states as
monitored by luminescence [64], or quantum anti-Zeno effect (c.f. [42,60]),
to name a few examples. Khalfin’s result further motivates studying systems
with non-Markovian noise, as most natural examples of strongly correlated
processes do not satisfy Markov property.

While the noise processes studied here have exponentially decaying co-
variances, their class is very rich and they may be useful in approximating
strongly correlated noises on time intervals, relevant for studied phenomena
[68]. In addition, as discussed in more detail later, generalization of the method
applied here may lead to a representation of a class of noises whose covariances
decay as powers (see Remark 3.7). Also, the representation of spectral density
of the noise processes as ratio of two polynomials is convenient in applications,
in particular for solving the problem of predicting (in the least mean square
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sense) a colored noise process given observations on a finite segment of the
past or on the full past [16].

1.2. Definitions and Models

We consider the following stochastic model for a particle (for instance, Brow-
nian particle or a tagged tracer particle) interacting with the environment (for
instance, a heat bath or a viscous fluid). Let &; € RY denote the particle’s
position, where ¢ > 0 denotes time and d is a positive integer. The evolution of
the particle’s velocity, v, := @, € R%, is described by the following generalized
Langevin equation (GLE):

md’Ut = FO (t7 L, Vi, T’t) dt + Fl (ta {w87 vS}SG[O,t]7 £t) dt + FE(ta wt)dt (11)

In the above, m > 0 is the particle’s mass, 1, is a k-dimensional Gaussian white
noise satisfying E[n,] = 0 and E[n,n%] = d(t — s)I, and &, is a colored noise
process independent of n,. Here and throughout the paper, the superscript
* denotes transposition of matrices or vectors, I denotes identity matrix of

appropriate dimension, E denotes expectation, and RT := [0,00). The initial
data are random variables, o = , vo = v, independent of {£,,t € RT} and
{ntat € R+}

The three terms on the right-hand side of (1.1) model forces of different
physical natures acting on the particle.

(i) F. is an external force field, which may be conservative (potential) or
not.
(ii) Fo is a Markovian force of the form

Fo (t,x,v¢,m,) dt = = (t, ) vedt + oo(t, :ct)dW,gk), (1.2)

containing an instantaneous damping term and a multiplicative white
noise term. The damping and noise coefficients, v, : R x R? — Rx4
and o : RT xR — R¥* may depend on the particle’s position and on
time. ng) denotes a k-dimensional Wiener process—the time integral
of the white noise n,.

(iii) F'; is a non-Markovian force of the form

Fl (t, {5135, US}sE[O,t]a gt)

= —g(t,zy) (/Of Kt — S)h(&ivs)vst) +o(t,@)é;, (1.3)

containing a non-instantaneous damping term, describing the delayed
drag effects by the environment on the particle, and a multiplicative col-
ored noise term. The coefficients, g : R x R4 — R%¥9 h: Rt x R? —
R?*? and o : RT x R — R¥" depend in general on the particle’s
position and on time. In the above, ¢ and r are positive integers, and
the memory function k : R — R%%4 is a real-valued function that decays
sufficiently fast at infinities. £, € R" is a mean-zero stationary Gaussian
vector process, to be defined in detail later. The statistical properties
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of the process &, are completely determined by its (matrix-valued) co-
variance function,

R(t) := E[§,§] = R*(—t) e R™, (1.4)

or equivalently, by its spectral density, S(w), i.e., the Fourier transform
of R(t) defined as:

S(w) = [ b R(t)e ™!dt. (1.5)

For simplicity, we have omitted other forces such as the Basset force [25]
from Eq. (1.1). Note that Fy and F describe two types of forces associated
with different physical mechanisms. Of particular interest is when the noise
term in Fy and F'; models environments of different nature (passive bath and
active bath, respectively [14]) that the particle interacts with.

As the name itself suggests, GLEs are generalized versions of the Mar-
kovian Langevin equations, frequently employed to model physical systems.
A basic form of the GLEs was first introduced by Mori in [53] and subse-
quently used in numerous statistical physics models [36,72,76]. The studies
of GLEs have attracted increasing interest in recent years. We refer to, for
instance, [24,27,39,46,47,50,69,70,75] for various applications of GLEs and
[21,40,49,56] for their asymptotic analysis. The main merit of GLEs from
modeling point of view is that they take into account the effects of memory
and the colored nature of noise on the dynamics of the system.

Remark 1.1. In general, there need not be any relation between x(t) and R(t),
or any relation between the damping coefficients and the noise coefficients ap-
pearing in the formula for Fy and F';. A particular but important case that we
will revisit often in this paper is the case when a fluctuation-dissipation rela-
tion holds. In this case, 7, is proportional to ogof, h = g*, g is proportional
to o and (without loss of generality!) R(t) = k(t). Studies of microscopic
Hamiltonian models for open classical systems lead to GLEs of the form (1.1)
satisfying the above fluctuation-dissipation relation (see, for instance, Appen-
dix A of [43] or [11]). On another note, GLEs of the form (1.1) are extended
versions of the ones studied in our previous work [43]—here the GLEs are gen-
eralized to include a Markovian force, in addition to the non-Markovian one,
as well as explicit time dependence in the coefficients.

As a motivation, we now provide and elaborate on examples of systems
that can be modeled by our GLEs.

An important type of diffusion, which has been observed in many physical
systems, from charge transport in amorphous materials to intracellular particle
motion in cytoplasm of living cells [63], is ballistic diffusion. It is a subclass of
anomalous diffusions and is characterized by the property that the particle’s
long-time mean-square displacement grows quadratically in time—in contrast

1The factor kT, where T is the absolute temperature and kg denotes the Boltzmann
constant, is here set to 1. In general, it can be absorbed into either one of the coefficients g,
h oro.
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to linear growth in usual diffusion. There are many different theoretical models
of anomalous diffusion with diverse properties, coming from different physical
assumptions; see [51] for a comprehensive survey. In the following, we provide
two GLE models that are employed to study such phenomena. Their properties
will be studied in Sect. 2, as an application of the results proven here.

Ezxample 1. Two GLE models for anomalous diffusion of a free Brownian par-
ticle in a heat bath. A large class of models for diffusive systems is described
by the system of equations (for simplicity, we restrict to one dimension):

dﬂ]‘t = ”Utdt, (16)

t
mdv, = — </ K(t — s)vsds) dt + &, dt, (1.7)
0

where x4, v; € R are the position and velocity of the particle, x(t) is called
the memory function, and &; is a mean-zero stationary Gaussian process.
Two particular GLE models are described by (1.6) and (1.7), with:

(M1) memory function of the bi-exponential form:

R iR Wt
K =
2(I3 - 1) ’

where the parameters satisfy I'o > I'y > 0, and & has the covariance
function R(t) = k(t) and thus the spectral density,

w2
S(w) = (W2 4+ T (w2 +T3)°
This model is similar to the one first introduced and studied in [3]. The
noise with the above covariance function can be realized by the differ-
ence between two Ornstein—Uhlenbeck processes, with different damping
rates, driven by the same white noise. Various properties as well as ap-
plications of GLEs of the form (1.6) and (1.7) were studied in [2,3,69].
(M2) memory function of the form:

1
() = 5(0(1) Dye it (1.10)
where T’y > 0, and & has the covariance function R(t) = x(t) and thus

the spectral density,

(1.8)

(1.9)

w2

S(w) = T
This model can be obtained from the one in (M1) by sending I's — oo
in the formula for x(t) in (1.8).

Observe that the spectral densities in both models share the same as-
ymptotic behavior near w = 0, i.e., S(w) ~ w? as w — 0, contributing to
the enhanced diffusion (super-diffusion) of the particle with mean-square
displacement growing as t? as t — oo [67,69]. See Proposition 3.5 for a
precise argument.

(1.11)
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Other examples of systems that can be modeled by our GLEs are mul-
tiparticle systems with hydrodynamic interaction [17], active matter systems
[66], among others. Although our main results are applicable to these systems,
we will not pursue the study of these systems here.

1.3. Goals, Organization, and Summary of Results of the Paper

Goals of the Paper. We aim to derive homogenized models for a general class
of GLEs (see Sect. 3), containing the examples (M1) and (M2) as special
cases (see Corollaries 2.1 and 2.2). This will allow us to gain insights into
the stochastic dynamics of such systems, including many systems that exhibit
anomalous diffusion (see discussion in the paragraph before Example 1)—
this is, in fact, the main motivation of the present paper. To the best of our
knowledge, this is the first work that studies homogenization for GLE models
describing anomalous diffusion.

Given a GLE system, it is often desirable to work with simpler, reduced
models that capture the essential features of its dynamics. To obtain satisfac-
tory and optimal models, one needs to take into account the trade-off between
the simplicity and accuracy of the reduced models sought after. Indeed, one
may find that a reduced model, while simplified, fails to give a physically cor-
rect model for describing a system of interest [65]. Two successful reductions
were carried out in [29] for the case F; = 0 and in [43] for the case Fy = 0.

One of our main goals in this paper is to devise and study new homog-
enization procedures that yield reduced models retaining essential features of
a more general class of models. This program is of importance for identifica-
tion, parameter inference and uncertainty quantification of stochastic systems
[26,39,46,62] arising in the studies of anomalous diffusion [50,52], climate mod-
eling [23,48] and molecular systems [10], among others. In particular, classical
homogenization and averaging were performed within the Mori-Zwanzig for-
malism in [23]. There is increasing amount of effort striving to implement
this or related programs, starting from microscopic models [61], using various
techniques [7,19,20,27,58], for different systems of interest in the literature.
The derived effective SDE models will be of particular interest for modelers of
anomalous diffusion (see [22] for deterministic homogenization of anomalous-
diffusive systems).

Organization of the Paper. The paper is organized as follows. We first present
the application of the results obtained in the later sections (Sects. 5 and 6) to
study homogenization of generalized versions of the one-dimensional models
(M1) and (M2) from Example 1 in Sect. 2. Since these results are easier to state
and require minimal notation to understand, we have chosen to present them as
early as possible to demonstrate the value of our study to application-oriented
readers. The later sections study an extended, multi-dimensional version of the
GLEs in Sect. 2. In Sect. 3, we introduce the GLEs to be studied. In Sect. 4,
we discuss various ways of homogenizing GLEs. Following this discussion, we
study the small mass limit of the GLEs in Sect. 5. We introduce and study
novel homogenization procedures for a class of GLEs in Sect. 6. We state
conclusions and make final remarks in Sect. 7. Relevant technical details and
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supplementary materials are provided in the appendix. In particular, we state
a homogenization theorem for a general class of SDEs with state-dependent
coefficients in Appendix A. The proof of this theorem is given in Appendix B.

Summary of the Main Results. For reader’s convenience, below we list (not in
exactly the same order as the results appear in the paper) and summarize the
main results obtained in the paper.

e The first main result is Theorem 5.4. It studies the small mass limit of the
GLE described by (5.1) and (5.2). It states that the position process con-
verges, in a strong pathwise sense, to a component of a higher-dimensional
process satisfying an It6 SDE. The SDE contains non-trivial drift correc-
tion terms. We stress that, while being a component of a Markov process,
the limiting position process itself is not Markov. This is in contrast to
the nature of limiting processes obtained in earlier works, the difference
which holds interesting implications from a physical point of view [recall
the discussion after Eq. (1.5)]. Therefore, Theorem 5.4 constitutes a novel
result, both mathematically and physically.

e The second main result is Theorem 6.7. It describes the homogenized
behavior of a family of GLEs [Egs. (6.16) and (6.17)], parametrized by
€ > 0, in the limit as € — 0. This limit is equivalent to the limit in
which the inertial time scale, some of the memory time scales and some
of the noise correlation time scales in the pre-limit system, tend to zero
at the same rate. As in Theorem 5.4, the result here states that the
position process converges, in a strong pathwise sense, to a component
of a higher-dimensional process satisfying an It6 SDE which contains
non-trivial drift correction terms. Again, the limiting position process is
non-Markov. However, the structure of the SDE is rather different from
the one obtained in Theorem 5.4. As discussed later, this result holds
interesting consequences for systems exhibiting anomalous diffusion.

e The third and fourth main results are Corollaries 2.1 and 2.2. These re-
sults specialize the earlier ones to one-dimensional GLE models, which
are generalizations of (M1) and (M2), and follow from the earlier theo-
rems. They give explicit expressions for the drift correction terms present
in the limiting SDEs and therefore may be used directly for modeling and
simulation purposes. Furthermore, we show that, in the important case
where the fluctuation-dissipation relation (see Remark 1.1) holds, the two
corollaries are intimately connected. Recall that these results are going
to be presented first in Sect. 2.

e The last main result is Theorem A.6, on homogenization of a family of
parametrized SDEs whose coefficients are state-dependent. These SDEs
are variants of the ones studied in earlier works [4,6,29]. In comparison
with all the earlier studies, the state-dependent coefficients of the pre-
limit SDEs (A.3) and (A.4) may depend on the parameter € > 0 (to be
taken to zero) explicitly. Therefore, this result is new and not simply a
minor generalization of earlier results. Moreover, it is important in the
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context of present paper and is needed here to study various homogeniza-
tion limits of GLESs, the importance of which is evident in the discussions
above, in the main paper.

2. Application to One-Dimensional GLE Models

We first study the small mass limit of a one-dimensional GLE, which is a
generalized version of the GLE in model (M2) of Example 1, modeling super-
diffusion of a particle in a heat bath. Our models are generalized in that the
coefficients of the GLEs are state-dependent. For simplicity, we are going to
omit the explicit time dependence in the damping and noise coefficients—but
not in the external force.

For t € RT, m > 0, let x4, v; € R be the solutions to the equations:

dfﬂt = ’Utdt, (21)
mdv; = —g(xy) </t K(t — s)h(xs)vsds> dt + o(z)&dt + Fe(t, xy)dt, (2.2)
0

where

ﬂZ
r(t) = 5 (00) - Pre ), (2.3)

where I'y > 0, and & is the mean-zero stationary Gaussian process with the
covariance function R(t) = x(t) and spectral density,

ﬁ2w2

(w) = DT (2.4)

The initial data (z,v) are random variables independent of € and have finite
moments of all orders.

The following corollary describes the limiting SDE for the particle’s po-
sition obtained in the small mass limit of (2.1) and (2.2).

Corollary 2.1. Assume that for every y € R, g(y),q' (y), h(y), V' (y), o(y) are
bounded continuous functions iny, Fe(t,y) is bounded and continuous in t and
y, and all the listed functions have bounded y-derivatives. Then in the limit
m — 0, the particle’s position, xy € R, satisfying (2.1) and (2.2), converges to
Xy, where Xy solves the following Ité SDE:

2
dXt == ﬁTghFe(t,Xt)dt ﬁhndt+31(Xt)dt+ /6 h(tht+th) (25)
1—‘1 Fla
dYi = =5 Felt, Xo)dt o+ Sp(Xo)dt = = = (W, + Zud), (2.6)
g g
42, = —T1 Z,dt — T, dW,, (2.7)
where

Sy (X) = %a% (glh> ARG o PR A (1) < s



Vol. 21 (2020) Homogenization for Generalized Langevin Equations 1821

Moreover, if in addition g := ¢o, where ¢ > 0, then the number of limiting
SDEs reduces from three to two:

2 0 1\ o 2 2 4 2
(2.9)
Iy 0 1\ o T
I S e B PR
dU; = 507 OX (0> hdt ﬂgFe(t,Xt)dt, (2.10)

where Utd’ = oY — Z;.
The convergence is in the sense that for every T' > 0, sup,¢(o 7 |xe— X | —
0 in probability as m — 0.

Proof. We apply Theorem 5.4 by setting d = 1,de = dy = 2, a1 = a3 = 0,
oy =y =1, = B%gh/2, 00 = Bo,h =h,g=g 06 =0, Cs=Cy =
ﬁ, FQ = F17 MQC; = —Flﬁ/Q, F4 == Fl, 24 = —Fl, and Fe = Fe~ The
assumptions of Theorem 5.4 can be verified in a straightforward way and so
the results of the corollary follow. O

We next specialize the result of Theorem 6.7 to study homogenization of
one-dimensional GLEs which are generalizations of the model (M1) in Exam-
ple 1: for t € RT, m > 0, let 4, v; € R be the solutions to the equations:

dxt = Utdt, (211)

mdv, = —g(z) (/0 K(t — s)h(ms)vsds> dt + o(x¢)&dt + Fo(t, x)dt, (2.12)

where
202(T C_FZM -T e—F1|t|
H(t) = £ 2( 2 ) B : )7
2(I'; = T7)
with I'y > T'; > 0, and &; is the mean-zero stationary Gaussian process with
the covariance function R(t) = k(t) and spectral density,

i

(W2 4+ TP (w2 +T3)°
The initial data (z,v) are random variables independent of ¢ and have finite
moments of all orders.

For € > 0, we set m = mge and I'y = 95 /e in (2.11) and (2.12), where mg
and -5 are positive constants. This gives the family of equations:

day = vidt, (2.15)

(2.13)

S(w) = (2.14)

¢
moedv; = —g(xf) </ KE(t — s)h(:rg)vgds) dt + o(xf)&dt + Fo(t, xf)dt,
0
(2.16)
where
3o 2 Do Tl

“(t
o -

(2.17)
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FIGURE 1. Plot of the memory function x(t) in (2.13) with
I'y =1, 8 =1 for different values of I'y

and & is the family of mean-zero stationary Gaussian processes with the co-
variance functions, R¢(t) = k¢(t).

Discussion. We discuss the physical meaning behind the above rescaling of
parameters. Recall that in the first case of Example 1 (i.e., the model (M1)),
the mean-square displacement of the particle grows as t? as t — oo, and
therefore, the above model describes a particle exhibiting super-diffusion. As
€ — 0, the environment allows for more and more negative correlation and in
the limit the covariance function consists of a delta-type peak at ¢ = 0 and
a negative long tail compensating for the positive peak when integrated (see
Fig. 1 and also page 105 of [72]). Indeed,

- (0(t) = Dye Tl (2.18)
as € — 0. This is the so-called vanishing effective friction case in [1]. The noise
with the covariance function x¢(¢) is called harmonic velocity noise, whereas
the noise with the covariance function x(t) is the derivative of an Ornstein—
Uhlenbeck process.

The following corollary provides the homogenized model in the limit € —
0 of (2.15) and (2.16).

K (t) — k(t) :=

Corollary 2.2. Assume that for every y € R, g(y),q'(y), h(y),h (y), o(y) are
bounded continuous functions iny, F.(t,y) is bounded and continuous in t and
y, and all the listed functions have bounded derivatives in y. Then in the limit
e — 0, the particle’s position, x5 € R, satisfying (2.15) and (2.16), converges
to X;, where Xy solves the following Ité6 SDE:

2

dXt == ﬁTFe(t,Xt)dt 6h}/;dt + Sl(Xt)dt + ﬁ h(th + tht) (219)
r r

ay; = B;F (t, X;)dt + S(X,)dt — %(th + Z,dt), (2.20)

47, = -T1 Z,dt — T1dW,, (2.21)
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where g = g(X¢), h = h(Xy), 0 = o(Xy), Wi is a one-dimensional Wiener
process, and

s 28(1>02 8(1) do”
' Rox \gh) gh 90X \ 1) g(ghB? + 4mo7s)
+

0 o 4o
X ( >ﬂ2gh+4mm (2:22)
I o [1 o2 0 (o 2" Bo
2="5 aX( )gh aX( )52gh+4mm (2:23)

Moreover, if in addition g = ¢o, where ¢ > 0, then the number of
limiting SDEs reduces from three to two:

2 0 1)\ o 2 6 2
o= mgax (w) R G Pl X0 = U W,
(2.24)
Iy 0 1\ o I
¢ __ -1 Y (22,421
W =~ (5) ot e o 22

where Ut¢ = ¢oY; —
The convergence is in the sense that for every T' > 0, sup,cjo |2 —
Xi| — 0 in probability as e — 0.

Proof. Let d =1, dy = dy = 2 and denote the one-dimensional version of the
variables, coefficients and parameters in Theorem 6.7 by non-bold letters (for
instance, x;, Ba, I's 2 etc.). Furthermore, set By = By = > 0, Y22 = Va2 =
v2 >0and I's; =I'y; =T5. Then it can be verified that the assumptions of
Theorem 6.7 hold and the results follow upon solving a Lyapunov equation.
O

Remark 2.3. A few remarks on the contents of Corollary 2.2 follow.

(i) the homogenized position process is non-Markov, driven by a colored
noise process which is the derivative of the Ornstein—Uhlenbeck process.
This behavior is expected in view of the asymptotic behavior of the
rescaled memory function and spectral density as ¢ — 0.

(ii) similarly to the small mass limit case considered earlier, the limiting
equation for the particle’s position not only contains noise-induced drift
terms but is also coupled to equations for other slow variables. Moreover,
the limiting equations for these other slow variables also contain non-
trivial correction terms—the memory-induced drift.

Relation between Corollary 2.1 and Corollary 2.2. The limiting SDE systems in
Corollaries 2.1 and 2.2 are generally different because of the different correction
drift terms S; and Si. In other words, sending I's — oo first in (2.11) and
(2.12) and then taking m — 0 of the resulting GLE does not, in general, give
the same limiting SDE as taking the joint limit of m — 0 and I's — oc.
However, if one further assumes that g is proportional to o, then the limiting
SDE systems coincide. An important particular case is when ¢ = h = o,
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in which case a fluctuation-dissipation relation holds and the GLE can be
derived from a microscopic Hamiltonian model (see Remark 1.1). In this case,
the homogenized model described in both corollaries reduces to:

2 2 0 1 2
dXt = WFe(taXt)dt — %Utdt + @67)(} <J2) dt + %tha (226)
o r, o (1
aU; = _6O_Fe(t7Xt>dt - 5 ox (O’) dt. (2.27)

To end this section, we remark that one could in principle repeat the
above analysis for the case where the spectral density varies as w?, for | =
2,4,... (i.e., the highly nonlinear case).

3. GLEs in Finite Dimensions

We call a system modeled by GLE of the form (1.1) a generalized Langevin
system. Its dynamics will be referred to as generalized Langevin dynamics.

We assume that the memory function k(¢) in the GLE (1.1) is a Bohl
function, i.e., that each matrix element of k(t) is a finite, real-valued linear
combination of exponentials, possibly multiplied by polynomials and/or by
trigonometric functions. The noise process, {£(t),t € RT}, is a mean-zero,
mean-square continuous stationary Gaussian process with Bohl covariance
function and, therefore, its spectral density S(w) is a rational function (see
Theorem 2.20 in [73]). In this case, the generalized Langevin dynamics can be
realized by an SDE system in a finite-dimensional space. The case in which
an infinite-dimensional space is required is deferred to a future work (see also
Remark 3.7 and Sect. 7).

Below we define the memory function and the noise process in the GLE
(1.1) [see Eq. (1.3)] and along the way introduce our notation. They are de-
fined in a manner ensuring simplicity as well as providing sufficient parameters
for matching the memory function and the correlation function of the noise,
thereby reflecting the essential statistical properties of the GLE. This provides
a systematic framework for our homogenization studies (see the discussion in
Sect. 4).

For i =1,2,3,4, let T'; € R%*% M, € R%*xd: 33, € R% X% be constant
matrices. Also, let C; € R9*% (for i = 1,2) and C; € R™% (for i = 3,4) be
constant matrices. Here, the d; and ¢; (i = 1,2,3,4) are positive integers. Let
a; € {0,1} be a “switch on or off” parameter. We define the memory function
in terms of the sextuple (I'y, M1, C1; Ty, Mo, C3) of matrices:

2
K(t) = Oéllil(t) + aglig(t) = Z aiCie_r"lt‘Min7 (31)
=1

The noise process is defined as:

€, = 3030} + asCuBs, (3.2)
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where the ﬁ{ € R% (j = 3,4) are independent Ornstein—Uhlenbeck type
processes, i.e., solutions of the SDEs:

4Bl = —T;8ldt + =,dwW ¥, (3.3)
with the initial conditions, ﬂ%, normally distributed with mean-zero and covari-

ance M ;. Here, W,E‘“ ) denotes a gj-dimensional Wiener process, independent

of ,5’%. Also, the Wiener processes WiqS) and Wiq“) are independent.
For i =1,2,3,4, T'; is positive stable, i.e., all eigenvalues of I'; have posi-
tive real parts and M; = M} > 0 satisfies the following Lyapunov equation:

I,M,; + M,T; =%,%¢. (3.4)

The M ; are therefore the steady-state covariances of the systems, i.e., the
resulting Ornstein—Uhlenbeck processes are stationary. In control theory, M ;
is also known as the controllability Gramian for the pair (I';, X;) [73].

The covariance matrix, R(t), of the mean-zero Gaussian noise process is
expressed by the sextuple (I's, M5, Cs5; Ty, M4, C,) of matrices as follows:

4
R(t) = asRs(t) + auRu(t) = Y a;Cie "M, CY, (3.5)
=3

and so the sextuple (I's, M35, C3; Ty, M4, Cy), together with the parameters
a3, g, completely determine the probability distributions of &,. We denote the
spectral density of the noise process by S(w) =>_,_3 ; ;Si(w), where S;(w)
is the Fourier transform of R;(t) for i = 3,4.

We will view the system (3.2) and (3.3) (which is in a statistical steady
state) as a representation of the noise process €, and call such a representation
a (finite-dimensional) stochastic realization of &,. Similarly, we view (3.1) as
a representation of the memory function k(¢) and call such a representation
a (finite-dimensional, deterministic) memory realization of k(t). We call the
Fourier transform of x(t) and R(t) the spectral density of the memory function
and spectral density of the noise process respectively.

An important message from the stochastic realization theory is that the
system (3.2) and (3.3) is more than a representation of &, in terms of a white
noise, in that it also contains state variables 87 (j = 3,4) which serve as
a “dynamical memory.” In contrast to standard treatments, this dynamical
memory comes not from one, but from two independent systems of type (3.3).
This will be used to include two distinct types of dynamical memory that
can be switched on or off using the parameters a;—see Proposition 3.5. This
consideration motivates us to define the memory function (and noise) explicitly
using two independent systems, with different constraints on their parameters
easier to state than if a single higher-dimensional system were used.

The sextuples that define the memory function in (3.1) and the noise
process in (3.2) are only unique up to the following transformations:

(T, =T, 0,T; ', M, = T;M,T;,C, = C.T; "), (3.6)

where ¢ = 1,2, 3,4 and T'; are any invertible matrices of appropriate dimensions
[44]. Different choices of T'; correspond to different coordinate systems.
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Remark 3.1. Realization of the memory function and noise process in terms
of the matrix sextuples, as defined above, covers all GLEs driven by Gaussian
processes that can be realized in a finite dimension (see the propositions and
theorems on page 303-308 of [74]). See also the remarks on the subject in [43].

A summary of the above discussion is included in the following:

Assumption 3.2. The memory function £(¢) in the GLE (1.1) is a real-valued
Bohl function defined by (3.1) and the noise process, {£,,t € R*}, is a mean-
zero, mean-square continuous, stationary Gaussian process with Bohl covari-
ance function (hence, with rational spectral density), admitting a stochastic
realization given by (3.2) and (3.3).

We introduce a generalized version of the effective damping constant
and effective diffusion constant used in [43], which will be useful to study the
asymptotic behavior of spectral densities.

Definition 3.3. For n € Z, the nth order effective damping constant is defined
as the constant matrix, parametrized by a1, as € {0,1}:

K™ (a1, a2) = a1 K\ + as K3 € R, (3.7)

where K = C,I';"M;C; (for i = 1,2). Likewise, the nth order effective
diffusion constant

L™ (a3, 04) == asL{" + oy L € R™*7, (3.8)
where L\ = C,T7"M;C5 (for j = 3,4).

Note that the first-order effective damping constant K (1)(041 as) = fooo
K (t)dt and the first-order effective diffusion constant L( (a3, uq) fo
are simply the effective damping constant and effective diffusion constant in-
troduced in [43]. The memory function and the covariance function of the noise
process can be expressed in terms of these constants:

-y Z |t| EHD® pe-=m -y Z o |t| L( M (3.9)

i=1,2n=0 7j=3,4n=0

(1)

Assumption 3.4. The matrix K;’ in the expression for first-order effective

2 equals zero. Similarly,

damping constant is invertible and the matrix K g
in the expression for the first-order effective diffusion constant Lél), which is

invertible, Lfll) =0.

In order to develop intuition about general GLEs, it will be helpful to
study the following exactly solvable special case.

Ezample 2. (An exactly solvable case) In the GLE (1.1), set F. = 0. Let
Yo(t,x) = 7y, o0(t,z) = 09, h(t,z) = h, g(t,z) = g and o(t,z) = o be
constant matrices. The initial data are the random variables, (0) = x, v(0) =
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v, independent of {£(t),t € R*} and of {W " (¢),t € RT}. The resulting GLE
is:

mdo(t) = —vy,v(t)dt — g (/Ot K(t — s)hv(s)ds) dt + oodW ) (1) + o£(t)dt.

(3.10)
Of particular interest is the GLE (3.10) with 45 = 0¢0$/2 > 0,g=h" =0 >
0, and R(t) = k(t) = k*(t), so that the fluctuation-dissipation relations hold
(see Remark 1.1 and also Remark 3.6). The resulting GLE gives a simple model
describing the motion of a free particle, interacting with a heat bath. Note that
generally the process v(t) is not assumed to be stationary, in particular v(0)
could be an arbitrarily distributed random variable.

The following proposition gives the asymptotic behavior of the spectral
densities (equivalently, covariance functions, or memory functions), the reg-
ularity? (in the mean-square sense) of the noise process, and, in the exactly
solvable case of Example 2, the long-time mean-square displacement of the
particle.

Proposition 3.5. Suppose that Assumptions 3.2 and 3.4 are satisfied. Let x(t) =
fot v(s)ds € RY, where v(t) solves the GLE (3.10).

(i) We have S3(w) = O(1) as w — 0. Also, let k > 3 be a positive odd
integer and assume that Lfln) =0 for 0 < n < k, where n is odd, and
Lflk) # 0. Then Sy(w) = O(w*™1) as w — 0. If there exists h > 0 such
that the noise spectral density, S(w) = O (ﬁ) as w — 0o, then &, is
n-times mean-square differentiable® for n < h.

(ii) Let &(z) denote the Laplace transform of (1), i.e., k(z) :== [J° K(t)e ="
dt, and £ = %mE[vv*] be the particle’s initial average kinetic energy.
Assume for simplicity that R(t) = k(t) and ok(t)o* = h*k*(t)g*. Then
we have the following formula for the particle’s mean-square displace-
ment (MSD):

Ela(t)a (1) = 2 /0 H(s)ds + 2m (H(t)SH*(t) _ /0 H(u)H*(u)du)
—l—/o H(u)(ooo§ — 274 H™ (u)du, (3.11)

where the Laplace transform of H(t) is given by H(z) = 2F(z), with
F(2) = (22(mzI + vy + gi(2)h)) L. (3.12)

2Sample path continuity does not in general imply mean-square continuity.
3A process X (t) is mean-square differentiable (with derivative d X (t)/dt) on a time interval
T if for every t € T,

— 0,

H X(t+h) - X(t) dX
L2(Q)

h dt

as h — 0.
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For (iii) and (iv) below, we consider the process xy solving the GLE (3.10)
with vo = 000§/2>0,g=h" =0 >0, and R(t) = k(t) = k*(t).

(iii) Let o1 = ag =1 (ay, for i =24, can be 0 or 1 and Fo can be zero or
nonzero). Then Elx(t)x*(t)] = O(t) as t — oo, in which case we say
that the particle diffuses normally.

(iv) Let a1 = 0, ag = 1 and Fo = 0 (the vanishing effective damping con-
stant case). Then Elz(t)x*(t)] = O(t?) ast — oo, in which case we say
that the particle exhibits a ballistic (super-diffusive) behavior.

Proof. (i) For ¢ = 3,4, it is easy to compute that

Si(w) = Cy[(iwI +T;) ' + (—iwI +T;) M, C; (3.13)
= 2C;[(iwI +T;) " 'T;(—iwl +T;) ' |M,;C; (3.14)
=2C,T; Y(’T; 2+ 1) ' M, C}, (3.15)

and so one has:

Si(w) =2C,T;'M,C; — 2C,T;*M,;C;w*
+2C, T, ° M, Ciw* + -+ | (3.16)

as w — 0. The first two statements in (i) then follow by Assumption 3.4.
The last statement follows from Lemma 6.11 in [45].
(ii) Note that @(t) = v(¢), with (0) = 0 and v(¢) solving the GLE (3.10),

rewritten as:
mo(t) = —y,v(t) + oon(t) — g/o Kk(t — s)hv(s)ds + og&(t), (3.17)

where n(t)dt = dW®(t), and vy = v is a random variable that is
independent of {£(t),t € RT} and of {n(t),t € RT}. These equations can
be solved analytically by means of Laplace transform. Applying Laplace
transform on the equations for x; and v, gives:

2&(z) = v(2), (3.18)

m(z0(z) —v(0)) = —gk(2)ho(z) — v,0(2) + oo(2) + a’é(z), (3.19)
and thus

&(2) = H(2)(mv(0) + oofi(2) + 0&(2)), (3.20)

where H(z) = (mz2I + zv, + zg&(z)h) . Taking the inverse transform
gives the following formula for x(t):

x(t) = H(t)mv + /0 H(t — s)(oon(s) + g€&(s))ds, (3.21)

where H(0) = 0.



Vol. 21 (2020) Homogenization for Generalized Langevin Equations 1829

Therefore, using the mutual independence of v, {£(t),t € RT} and
{n(t),t € R*}, the Ito isometry, and the assumption that R(t) = k(t),
we obtain:

Elzt)zT (1)) = 2mH (1) EH* (t) + / "H(t - s)ooo H* (t — s)ds + L(t),
0

(3.22)
where
t t
L(t) = / ds/ du H(t — s)ok(|s —ul)o" H*(t — u). (3.23)
0 0
To compute the double integral L(t), we first rewrite it as L(t) = Ly (¢)+
_Lg(t)7 with
t t
Lo(t) = / ds H(t — s) / du ow(u — $)o* H (t — ), (3.24)
0 s
t s
Ly(t) = / ds H(t — s)/ du ok(s —u)o"H™(t — u). (3.25)
0 0

We then compute:

Ll(t):/o ds H(t—s)/ d(t— ) or(t—s— (t—u)) - (—1)o* H*(t — ),

(3.26)
= /Ot ds H(t —s) /Ots dr ok(t —s — 7)o" H" (1), (3.27)
:/Otds H(t —s)(oko™x H*)(t — s), (3.28)
_ /O du H(u)(oko™ « H*)(u), (3.29)

where * denotes convolution. Now note that, by the convolution theorem,
(oko™* « H")(u) is the inverse Laplace transform of ov%(z)a*ﬁ* (2),
which can be written as I/z— (sz—i—'yE;)ﬁ* (z) by using the assumption
that ok(t)o* = h*k*(t)g*. Computing the inverse transform gives us:

Li(t) = /0 du H (u)(I — mH*(u) — v H*(u)). (3.30)

Similarly, we obtain Ly(t) = Li(t), and so L(t) = 2L4(t). Therefore,
combining (3.22) and (3.30) gives us the desired formula for MSD.

(ili) & (iv) The assumptions that g = h" = o and R(t) = k() = &*(t)
ensure that we can apply the MSD formula in (ii). The additional as-
sumption that v, = ¢0o(/2 (fluctuation-dissipation relation of the first

kind) implies that H(z) = ﬂ*(z) and simplifies the formula to:

Elz(t)z*(t)] = 2 /0 H(s)ds + 2m <H(t)8H(t) - /0 H(U)H(u)du).
(3.31)
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To determine the behavior of E[x(t)x*(t)] as t — oo, it suffices to inves-
tigate the asymptotic behavior of H(z), whose formula is given in (ii),

as z — 0. Noting that
-1

1
H(z) = |meI +79+9 ) oiCi(el +T3) ' MiClh (3.32)
i=1,2

and using Assumption 3.4, we find that, as z — 0,

N 1
H(z) ~ B {70 +ozng§1)h+ mlI — Z ozngg-z)h z

j=1,2
—1
+ gK S h2? + asg KV h + - } . (3.33)

Therefore, if v, = o0f/2 is nonzero, then H(z) ~ 1/z as z — 0.
Otherwise, if in addition o = 1, then H(z) ~ 1/z as z — 0, whereas if
in addition a; = 0, iy = 1, then H(z) ~ 1/2% as z — 0. The results in
(iii) and (iv) then follow by applying the Tauberian theorems [18], which
say, in particular, that if H(z) ~ 1/2° as z — 0, then H(t) ~ t°~! as
t — oo, for = 1,2 here. O

Remark 3.6. We emphasize that super-diffusion with Efz(t)z*(t)] behaving
as t* as t — oo, where a > 2, cannot take place when the velocity process
converges to a stationary state. For a system to behave this way, the velocity
itself has to grow with time. Moreover, we remark that one could obtain a
richer class of asymptotic behaviors for the MSD by relaxing the assumption
of fluctuation-dissipation relations.

To summarize, (i) says that in the case where Fo = 0, ay = a3 = 0,
the nth-order effective constants characterize the asymptotic behavior of the
spectral densities at low frequencies; (ii) provides a formula for the particle’s
mean-square displacement, and (iii)—(iv) classify the types of diffusive behavior
of the GLE model, in the exactly solvable case of Example 2, satisfying the
fluctuation-dissipation relations. We emphasize that in the sequel we go beyond
the above exactly solvable case; in particular the coefficients g, h, o, v, o9
will depend in general on the particle’s position. However, the GLE in the
exactly solvable case can be viewed as linear approximation to the general
GLE (1.1) (by expanding these coefficients in a Taylor series about a fixed
position 2’ € R?).

In view of Proposition 3.5, the parameters «; € {0, 1} allow us to control
diffusive behavior of the generalized Langevin dynamics. Our GLE models
are very general and need not satisfy a fluctuation-dissipation relation. As
we will see, these different behaviors motivate our introduction and study
of various homogenization schemes for the GLE. Depending on the physical
systems under consideration, one scheme might be more realistic than the
others. It is one of the goals of this paper to explore homogenization schemes
for different GLE classes.
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The equation for the particle’s position, together with the GLE (1.1), can
be cast as the system of SDEs for the Markov process
2y = (x4, v, 9}, Y2, B2, 87) € R x RY x R4 x R% x RY x R%:

dx; = ’Utdt, (334)
mdvy = —, (¢, ) vedt + O'O(t,:ct)dwgk) —g(t, ) Z ;Cyidt
i=1,2
+ o(t, ) Z a;C;B1dt + F(t,x;)dt, (3.35)
j=3,4
dy; = —Tyyidt + M;C;h(t, @ )vedt, i=1,2, (3.36)
B} = -T;Bldt + £,dWi"), j =34, (3.37)

where we have defined the auxiliary memory processes:
t
yh = / e TS M,Crh(s, x,)v,ds € RY ) i =1,2. (3.38)
0

Remark 3.7. In finite dimension, it is not possible to realize generalized Lange-
vin dynamics with a noise and/or memory function whose spectral density
varies as 1/wP, p € (0,1), near w = 0 (i.e., the so-called 1/ f-type noise [37]),
and, consequently, the noise covariance function and/or memory function de-
cay as a power 1/t* « € (0,1), as t — oo. In this case, one can use the
formula in (ii) of Proposition 3.5 to show, at least for the exactly solvable case
in Example 2 where the fluctuation-dissipation relations hold, that the asymp-
totic behavior of the particle is sub-diffusive, i.e., E[z(t)x*(t)] = O(t”), where
B €(0,1), as t — oo (see also the related works [15,49]). Sub-diffusive behav-
ior has been discovered in a wide range of statistical and biological systems
[35], making the study in this case relevant. One could, following the ideas in
[21,55], extend the state space of the GLEs to an infinite-dimensional one, in
order to study the sub-diffusive case. Homogenization in this case, where more
technicalities are expected, will be explored in a future work.

4. On the Homogenization of Generalized Langevin Dynamics

In this section, we discuss some new directions for homogenization of GLEs.

In the case of nonvanishing (first-order) effective damping constant and
effective diffusion constant, homogenization of a version of the GLE (1.1) was
studied in [43], where a limiting SDE for the position process was obtained
in the limit, in which all the characteristic time scales of the system (i.e., the
inertial time scale, the memory time scale and the noise correlation time scale)
tend to zero at the same rate. Extending this result, we are going to focus on
the following two cases.

(A) The case where an instantaneous damping term is present in the GLE,
i.e., Fo#£ 0, or the nonvanishing effective damping constant case, i.e.,
ay = 1. Together with the conditions in Example 2, this gives a model
for normally diffusing systems; see Proposition 3.5 (iii). One can study
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the limit in which the inertial time scale and a subset (possibly all or
none of) of other characteristic time scales of the system tend to zero;
in particular the small mass limit in the case F'y # 0 of the generalized
Langevin dynamics. We remark that the small mass limit is not well-
defined in the case Fyg = 0 and a7 = a3 = 1—this was first observed in
[50], where it was pointed out that the limit leads to the phenomenon
of anomalous gap of the particle’s mean-square displacement (see also
[10,30]).

(B) The vanishing effective damping constant and effective diffusion con-
stant case, i.e., Fo = 0, a1 = azg = 0, as = aq4 = 1. Together with
the conditions in Example 2, this gives a model for systems with super-
diffusive behavior; see Proposition 3.5 (iv). One can study the limit
in which the inertial time scale, a subset of the memory time scales,
and a subset of the noise correlation time scales tend to zero at the
same rate. Such effective models are physically relevant when they pre-
serve the asymptotic behavior of the spectral densities at low and/or
high frequencies in the limit. Situations are also possible, where some of
the eigenmodes of the memory and noise spectrum are damped much
stronger than other, for example due to an injection of monochromatic
light from a laser into the system, which is originally in thermal equi-
librium. This justifies studying homogenization limits that selectively
target a part of frequencies of memory and noise.

We will study homogenization of the GLE (1.1) in the limits described in the
above scenarios. In all cases, the inertial time scale is taken to zero—this gives
rise to the singular nature of the limit problems. We remark that one could
also consider the more interesting scenarios in which the time scales tend to
zero at different rates, but we choose not to pursue this in this already long

paper.

Notation. Throughout the paper, we denote the variables in the pre-limit equa-
tions by small letters (for instance, x¢(¢)), and those of the limiting equa-
tions by capital letters (for instance, X (¢)). We use Einstein’s summation
convention on repeated indices. The Euclidean norm of an arbitrary vec-
tor w is denoted by |w| and the (induced operator) norm of a matrix A
by ||A]|. For an R"™*"s-valued function f(y) = ([f]jx(¥))j=1,....neik=1,....n5>

y:= ([1,---, [Yln,) € R™, we denote by (f),(y) the nins X ng matrix:
(Fy () = (Vyflin¥)j=1,....n21k=1,... 05 (4.1)
where V,[f];x(y) stands for the gradient vector (8[9[2’351’)7...,ag[];]:(f’)> €

R™ for every j, k. We denote by V- the divergence operator which contracts a
matrix-valued function to a vector-valued function, i.e., for the matrix-valued

function A(X), the ith component of its divergence is given by (V - A)l =
j %. Lastly, the symbol E denotes expectation with respect to the prob-
ability measure P.
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5. Small Mass Limit of Generalized Langevin Dynamics

Consider the following family of equations for the processes (x*, v}*) € R4*4
tel[0,7], m>0:

de]* = v}'dt, (5.1)
t
mdo® = —~,(t, " )vy*dt — g(t, z}") (/ Kk(t — s)h(s, x?)v?ds) dt
0
+ oot ) AW 4 o (t, 2)E,dt + Fo(t, z]")dt, (5.2)

where k(t) and &, are the memory function and noise process defined in (3.1)
and (3.2), respectively, with each of the «; (i = 1,2,3,4) equal to zero or to
one. Equations (5.1) and (5.2) are equivalent to the following system of SDEs
for the Markov process 2" := (", v, y;"™, y>™, B7™, Bi™) € RY x R? x
R% x R x R% x R%:

dei" = v}'dt, (5.3)
m o__ my,,m m (k) m i,m
mdo]* = —v,(t, z]*)vidt + oo (t, 2]*)dW, — g(t, z") Z a;Ciyy"dt
i=1,2
+o(t,x) o;C; 87" At + Fo(t, ) dt, (5.4)
j=3,4
dy™ = —Tyt™dt + M;Crh(t, ™) v™dt, i=1,2, (5.5)
dBI™ = —T,BI™dt + £,dW %) j = 3,4, (5.6)

where we have defined the auxiliary memory processes:

t
Yy = / e TSI M, Crh(s, 2™ )v"ds € RY | i =1,2. (5.7)
0

Note that the processes ﬁf’m and ,Bf’m do not actually depend on m, but we
are adding the superscript m for a more homogeneous notation.

We make the following simplifying assumptions concerning (5.3)—(5.6).
Let W (%) (j = 3,4) be independent Wiener processes on a filtered proba-
bility space (Q, F, F,P) satisfying the usual conditions [32] and let E denote
expectation with respect to P.

Assumption 5.1. There are no explosions, i.e., almost surely, for every m > 0
there exists global unique solution to the pre-limit SDEs (5.3)—(5.6) and also
to the limiting SDEs (5.8)—(5.10) on the time interval [0, T7].

Assumption 5.2. For t € RT, y € RY, the functions F.(t,y), oo(t,y) and
o(t,y) are continuous and bounded (in ¢ and y) as well as Lipschitz in y,
whereas the functions Yo (ta y)7 g(tv y)a h(tv y)v (’YO)y (tv y)a (g)y (tv y) and (h)y
(t,y) are continuously differentiable and Lipschitz in y as well as bounded (in
t and y). Moreover, the functions (vo)yy (£, Y), (9)yy (t,y) and (h)y, (t,y) are
bounded for every t € R, y € R%.
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Assumption 5.3. The initial data x,v € R? are Fy-measurable random vari-
ables independent of the o-algebra generated by the Wiener processes w ()
(j = 3,4). They are independent of m and have finite moments of all orders.

The following theorem describes the homogenized behavior of the parti-
cle’s position modeled by the family of Eqgs. (5.1) and (5.2)—or, equivalently,
by the SDE systems (5.3)—(5.6)—in the limit as the particle’s mass tends to
Z€ro.

Theorem 5.4. Let 2™ = (z/, o™, y; ™, y>™, 3>, B™) be a family of pro-

cesses solving the SDE system (5.3)—(5.6). Suppose that Assumption 3.2 and
Assumptions 5.1-5.3 hold. In addition, suppose that for every m > 0, x € R<,
the family of matrices v, (t,x) is positive stable, uniformly in t and x. Then
as m — 0, the position process xj* converges to Xy, where Xy is the first
component of the process (X4, Y%, Yf,,@f,ﬁ?) satisfying the It6 SDE system:

2 4
dX =, ' (t, X4) [ —9(t, X)) aCY,+o(t, X))y a,CiB]
i=1 Jj=3

+ F.(t, Xt)} At + 51 (t, X )oo(t, X ) dWH) + 8O X )dt, (5.8)

2
dYF = - YFdt + M.Cih(t, X )y (t, X 1) [ —g(t, X)) aCiY]

i=1

4
+o(t, X1)>  a;C;B] + F(t, Xt)} dt + 8™ (¢, X,)dt
j=3

+ MLCrih(t, X )7y ' (t, X )oo(t, X )dW ) fork=1,2,  (5.9)
dgl = —TyBldt + X dW'™ ., for 1= 3,4, (5.10)

where the ith component of the S (k =0,1,2) is given by:

o, .
s X) = % (VoY) (6, X)) Jijy Gl=1,....d, (5.11)

and for k=1,2,

0 N _ .
S8, X) = X (M,Cih(t, X)v5 ' (6, X))ig) Ty Gl =1,...,d, (5.12)

with J € R solving the Lyapunov equation, voJ + Jv§ = ooot. The con-
vergence 1s obtained in the following sense: for all finite T' > 0, sup;¢(o 7 | —
X| — 0 in probability, as m — 0.

Proof. We prove the theorem by applying Theorem A.6. Using the notation in
the statement of Theorem A.6, let ¢ =m, ny = d+ dy + do + d3 + dy, ns = d,
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kl =4q3 + q4, kQ = k? xe(t) = (xz?fnayiymvyf’malgimaﬁ?’m)a ve(t) - ’U%n,
a; = [I Mlcih(t,$ln) MQC;h(t,CI}:n) 0 0],
as = =y, (t, z;"),
1,m 2,m 3,m 4.m
bl = _(071—‘1yt/ aFQyt a]-‘35t 7I‘4/6t )a
by = Fe(ﬁ, m{”) — g(t, iL’;n) Z OéiCiyi’m + O'(t, a:{”) OéjCjﬁg’m, 5.16

i=1,2 j=34
0 0
0 0
o,=10 0|, (5.17)
33 0
0 3y
oy =oo(t,z]"), (5.18)

Wk (@) = (W) W) and W*2)(t) = W) The initial conditions are
z(0) = (m,0,0,ﬁg,ﬁé) and v(0) = v, where Bé (j = 3,4) are normally dis-
tributed with mean-zero and covariance M ;. They are independent of m.

Observe that in the above formula, a;, b;, o; (i = 1,2) do not depend
explicitly on € = m, so by the convention adopted in Appendix A, we denote
them A;, B;, 3;, respectively, and we put a; = b; = ¢; = d; = oo, where
a;, b;, c;, d; are the rates in Assumption A.5.

Next, we verify the assumptions of Theorem A.6. Assumption A.1 clearly
follows from Assumption 5.1. Since the family of matrices v, (¢, ) is positive
stable (uniformly in ¢ and x), Assumption A.2 is satisfied. It is straightfor-
ward to see that our assumptions on the coefficients of the GLE imply As-
sumption A.3. As (0) and v(0) are random variables independent of m, As-
sumption A.4 holds by our assumptions on the initial conditions xg, v and
B} (5 = 3,4). Finally, as noted earlier, Assumption A.5 holds with a; = b; =
¢; = d; = 0o. The assumptions of Theorem A.6 are thus satisfied. Applying it,
we obtain the limiting SDE system (5.8)—(5.10). O

We remark that the limiting SDE is unique up to the transformation in
(3.6), as pointed out already in [43].

Remark 5.5. In the special case when o; = 0 for i« = 1,2,3,4 and the coeffi-
cients do not depend on ¢ explicitly, Theorem 5.4 reduces to the result obtained
n [29]. In general, by comparing the result with the one obtained in [29], we
see that perturbing the original Markovian system by adding a memory and
colored noise changes the behavior of the homogenized system obtained in the
small mass limit. In particular,

(i) the limiting equation for the particle’s position not only contains a cor-
rection drift term (8?))—the noise-induced drift, but is also coupled to
equations for other slow variables;

(ii) in the case when oy and/or s are/is one, the limiting equation for the
(slow) auxiliary memory variables contains correction drift terms (S
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and/or S m)—which could be called the memory-induced drifts. Inter-
estingly, the memory-induced drifts disappear when h is proportional to

v, @ phenomenon that can be attributed to the interaction between the
forces Fy and F';.

Note that the highly coupled structure of the limiting SDEs is due to the fact
that only one time scale (inertial time scale) was taken to zero in the limit. We
expect the structure to simplify when all time scales present in the problem
are taken to zero at the same rate.

6. Homogenization for the Case of Vanishing Effective Damping
Constant and Effective Diffusion Constant

In this section, we consider the GLE (1.1), with Fy = 0, ay = a3 = 0, and
as = ayg = 1. We explore a class of homogenization schemes, aiming to:

(P1) reduce the complexity of the generalized Langevin dynamics in a way
that the homogenized dynamics can be realized on a state space with
minimal dimension and are described by minimal number of effective
parameters;

(P2) retain non-trivial effects of the memory and the colored noise in the
homogenized dynamics by matching the asymptotic behavior of the
spectral density of the noise process and memory function in the orig-
inal and the effective model.

Remark 6.1. Generally, the larger the number of time scales (the eigenval-
ues of the T';) present in the system, the higher the dimension of the state
space needed to realize the generalized Langevin system. On the other hand,
in addition to I';, information on C; and M is needed to determine the as-
ymptotic behavior of the spectral densities [see Proposition 3.5(i)]. In other
words, although analysis based solely on time scales consideration may reduce
the dimension of the model, it does not in general allow one to achieve the
model matching in (P2). It is desirable to have homogenization schemes that
achieve both goals of dimension reduction (P1) and matching of models (P2).
Such a scheme is considered below.

The idea is to consider the limit when the inertial time scale, a proper
subset of the memory time scales and a proper subset of the noise correlation
time scales tend to zero at the same rate. The case of sending all the char-
acteristic time scales to zero is excluded here as it is uninteresting when the
effective damping and diffusion vanish in the limit.

We assume that the I'; (i = 1,2,3,4) are already in the Jordan normal
form and work in Jordan basis. Such form will reveal the slow-fast time scale
structure of the system and so give us a rubric to develop homogenization
schemes.

Assumption 6.2. Let ¢ = 2,4. All the T'; are of the following Jordan normal
form:
Fi = diag(l"i,l, ey Fi,Ni)7 (61)
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where N; < d;, T € RYAir)xv(Xik) (k=1,...,N;) is the Jordan block as-
sociated with the (controllable and observable) eigenvalue A; j (or time scale
Tik = 1/A; ;) and corresponds to the invariant subspace X; , = Ker(\; xI —
I‘Z-,k)”(*ivk), where v(A; 1) is the index of \; x, i.e., the size of the largest Jor-
dan block corresponding to the eigenvalue ;. Let 1 < M; < N; and the
eigenvalues be ordered as 0 < A\j1 < -+ < Ny < A+ < o0 < AN,
so that we have the invariant subspace decomposition, R% = 69;\7:1 & j, with

di = S0 v(Aig).

Let 0 < I; < d;. The following procedure studies generalized Langevin
dynamics whose spectral densities of the memory and the noise process have
the asymptotic behavior, S;(w) ~ w? for small w, and S;(w) ~ 1/w?¥ for
large w, for ¢ = 2,4. We construct a homogenized version of the model in
such a way that its memory and noise processes have spectral densities whose
asymptotic behavior at low w matches that of the original model [to achieve
(P2)], while that at high w it varies as 1/w?" [to achieve (P1)].

Algorithm 6.3. Procedure to study a class of homogenization problems.

(1) Let oy = a3 = 0, az = a4 = 1 and Fog = 0 in the GLE (1.1).
Suppose that Assumption 6.2 holds and there exists M; such that l; =
ZkM:il v(Xi k). Take this M;.

(2) Fori = 2,4, set m = m'e and \ix = X} /¢, for k = M; +1,...,N;
(i.e., we scale the (da —l2) smallest memory time scales and the (dy—ly)
smallest noise correlation time scales with €), where m’ and the X} ;. are
positive constants.

(3) Select the C;, M;, ; such that the C; are constant matrices indepen-
dent Of the )\Lk (k = 1,...7Ni), ClI‘:"LMZCf =0 fO’F 0<n < 2[1,
CZ-I‘;(QliH)Min # 0, and upon a suitable rescaling involving the mass,
memory time scales and noise correlation time scales the resulting family
of GLEs can be cast in the form of the SDEs (A.3) and (A.4). Note that
the matriz entries of the M; and/or X; necessarily depend on the A;
due to the Lyapunov equations that relate them to the I';.

(4) Apply Theorem A.6 to study the limit e — 0 and obtain the homogenized
model, under appropriate assumptions on the coefficients and parameters
in the GLFEs.

We remark that while one has the above procedure to study homoge-
nization schemes that achieve (P1) and (P2), the derivations and formulae for
the limiting equations could become tedious and complicated as the I; and
d; become large. Therefore, we consider a simple yet still sufficiently general
instance of Algorithm 6.3 in the following.

Assumption 6.4. The spectral densities, S;(w) = ®,(iw)®; (—iw) (i = 2,4),
with the (minimal) spectral factor:

®(2) = Q; ' (2)Pi(2), (6.2)
where the P;(z) € RPi*™i are matrix-valued monomials with degree [; :

Pi(z) = B,2" (6.3)
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and the @,(z) € RPi*Pi are matrix-valued polynomials of degree d;, i.e.,

d;
=[[G:I+Tix) (6.4)
k=1

Here py = q, p4 = r, the m; (i = 2,4) are positive integers, the B, € RPi*™i
are constant matrices, I'; , € RP**Pi are diagonal matrices with positive en-
tries, and I denotes identity matrix of appropriate dimension.

Under Assumption 6.4, the spectral densities have the following asymp-
totic behavior: S;(w) ~ w?" for small w, and S;(w) ~ 1/w?? for large w. One
can then implement Algorithm 6.3 explicitly to study homogenization for a
sufficiently large class of GLEs, where the rescaled spectral densities tend to
the ones with the asymptotic behavior mentioned in the paragraph just before
Algorithm 6.3 in the limit. We discuss one such implementation in Appendix C.
Since the calculations become more complicated as [; and d; become large, we
will only study simpler cases and illustrate how things could get complicated
in the following.

We assume ds and dy are even integers and consider in detail the case
when lpo =l =1=1,do=dy =h =2,

Cﬂ

)
)

with Adgg, > -+ 2 Aoayj241 > Aodpye 2 -0 2 A2n > 0 and Agg, =2 --- 2
Adydy /241 > Mydy/2 = o0 = A1 > 0 in Assumption 6.4, so that for i = 2,4,

].-‘271 = diag()\g,l, ey )\27(12/2), I‘Q’Q = diag()\27d2/2+1, ey )\2,d2), (
Ty1 =diag(Ma1, -5 Aaa,y2), Tap =diag(Mg g, 241, -5 Aay), (6.

U:

I‘i = diag(I‘iyl,Fm) € RdiXdi. (67)
We consider:
Ci=[B; Bj]eR"*%, (6.8)
3= [-TiiDia(Tio —Ti) 7" I‘ig(rz‘,z - F¢,1)_1]* € R%xdi/2,
(6.9)
so that
M M}?
M;=| ' ! | e Rdixdi (6.10)
M M
where
1
M = 5T, 15T —Typ) 2, (6.11)
MP? =M =T T3 ,(Ti1 +Tig) (T —Tip) 2, (6.12)
M = *F?2(F —Ti2) % (6.13)

2

p2 = q and py = r as in Assumption 6.4. One can verify that this is indeed
the vanishing effective damping constant and effective diffusion constant case
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(i.e., CiFIIMin = 0 for i = 2,4). Also, for i = 2,4, the memory function,
K2 (t) and covariance fumction7 R,(t), are of the following bi-exponential form:
Ce MM O; =SB0, — T3) 7 (Tie ool - Ty Poalt) B

(6.14)
and their Fourier transforms are:

Si(w) = BT}, B;w? (I +T7,) (W T +T3,)) 7, (6.15)
which vary as w? near w = 0. Note that in the above the B; do not necessarily
commute with the I'; ;.

Following step (2) of Algorithm 6.3, we set m = mqe, I'; o = =, /¢ for
i = 2,4, where mg > 0 is a constant and the =, , are diagonal matrices with
positive eigenvalues, in (6.14) and (6.15). We consider the family of GLEs
(parametrized by € > 0):

¢
moedv; = —g(t, ;) (/ KkS(t — s)h(s, mg)vgds) dt + o (t, ) C, B dt
0
+ F(t,x)dt, (6.16)
€dBre = —T,BHdt + S dW™, (6.17)

where

1 (V2,2 _722
Ky(t) = B2BQ'72 2(’722 21—‘3,1) ! (76 el

]__‘271671—‘2’1'“) (618)
€

and the covariance function of the noise process &; = (3'4,821’€ is given by
1 “ 1 (Va2 42 _
Ri(t) = §B4B4’7421,2(7421,2 - 621-‘421,1) ! (?e STy e F“‘tl) . (6.19)

Note that k5(t) and Rj(t) converge (in the sense of distribution), as
e — 0, to
%BiBZ‘(J(t)I —TageTorltl), (6.20)
with ¢ = 2 and ¢ = 4, respectively. The corresponding spectral densities are
Si(w) = B;Bjw?*(w?T +T7 )7, (6.21)

with ¢ = 2 and ¢ = 4, respectively.
Together with the equation for the particle’s position, Eqs. (6.16) and
(6.17) form the SDE system:

dx; = vidt, (6.22)
emodvf = —g(t, x) Ba(y7 " + yi >)dt + o (t, @) By(B; 1 + By ) dt
+ F.(t, x;)dt, ( )

dy " = ~Taayy " dt + Mih(t, zf)vidt, (6.24)
edy?®c = —, 2y? 24t + MSh(t, )vsdt, (6.25)
BN = —T B Cdt + o dW /P, (6.26)
edBp* = —’7’4,2ﬁ?’2’6dt + C"EdWE(M/Q)» (6.27)
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where

M = ((2(€F2,1 —¥2.2)?) ' T2173 5
—w&nJ—vuf&nJ+7m»1rmv%)B; (6.28)

ME—O%JM—VMV)W%

—d@nJ—wmf&nJ+vm»”rmw%)B; (6.29)
ol = —(’)’4,2 - F4,1€)71F4,1’74,27 (6.30)
05 = (V42— F4,1€)_1’7421,2- (6.31)

In the following, we take € € £ := (0,€g],e0 > 0, to be small. We make
the following assumptions, similar to those made in Theorem 5.4.

Assumption 6.5. There are no explosions, i.e., almost surely, for every € € £,
there exist unique solutions on the time interval [0,7] to the pre-limit SDEs
(6.22)—(6.27) and to the limiting SDE (6.34).

Assumption 6.6. The initial data x,v € R? are Fy-measurable random vari-
ables independent of the o-algebra generated by the Wiener processes w(a)
(j = 3,4). They are independent of € and have finite moments of all orders.

The following theorem describes the homogenized dynamics of the family
of the GLEs (6.16) and (6.17) [or equivalently, of the SDEs (6.22)—(6.27)] in
the limit € — 0, i.e., when the inertial time scale, one half of the memory
time scales and one half of the noise correlation time scales in the original
generalized Langevin system tend to zero at the same rate.

Theorem 6.7. Consider the family of the GLEs (6.16) and (6.17) [or equiva-

lently, of the SDEs (6.22)—(6.27)]. Suppose that Assumption 5.2 and Assump-

tions 6.4-6.6 hold, with the C;, ¥;, M; andT; (i = 2,4) given in (6.7)—(6.13).
Assume that for everyt € R, e >0, € R?,

I+g(t,z)kc(Nh(t,z)/dmy and I+ g(t,z)k(N)h(t,x)/Amg (6.32)
are invertible for all X in the right half plane {\ € C : Re(\) > 0}, where

o - € fod 1 — *
Re(2)=Ba(zI+7,,5) ' M5 and n(z):iBg(zI—thg) 'y,.B5. (6.33)

Also, assume that v(t,z) := 3g(t,x)ByB5h(t,x) is invertible for every t €
R*, x € R%.

Then the particle’s position, x5 € R?, solving the family of GLEs, con-
verges as € — 0, to Xy € RY, where X is the first component of the process
0, = (X:,Y, Z;) € REHd2/2+da/2 - gqtisfying the Ité SDE:

46, = P(t,0,)dt + Q(t,0,)dt + R(t, 0,)dW'“/?) (6.34)
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where
[ v i (F.—-gB)Y,;+0B,Z;)
P(t,0) = —%I‘Q’lB;hl/_l(Fe —-gBY,+0B4Z;)-T3,Y,|, (6.35)
i —T'417;
[ vloB,
R(t,0) = —%I‘g,lehuflo’BAL , (6.36)
L s R
and the ith component of Q, i =1,...,d+ ds/2 + d4/2, is given by:
Qi = Bin [Hi (&, X)) T, 1=1,...,d; j=1,...,d+da/2+dys/2, (6.37)

with H(t,X) _ T(t,X)U_l(t,X) c R(d+dz/2+ds/2)x (d+d2/2+d4/2) and
J € RUd+da/24da/2)x(d4d2/24da/2) s the solution to the Lyapunov equation
UJ + JU" = diag(0,0,~3 ,), where

I 0 0 0 ng/mO —0'B4/m0
T=|-3T2.Bsh 0 0|, U=|—37,,B5h Y22 0
0 0 o 0 0 Vas
(6.38)

The convergence holds in the same sense as in Theorem 5.4, i.e., for all finite
T >0, supyepo, 1) [f — X¢| — 0 in probability, as € — 0.

Proof. We apply Theorem A.6 to the SDEs (6.22)—(6.27). To this end, we set,
in Theorem A67 ny=ng =d+ d2/2—|—d4/2, ki =ky = d4/2 and

(1) = (@, y7"", B),
ve(t) = (vf, Y7, B ) € RITR/2TA2 (6.39)
[T 0 0
ar(t,z(t),¢) = |[Mch(t,z5) 0 0] ¢ R(d+d2/2+d4/2)><(d+d2/2+d4/2),
o0 0 0
(6.40)
[ 0 —g(t,xf)Ba/mg  o(t,xf)By/mg
as(t,z¢(t),e) = | Msh(t, x) ~Ya.2 0 (6.41)
L 0 0 V4,2
c R(d+d2/2+d4/2)x(d+d2/2+d4/2)’
by(t, z(t),€) = (0, —To 97", —Ty 1 By 1) € REUTA/2T0/2, (6.42)
ba(t, (1), €) = ((—g(t, 2§) Bayy ™ + o(t, ) Buf ™ + Fe(t, x5)) /mo,
0,0) € RiFd2/2+da/2 (6.43)
o1(t,x(t),e) = [0 0 of]* € R(dHd2/2Hda/2)xds/2] (6.44)
oo(t,x(t),e) = [0 0 of]* € RdFdz/2Hdi/2)xda/2 (6.45)
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The initial conditions are £(0) = (z,0, By"") and v*(0) = (v,0, By*>*);
both depend on e.

We now verify each of the assumptions of Theorem A.6. Assumption A.1
clearly holds by our assumptions on the GLE. The assumptions on the coef-
ficients in the SDEs follow easily from Assumptions 5.2 and 5.3 and therefore
Assumption A.3 holds.

Next, note that 8o = (85", By>) is a random variable normally dis-
tributed with mean-zero and covariance:

. E[I85 %] E[B5 (8™ )*]
M4: 4,2€r 24,1,e\ % 4,2,€12 ’ (646)
E[By ™ (By )] E[|By ™[]
where
c 1 _
E[18y" "] = 5Ta17i2(Ta1 = 742) " = O(1), (6.47)
E[By " (By>)*] = E[By>(By)"]
= —Tu1vio(Can +v40)  (Lag —v40) 7"
— 0(1), (6.48)
. 1 _ 1
E[185™[*] = 5, ¥i2(Fa1 = 742) 2 =0 (6> (6.49)

as € — 0. Using the bound E[|z[’] < C,(E[|z|?])?/2, where z is a mean-zero
Gaussian random variable, C), > 0 is a constant and p > 0, it is straightforward
to see that Assumption A.4 is satisfied.

Note that B; = b; (for i = 1,2) by our convention (see Appendix A), as
the b; do not depend explicitly on e. The uniform convergence of a;(¢,x,€),
(a;)e(t,x,€) and o;(t, z,€) (in x) to A;(t,x), (A;)z(t, ) and X;(t, x), respec-
tively, in the limit € — 0 can be shown easily and, in fact, we see that A; =T,
Ay = —U, where T and U are given in (6.38),

3 =00 0 —T4]", (6.50)
2 =[0 0 7" (6.51)

and a1 = as = ¢ = ¢ =dy = dy = 1, by = by = oo, where the a;, b;, ¢;
and d; are from Assumption A.5 of Theorem A.6. Therefore, the first part of
Assumption A.5 is satisfied.

It remains to verify the (uniform) Hurwitz stability of as and A, (i.e.,
Assumption A.2 and the last part of Assumption A.5). This can be done using
the methods of the proof of Theorem 2 in [43], and we omit the details here.
The results then follow by applying Theorem A.6, and (6.34)—(6.38) follow
from matrix algebraic calculations. 0

It is clear from Theorem 6.7 that the homogenized position process is
a component of the (slow) Markov process 8;. In general, it is not a Markov
process itself. Also, the components of 8; are coupled in a non-trivial way.
We emphasize that one could use Theorem A.6 to study cases in which the
different time scales are taken to zero in a different manner.
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The limiting SDE for the position process may simplify under additional
assumptions. In particular, in the one-dimensional case, i.e., with d = 1 (or
when all the matrix-valued coefficients and the parameters are diagonal in
the multi-dimensional case), the formula for the limiting SDEs becomes more
explicit. This special case has been studied in Sect. 2 (see Corollary 2.2) in the
context of the model (M1) in Example 1.

7. Conclusions and Final Remarks

We have explored various homogenization schemes for a wide class of gener-

alized Langevin equations and the relevance of the studied limit problems in

the context of usual and anomalous diffusion of a particle in a heat bath. Our

explorations here open up a wide range of possibilities and provide insights in

the model reduction of and effective drifts in generalized Langevin systems.
The following summarizes the main conclusions of the paper:

(i) (stochastic modeling point of view) Homogenization schemes producing
effective SDEs, driven by white noise, should be the exception rather
than the rule. This is particularly important if one seeks to reduce the
original model, retaining its non-trivial features;

(i) (complexity reduction point of view) There is a trade-off in simplifying
GLE models with state-dependent coefficients: The greater the level
of model reduction, the more complicated the correction drift terms,
entering the homogenized model;

(iii) (statistical physics point of view) Homogenized equation obtained could
be further simplified, i.e., number of effective equations could be reduced
and the drift terms become simplified, when certain special conditions
such as a fluctuation-dissipation theorem holds.

We conclude this paper by mentioning a very interesting future direction.
As mentioned in Remark 3.7, one could extend the current GLE studies to the
infinite-dimensional setting so that a larger class of memory functions and
covariance functions can be covered. To this end, one can define the noise
process as an appropriate linear functional of a Hilbert space valued process
solving a stochastic evolution equation [12,13]. This way, one can approach
a class of GLEs, driven by noises having a completely monotone covariance
function. This large class of functions contains covariances with power decay,
and thus, the method outlined above can be viewed as an extension of those
considered in [21,55], where the memory function and covariance of the driving
noise are represented as suitable infinite series with a power-law tail. The works
in [21,55] are, to the best of our knowledge, among the few works that study
rigorously GLEs with a power-law memory. This approach to systems driven
by strongly correlated noise, which is our future project, is expected to involve
substantial technical difficulties. More importantly, one can expect that power
decay of correlations leads to new phenomena, altering the nature of noise-
induced drift.



1844 S. H. Lim et al. Ann. Henri Poincaré

Acknowledgements

Open access funding provided by Stockholm University. S.H.Lim and J.Wehr
were partially supported by the NSF Grant DMS 1615045. S.H.Lim is grateful
for the support provided by the Michael Tabor Fellowship from the Program
in Applied Mathematics at the University of Arizona during the academic
year 2017-2018. M.L. acknowledges the Spanish Ministry MINECO (National
Plan 15 Grant: FISICATEAMO No. FIS2016-79508-P, SEVERO OCHOA No.
SEV-2015-0522, FPI), European Social Fund, Fundacié Cellex, Generalitat de
Catalunya (AGAUR Grant No. 2017 SGR 1341 and CERCA /Program), ERC
AdG OSYRIS, ERC AdG NOQIA, EU FEDER, and the National Science
Centre, Poland-Symfonia Grant No. 2016/20/W /ST4/00314.

Open Access. This article is licensed under a Creative Commons Attribution 4.0
International License, which permits use, sharing, adaptation, distribution and re-
production in any medium or format, as long as you give appropriate credit to the
original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in
this article are included in the article’s Creative Commons licence, unless indicated
otherwise in a credit line to the material. If material is not included in the article’s
Creative Commons licence and your intended use is not permitted by statutory regu-
lation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this licence, visit http://creativecommons.
org/licenses/by/4.0/.

Publisher’s Note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.

Appendix A: Homogenization for a Class of SDEs with
State-Dependent Coefficients

In this section, we study homogenization for a general class of perturbed SDEs
with state-dependent coefficients. Homogenization of differential equations has
been extensively studied, from the seminal works of Kurtz [38], Papanicolaou
[67] and Khasminksy [34] to the more recent works [4,5,9,28,29,58,59]. Here
we are going to present yet another variant of homogenization result that will
be needed for studying homogenization for our GLEs (see the last paragraph
in Sect. 1.3 for comments on novelty of this result).

Let ny, na, ki, ko be positive integers. Let € € (0,e0] =: £ be a small
parameter and x¢(t) € R", v°(t) € R" for ¢t € [0,T], where ¢, > 0 and
T > 0 are finite constants. Let W) and W*2) denote independent Wiener
processes, which are RFi-valued and R*2-valued, respectively, on a filtered
probability space (2, F, F;, P) satisfying the usual conditions [32].

With respect to the standard bases of R™* and R™2 respectively, we write:

@ (1) = ([ (@), [22 (D), - -, [T, (1)), (A1)
v (t) = ([oa (), [0]2(t); - -, [0 s (1)) (A.2)
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We consider the following family of perturbed SDE systems? for
(2 (1), ve (1)) € R e

daf (t) = ay (t, (1), ) (t)dt + by (¢, 2(t), €)dt + o1 (£, 2(t), e)dW F) (1),
(A.3)

edv(t) = ag(t, (1), €)v (t)dt + by (t, (1), €)dt + oo (t, 2 (t), €)W F2) (1),
(A.4)

with the initial conditions, £¢(0) = x¢ and v¢(0) = v¢, where x¢ and v are
random variables that possibly depend on e. In the SDEs (A.3) and (A.4),
the coefficients a; : RT x R™ x & — R™*72 g, : RT x R™ x £ — R"2Xn2,
oyt RT x R™ x & — R™*k2 are nonzero matrix-valued functions, whereas
by : RTXR™ x & — R™, by : R xR™ x€ — R™, g : RT xR™ x & — R *k1
are matrix-valued or vector-valued functions, which may depend on x¢, as well
as on t and € explicitly, as indicated by the parentheses (¢, z¢(t), €). In the case
where the coefficients do not depend on € explicitly, we will denote them by
the corresponding capital letters (for instance, if a;(t,x,¢) = a;(t, ), then
a;(t,x) := A;(t,x) etc.).

We are interested in the limit as ¢ — 0 of the SDEs (A.3) and (A.4),
in particular the limiting behavior of the process x(t), under appropriate as-
sumptions® on the coefficients. In this appendix, we present a homogenization
theorem that studies this limit and delay its proof to Appendix B.

We make the following assumptions concerning the SDEs (A.3) and (A.4)
and (A.10).

Assumption A.1. The global solutions, defined on [0, T, to the pre-limit SDEs
(A.3) and (A.4) and to the limiting SDE (A.10) a.s. exist and are unique for
all € € € (i.e., there are no explosions).

Assumption A.2. The matrix-valued functions
{—aq(t,y,e);t € [0, T,y e R" e &}

are uniformly positive stable, i.e., all real parts of the eigenvalues of —as(t,y, €)
are bounded from below, uniformly in ¢, y and €, by a positive constant (or,
equivalently, the matrix-valued functions {as(t,y,€);t € [0,T],y € R™,e € £}
are uniformly Hurwitz stable). They are O(1) as € — 0 (see Assumption A.5).

Assumption A.3. For ¢t € [0,T], y € R™, e € £, and i = 1,2, the functions
bi(t,y,¢€) and o;(t,y, €) are continuous and bounded in ¢ and y, and Lipschitz
in y, whereas the functions a;(t,y,€) and (a;)y(t,y,€) are continuous in t,
continuously differentiable in y, bounded in ¢ and y, and Lipschitz in y. More-
over, the functions (a;)yy(t,y,€) (i = 1,2) are bounded for every t € [0,7],
y € R™ and € € £.

4Note that here the variables 2 ¢(t) and v¢(t) are general and they do not necessarily repre-
sent position and velocity variables of a physical system.

5We forewarn the readers that our assumptions can be relaxed in various directions (see
later remarks) but we will not pursue these generalizations here.
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We assume that the (global) Lipschitz constants are bounded by L(e),
where L(e) = O(1) as € — 0, i.e., for every t € [0,T], z, y € R™,

max { ”ai(tv Z, E) - ai(tv Y, 6)”’ ”(al)z (tv Z, 6) - (al)z (tv Y, 6)”7

‘bi(tamve) - bi(t7y7€)|’ Ho'i<t7ma€) - o'i(tay7€)||; i = 172}

L(e)|z - yl. (A.5)
Assumption A.4. The initial condition xf = ¢ € R™ is an Fp-measurable
random variable that may depend on ¢, and we assume that E[|z¢|P] = O(1)
as € — 0 for all p > 0. Also, x¢ converges, in the limit as ¢ — 0, to a
random variable x as follows: E[|z¢ — x|’] = O(e’™), where ro > 1/2 is a
constant, as € — 0. The initial condition vf = v € R"? is an Fp-measurable
random variable that may depend on €, and we assume that for every p > 0,
E[leve|’] = O(e*) as e — 0, for some o > p/2.

Assumption A.5. Fori=1,2,¢ € [0,T], and every & € R"!, each of the matrix
or vector entries of the (nonzero) functions a;(t,x,€), (a;)z(t, x,€), bi(t,xz,¢)
and o;(t, x, €), converges, uniformly in «, to a unique nonzero limit as € — 0.
Their limits are denoted by A;(t, ), (A;)x (t, ), B;(t,x) and 3;(t, x), respec-
tively. Their rate of convergence is assumed to satisfy the following power-law
bounds: for every t € [0,T], x € R and i = 1, 2,

lait, z, e) — Ai(t, z)|| < a(e), (A.6)

|bi(t, x,e) — B;(t, )| < Bi(e), (A.7)
loi(t, @, €) — i(t, )| < 7ile), (A-8)
I(@i)a (t, z, €) — (Ai)a (t, )] < bi(e) (A.9)

where a;(€) = O(e%), Bi(e) = O(eb), vi(e) = O(e%) and 0;(e) = O(e?), as
e — 0, for some positive exponents a;, b;, ¢; and d;. Moreover, we assume that
As(t, ) is Hurwitz stable for every ¢ and .

Convention. In the case where the coefficients do not show explicit dependence
on € or in the case when any of the coefficients by, bs and o is zero, we set
the exponent, describing the corresponding rate of convergence, to infinity. For
instance, if a;(t, x,€) = A;(t, @), we set a; = co. Meanwhile, if o1 = 0, we set
c1 = 00, ete.

We now state our homogenization theorem.

Theorem A.6. Suppose that the family of SDE systems (A.3) and (A.4) sat-
isfies Assumptions A.1-A.5. Let (x€(t),v°(t)) € R™ x R™ be their solutions,
with the initial conditions (x¢,v¢). Let X (t) € R™ be the solution to the fol-
lowing Ité SDE with the initial position X (0) = a:

dX (1) = [B1(t, X (1)) — Ax(t, X (1) A3 ' (t, X (1)) Ba(t, X (t))]dt
+ St X (8))dt + (¢, X (£)dW ) (1)
— Ay, X (8) A3 (8, X (8) B (8, X (1)) daW =) (1), (A.10)
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where S(t, X (t)) is the noise-induced drift vector whose ith component is given
by

8140 2) =~ (14145 1020 ) - a6, X0 U6 X0, (A1)

where 1,1l =1,....n1, j,k=1,...,n9, or in index-free notation,
S=A,A;'V - (JA}) -V - (A1A; 1 TAY), (A.12)
and J € R"*"2 4s the unique solution to the Lyapunov equation:
JAS + Axd = —3535. (A.13)
Then the process x(t) converges, as € — 0, to the solution X (t), of the Ito
SDE (A.10), in the following sense: for all finite T > 0, p > 0, there ezists a
positive random variable €1 such that

E l sup |z(t) — X(#)|P;e < e1| = O(€), (A.14)
t€[0,7)

in the limit as ¢ — 0, with r > 0 is defined as:

T{ﬁ for all 0 < B < &, ifai,bi,ci7di2%fori:1,2,

i 2 ’ (A.15)
p-min(a;, b, ¢, di;i =1,2),  otherwise,

where the a;, b;, ¢;, d; (i = 1,2) are the positive constants from Assump-
tion A.5. In particular, for all finite T > 0,

sup |z°(t) — X ()] — 0, (A.16)
te[0,T]

in probability, in the limit as € — 0.

Remark A.7. With more work and additional assumptions, one could prove
the statements in Assumption A.1 from Assumptions A.2—-A.5. However, we
choose to incorporate such existence and uniqueness results into our assump-
tions and work with the assumptions as stated above. Moreover, as we have
forewarned the readers, our assumptions can be relaxed in various directions at
the cost of more technicalities. For instance, the boundedness assumption on
the coefficients of the SDEs may be removed to obtain still a pathwise conver-
gence result by adapting the techniques in [28]—see also analogous remarks
in Remark 5 in [43]. However, we choose not to pursue the above technical
details in this already long paper.

Appendix B: Proof of Theorem A.6

Proof of Theorem A.6 uses techniques developed in earlier works [6,29,43],
but here one needs to additionally take into account the e-dependence of the
coefficients in the SDEs (A.3) and (A.4). As a preparation for the proof, we
need a few lemmas and propositions.

We start from an elementary calculus result.
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Lemma B.1. Fori=1,...,N, let f,(y,¢) : R" x (0,00) — R™*" be bounded
and globally Lipschitz in y for every e > 0, with a Lipschitz constant that is
bounded as € — 0, i.e., for every y,z € R™, there exists a constant M;(e) > 0
such that

1fi(y,€) = fi(z,e)l| < Mi(e)ly — =], (B.1)
where M;(e) = O(1) as e — 0.

(i) Suppose that for eachi andy € R™, there exists a unique bounded F;(y) :
R™ — R™i*™ and a constant C; > 0 such that || f;(y,e)—F;(y)| < C;e,
for some positive constant r;, as € — 0 (i.e., the left-hand side is of order
O(€™) as € — 0). Then there exist constants D, Kq,..., Ky > 0, such

that
N N -
H fl(y, 6) — H FZ(y)H < Kiet 4+ Kne™v < Demm(m,...,mv) (BQ)
i=1 i=1

_ O(emin('ﬁ,.u,”'N))’ (B?))

as € — 0. If, in addition, n = my, f(y,€) and F1(y) are invertible for
every y € R™ and € > 0, then ||f1*(y,¢) — F1 ' (y)|| = O(e™) as e — 0.
(ii) Let ¢; € R, i=1,...,N. For every ¢ > 0 and y € R", Zf\; cifi(y,e)
and Hf\;l cifi(y,e€) are globally Lipschitz with a Lipschitz constant that
is O(1) as € — 0. Moreover, if my = n and for every e > 0, y € R™,
f1(y.€) is invertible, then for every e >0, y € R™, f7'(y,€) is globally
Lipschitz in y with a Lipschitz constant that is O(1) as € — 0.

Proof. (i) We prove this inductively. The base case of N = 1 clearly holds
with D = C;. Let k € {1,...,N — 1}. Assume that (B.2) holds with
N =k and D := D;,. Then

k+1 k+1
H Fily.e) — H Fz(y)H
=1 i=1
k k
~[fenwo TTrwo - oo T 70| (B.4)
i=1 =1
k k
<t ol |\[[fiwo -] Fiw)
=1 i=1
k
o1 €) = Fra@ll- | [[Fi(v) (B.5)
< C«(Dkemin(rl ..... k) + Ck+1€rk+1) (B6)

< C'max{Dy, Cpy1 }(e™DTim) 4 ety < Py 4 emin(rmes) - (B7)

as € — 0, where C, Dy are positive constants and we have used the
inductive hypothesis and assumptions of the lemma in the last two lines
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above. The last statement follows from:

£y e) = FH @)l = 1F1 (v ) (Fia(y) = F1(y, ) F1H(y)] (B.8)
<|fF7 Ol - 1Fi(y) = fi(y, ol - IF ()] (B9)
< Cen, (B.10)

as € — 0, where C' is a positive constant.
(ii) The statements can be proven using the same techniques used for (i) and
so we omit the proof. O

Let x¢(t) € R™, v°(t) € R™ and T > 0. For t € [0, T, let pc(t) := eve(t)
denote a solution of the SDE:

as(t, xc(t),€)

p(H)dt + bo(t, 2 (), €)dt + oo (t, < (t), ) dW k=) (¢).
(B.11)

dp®(t) =

We provide estimates for the moments of the process p¢(t), under appro-
priate assumptions on the coefficients and the initial conditions, in the limit
as € — 0.

We need the following lemma, adapted from Proposition A.2.3 of [31],
to obtain an exponential bound on fundamental matrix solutions of a linear
equation.

Lemma B.2. Fiz a filtered probability space (Q, F,F;,P). For each € > 0, let
B®:[0,T] x Q — R™ "™ be a bounded (uniformly in e, w € Q and t € [0,T]),
pathwise continuous process. Assume that the real parts of all eigenvalues of
B are bounded from above by —2k, uniformly in e, w € Q and t € [0,T], where
K 1s a positive constant. Let ®(t,s,w) be the fundamental matriz that solves
the initial value problem (IVP):

09(t,s,w) B(t,w)
ot N €

Then there exists a constant C > 0 and an (in general random®) €1 = €1 (w)
such that

Pe(t,s,w), PY(s,s,w)=1I, 0<s<t<T. (B.12)

|®(t,5,w)|| < Cem o)/ (B.13)
for all e < €1 and for all s,t € [0,T].
Proof. Let u € [s,t]. We rewrite for w € €2, s,t € [0,T]:
0®(t,s,w) B (u,w) B(t,w) — B(u,w)
ot B € €

and represent the solution to the IVP as:

&(t,5,w), (B.14)

PC(t,s,w) +

€ (u,w 1 w,w
%%/ (=) 22 Be (1 o) — B (u, w)) @ (r, 5, w)dr-

P(t,5,w)=ell*)
€
(B.15)

S

6See also Remark 14 in [43].
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Denote W€(t,s,w) = e*(*=9)/<®*(t,s,w). Setting v = t in the above
representation and multiplying both sides by e*(*=5)/¢  we obtain:
WE(t, s,w)
t
_ en(tfs)/ee(tfs)Be(t,w)/e_|_1/ er1=5) /¢ (=B (L) ¢ (B (. ) — B (£, w))

€Js

- ®(r, s,w)dr (B.16)

t
:en(t—s)/ee(t—s)BE(t,w)/e+1/ eﬁ(t—s)/ee(t—r)BE(t,w)/ee—n(r—s)/e
€ S

(B(r,w) — B(t,w))W*(r, s,w)dr. (B.17)

Since B€ is bounded (uniformly in w, ¢ and €), by assumption on the spectrum
of B¢, there exists a constant C' > 0, such that for all s,¢ € [0,T] we have

HesBE(t,w)/eH < 0672113/5 (B18)
Using this, we obtain:

IWe(t,s,w)|| < Cemr)/

c [t : s ,
+ = / e—2/l§(15—7)/ee—n(7—s)/eem(t—b)/e”vve(r7 s,w)||
€ Js

|| B¢(r,w) — BE(t,w)||dr. (B.19)
This leads to the estimate:
sup ||[We(t,s,w)|]| <C+ sup |[W(r, s,w)| - Ac(w), (B.20)
s,t€[0,T] r,s€[0,T]
where
C t _k(t—m) € €
A(w) = — sup e < ||B(r,w) — B(t,w)| dr. (B.21)
€ telo, 71 Jo

For a fixed w € Q, A.(w) can be made arbitrary small as ¢ — 0. Therefore,
there exists an €3 = €1(w) > 0 (generally dependent on w) such that

1
sup [[We(t,s,w)| <C+ 5 sup [[WE(t,s,w) (B.22)
5,€[0,T] 2 5 tel0,7]

for all € < €. This implies that sup, ,c(o 7 [[W*(¢, s,w)|| < 2C, which is the
claimed bound. O

We now prove a lemma that gives a bound on a class of stochastic inte-
grals. It is modification of Lemma 5.1 in [4]. In both cases, the main idea is to
rewrite some of the stochastic integrals in terms of ordinary ones.

Lemma B.3. Let H; := Ho+ M+ A, be the Doob-Meyer decomposition of a
continuous R¥-valued semimartingale on (Q, F, F;, P) with a local martingale
M and a process of locally bounded variation A;. Let V € L} (A)N L3 (M)
be R"**_yalued and let B(t) be an adapted process whose values are n X n

matrices, satisfying the assumptions of Lemma B.2. Let ®(t) := ®(¢,0) be
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the adapted C' process that pathwise solves the IVP (B.12). Then for every
T >0 >0 and for every € < €1, we have the P-a.s bound:

P (1) / (@)1 (s)

sup
te[0,7)
4
§C<1+ sup ||Be( )”) (en5/€ sup
se[O 7] t€[0,T)
t
+  max sup VTdHr >, (B-23)
k=0,1,.... N=1¢c[ks,(k+2)5]

where N = max{k € Z : k6 < T}, €1, £ and C are from Lemma B.2, and
ly-norm is used on every R¥.

Proof. The proof is identical to that of Lemma 5.1 in [4] up to line (5.10), with
the constant o there replaced by &, etc. We let € < ¢; and replace the bound
in line (5.11) there by the following bound, which follows from the semigroup
property of the fundamental matrix process and Lemma B.2:

12(£)(2) " (s)| = |2(£,0) (0, 8)| = [ @°(t, 5)[| < Ce =/ (B.24)

Then we proceed as in the proof of Lemma 5.1 in [4] to get the desired bound.
O

In particular, (B.13) and (B.23) hold for B¢ = ay(t, z°(¢),€).

Proposition B.4. Suppose that Assumptions A.1-A.5 hold. For allp > 1, T >
0, 0 < B8 < p/2, there exists a positive random variable €1 such that:

E | sup |p(t)[;e <er| = O(), (B.25)

te[0,T)

as € — 0, where p(t) solves the SDE (B.11). Therefore, for anyp > 1, T > 0,
8 >0, we have

E [ sup._[levt (60" (6 [ < ] —0(e ), (B.26)
t€[0,T)
as € — 0, where || - ||p denotes the Frobenius norm.

Proof. Let ®.(t) be the matrix-valued process solving the TVP:

G‘I;et(t) _ az(t»ff(t)»e)éé(t), ®.(0) = 1I. (B.27)
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Then,
t
P(t) = ®(t)ev + @e(t)A & (s)by(s,x(s), €)ds
+ & (1) /O t B! (s)oa(s, x(s), ) dW *2) (5) (B.28)
=® (t)ev + P(t) /Ot &' (5)By(s, z¢(s))ds

+®(1) /Ot &' (s) [ba(s,x(s),€) — Ba(s,z(s))] ds

+ @ (1) /O t B (s)oo(s, 2 (s), ) AW F2) (5). (B.29)
Therefore, for T' > 0 and p > 1, using the bound

N
D ai
i=1

for p > 1 (here the a; € R and N is a positive integer), taking supremum on
both sides, and applying Lemma B.2 (with B = as(t, z°(t), €)), we estimate:

p N
SNPY ol (B.30)
i=1

sup [p“(t)[”
t€[0,T]

<p t K ’
0

t€[0,T]
p
ds)

¢
+CP (/ e t=s)
0
P
] (B.31)

+ ’(I)e(t)/ ‘le(s)ag(s,wg(s)’e)dw(k’z)(s)
0

[b2(s, 2°(s), €) — Ba(s, 2(s))]

< AP~L[ OP P |ge|P Cre? B € D
< [P+ ——{ sup [Ba(s,z(s))l
K2 \sefo,1)

T+ oswp |b2<s7w€<s>,e>—Bz<s7w6<s>>|p)
s€[0,7

+ sup
te[0,T]

<I>6(t)/0 &1 (s)oa(s, 2(s), e)dAW F2) (5) ) (B.32)

for € < €1, where C > 0, kK > 0, and ¢; > 0 is the random variable whose
existence was proven in Lemma B.2.

Note that sup,cp 1) |B2(s,z(s))|? < oo and Assumption A.5 implies
that

sup |ba(s,z(s),€) — Ba(s,x(s))|” < [B2(e)[”, (B.33)
s€[0,T]

where (5(¢) < Keb2.
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Denote Ei[] = E[;e < €], i.e., the expectation is taken on {w : € <
€1(w)}. We are going to estimate Eq [supte[O’T] |p5(t)|p]

By Assumption A.4, we have Eq[sup,c(o 7 |ev|P] = O(e%) as e — 0, for
some « > p/2. Therefore, combining the above estimates, we obtain:

Ey | sup [p“(t)”

t€[0,T]

< Ci(p)(e* + €77 + €?)

+ Cy(p)Ey | sup 'I>€(t)/o &1 (s)aa(s, z(s), ) AW ) (s)

t€[0,T]

](B.34)

where C1(p), C2(p) > 0 are constants.

Next, the idea is to use Lemma B.3 and the Burkholder-Davis-Gundy in-
equality (see Theorem 3.28 in [32]) to estimate the last term on the right-hand
side above. This is analogous to the technique used in the proof of Proposition
5.1 in [4].

Let § be a constant such that 0 < § < T. Applying Lemma B.3, we
estimate, using (B.30):

¢ P
E; | sup ‘I’e(t)/ B (s)oa(s, 2 (s), e)AW F2) (5)
te(0,T] 0
4 P
<2PTICPEy [( 1+ = sup |laa(s,xz(s), )| | -1I[, (B.35)
K se[0,T)
4 p
<2107 (14 Hax(t.a(0), Ol ) Bl (8.36)
where [las(t, 2°(t), €)[|oc := SUPsefo, ),y erm cee [@2(t,y, €| and
¢ P
IT = e P9%/¢ sup /UQ(S,(BE(S),G)dW(kz)(S)
tel0, 7)1 Jo
¢ P
+  max sup / oa(s,x(s), e)dW F2) (s) (B.37)
k=0,....N—1 ks, (k+2)5] | ks

We estimate:

t
Ey[lI] = e /<K, / o35, 2(s), )AW ) (s)
0

”1

sup
t€[0,T)
t p
+E, max sup /Ug(s,we(s),e)dW(kz)(s) (B.38)
k=0,....N=1¢e(ks,(k+2)5] | J ks
t P

< e PR, | sup /0’2(8,1’6(8),6>dw(k2)(8)

te0, 7] 1Jo




1854 S. H. Lim et al. Ann. Henri Poincaré

N—1 t rq
+E, Z sup (/ Ug(s,mf(s),e)dW(kz)(s)>
=5 telko,(k+2)0) \Jks

1/q

(B.39)
¢ P
< e PR, | sup /ag(s,we(s),e)dW(kz)(s)
tefo,7] | Jo
N-1 t pa\ 1/4
+ ZEl sup </ Ug(S,%e(S),E)dW(kQ)(S)> ,
k=0 te[kd,(k+2)4) kd
(B.40)

with N := max{k € Z : k6 < T}, where we have used the fact that the
[*-norm on RY is bounded by the [? norm for every ¢ > 1 and then applied
Holder’s inequality to get the last two lines above.

Now, letting § = ¢!=" for 0 < h < 1, and using the Burkholder-Davis-
Gundy inequality,

T Hl/q
B <C,. /E[( / ||az<s,asf<s>,e>||%ds) }
0

pay 1/q

N-1 (k+2)§ 3
PR (/ ||02<5,we<3>,€>gd5> (B.41)

k=0 é
< Cpgllora(s, @ (s), €)oo (e 7P/ TP/ 1 20/2 (N5 )/0), (B.42)
where C), 4 is some constant and

lova(s, °(s), €) || Froo = sup loa(t, y, €)llr < oo (B.43)
t€[0,T),y ER™1 c€E
Since N§ < T, we have N§P4/2 < T§re/2=1 = Te¢(1=1)(pa/2=1) Therefore,
B, [TT] = O(eU=M@/2=1/9)) For all 0 < B < p/2, one can choose 0 < h < 1
and ¢ > 1 such that (1 —h)(p/2 —1/q) = 0.
Therefore, we have

t P
B, | s [20) [ @7 (90,2 (9. 9w ) | =0) By
te[0,7) 0
as e — 0, for all 0 < 3 < p/2.
Combining all the estimates obtained, one has:
El [ sup |p6(t)|p S le.a + Cgép + C3€pb2 + C46B (B45)
te[0,T)

where the C; are positive constants, o > p/2 is some constant, and bg > 0 is
the constant from Assumption A.5. The statement of the proposition follows.
O
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We also need the following estimate on a class of integrals with respect
to products of the coordinates of the process p*(t).

Proposition B.5. Suppose that Assumptions A.1-A.5 hold and € € €. Let h¢ :
Rt xR™ — R be a family of functions, continuously differentiable in y € R™
and bounded (in s € RT and y € R™ ), with bounded first derivatives V,he(y)
for y € R™. Assume that h® and V4 h<(y) are O(1) as € — 0. Moreover,
assume that %hé is bounded and is O(1) as e — 0.
Then for anyp>1,T >0,0< B <p/2,4,j=1,...,n9, in the limit as
€ — 0 we have
t P
| r s @) )] se<a

E | sup =0(”), (B.46)

t€[0,T]

where x€(t) and pe(t) solve the SDEs (A.3) and (A.4) and the SDE (B.11),
respectively, and €1 is from Proposition B.4.

Proof. Lete € £,t € [0,T],and i,7 = 1,...,ny. An integration by parts gives:

/0 he(s,z(s))d([pi(s) - [p];(s))
= h(t, (1)) [pi(t)[p]; (1) — h°(t, =) [p]s[P°];
—/0 [pli(s)[p];(s) (Vzehe(s,f(s)) . p:(s) + ih%s,w%s))) ds.
(B.47)

Using the notation E1[-] = E[-;e < ¢;], we estimate, for p > 1,

E; | sup / (s, 2 () d([pi (5) - [p7)5(5)) ]
t€l0, 7] |J0
< 4(1@ sup. B (¢, 2 () [p: ()5 ()
te[0,T]
+E; sup |h(t, z)[pLi[p°]; "
te[0,T]
+E; sup / () 7] (5) Ve h (s, 2(s)) - s
tef0,7] |Jo €
t € €l 2 “(s,x(s))ds ’
+Ex s JNGICIEHEFaRtE BN (B.48)

< C(p.T) [uh”;o (E sup |p€<t>2p+El|p€|2p>
te[0,T)

1 t P
+ 5B sup | 6P 5) Fe (5D [ )
€ telo0, 7] |Jo
a € i € 2
T N S T Jd (B.49)
95 |l tefo,1]
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where C(p,T) > 0 is a constant, ||g|lcc := SUpse(o 1) yerm 9°(5,y)|, and we
have used Einstein’s summation over repeated indices convention.
Now, estimating as before, we obtain:

E; sup /[Pé]i(s)[PE]j(S)Wmﬁfﬂk(svwé(s))[Pe]k(S)dS
tel0, 7] 1J0
< D(p, T)vaﬁheHoo -y tes[lél:;] |p6(t)|3p7 (B'5O)

where D(p,T) > 0 is a constant.

By our assumptions, all the quantities of the form || - || are bounded
and are O(1) as € — 0. Therefore, collecting the above estimates, using As-
sumption A.4, and applying Proposition B.4, we have, for p > 1, T" > 0,
i, =1,...,n9,

Ey | sup / he (s, (s))d([p]i(s) - [p];(s)) 1 =0("), (B.51)
te[0,1]
for every 0 < 8 < p/2. O

Now we proceed to prove Theorem A.6. Using the above moment es-
timates and the proof techniques in [4,6], we are going to first obtain the
convergence of x§ to X, in the limit as ¢ — 0 in the following sense: for all
finite T > 0, p > 1,

E

sup |z — X¢|P;e<er| — 0, (B.52)
t€[0,T)

as € — 0, where the €; is from Proposition B.4. The main tools are well-
known ordinary and stochastic integral inequalities, as well as a Gronwall type
argument. This result will then imply that for all finite 7' > 0, sup;c(o 77 [f —
X | — 0 in probability, in the limit as € — 0 (see Lemma 1 in [43]).

Proof of Theorem A.6. Let T > 0 and recall that [B]; ; denotes the (4, j)-entry
of a matrix B. First, we assume that p > 2.
From (A.4), we have, for every € > 0, t € [0,T],

V() dt = eay t(t, (1), €)dv(t) — ay ' (t, (1), €)ba(t, x(t), €)dt
—ay t(t, (1), €)oo (t, x(t), )dW(kz)( t). (B.53)

Substituting this into (A.3), we obtain:

(

dxc(t) = ea (t, x(t), €)ay ' (t, 2 (t), €)dve(t)
—ai(t,x(t), €)ay  (t,x(t), )by (t, (L), €)dt

— an(t @5(t), )az (1,25 (1), )orat, 2 (1), )W ¢ (1)

+ by (t, (1), €)dt + o1 (t, 2(t), e)dW FV (1), (B.54)

1

)
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In integral form, we have:
t

(1) :a:6+e/0 ar(s,3°(s), az (s, 2(s), )dve(s)
+/ {by(s,2%(5),€) — ai(s,z(s), €)a; ' (s,x(s), €)ba(s, z(s), €) }ds
0

_ /0 ar (s, 7(s), )ag (s, 7(s), )ora(s, @ (), ) AW *2) (s)

tcr s.x(s). € (k1) (). .
+/O (5, 2(s), )W &) (5) (B.55)

The ith component, [€];(t) (i = 1,2,...,n1) is (recall that we are em-
ploying Einstein’s summation convention):
¢

0 = a7+ ¢ [ lmnaz (5,270, Al (o)
+ [ (a2 (). 0) ~ [aray bali(s,2°(). s
0

- /O [a1a2_10'2]i7j(57 wi(s)v 6) ’ d[W(kQ)]J(S)

+/ [o1]ij (s, (s), €) - AW (s). (B.56)
0

Next, we perform integration by parts in the second term on the right-
hand side above:
t

/O[Se]i(s,we(s),ve(s),e)ds ::e/o laray s (s,2%(s), ) - v (s) (B.57)

= elaray ']i j(t,z(t), €) - [v°];(t) — elaray '] ;(0, @, €) - [v°];

-/ t o (10 1260, 0)) - el ol 9

]
- [ 5 e (270000 - o (). (B.58)
Substituting the following expression for dfz<];(s):
d[z i (s) = [arliw (s, 2(s), €)[v]k(s)ds + [ba]i(s, 2°(s), €)ds
+ o]k (s, 2(5), €)d[W F] (5) (B.59)
into (B.58), we obtain:

/O (55 (s, 2(5), v°(5), €)ds
= elaray '] ;(t, (1), €) - [v;(t) — elaray '] (0, @, €) - [v°];

_ /Ot 8[81(5) <[a1a2_1]i,j(8,w6(8),6)> “[b1]i(s, z(s), €) - €[ve];(s)ds

]
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/8 i (1a2 Ji,i (s, 2 (s), e))

[ 4]0,k (5, (), €)e[o T ()W * ] (5)

/8::36 s( a1ay ]u(sw()e)>

x [a1]ik(s, (), €)e[v](s)[v];(s)ds
t
0
- / 2 ([ara3 g (s, 2°(5),)) - elv] (5)ds. (B.60)
0
Next, we apply It formula to ev(t)(ev(t))* € R"2*"2:
dlev*(t)(ev (t))"]
= edv(t) - e(v(t))" + v (1) - ed(v ()" + dlev ()] - d[(ev°(1))"] (B.61)
_ {ag(t, Z(1), )v(£)dt + ba(t, (1), )dt + oo (t, (1), ) dW ““%)] NON
e (t) [ag(t (1), ) (t)dt + ba(t, @ (),e)dt+ag(t,we(t),e)dW<k2>(t)]*
+oa(t,z(t),e)o5(t,x (L), e)dt (B.62)
Denoting J(t) := ev(t)(ve(t )) , we can rewrite the above as:

—aq(t,xt(t), e)J(t)dt — J(t)as(t, x (t), e)dt = F5(t)dt + F5(t)dt + F5(¢)dt,
(B.63)
where

Fi(t)dt = —dlev (1) (v (1))"], (B.64)
F5(6)dt = (ba(t, (1), )dt + oot 2 (¢), )AW ) (1) )e(w" (1))

+ o (£)(ba(t, 2 (1), )t + oot 2 (1), ) AW ) (1))",  (B.65)
F5(t) = oot 2 (1), )ora(t, 2 (1), ). (B.66)

Since —as(t, z°(t), €) is positive stable uniformly (in ¢, ¢ and €) by As-
sumption A.2, the solution of the Lyapunov equation (B.63) can be represented
as:

JE(t) = JL(t) + T5(t) + J5(¢), (B.67)
where
oo
T () = / (a2t (.00 e ()3 (Lt (D.0v g (B.68)
0
forn=1,2,3.
Therefore, for s € [0,T],
e[ve];(s)[v]x(s)ds

=[] g
0 J:p1 P1,P2

. [ea;@,zqs),g)y} dy
p2.k
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o0
n / {ew(s,we(sxe)y}
0 J.p

»P1

|t 0as

+ oa(s, (s), e)dW(kz) (s))e(’us(s))*}

oo
N / [em(s,wﬁ(sxe)y}
0 J.p

»P1

: [ea;@msxe)y} dy

P1,P2 p2,k

. [evE (s)(ba(s, z°(s), €)ds

+ oy(s, x¢(s), ) dW +2) (s))*}

N /OO {ew(s,mﬁ(sxe)y}
0 3P

. |:ea;(s7;p5(s),e)y:| dy (B69)

p2,k

On the other hand, by (A.10),

: [ea;mf(s),e)y} dy

P1,P2 p2,k

Jouts. o9 9aat 2000

1 P1,P2

Xt)== —|—/0 [B1(s, X (s)) — Ai(s, X(s))Agl(s, X (s))Ba(s, X (s))]ds

t t
+ / S(s, X (s))ds + / 21 (s, X (s))dWF(s)
0 0
t
- / Ai(s, X (5)) Ay (5, X (5)) Za (s, X (5)) AW 520 (s). (B.70)
0
We use again the notation Eq[-] := E[; € < €], where 1 > 0 is the random
variable from Proposition B.4.

For any p > 2, T > 0, i = 1,...,ny (recall that [b]; denotes the ith
component of vector b), we estimate:

By [ sup |[z“(t) —X(f)]i|p]

te[0,T)

< 6”1{1131 [lx€ — x|

+E; | sup

t€[0,T)

t
—|—E1[ sup (/
te[0,T] 0

- A1<s,X(s))A;(s,X(s))Bz<s,X<s>>}

t P
sup ( / ds)
te(0,T] 0

/ {m(s’w%s%e)a;l(s,mé(s),e)zm(s,af(s),e)

/0 t {Se(s,we(s),ve(s)’e) _ s, X(s))] i

7

[al(& (s),€)ay ' (5,2(s), )ba(s, 2 (s), €)
)]

(5.5, — B, X (0)

i

+E;

%

+ Eq { sup
t€[0,T)
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p}

t or(s,(s),€) = B (s, X(s)) | dWH](s)
0

.7

ﬂ&wX@M?@X®ﬁMwﬂm]ﬂWW%®

i,J

p
+E;

sup
t€[0,T]

(B.71)
-1 (Z Rk> : (B.72)
k=0

By Assumption A.4, Ry = E; [|z° — "] < E[jz —x?] = O(P™) as
e — 0, where 9 > 1/2 is a constant. We now estimate each of the Ry, k =
1,...,5.

We have:

Ry <Ey sup (/ by (s, 2 )—Bl(s,X(s))ds)p (B.73)

te[0,7

=E; bup] (/0 |b1(s,2(s),€) — b1(s, X (5),€) + b1(s, X(s),€)

tel0,T

- B X(9)lds)
<o s ([ ioisat(o).0 - mwxuemﬁp

te[0,T]
P
+E; sup (/ |bi(s, X (s )—Bl(s,X(s))|ds> } (B.74)
t€[0,7)
< or—1 l El sup / |£L‘ )‘pdS-‘erﬁl( )pﬂ{b1¢31}1
t€[0,7)
(B.75)

T
< Lole. ) [ B s jat(0) ~ X)Pds £ Colp TIBO L sm:
0 u€l0,s
(B.76)
on the set S7 := {e: € <€}, where 14 denotes the indicator function of a set
A, L3(e,p,T) = O(1) as ¢ — 0 and Cs(p,T) is a constant dependent on p and

T. In the last two lines of the above estimate, we have used Assumption A.3,
Assumption A.5, and the inequality:

P T
E; sup (/ |u(s |ds> < TP~ 1IE31/ lu(s)|Pds, (B.77)
0

t€[0,T

where u(s) € R™ for s € [0,T] (recall that L(e) = O(1) as ¢ — 0 by Assump-
tion A.3).
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Using again the above techniques, together with Lemma B.1, one obtains:

T
Ry < Lo(e.p.T) / Er sup [2f(u) — X (u)/"ds
0 u€(0,s]

+ Co(p,T) [a1(€)PLia, 24,y + @2(€) Lias 2,y + B2(€)PLin, 28,1 ]
(B.78)

on Sp, where aq(€), az(e€), B2(€) are from Assumption A.3, Lao(e,p,T) = O(1)
as € — 0 and Cy(p,T) is a constant.
To estimate Rs, we use the Burkholder-Davis-Gundy inequality:

T p/2
R; < C’Z’,El(/o o1 (s, x2(s),€) — 21<S7X(S))%~d8> , (B.79)

where Cj, is a positive constant and || - [|r denotes the Frobenius norm. Using
Hoélder’s inequality, Assumption A.3, Assumption A.5, and the above tech-
niques, we obtain:

p/2

m< o [ " lou(s,2(5),0) — o1 (5, X(5) lds)

T p/2
+ CZ’,’E1</0 lloi(s, X (s),€) — El(s,X(s))ﬁpds) (B.80)

T
< C;/;IT571 / Eilloi(s, x(s),€) — o1(s, X (s),¢)[[pds
0
O (OPTE g, pm,y B

T
< Ly(e,p,T) / By s j2(0) ~ X ()75 + O (0 Lo,
0 u€|(0,s
(B.82)

on the set S1, where C} and C} are constants, 71 (¢) is from Assumption A.3,
Ls(e,p, T) = O(1) as € — 0 and Cs(p, T) is a constant.
Similarly, using the above techniques and Lemma B.1, one can show:

T
Re< LienT) [ E1swp fof(w) - X()Pds
0 u€(0,s]
+Ca(p, T) [1(€)PL1a, 24,y + @2()P Liayra,) + 72(6) Lio, 23} ]
(B.83)

on S, where 2(€) is from Assumption A.3, Ly(e,p,T) = O(1) as ¢ — 0 and
Cy(p,T) is a constant.
To obtain a bound for Ry, first we estimate:

[ e -sexe) o

K2

<

elaray )itz (t),€) - [v°];(t) — elaras )i (0, z,€) - [v];
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/
+/ ﬁ([ 1a2_1]i’j(s,m€(s),g)> [b1]i(s, (s), €) - €[v];(s)|ds

0
t
+/8w

~e[v ] (s)d[W FV](s)

+

t % ([alagl]i,j(5,$6(5)7€)) ~e[v];(s)ds

([0 1(52%,0) o a6,

" / t a% ( a1a;li ﬂw*s»e)) o)k (s 25 (5),€) - (] 4 (s)ds

+ / ame l ( aiay ]1 j(svme(s)ve)) : [al]l,k(57m€(8)7€) . [J§]j,k(s)ds

+ / 8X A1Ay ]m‘(&X(S))) Ak (s, X (8)) - [T]5,(5)

fara3 s j(s,ﬂs),e)) fal(s, 25 (s), ) - [Jélj,k(sms]
(B.84)

6
=) T, (B.85)
k=0

and so Ry < 67150 (IE1 SUpee o.7] |Hk\1’) — 6710 M.
It is straightforward to show, using the boundedness assumptions of the
theorem, that for £k =0,1,2,3,5:

8[fce] (s)

My, < Ci(p,T)-Eq sup |ev(t)|P, (B.86)
te[0,T)

where the C}, are positive constants.
Applying Proposition B.5, we obtain:

My :=E; sup |II4)? < Cy(p,T)eP, (B.87)
t€[0,T]

on Sy, for all 0 < B < p/2, as € — 0, where Cy(p,T) is a positive constant.
We now estimate Mg:

t
Ms <E; sup (/
te[0,T]

[ 3]] k( )

0 *1~SCCESE 'allk8w656
ERNE )([a1a2 Ji,j (s,2°(s), )) [a1]ik(s,z(s),€)
% ((4:45 (s, X (s ) - [A]ik(s, X (s))

[Tk (8) ds)p (B.88)

ot
C(p)E1 sup (/
t€[0,T] 0

: 2 i (s s)) ) - [Axfik(s s ’
,W([ALAQ ]%J( ,X( ))) [A ]7 ( 7x( ))

ﬁ ([a1a2_1]i7j(s, x(s), E)) lar]ie(s, 2 (s),€)

Al
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t 0 > (s s . s s ’
0 s ([ o (414506 X 6) - 1A s X ()
5 = T s (B.59)
t 4 (s, 2%(s),€) ) - la s, x(s), €
<coE ([t (meste 0.0 - e (.9
0 > i, (s s JA1]k(s Sp' 5]k (8)|"ds
- o (147 TG X ))) (Al X 9] [T30(6) s
Eltes[lépT/ 1 T5(s s)||ds, (B.90)

where the constants C'(p) may vary from one expression to another.
Note that in the above, J5(s) and J(s) are solutions to the Lyapunov
equation

as(s,x(s),e)J5(s) + J5(s)as(s, x(s),e) = —(o205)(s,xz(s),¢)  (B.91)
and
A (s, X (8))I (s) + I (s)A5(s, X (s)) = —(Z2X3)(s, X (s)). (B.92)

respectively.

Let H (s) := J5(s) — J(s) and G(s) := az(s,z(s),e) — Aa(s, X (9)).
After some algebraic manipulations with the above pair of Lyapunov equations,
we obtain another Lyapunov equation:

Ax(s, X (s))H(s) + H(s)A3(s, X (s))
= (2235)(s, X (5)) — (0203) (s, 2(5), €) — G*(s5)J5(s) — J5(s)(G)"(5).
(B.93)

By the last statement in Assumption A.5, A, is positive stable uni-
formly (in X and s); therefore, the above Lyapunov equation has a unique
solution:

H*(s) = /Ooo e“‘z(s’X(S”y<— (22X3)(s, X (5)) + (0203)(s, 2(5), €)
+ G(5)J5(s) + Jg(s)(Ge)*(s)> eAz(5:X )y gy (B.94)

Using (B.94), the assumptions of the theorem, and estimating as before,
we obtain:

T

E, sup / 175(s) — J(s)|[Bds < Clep, T) / Ey sup |o(u) — X (u)[Pds
t€[0,T] 0 w€|0,s]

+ D(pa T)[OZ?(E)pla'z#AQ + 72(6)1)1]-0'2#22]

(B.95)
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on the set Sq, where C(e,p,T) = O(1) as ¢ — 0 and D(p,T) is a positive
constant, as(e) and v2(e) are from Assumption A.5.

Applying the above estimates, Lemma B.1 and techniques used earlier,
one obtains from (B.90):

T
M < Lo(e,p,T) / Ey sup |2(u) — X (u)[Pds
0 u€l0,s]

+ Cs(p, T) [041(6)p]1{a1¢A1} +az(€)P lia, 24,y +72() Lo, 25,y
+01(6)" Li(a1)a £(a1).} + 02(6)" L{(as), £(42). } |» (B.96)

on Sy, where Lg(e,p,T) = O(1) as ¢ — 0, Cs(p, T) is a positive constant, and
a;(€), 0i(e) (i =1,2) and ~y2(e) are from Assumption A.5.
Collecting the above estimates for the M}, we obtain:

Ry < Ci(p,T) (El sup [ev®(t)[”
te[0,T]

+01(6)" Liay 241} + 02(6) Las 20} + 72(€) Ligo oy +

+01(6)"L(a1). £(41)a} T 92(6)p1{<a2>w¢<A2>w})

T
+ Cy(e,p, T) / E; sup |z(u) — X (u)|Pds+ Cs(p, T)My  (B.97)
0 u€(0,s]

on S, where Cy(p,T') and Cs(p, T) are constants, Ca(e,p,T) = O(1) as € — 0,
and M, satisfies the bound in (B.87).
Using all the estimates for the R;, we have:

ny
E: | sup |m6<t>X<t>|p] —E, [ sup Zuwexmmp] (B.9)
t€[0,T) te(0,T]
<n; max <E; sup |[z°— X]k(t)|P (B.99)
k=1,...,n1 te[0,T)

T
< L(e,p, T, nl)/ E; sup |z(u) — X (u)|Pds
0 u€[0,s]

O Tom) ( FEy sup e ()P + M,
t€[0,T]
+1(€)PLia, 24,1 + 02(6)" Lia,24,) +71(6)" Lig, 25}

+ '72(6);01{0'2?522} + ﬁ1<€)p]l{b1¢31} + ﬁ2(€>p]l{32;532}

+01() " L{(ar)a (a1} T 92(€)p1{(a2>m¢<A2>2}> (B.100)
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T
< L(e,p, T, nl)/ E; sup |z(u) — X (u)|Pds
0 u€(0,s]

+ C(p,T,n1)e", (B.101)

on Sy, where L(e,p, T, n1) = O(1) as € — 0, r is the rate of convergence (A.15)
in the statement of the theorem, C(p, T, n1) is a constant that changes from line
to line, and we have applied Proposition B.4, Lemma B.1 and Assumption A.5
to get the last expression in the above estimate.

Finally, applying the Gronwall lemma gives:

E,

sup |z°(t) — X(t)|p] <€ - C(p, T,ny)ellerTin)T (B.102)
te[0,T]
on Sl.

(A.14) then follows for the case p > 2. The result for 0 < p < 2 follows
by an application of the Holder’s inequality: for 0 < p < 2, taking ¢ > 2 so
that p/q < 1, we have

< []E1<t§[%% ] |z () X(t)|p>q/p]p/q (B.103)

= 0("), (B.104)

Ey l sup |o(t) — X (1)
t€[0,T)

for all 0 < 8 < p/, as € — 0. The statement on convergence in probability
follows from Lemma 1 in [43]. O

Appendix C: An Implementation of Algorithm 6.3 Under
Assumption 6.4

We describe how Algorithm 6.3 can be applied to a large class of GLEs, sat-
isfying Assumption 6.4. For i = 2,4, one can write

Q.(z) = 25T+ aLdi,lzdi_l +--Fa 12+ ag, (C.1)

where the a; j, are related to the I'; ;, as follows:

d;
a; o= H ik,
k=1
a; = g LikLigs - Liky, o
ki, ka; —1=1,...,ditk1 > >ka, -1
a;q,—2 = E | I R

ki ko=1,....d; k1 >ko

N
Qid;—1 = Zrzk (C.2)
k=1
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Then it can be shown that ®;(z) admits the following (controllable) realization
H;=[0--0 B 0 - 0] € Rri*pidi, (C.3)

where B, is in the [;th slot,

0 I
0 I
F, = € RPidixpidi = (C4)
0 I
1 A0 Q1 Qi d; o Qi d; |
G;=1[0 - 0 I]" ¢ RPid:, (C.5)

Then the realization of the memory function (for the case i = 2) and noise
process (for the case i = 4) can be obtained by taking T'; = F;, C; = H; and
solving the following linear matrix inequality:

for M; = M} [74].

The above realization gives us the desired spectral densities. Indeed, let
us use the transformation of type (3.6) to diagonalize the M, i.e., M’ =
T,MT; =1, T, =T.T\T;", %, = T;%;, C, = C;T;". In this case, for
i = 4 we have: (£'), = C4(8")} = C,; 8. = &!, where (8")} solves the SDE:

d(B); = ~Ti(B")dt + Sidw ™), (C.7)
and one can compute the spectral density to be:

Si(w) = ®;(—iw)®; (iw) = By, (W I +Ti1)%) - (VI +Tiq)?*) " By
(C.8)
A similar discussion applies to the realization of the memory function.

For i = 2,4, set m = emg, Tyjx = v,,/e for k = I; +1,...,d; and
rescale the B;, with e accordingly, so that the limit as e — 0 of the rescaled
spectral densities gives us the desired asymptotic behavior. The choice of which
and how many of the I'; ; to rescale as well as the smallness of € (i.e., what
determines the wide separation of time scales and their magnitude) depends
on the physical system under study. The resulting family of GLEs can then be
cast in a form suitable for application of Theorem A.6 and the homogenized
SDE for the particle’s position can be obtained, under appropriate assumptions
on the coefficients of the GLE.
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