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Anderson Localization for Periodically
Driven Systems

Raphael Ducatez and Frangois Huveneers

Abstract. We study the persistence of localization for a strongly disor-
dered tight-binding Anderson model on the lattice Z¢, periodically driven
on each site. Under two different sets of conditions on the driving, we show
that Anderson localization survives if the driving frequency is higher than
some threshold value. We discuss the implication of our results for recent
development in condensed matter physics, we compare them with the pre-
dictions issuing from adiabatic theory, and we comment on the connection
with Mott’s law, derived within the linear response formalism.

1. Introduction

In this paper, we study the fate of Anderson localization in periodically driven
systems. Let Hy be the tight-binding Anderson Hamiltonian on the lattice
74, At strong enough disorder, it is well known that all eigenstates of Hy are
exponentially localized (see [5,6,15] as well as [13] for more references). Let us
then consider a periodic time-dependent Hamiltonian of the form

H(t) = Ho + gH\(t) (1)

with Hq(t) = Hq1(t + T) for some period T', and with g some coupling con-
stant. We assume that H(t) acts everywhere locally: There exists R such that
|(z, Hy(t)y)| = 0 for all ,y € Z¢, and all time ¢, as soon as |z — y| > R (with
the notation (z, Ay) = (85, Ady) = A(z,y) for an operator A).

The time evolution of an initial wave function 1(0) is governed by the
time-dependent Schrodinger equation:

do(t)
—= = H(t)o(t).
i1 = o)
The long time properties of the solutions of this equation are best understood
through the Floquet eigenstates of H(t) [19,32]. The question addressed in this

paper can then be rephrased as follows: Under suitable regularity conditions
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on the time dependence of H(t), is there a range of values for g and T such
that the structure of the eigenfunctions of Hj is only weakly affected by the
periodic potential H(t), so that the Floquet eigenstates of H (t) are themselves
localized? We answer this question positively in Theorem 1 below, for two
different regularity conditions on Hy, leading to different allowed values for g
and T

Localization and Floquet physics. The above question has already received
some attention in the mathematical physics community. The connection with
the discrete nonlinear Schrodinger equation (DNLS) constituted a first moti-
vation, see [7,28]. In this context, the more general case of a quasi-periodic
driving shows up naturally: In a first approximation, the non-linearity in the
DNLS equation can be replaced by a quasi-periodic perturbation. On the other
hand, in this perspective, it is natural to restrict oneself to spatially localized
perturbations ((z, Hy (t)y) decays fast as x or y goes to infinity and not only as
| — y| goes to infinity as we consider); indeed, stability results for the DNLS
equation all deal with originally localized wave packets.

More recently, periodically driven Hamiltonian systems have been studied
intensively in condensed matter theory. For two reasons at least:

First, from a theoretical perspective, driven systems constitute the first
examples of dynamics out of equilibrium, lacking even energy conservation.
The natural question that arises is whether the system will absorb energy un-
til it reaches an infinite temperature state (i.e., a state with maximal entropy),
as it would be the case for a chaotic system, or whether some extensive effec-
tively conserved quantity emerges, forbidding energy absorption after some
transient regime [1-4,9,10]. For non-interacting particles on a lattice, as we
consider in this paper, this issue becomes trivial and fully independent of the is-
sue of Anderson localization, once the driving frequency becomes higher than
the bandwidth of individual particles, see [2,4]. Nevertheless, thanks to the
Anderson localization phenomenon, our results guarantee the existence of an
effective extensive conserved quantity for frequencies much below this trivial
threshold, see Proposition 2 below.

Second, from a more practical point of view, driven systems furnish a
way to engineer topological states of matter [25,27]. Though this possibility
is not a priori related to the phenomenon of Anderson localization, it turns
out that, for interacting many-body systems, localization makes it possible to
“lift” phase transitions from the ground state to the full spectrum [20]. This
observation is at the heart of very recent investigations of new phases of matter
inside the many-body localized phase [22,29,30].

Hence, in view of the increasing role played by localized Floquet systems
in modern condensed matter physics, it appeared useful to bring some firm
mathematical foundations to the theory of Anderson localization in periodi-
cally driven systems, even though the need for mathematical rigor forces us to
restrict the setup to non-interacting particles. Results in this direction already
appeared in [18], where the localization for some random unitary operators is
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established; this question is directly related to ours since the long time evo-
lution of a periodically system is governed by the spectral properties of the
unitary U(T'), where U(t) solves idU(t)/dt = H(t)U(t). However, for a Hamil-
tonian as in (1), we do not recover the particular form for U studied in [18].

Before stating our results, we now introduce two more specific aspects
that deserved clarification and motivated the present article.

Adiabatic Theory. Time-dependent Hamiltonian systems varying smoothly
and slowly enough with time can be described through the use of adiabatic
theory. Here, adapting the analysis from [3], we argue that localization emerges
when level crossings in the system become typically non-adiabatic, and we
determine the threshold frequency above which this happens.

Let us first remind the theory of the Landau—Zener effect for a time-
dependent two-level Hamiltonian G(t) [24,33]. To make the connection with
our problem, let us assume that G(t) is of the form G(t) = PH(t)P where
P projects on two eigenstates of Hy. Moreover, we assume that G(t) varies
smoothly on the scale of one period, i.e., we can write G(t) = G(vt) for some
smooth 27-periodic function G and v = 2% It is then convenient to move to
the basis of the eigenstates of Hy, i.e., the basis where P is diagonal, and to
decompose

G(t) = Gdia(t) + Gogr (t),

as a sum of the diagonal and off-diagonal part. We notice that the time-
dependent part of Ggia(t) is of order g. We set (1,Gog(t)2) =: ¢’, where ¢’
depends mainly on the distance between the two localization centers of the
two states projected on by P and is typically much smaller than g. Finally,
we assume that the two levels of PHyP are close enough (g-close in fact) to
each other so that the system undergoes an avoided crossing as time evolves:
At some time, the levels of Ggia(t) cross, while Gog(t) induces level repulsion,
leading to an avoided crossing for G(t).

If the system is initially (i.e., before the crossing) prepared in an eigen-
state of G 4,4 (t), Landau—Zener theory tells us that, after the crossing, the state
in which the systems end up depends on the value of

(1, Gor2)|? -~ (¢') (2)
V12 gv ’

where v15 is the rate of change in the energy of Hy;,(t) at the crossing. At high
frequency, when this value is much smaller than 1, the crossing is non-adiabatic
and the system remains in the original state; at intermediate frequency, when
this value is of order 1, the system ends up in a superposition of the eigenstates
of Ggja(t); and finally at low frequency, when this value is much smaller than
1, the crossing is adiabatic and the system ends up in the other eigenstate of
Gdia(t)-

The above scenario, valid for a two level systems, may be seen as a car-
icature of the localization—delocalization transition: Non-adiabatic crossings
do not entail hybridization of unperturbed eigenstates, while intermediate and
adiabatic crossings, present at low enough frequency, allow the system to move
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from one state to the other and constitute a possible mechanism for delocaliza-
tion. Based on this picture, let us try to determine a critical value of v above
which localization survives. Let us fix ¢ in (1) as well as W characterizing the
strength of the disorder. Let us then pick a point a € Z¢. We first determine a
minimal length L* so that there is typically at least one crossing between the
state centered around a and an other state with localization center in a ball
of radius L* around a. Since the probability of finding a crossing in a ball of
radius L is of the order of Ld%, we find

L ~ (Kf/d.
g
The effective coupling between a state centered around a and a state at a
distance L of a, corresponding to ¢’ in (2), is of the order of

g~ ge H/E,
where ¢ is the localization length of Hy. Hence, from (2), we find that local-
ization will survive if

g2e—2L7 /¢
gV

In Theorem 1 below, for a smooth driving (condition (C1)), we prove
localization for v larger than some threshold value comparable to what we
obtain in (3). We notice that the Landau—Zener theory proceeds through non-
perturbative arguments. Instead, our proof is based on the multi-scale analysis
developed in [15], which is mainly a perturbative approach. It is thus somehow
remarkable that the same upshot can be recovered in two a priori very different
ways.

Finally, we notice that the approach through adiabatic theory outlined
above is only expected to work for H;(t) depending smoothly on time. Unfor-
tunately, both in theoretical and experimental physics works, it is a common
protocol to just shift between two Hamiltonians periodically. This leads obvi-
ously to a non-smooth time dependence. As we wanted to cover this case as
well, we also derived a result for H; being only in square integrable in time;
see Theorem 1 below with the condition (C2). The lack of smoothness forced
us to increase significantly the threshold on v with respect to (3).

wy1/d

14 73(
<1l & §>>e ) (3)

Mott’s law. Mott’s law asserts that the ac-conductivity of an Anderson insu-
lator behaves as

)

o(v) ~ v*(log(1/v asv — 0

([26], see also [17] for the case of interacting electrons). An upper bound on
o(v) was rigorously established in [23] (with d + 1 replaced by d + 2). The
conductivity o(v) is derived within the linear response (LR) formalism; in our
setup, this corresponds to fixing v and taking the limit ¢ — 0 while observing
the dynamics over a time of order v/g?. In such a regime, the hypotheses
of Theorem 1 below are satisfied (we consider a monochromatic perturbation
with frequency v so that condition (C1) holds): The dynamics is localized for
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g small enough once v has been fixed.! It may thus come as a surprise that
still o(v) > 0.

This puzzling behavior was recently analyzed in detail for many-body
systems in [16]. As it was pointed out to us by [12], the conductivity o(v) is
computed for a system in equilibrium at zero or finite temperature. Moreover,
as can be expected from its definition, for g > 0, LR should in general furnish
only an accurate description of the dynamics for a transient regime in time
of order v/g%. Tt is true though that, for “generic” or “ergodic” systems, it
is reasonable to think that the predictions from LR remain valid for much
longer timescales: While heating, the system remains approximately in equi-
librium and LR can be applied iteratively until the infinite temperature state
is reached. This is manifestly not true for localized systems as long as g is
small enough compared to v: The conductivity o(v) > 0 represents mainly
the Rabi oscillation of rare resonant spots (“cat states”) in the Hamiltonian
Hy, but these oscillations do not need to entail delocalization on the longer
timescales described by the Floquet physics.

Organization of the paper. The precise definition of the model studied in
this paper together with our results is presented in Sect. 2. The main steps
of the proof of our main theorem are contained in Sect. 3, while some more
technical intermediate results are shown in Sects. 4 to 6. The two corollaries are
shown in Sect. 7. In several places, the proof of our results proceeds through
a straightforward adaptation of delicate but well-known methods; as much as
possible, we choose to describe in detail only the steps where some significant
amount of new material was required.

2. Models and Results
2.1. The Models

We consider a lattice model on Z? and we note |z| = sup;_; ,|z;|. Our results
could be of course extended to more general lattices. We are interested in the
long time behavior of the Schrodinger equation:

.d
i2,0(t) = H(t)o(t), (4)

where the function ¢(t) is defined on L?(Z?) for any ¢, and the Hamiltonian
H(t) is a periodic function with frequency v = 2x/T. The operator H(t) is
an idealized version of (1): We move to the basis where Hy is diagonal and
we replace it by an uncorrelated random potential V,,, while we assume that
H; (t) is still a nearest neighbor hopping (Anderson model):

H(t) = —gA(t) + Ve (5)
1 Strictly speaking, our model does not coincide with that studied in, e.g., [23], as we do

not explicitly include an electric field. However, it could be incorporated without affecting
our conclusions.
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Here —A(t) is Hermitian operator for any ¢ such that —A(¢)(z,y) = 0 if
|z —y| > 1 and

| = A@) (2, y)ll 2oy <1 (6)

for any x,y. We use the notation —A because in the usual time-independent
Anderson model, —A(t) is the usual discrete Laplacian on ¢(Z%)

Ad) =5 S 6)

ly—z|=1
There exists a unitary operator U (t), with U(0) = Id such that ¢(t) = U(t)¢(0)
and satisfying
.d
“at
Existence and uniqueness of solution of (4) and (7) can be proved using a
usual fixed point technique.

U(t) = H(HU(1), (7)

(RP) Potential regularity. We assume the following form for the random
potential which are widely used in the literature:

Vo= vuls (8)

Y/

where v, are i.i.d. random variables, with a bounded density p, such that
llplloe < oo defined on a bounded support [—M; M]. Furthermore, we will
assume that the density p is piecewise C'.

The time-dependent term —gA(t) is considered to be a perturbation of
order g < 1, usually referred to as the strong disorder regime. We treat this
model in two particular cases.

(C1) Smooth driving. We suppose that —A(t)(z,y) is a monochromatic
signal: For any = and y,

— A(t)(#,y) = gy + by y cos(vt) + b, , sin(vt) (9)

with a, y = ay 4,0, , = b, , and by, = by .. In this regime, we are able to
prove localization for frequencies v up to a threshold comparable to the one
given in (3). Moreover, we claim that the result can then be extended to a
hopping —A(t) with Fourier coefficients that decay fast enough, but we focus
on the case of single Fourier mode for simplicity.

(C2) L? driving. We only assume (6). In this case, a much larger threshold
value for v is needed, actually v > 1. We refer to [3] for the optimality of this
condition.

Remark 1. Between these two extreme cases, one could obviously consider
intermediate regularity cases, depending on the decay of the Fourier coefficients
of —A(t). This should lead to other conditions on v that are not investigated
in this paper.
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2.2. The Floquet Operator

We will work in the Fourier space instead of the time domain, and we denote
by & = (z,k) a point of Z? x Z. Let us introduce the central object of our
paper:

Definition 1. Let

—gA +V, (10)
be a Hamiltonian on Z% x 7, with

— AP k) == Y Y AL (K )y k—F) (11)

ly—z|<1 K
where A, (k) = & [ A, (t)e" ¥ dt and
V=V, +kv. (12)

In the monochromatic case (C1), the Laplacian —Ais explicitly given by

N . by, + @b,
~Adp(z, k)= Y [am,yw(y,m + Mw( k+1)
ly—z[<1
by oy — bl -
(Y, k- 1)
We remark that it is a local operator, meaning it connects only sites Z, ¢y such
that |2 — §| = 1 in the space Fourier graph Z? x Z. In the general L? case
(C2), this is no longer true. Indeed, points (x, k), (y, k') could be connected
with |k — k’| arbitrary large.
Lot H' = {f € LA(Z* x Z) : 5, gy eznen |F @ H)2(L 4 K2) < oo},

Proposition 1. The operator H is well defined and self-adjoint on L?(Z x 7)
with domain H'.

Proof. The multiplication operator by vk is a self-adjoint operator from
L3(Z% x Z) to itself with domain H'. Let us show that H is also self-adjoint
with domain H': By Theorem 4.3 in [21], it suffices to show that H! c dom(A)
and that there exists a constant ¢ € R and b < 1 such that ||gAf[2 <
all f113 + b||1/kf\|2 for all f € H'. There exists a constant C' < +oo such that,
for any f € H' and any s €]1/2,1],

AB=3] X At Krwr)|

.k yly—z|<1,k’

|A k k|2 " 1
<@+DY Y D Tt o e P+ k)

.k y:|ly—z|<1 K’ k'

<O |f(@ k)P + K

x,k

Therefore, f € dom(A). Let us now fix 1/2 < s < 1. For any 0 < b’ < 1, there
exists a’ € R, such that (1+k2)* < a/ +b'k? for all k € Z. Therefore, taking b’
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b<1. O

small enough, one gets [|gAf||Z < all f||3 + b||vkf||3 for some a € R and some

The new Hamiltonian H gives the evolution of the “finite time Fourier
series” of ¢(t) defined as follows

t+T
bz, k,t) = %/ oz, u)e” vk du. (13)
¢

We get formally a time-independent Schrodinger equation governed by the
Hamiltonian H:

Proposition 2. § .
Proof.

i0rp(x, k1) f/ z,u)e” V] du
1 —ivku
T/ (kv + H(u))p(z, u)e " du

*%/ (kv + V) o(x, )efi”k

+g Z Z (y ’LL) 7zu(k7k')udu

ly—z|<1 k'
=(Vo+k)d(z.kt)+g > > (A )by, k — K1)
ly—z|<1 K’
= Ho(z, k. t).

The time evolution of ¢ is deduced from the eigenvectors of H:

Xb = (— gA+ )0 (15)
Looking for the eigenvectors of H is equivalent to the search of solution of the
form ¢(t) = eMap(t) with ¥ a T-periodic function (Floquet theory). Indeed,
in the Fourier variables, (4) is equivalent to (15). In particular, as we will see,
localization for H implies the absence of diffusion for ¢.
Remark 2. Because Y(t) e = (t)e il NE iE (1 X) s a solution then
((t)e= "™ ny 4 X) is a solution as well for any n € Z. Hence, it is enough to
consider the case A € [0;v].
2.3. Results
Our main theorem states Anderson localization for H.

1
Theorem 1. There exists € > 0 such that, if g < e, and if v > e~ 9 """ for
some p > 2d under the condition (C1), or if v > 1 under the condition (C2),
then H ezhibits localization: Its spectrum is pure point and its eigenvectors
decay exponentially in space, P a.s.



Vol. 18 (2017)  Anderson Localization for Periodically Driven Systems 2423

Remark 3. Under (C1), we will see that the eigenvectors are also determinis-
tically exponentially localized along the frequency axis.

In the above theorem, the constant e depends on M (the size of the
support of the distribution of the disorder). However, for a uniform distribution
on [—M, M], one best replaces g by g/M and v by v/M everywhere; doing
so, the value of € becomes a dimensionless parameter that depends only on
the dimension d. As a price to pay for mathematical rigor, we do not obtain
good numerical estimates on €. Nevertheless, it is worth pointing out that our
estimate for € is not worth than what is obtained for the most usual time-
independent Anderson model in the tight-binding approximation, see, e.g.,
[13]. Indeed, in the time-independent case, the initialization of the multi-scale
analysis requires to fix some large enough length scale Ly ~ 10, and then take
e~ Ly 84 Tn our case, when the frequency v goes to 0, the size of Ly diverges.
However, the constraint g < [~ log(r)]~*?~8¢ ensures precisely that no change
in € is needed.

In dimension d = 1,2, we expect that the spectrum of H is actually
exponentially localized at any value of g, v. For the time-independent Anderson
model, this is known to be the case in d = 1 (through the use of the transfer
matrix formalism), and it is conjectured to be true in d = 2. The presence of a
periodic dependence on time does not truly modify the dimensionality of the
model: In the (x, k)-coordinates, the dimension becomes d+ 1 but the vk term
forces eigenstates to be localized in a band of width 1/v in the k direction.
Obviously, in d > 2, we expect mobility edges to appear at moderate disorder
strengths.

The two following corollaries do not logically follow from Theorem 1,
but rather from a refinement of its proof. The first one shows the absence of
diffusion for solutions of (4) (dynamical localization):

Corollary 1. There exist e > 0 and g > 0 (and one may take g — 0o ase — 0)

1
such that, if g < € and v > e=9 "™ for some p > 2d under (C1), or v < 1
under (C2), then

E supg |x\q|¢(x,t)|2 < 00 (16)
t>0
€74

for any solution ¢(x,t) of (4) with initial condition ¢(x,0) defined on a bounded
support.

The second one deals with the existence of a local effective Hamiltonian,
i.e., an Hamiltonian H.sy such that

U(T) = e T Hets
and such that Heyr(x,y) decays fast as |z — y| — co. Under the conditions of

Theorem 1, given A € [0, 7] and a corresponding eigenfunction 1[}5\ of H, and
given ¢ € R, let us denote by Py (. +) the projector

L¥(2%) — LX(Z%),  f+ (¥5(0), f) ¥s(-t)
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(since 1[1;\ € H' by Proposition 1, vy is continuous in time so that the above
projector is well defined for all ¢ € R). The representation

Uty= Y e Py
xefo,v|
holds. Hence, since the functions 5 are T-periodic in time, we may set
Hepp= ) APy(0) (17)
xeo,v|
which defines an operator on L?(Z%). Under condition (C1), we have more:?
Corollary 2. There exist € > 0 and ¢ > 0 (and one may take ¢ — 0o ase€ — 0)

1
—g Ap+8d

such that, if g <€, v >e
then

for some p > 2d, and under condition (C1),

]E(|x — y|q|Heff(:c,y)|) < 0.
with Heyy as defined by (17).

3. Proof of Theorem 1

We will prove that the Hamiltonian H reveals localization by applying the
classical tools of the multi-scale analysis (MSA). Thanks to the huge literature
on MSA, it we will be enough for us to prove a probability estimate, usually
referred to as Wegner estimate, and the initialization of the MSA to show the
localization (as well as some extra technical results when dealing with the L2
case, i.e., under assumption (C2)).

We start with the Wegner estimate. Below we call columns sets of the
form Ag x I C Z? x 7Z, for some finite spatial box Ag and some frequency
interval 1. Given A C Z? x Z and given H € L*(Z* x Z), we denote by H|s
the operator acting on L?(A) such that H\(2,9) = H(#,9) for all &, € A.

Proposition 3 (Wegner estimate). Let Ag C Z? be finite. Then
1. (The finite column case) For any K € N, ko € Z so that Ag X [ko— K; ko+
K] C 74 x Z, we have
VE,P(3X eigenvalue of EAUX[%_K;%JFK] NE[E -6, E+¢])
< 2me(2K + 1)|Ao|[pl|so- (18)

2. (The infinite column case) There exists a constant C' which depends only
on ||pllL= and ||p’|| L=, such that for Ag x Z C Z* x Z, we also have

P3N eigenvalue of ﬁ|A0><Z :ANEE—¢,E+¢)

M
< 21| Aol p|| oo max <1, 1/> . (19)

2 The result would be of little interest under condition (C2), since at high frequency, the
existence of a local effective Hamiltonian follows from much more general considerations,
see [4].
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The proof of this proposition will be carried over in Sect. 4. Part 1 will be
needed to establish Theorem 1 under the assumption (C1) and Part 2 under
the assumption (C2). The crucial property that allows to show the second
part of this proposition is contained in Remark 2: If LZAJ(x, k) is an eigenvector
with eigenvalue \ of H, |Aoxz, then ﬁ(x,k — ko) is also an eigenvector with
eigenvalue \ + vkg for any kg € Z. Therefore, the eigenvalues are of the form
{\i:i=1,...,|Ao|} + vZ, allowing to use |Ag| in the RHS of (19) instead of
the cardinal of the column which in this case is infinite.

The second ingredient in the MSA consists in proving the exponential
decay of the resolvent (ﬁ — A)~! with high probability for a given A\ € R. We
will follow [13]. To initialize the MSA, we need to show that, given a point
# € Z x Z, there exists with high probability a finite domain around &, called
“good box,” where the resolvent decay exponentially. From now on we fix some
A € [0,v]. Indeed, it is enough to consider values of A in this interval, because
of the symmetry described in Remark 2.

For A C Z% x 7, we will write

O"A={ieA:35¢ A A& #0} (20)
O'A ={& ¢ A:3j e A7) #£0} (21)
3.1. Smooth Driving (C1)
Definition 2 (Good box). Under the assumption (C1), we say that (z+[—L, L]¢)
X [ko — K, ko + K] is a p-good box, for some p > 0, if, for any (y,k) €
gin (x Y=L, L)) x [ko — K, ko + K}),

- -1 (ke ) (1
|((@: o), (Hj(ot (= L.0)a) x ko kot K] — A) (1, K))| < e #l@R)=wk2)l - (99)
where |(z, k1) — (y, k2)| = |k — ka| + Sy |2 — il

The difference between our model and the classical Anderson model is
the absence of independence along the frequency axis. However, we have the
following proposition.

Proposition 4. If |ko| > M—&—K then for any Ao C Z9, Ao x [ko— K ; ko + K]
is a —In(2(d + 1)g) good boz.

The proof of this proposition will appear as a simple case of the proof
of Proposition 5 below (see Sect. 5 after the proof of Proposition 7). Thanks
to this proposition, it is now enough then to study boxes close to the k =
0 axis. Once we restrict ourselves to such boxes, non-intersecting boxes are
stochastically independent, and we can proceed with the usual MSA approach.

So the idea of the proof is to show initialization of the MSA for boxes like
Ao X [— 2(M+/9) . 2(M+\/§)].

Remark 4. For any x € Z%, there exists k such that |V (z, k) — | < v

Hence, there is no way avoiding a resonance of order v for all z, and we
cannot look for good boxes as free of any resonances. Nevertheless, we prove
that good boxes appear with high probability when g < 1. Let p > d.
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Proposition 5 (Initialization of the MSA under the assumption (C1)). Assume
that (C1) holds. For any p > 0,L* € N, there exist € > 0 and L > L* such
that for any g < €, such that if v > exp(——2—) then

ng

+4p

1

T (23)

P(Br(z) is a p-goog box) > 1 —

where Br(z) = x + [~ L; L]% x [, M],

v’uv

The proof of this proposition will be carried over in Sect. 5. For the usual
Anderson model, Theorem 1 would follow from (see Theorem 8.3 in [13]):

1. MSA initialization (Theorem 11.1 in [13]),

2. Wegner estimate (Theorem 5.23 in [13]),

3. Independence of these two properties for two distinct boxes (obvious in
the usual model).

As already said, the only peculiarity of our model under assumption (C1) is
the special form of the potential. In our case, it will thus be enough to prove

1. MSA initialization: Proposition 5,
2. Wegner estimate: Eq. (18) in Proposition 3,
3. Independence: Proposition 4.

Theorem 1 is then obtained as Theorem 8.3 in [13].

3.2. L? Driving (C2)

A new problem appears here: For which distance on Z% x Z should we prove the
exponential decay? In the smooth case, A was a local operator, so the usual
distance on works fine. But because g(k’ — k) is nonzero for k — k' large if the
driving is only in L2([0, T]), the operator A connects now points (&, ) that are
not close to each other in Z¢ x Z and there is no exponential decay along the
frequency k. In order to prove exponential decay on Z?, we introduce a new
decay function on Z% x Z, which can actually easily be used in the “random
walk expansion” that appears in the MSA.

Definition 3. Let G : (Zd X Z)2 — R such that for all any 2y € Z% x
7,G(Zo,.) € LY(Z4x Z) with |G (&0, .)|| 1 < 1/2. We define the decay function
da by

do(#,9) =—In | > J[IGG: 240 (24)

C(i—g) i
for any #,9 € Z? x Z if & # 7, and 0 otherwise, where C(Z — 9) is the set of
all finite sequences of the type (& = 2, 21, 22, ..., 2 = ¢) (or “paths” from &
to §).

Let P:Z% x 7Z — R be defined by

1//g if kve[-M—./g,M+./g],

P, k) = {M_ll)_M if kv ¢ [-M — /g, M +/3).
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We say that & is a resonant site if [V,,() — \| < /9. We have defined the
function P(&) such that if there is no resonant site on x x Z, then P(Z) >
1

[ACEY
Definition 4. Under assumption (C2), we say that Cf,(z) = (z+[—L, L]*)xZ C
74 x 7 is a p-good column if there exists a decay function dg such that
@ (Hicy @) = ) 7'9)] < P#)e e
for all § € 9" Cp(x), and such that
S edol@d) < el
gedinCy, (x)
Proposition 6 (Initialization of the MSA under the assumption (C2)). Assume
that (C2) holds. For any p > 0,L* € N, there exist € > 0 and L > L* such
that for any g < €, such that if v > 1 then
) 1
P(Cr(z) is a p-good column ) > 1 — T (25)
As in the smooth case (C1), Theorem 1 will follow from the Wegner esti-
mate (Eq. (19) in Proposition 3) the initialization of the MSA (Proposition 6),
and the stochastic independence of distinct columns (obvious here). But there
is still one difference: The MSA has to be performed with infinite columns. This

issue will be addressed in Sect. 6.4, where we explain the technical adaptations
to perform in the proof in [13].

4. Wegner Estimate

In this section, we prove Proposition 3 (Wegner estimate). For (18) (finite
column), we closely follow [31], while for (19) (infinite column), we follow [14]
(see also [8]). Thanks to the resolvent formula, we have the Shur formula: For
any P projector and B = PBP,

P(A+B)'P = (PA'P)"" + B)! (26)

where the two last “-~17 in the right-hand side correspond to the inverse for
operators restricted to Im(P).

Proof of (18). We follow the proof from [13]. Let A C Z% x Z,E € R. Let
P,,z € Z% the projectors on the subspace {x} x [ky — K, ko + K] and A C Z¢
the projection of A on its first parameters.

P (35\ eigenvalue of }AI‘A AE[E—¢E+ e})
<E (Tr(]-[E—e,E-‘re] (ﬁm)))

<E (2e%(Tr(f{|A _E- z‘e)*l))

—E [25( 3 T (B Ay~ B i0) ')

r€ANg
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= 2¢3 ( > E[Te (Pe(Hjp — vaPe — E—i) P + vax)l)D

zE€Ng

= 26 Z EVy:y;«éx

zE€Ng

X /% (Tr (((Pm(ﬁm — v, P, —E—ie)'P,) "t + vam)l)p(:r)dvmﬂ

= 2e¢ Z EVy:y#m

TE€Ng

a 3 (s + va) " Ypl)dv,

i €0 ((Py(H|p—vy Po—E—i€)~1P;)~1)

<26 3 Eup e (wllloc (2K + 1))
rE€ANg

< 2me(2K + 1)|Ag||pll oo,

where, to get the last equality, we used that P, acts as the identity on the
subspace generated by P,. O

Proof of (19). Let Ag be a finite subset of Z9. We make a change of variable
for the potential o = ‘A i > wen, V(). Asin [14] (see also [8]), the conditional

probability of a knowing V(z) = V,,(x) — a for all z € Ay, admits a density
&y (o) and there exists a constant C' such that, on a set U belonging to the

sigma-algebra generated by V(x) for all x € Ag, and with probability larger
that 1 — C'\/,
C .
1§77 oo < %((2M)1/2”p”oo +(2M)*2]p'|| ) (27)

_ Because of the symmetry described in Remark 2, for any realization
(V,ap), there exist Ay, .., A\a,| € [0, 7] such that o(Hy ) = {1, A b+
vZ. Now, keeping V fixed and changing «, one gets U(HV S) = {)\1 + (o —
ag)y ...y /\|A0‘ + (o — ap)} + VZ. Then, for any E € R,

P(d(o(H),E) < €)

< CVe+P({d(oc(H),E) < elnU)

<CVe+E; (]IUZZ/ (N + kv + (o —ag) — E| < €)¢ ()d>

i=1 k€Z

1 .
<CVe+ Zeﬁc((ZM)l/zllpHoo + 2M)* [l oo) K
where K is the maximum number of eigenvalue \ in a(ﬁ Vo) Such that there
exists a € [~M, M| such that |\ + a — ag — F| < € with nonzero probability.
In particular, we have Ko < 2|Ag|2 + 1. O
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5. Smooth Driving (C1)

Proof of Proposition 5. Proposition 5 is deduced from Propositions 7 and 8
below. 0

The key tool for the MSA is the following formula:

(B0, (H = N)"2) = > (vo, (Hia =N 'a)(@, gAd) (8, (H — N)~'2)
UEDIMA,DEDTEA
(28)
for any 9 € A and 2 ¢ A, and A C Z? x Z with z ¢ A, which is a direct
application of the well-known resolvent formula. We will repeat it as many
times as we can, replacing v for vy and choosing correctly the new A. The next
subsection deals with this question.

5.1. Resonant Sites, Security Box and Propagation Decay
Remind that & = (, k) € Z?x Z is a resonant site if |V, (0)—A| = [v,4+vk—\| <
/9. Obviously, for any x there exits a segment K, C Z so that (z,k) is a
resonant site for k € K, where K, is of the form K, = Z N [ky — /g/v, ko +
\/9/v] for some kg that depends on V,,(z) (see Fig. 1). Around each segment of
resonant sites K, we define a security box Ax, = {z € Z¢xZ : d(z,K,) < N},
where NV is an integer that will be defined later and d is the usual graph distance
on Z4 x Z.

We will say that a set of the form Ay x I C Z% x Z is not strongly resonant
if d(U(I:I‘AOM), A) > v2a(g), where a(g) is a function which will be defined at
the end of the proof of Proposition 8 below.

Proposition 7. Let L € N. If no security bozes intersect, if no security box is
strongly resonant, and if (x + [—L, L]%) x Z is not strongly resonant, then for

[kv = Voy(z) = Al < g k

FIGURE 1. Resonant sites
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any y € 0™ (x + [~L, L)), ki, ko € Z,

((x, k1), (IA{\(IJr[*L,L]d)X[kofK,lcoJrK} - /\)_1(3/”‘?2)) < m (29)

where ng = LWJ

In particular, this proposition implies that (z+[—L, L]%) x [ko— K, ko+ K]
is a pu-good box with

. (lnig) - 21n(V;a(g))) |

Proof. For this proof, we work inside the space L?((z+[—L, L]%) x [ko— K, ko +
K]) and we write simply H instead of H‘(QC_H L,L]%) % [ko— K, ko+K]-

Tterating (28), we obtain the usual random walk expansion for the resol-
vent (see, e.g., [13]): Given 2,9 € Z¢ x Z, we get

(&, (H = X)) = >
ﬁq‘,Ea;‘:n/\(f)i_1),{)7‘,666th(’{)1‘_1)
(&, (Hagoe) — N) 1) (1, gAD) (01, (Hagoy) — A) 7"
Qi) (g, gAD) . .. (B, (H — N)71). (30)
In this writing, we need to specify when we stop iterating (28) and how A(d;_1)
is defined. The following choice will guarantee the desired exponential decay:

1. If |6 — | < N, we stop iterating (28).
2. If ¥ is not a resonant site, we choose A(?) = {0}. There are then at most
6d + 2 points in 9°“*A(D).

3. If ¥ is a resonance site, we choose A(0) = Ak, . There are at most
CdAN"Y(N + \/g/v) points in 0°*'A(d) for some numerical constant
C > 0.

See Fig. 2 for a typical path from & to g.
From (30), we obtain

(&, (H DI <D |@ (Hiae) — A7 i) (a1, gAdy) |
|(01, (HlA(fn) — )" Yig) (i, gAvo) | |(H = X)) (31)

The factors in each term in this sum are bounded in two different ways, de-
pending on whether they are resonant or not:
1. If o; = (z, k) is not a resonant site, then (fIM —A) = (g + kv — X)d(gp)
so that
| ((:U, k), (‘E[‘A(ﬁi) - >‘>71(1’7 k)) ((.’E, k), gA(xlv k/)) |

< ’((m”“)’@(m/’k/)” < V3. (32)
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FIGURE 2. A typical path from Z to §. In red the resonant
sites and in yellow the security bozes with N = 2 (color figure
online)

2. If o; = (z, k) belongs to K, then
‘ (($7 k)7 (ﬁ\/\(@i) - )\)—1(1,/7 k/)) ((:L‘/, kl)? gA(:L‘”, ku)) ‘
<— 9
— d(o(Hiag, ), M)
The sum in (31) will be small, if for every path joining & to 4, the number

n of non-resonant sites is large enough to dominate the resonant terms (indexed
by J), i.e.,

(33)

(2(d+ 1)\/g <<Hd( (H,), ) (34)
jeJ

We can now understand the reason why we have introduced the security boxes:
Assuming that no security boxes intersect one another, then u; is a resonant
site implies that u;4; is not resonant and its distance to any resonant sites is
at least larger than N. From this we can deduce that for any path joining & to
9, every resonant term is followed by at least N non-resonant ones. Let N € N
such that

1

NI=Y(2N + ¥2))(2d + 2)N 1 (/g) >
v2a(g)
Then, if 4, is resonant, and assuming that, there is no strongly resonant secu-
rity box, and no intersecting security boxes, we find that the following product
of N 4 1 consecutive factors can be bounded as

<1 (35)

|(8, (ﬁm(m) = A) Vi) (G, 9A01+1)|

A @ipns (Hiaoyn) = N7 iene1) (@i v, gAvig v )|
N41

P V) A Yok
T d(e(Hiay, ), A) T NN 4 22))(2(d + 1)V
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Hence, for a path connecting & to g in l = k(N + 1) + s steps (s < N + 1), we
obtain

(&, (Hiasy) — N ) (a1, gAv1)] . | (ﬁw—h (Hia@, 1) — /\)71&0 (i, gAwy)|
41

(v9) ) (Vo'
v2alg)

= <Nd—1((2N + ) (2(d+ 1))V

We can now conclude the proof. Indeed, any path connecting & to ¢
contains at least (d((z, k1), (y,k2)) — N)/2 steps. Denoting by A; the set of
paths connecting & to ¢ in [ steps, we find

o0

(&, (H — X)) < > | Al
I=(d((z:k1),(y,k2))—N)/2
(V) e
NAI(@N + L)) (ad+ 1)V ) 2als) valy)

oo

1/2 1
. 2 VI LRy

I=(d((z,k1),(y,k2))—N)/2

o ()"
~ (1= vg) (Palg)?

O

Proof of Proposition 4. For any & € Ay x [k — K; ko + K], |V(i‘) - Al > /3.
One can now do the random walk development as previously with no resonant
term. 0

Proposition 8. The probability of the event “there is mo strongly resonant se-

curity box, and no intersecting security bozes” is smaller than 1/L*? when g

goes to 0 assuming N = O(EEZ; ), L =m1N, with my a fized large integer and

|In(v)| < g~ 5.

Proof. To deal with the strongly resonant boxes, we use the Wegner-type es-
timate (18) with € = v2a(g):

M/v
P(Ak, is strongly resonant ) < Z P(Ak, is strongly resonant and
ko:*M/l/
(36)
Ko =ZN ko —1/(v\/9), ko +1/(v\/9)])
M/v
< Y P(Azaike-1/(yan)kot1/(van)]
ko:—M/V

is strongly resonant)
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< Zhamate) (v (22 +2v) ) ol
< 4AM (Nd (2*@ + 2N)> va(g) (37)

v
We deal now with the probability of non-intersecting security boxes: For
any z,y € [-L, L]?, A, NAg, = 0. This will be satisfied if there is no |k| < 2N
such that |v, — v, + kv| < \/g. If v < /g, the probability P of intersecting
security boxes is bounded by:

p< (2L)d((2L)d — 1)

P(lve — vy| <2(Nv+ /)

- 2
< 2(2L)"((2L)" ~ 1) (N + y@) lolloe (39)
and in any case (when v > ,/g) by
P <2(20)(20)" = 1)(N + 1)v/gllpll (39)

From (38) (or (39)) and Proposition 7 we conclude the proof of our the-
orem. We need:

aM (Nd (¥ + QN)) va(g) < 2]:%1,
22L)2((2L) — 1) (Nv + /3) lpllo < 57 (40)
- (% _ 21n<uza<g>>) > 1

or (when v > /g)
AM (Nd (L\V@ + 2N)) va(g) < st
2(2€)d((2L)d —21)(N +1)y/gllpllo < 35m (41)
_ (% _ 21n<uLa<g>>> > 1

and (35). We set a(g) =1 in case of v < /g and a(g) = g in case of v > /g.

LN =22 with ny > 7.
2. L = m N with m; a large enough integer.

We have then f(@ - M) > |In(g)|( — -L-). Then assume |In(v)| <

4 m1

g 5. So we get LAd+2 /g = O(g!/*). Finally, the three conditions of (40)
are satisfied in the limit ¢ — 0 and this is the end of the proof of 5. O

6. L? Driving (C2)

We now consider the case of an L? driving. In this setup, we will work on
infinite columns Cp () = (x + [~L,L]?) x Z, so that distinct columns are
independent with respect to the disorder. Instead, one should be careful in the
random walk expansion since infinite sums appear. That this is not a problem
comes from the decay of the Green function at the large frequencies:
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6.1. Decay of the Green Function Along the Frequency Axes
Proposition 9. Let ¢ be an eigenfunction of H with eigenvalue \. Then

> kv = Nd(a, k)* < (9+ M)*. (42)
x,k
In particular,
- 1+M+g
B < ——MZ 43

for any x.

Proof. We use the time representation of ¢. Recall that o(t) = eap(t) with
1 solution of (4). Since the evolution is unitary, for all ¢t € [0,T], ||¢(t)|| =

le(®)] = 1£(0)] = [(0)]. So
T
Zukuwwkn 1/ 1(i0% — Ne(t)] 2t

7 / GLOIRY

< 0 "loaw) + v)lar

<+ [ leamlar o
<(9+ M)
and we deduce that (1 + (|kv — \|))é(z, k) is square integrable. O
From this we can deduce an estimate for the resolvent:

Proposition 10. There exists a constant C' depending only on v so that we have

(2L + 1)¥2(2 + M) P(z) ( up

: (0 — AN <
(2, (Hiop@) = N 19| < [ —

= )\\+C)

forany 2 = (2,k.),9 = (y,ky) € Cp(x), where \; are the eigenvalue Ofﬁ\CL(x)-

Proof. We decompose I;ﬂCL(z) into its eigenvectors and we apply Cauchy-—

Schwarz. The eigenvalues of H |z (x) are all of the form \i + kv, where we can
assume that \; are such that |\; + kv — \| > v/2 if k # 0. Then

(2 (Hicp@ — AN 7'9)
1Al
= O, 40k (2) O3, 40k (9)
;%A +1/k A ARSIk

1/2
IA|

oD vk = k)l (2)

i=1 k€EZ
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»> 1
|¢5\i+uk(yA)|2
i |Ai +vk M2 (14 [N+ v(k—E.)|)?
[A| 1/2
= [ YN+ A+ vk — k)25, (2 k= — k)|
1=1 k€EZ
>y :
|¢5\7‘,+uk(:g)|2
=N +vk N2 (14 [\ +v(k—E.)|)?

We use now (42) to control the first factor, and (43) to get an estimate on
|#5, 4k (9)] in the second one:

(2, (Hiep@y — A7) < 1+ M +g)?

1/2
IZA:Z 1 1
| +V’<f A2 A+ X+ (k=k:))? (14N + v(k = ky)])?
|A]
1 1
=(1+M+ _
( 2 Z X 7/\\2 (Lt i+ (k= kD2 (L + [N + vky))?
1/2
3y : :
o N —H/k A2 (TNt (e—k)D2 (1 + [ + vk — ky)))2
1 1
< JAIY2(1+ M + g)? <Sup — + C) P(3)
i A=Al (1+ [kz = ky)
where the last inequality comes from the estimate of the integral
/dk 1 1 1 1 1
1+k21+(k—k)2 1+ (kE—ky)? (14 k)2 (14 |k — ky|)?
g
Definition 5. We say that Cf(x) is not strongly resonant if
inf  {IN— A} > e VE (44)

Xi 60’(H|CL(T))
In particular, if Cp(x) is not strongly resonant, we have

CLd/2P( ) VI

~ E[ e S

where C' is a constant.
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6.2. The Decay Function

If Anderson localization is most of the time studied over Z?, the problem could
be raised on any set of point X. It is indeed easy to define a random poten-
tial V(z),x € X and a “Laplacian” A(x1,xs) without assuming a particular
geometry of the system. But to recover the decay, one should then first define
a decay function, and A is the only object that we can use to construct such
a decay function. We first give a general definition.

Definition 6. Let G: X x X — R, for any 2,7 € X,

dg(#,9) = —In Z H|G(2i;2i+1)‘ (45)

c(i—g) i
if & # ¢, and 0 otherwise, where C(z — ¢) is the set of all paths & =
,’/3’(),72’1, 22, veny 2].3 = Q from Z to :l)

Proposition 11. If for any z € X, . |G(z,21)| < 1/2, then dg is positive and
satisfies the triangle inequality.
Proof. We first check that d¢g is positive. Let Z, 9

Z H |G (Zi, 2i41)]

zﬂy) [

SN | (SO

9 C(e—g') 1

< [T (mex Y (66020

n>0i=0 fozieXx
=" (max Y |GG, 9))"
n>0 U gex

(maxi Zg;ex |G(f73))|)
1 — (maxz Ygc v [G(2,9)])
< 1.

We now check the triangle inequality. Let Z be another point in X.
dG(i’v g) + dG(Z% 2)

:—ln( Z H|Gz“z,+1 ) ( Z HlGZ],Zngl )

C(z—y) ¢ C(g—2) J

- ( ¥ Y I o) T116Gs 2 )

C(z—y) C(§—2) 1

> —1In Z HlG(2i72i+1)|

C(3—2) i
=dg(#,2).
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6.3. Initialization of the Multi-scale

Proof of Proposition 6. Proposition 6 follows from Propositions 13 and 14 be-
low. U

Definition 7. We will use dg with X = Z¢ x Z and
G(#,9) = g|A&,9)P()| (46)
Remark that we also have A(2,.)P(.) € L' because A(2,.) € L? and
P(.) € L% We will write |G| ¢tymaz = SUp, >, G(z,y). This quantity goes to
zero as g — 0. The decay function is related to usual distance on Z? through
the following proposition:
Proposition 12. For any & = (x, k),
Z Ze—dc((fmkm)&z,k)) < LGNt az) =0 A=11Gll g1 1) (47)
zilz—z|=L k
in particular 2 = (z,k;), |z — z| > L.
da(2,2) 2 L(=In(|Gllemaz)) + (1 = [[Gllermaa) (48)

Proof. Because no path of length smaller than L connects & with the boundary
of {(z,k): |z — 2| > L},

NG mae
E G(%:% < E Gllimaz < AL 49
H| +1 | H ||€ 1— ||G||£1maz ( )

(2—2) 1 n>L

So
dG(SEa 2) > —L ln((HGHZlmax) + ln(l - HGHElmam)'
U

Proposition 13. If there is no resonant site at all in Cr(x), and if }AI‘CL(I) has
no eigenvalue \; with |X; — \| < \/g, then Cr(z) is a (1, de) good column

Proof. We use here again the resolvent formula:

(&, (Hicp @) — N 1) = Z éigc’éi(é, (Hiopy — N 7H9)-

Applying it several times yields the usual random walk expansion:

Z gA(i: 21) gA(%1, %)

(&, (Hiop@ —A) 7 9) = V(E)— AV (Z1) — A

2 217227 7271
( n—1, Z'I’L) —1A
C = Hic, ) — A
V(é ) 3 G (Hicw@) = A7)
Because there is no resonant site, m < (z) for any 2 € C(x). So
(&, (Hicy @) — N '9)]

= P(2) Z |gA (&, 1) P(21)gA (21, 22) ... P(2,-1)

23215225320
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XgA(Znazn 1)(va(H\CL(ac) )‘) g)|
gcp(ge)M > A l9A (2, 2)P(51)9A (31, 22) ... P(3p_1)
Ld/2
V9
< cr? P8 S T glAG 240) PGis)

C(z—y) 1

X gA(zA'n’ 2n—1)P(2n)|

where the first inequality is obtained through Proposition 10 and the hypoth-
esis on the eigenvalues \;. So one has

3 P
(&, (Hicpmy — N)719)| < CLY2——~ (£) e—da(,9)

O

Proposition 14. The probability of the event “there is no resonant site at all
in Cp(x), and H\c, (z) has no eigenvalue \; with |\; —X| < \/g” goes to 0 with
g—0.

Proof. First,

2M
P(there is no resonant site in Cr(z)) < ||p||00 (2L +1)4/2¢g (50)

Next, thanks to Wegner estimate,

2M
P(CL(x) is not strongly resonant ) < ||p||cc—— (2L + 1)4/2g. (51)
This gives the proposition for g — 0. 0

6.4. Technical Results for the Iteration of the MSA

We have proved that for a fixed L, C,(x) is a good column with high probabil-
ity. MSA induces that the property is valid for all Ly, with Ly = Lg, Lo = L,
but some adaptations with wrt. [13] are needed, due to the long range hopping
along the frequency axis. It turns out that only Theorems 10.14 and 10.20
need to be re-investigated. Here we prove Proposition 16 below that will play
the role of Theorem 10.14 in [13] (the equivalent of Theorem 10.20 in [13] can
then be obtained without any new idea).

Thanks to the estimates on Green function obtained in Sect. 6.1, we
obtain

Proposition 15.

sungmk ]800 2)PE)| < o0 52)

Y L

In particular, G(z,.) = Zky m|A(@, )P()| is in L' uniformly in x.
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Proof. We have \/|A(7,.)| € L*, with a norm that can be bounded uniformly
in §, 7 € L3 and P(.) € L3,

supZZZjH'k — A6 APE)

(ggg21+|k_k| 36:20) (s X2 VIAG- 1P (2)
< (s IVIAG ) (VTG s PO )

O

Proposition 16. If there is no two distinct small-scale columns Cp, (y) C Cr,.,
(x) which are not p-good, and there is no columns Car, (y') C Cr,,, (x) that are

strongly — resonant and Cr,  (x) is mnot strongly resonant, then
3Ly,
Liy1”

Cry.. () is ' good with p' > p —

Proof. Let dg be the decay function used for the small-scale good boxes. In
the case of Cr, is a bad column, we use the resolvent development twice

@, (Hioy, ) =N 9)
< Z I(jv(ﬁ|C2Lk($) _A)_lél)gA(ZAlazb)

51€07 CLy, (2),
Zo EaextCLZk (I)

(Z2, (Hicy, (@) — N7 '9)]
< > > @ (Hica,, (o) — N 41)gA (2, %)

2,€0™" 'CLy,, () 23€0™" CLk(ZZ)
22€0° 'CL%(m) 24€0°7t Cr, (22)

(Z2, (Hicy, (0) = N 28)9A(Es, 20) (20, (Hiop, @) = N7 19))
. C(2Ly)%? .
<P@ Y > e LB A, 4

_ £ 14 ks — ks, |
2,€0" CLZk(a:) 23€0 CLk(Zz)
20€0°T CL% () 2,€0°%t CLk(Z2)

P(5)e 105 g|A(23, 24) (24, (Hicy (o) — N 9))
So let us define G’ as follows:
G'(&,§) = e~ @D

if Cp, () is a u good box and § € 9°**Cy, (x), and
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C(2Ly,)"?
G (3. 1) = VL
(l‘,y) Z € 1+|k:i_k21‘
5160 Ty, (2)
22666‘“61%(1)
23€0""Cr, (22)

x|gA(21, 22)|P(22)e™ ") |gA (23, 9) | P(9)
if Cr(x) is a bad box.
Thanks to Proposition 15, there is a constant C' independent of Lj such
that for the second case: |G| 1 < C'e2VTke=rLr We can then recover the
usual tools, using that e #L* dominate the other terms for L; large. In par-

ticular because for any path from z to OCL(x) there is at least (Lz—:l —3) i
good boxes. So, with the same argument as in the proof of Proposition 12,

Z e—dar (,9) < o=i(Lip1=3Lk)=In(1=[|G |41, 4,)

geoinCyr (x)

7. Proof of the Corollaries

As said, Corollaries 1 and 2 do not follow logically from Theorem 1; instead,
one should go through the MSA once again and refine several estimates. This
work has been carried over in [11], and one indicates here only the main steps
as well as the few needed extra adaptations.

Let us start with Corollary 1.

Proposition 17. There exists p > 0 (and one can take p — oo as € — 0) such
that:

. P 2
E|sup ) ) lal’léa,k,t)” | <oo (53)

z€Zr k

for any ¢(x, k,0) defined on a bounded support.

Proof. Thanks to the MSA carried over in this paper, one can check that the
results of [11] holds; in particular, the assumptions of Theorem 3.1 in [11] are
satisfied. O

In order to recover ¢ from ¢ we use the following proposition. Remind
that, thanks to (6), we have ||H ()| L10;7) < \/THH(t)HLz[O;T].

Proposition 18. Let 1 (t) € L*(Z%) satisfying |[1(t)|2 = 1 for allt € R be a
solution of

0 () = A (54)
where for any t A(t) is Hermitian, C' = || A(.)| 1 (0,r7) < 00 and (z, A(t)y) =0
if | —y| > 1. For any t € [0,T] and any xo € Z¢, we have
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> [P = (w0, 0)]

|z—wo|<R k>R

k
¢ 3 P ). (55)

k>R

Proof. Let us separate ¥(0) = 1;—5,9(0) + L;45,9(0). Because the A(t) is
Hermitian, there exists U(¢) unitary such that

P(t) = U)p(0) = U(t)(La=zyt(0)) 4+ U (t)(Laza,1(0)) (56)
Calling 1 = U(t)(Lo=z0%(0)), %2 = U(t)(Lusz,(0)) we have (¢1,42) = 0
and [[¢1]]? + [[¢2]|* = 1. Because 1),_,,|<r is a projector,
(V1 + Y2, Loy < r (Y1 + 12))

= (Y1, Lomag<r?1) + (2, Lo < r¥2) + 2(¥1, 12— gg|<RV2)

> (Y1, 1o gg)<r®1) — 2| (Y2, Lo g >rY) |

> 91 1? = 12— 2 m01 1 = 2[(2, Lz ap > r81))]

> [l1ll? = 1L e—ae> Y1 = 2011 o se)> R |

We now proof that the locality of A(t) implies that ||]1|z,m0|231/)1||2 is small.

d
iawl(y,t)— A(t)Pr(y,t) Z Ayu ) ( y',t).

ly'—yl<1

Hence,

Sl < Y Ay OG0l < IAO1 Y 1)

|y’ —y|<1 ly' —y|<1

Let a(y,t) be solution of the system

Laly,t) = [ADI S, _y1er aly's1) -
( Y, ) = W)l(mOyo)l]ly:zo
We have then for any (y, t)
[Y1(y, 1)| < aly,1) (58)

We can evaluate a with the following remark: Let X (¢) be the classical Mar-
kovian random walk on Z of variable rate || A(t)| and starting at point zq. Its
generator is

%JP’W (X(0) =) = [AD) Y Pog(X(1) =¢) = Po(X(H) =) (59)

[y’ —yl

and then we have

e~ D fo 1AGIIde g (y 1) = a(ag, 0)Py, (X (t) = y) (60)
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We can then deduce

;Ra(yat) < a(:z:o,()) (2d+1) [y 4G ”dup( 2d [ [|Au)||du > R) (61)
y>

where Ny ey 40 du 1 the Poisson process of parameter 2d fot |A(w)||du. So
0
forany t < T

3 a(y.) < afan,0)e” Y 29O (62

y>R k>R
We can now conclude
Z (2, t)]? = (Y1 + V2, Lo | < r(¥1 + 12))
|z—zo|<R
> |l1ll? = 11 o—ao > rY1 I = L)oo > mYl
2

> a0, 0 = (o, 0 [ € 32 CIOT

k>R

= [¢ (20,0 e Z Qd?

k>R
O

The above proposition and the dynamical localization of ¢ enable us to
conclude:

Proposition 19. For any € > 0, there exist some constants C., D, such that

Ce Y Y |aPlo(a, k) + De = Y |aol”“|b(x0, t)|” (63)

zezZd k To€EZY

Proof. Let € > 0. Let R : Z% — R, x — R(x() be a function satisfying the four
following conditions:

k
> o Y PN oo (64)

2oL k>R(zo)
for all zy € Z¢,
(2dC)k 1
e N o <3 (65)
k> R(xo) ’

for all x, 2o € Z such that |z—z0| < R(z0), it holds that |z —x¢| < (1+€)R(z),
there exists a constant C, such that

> 20" < Celzf” (66)
o0 < (O R()

for |xo| > 1. For example, we can take R defined by R(z) = In?(|z]|) for |z| > a
and R(z) = In?(a) for a large enough.
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sup Z Z|x|p|q§ x, k,t)]

zezd k
t+T
=E | sup Z |x|P = / |p(2, u)[*du
>0
1 1 T ,
I E D D DR / [wol?~* |, u)du
¢ \*0 74 jo—ao|<(4+0)R@) = 7t
1 1 T )
> FE sup Z |x0|p_€f/ Z |p(z, w)|"du
¢ =0 zo€Z? ¢ |z—20|<R(z0)
1 t+T
> F p—e _
> G (s 3 ool [ om0 ~ oo P

zo€EZY
2

dC)k dC
« é}}: @kﬂ) ez c?}: (2 -

E>R ’ E>R

| V

—E sup Z [o[P™ €| P (0, 1) )

xo €LY

2dC*
L -

Ce 2o €LY k>R(x0)

So

sup Y [aol” o (w0, I | < oo (67)

o €L

Let us now come to Corollary 2:

Proof of Corollary 2. Since

0) = ¥x(-k)

kEZ

we can write

Hepp(zy) = Y, > Mol k)ds(y,1)

(k,1)€Z2 Xelo,v]
= > (. k) n(H) (. k)
k.l

with
n:R—=R, s n(s) =1,((s)s.
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Again, thanks to the MSA shown in this paper, and the deterministic expo-
nential decay along the frequency axis of the eigenfunctions under Assumption
(C1), we can reuse the methods leading to Theorem 3.1 in [11], to get our re-
sult. O
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