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Large caps

Jürgen Bierbrauer

1. Introduction

A cap is a set of points no three of which are collinear.

PROBLEM 1. What is the maximum number of points of a cap in projective geometry
PG(N, q) and in affine geometry AG(N, q)?

Denote by m2(N, q) = m2(PG(N, q)) the maximum size of a cap in PG(N, q) and by
m2(AG(N, q)) the maximum size of a cap in AG(N, q). The binary case is not very inter-
esting as AG(N, 2) is a cap. It follows m2(N, 2) = m2(AG(N, 2)) = 2N. In the sequel we
assume q > 2.

Let K ⊂ PG(k − 1, q) be a cap, where |K| = n. We can represent K by a (k, n)-matrix M

with entries from Fq, whose columns are representatives for the points in K. The defining
condition of a cap (n points from PG(k − 1, q), no three on a line) is equivalent to the
statement that no three columns of M are linearly dependent. Let C = C(M) be the vector
space (code) generated by the rows of M, and C⊥ its dual with respect to the dot product.
It should be noted that M and C(M) are not canonically determined by K. This is due to
the fact that we have to choose representatives for the points of K to determine the columns
of M. Each column is determined only up to nonzero multiples by K. While this choice has
no influence on the basic parameters of the code and its dual (length, dimension, distance
distribution, strength) it does have an influence on the parameters of subfield codes, for
example.

We have dim(C⊥) = n − k (it can be assumed that M has rank k as otherwise K would
be a cap in a lower-dimensional projective space), and the minimum distance of C⊥
is ≥ 4. On the other hand, the columns of a check matrix of a code [n, n − k, 4]q form a
cap in PG(k − 1, q). The minimum distance of C(M) is the minimal intersection size of
K with the complement of a hyperplane. A different point of view is obtained by writing
out the elements of C(M) as rows of a matrix and interpreting them as points of a sample
space. Each of the n columns of the array defines a random variable on C(M) with values
in Fq . The defining property of a cap, equivalently the linear independence of any three
columns of M, says that any three of the n random variables are statistically independent.
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In design-theoretic terms this is equivalent to stating that C(M) is a linear orthogonal array
of strength 3.

PROPOSITION 1. The following are equivalent:

• an n-cap K ⊂ PG(k − 1, q), which is not contained in a hyperplane;
• a (k, n)-matrix M of rank k with entries from Fq such that any three columns are

linearly independent;
• a linear code [n, k]q, which is an orthogonal array of strength 3;
• a linear code [n, n − k]q of minimum distance ≥ 4.

Proposition 1 shows in particular that the theory of caps in projective spaces over finite
fields is identical to the theory of linear codes of minimum distance 4. Each of the equiv-
alent statements of Proposition 1 (geometric, linear algebraic, statistical, coding theoretic)
indicates its own type of application. Each of these points of view motivates generaliza-
tions. In coding theory a natural generalization of linear codes with minimum distance 4 are
high-dimensional codes with small minimum distance, for instance d ≤ 5. Another natural
coding-theoretic generalization is from the linear to the additive case. From a statistical
point of view it is natural to relax the condition of statistical independence (of any three
random variables) in some way. We will come back to these and other generalizations later
in this text.

2. The canonical models

In projective dimensions 2 and 3 quadrics yield canonical models for caps. In this
section we use vector space dimensions. Let V be a vector space over Fq . If q is odd,
then symmetric bilinear forms on V are equivalent to quadratic forms on V : the quadratic
form determined by (, ) is Q(x) = (x, x), and the symmetric bilinear form defined by the
quadratic form Q is

(x, y) = 1

2
(Q(x + y) − Q(x) − Q(y)).

The radical Rad(V ) is the subspace of vectors, which are orthogonal to the whole space
V. A symmetric bilinear form is non-degenerate if rad(V ) = 0 (equivalently: the Gram
matrix has nonzero determinant).

Let V = V (d, q) with non-degenerate symmetric bilinear form (, ) and corresponding
quadratic form Q, where q is odd. The corresponding quadric Var(Q) (Var stands for
variety) consists of the points in PG(d − 1, q) on which Q vanishes (the isotropic points).
Fix a non-square c0 ∈ Fq . Call V anisotropic if Q(v) �= 0 for all v �= 0. It is easy to see that
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necessarily d ≤ 2 in this case, and a 2-dimensional anisotropic space has a basis v1, v2 such
that (v1, v1) = 1, (v1, v2) = 0, (v2, v2) = −c0. As the structure is uniquely determined it
is clear that every nonzero field element is represented equally often, hence q + 1 times,
under Q. Anisotropic 2-dimensional spaces represent projective lines not containing a point
of the quadric.

Let now d = 3. We can choose v1 �= 0 such that (v1, v1) = 0. As v1 /∈ Rad(V ) we
can find v2 such that (v1, v2) = 1. Replacing v2 by av1 + v2 if necessary we can assume
(v2, v2) = 0. Let H = 〈v1, v2〉. Then H (a hyperbolic plane) is non-degenerate. It follows
that we have an orthogonal decomposition V = H ⊥ H⊥, where H⊥ is non-degenerate.
As we are in dimension d = 3 the process ends here: V = H ⊥ 〈v3〉, where (v3, v3) �= 0.

We can choose either (v3, v3) = 1 or (v3, v3) = c0.

Let h(1, c) be the number of vectors v in a hyperbolic plane such that Q(v) = c. Clearly
h(1, 0) = 2q − 1 and h(1, c) = q − 1 for all c �= 0. A hyperbolic plane represents
a projective line containing 2 points of the quadric. Let g(1, c) be the corresponding
representation numbers in our V (3, q). We have g(1, 0) = (2q − 1) + q−1

2 (q − 1)2 = q2.

The number of isotropic points in PG(2, q) is therefore (q2 − 1)/(q − 1) = q + 1. These
form the points of a (q + 1)-cap in PG(2, q).

Consider d = 4. The inductive process shows that only two situations can occur: either
V = H1 ⊥ H2 is orthogonal sum of two hyperbolic planes (this is the hyperbolic or
(+)-or dihedral case) or V = H ⊥ A is the orthogonal sum of a hyperbolic plane and a
2-dimensional anisotropic space (this is the elliptic or (−)-or quaternion case). Let h(2, c)

be the representation numbers of the quadratic form in the 4-dimensional hyperbolic case
and e(2, c) the corresponding numbers for the elliptic case. Using the numbers h(1, c) we
obtain h(2, 0) = (2q−1)2+(q−1)3 = q3+q2−q. The number of points on the hyperbolic
quadric in PG(3, q) is therefore (q3 + q2 − q − 1)/(q − 1) = (q + 1)2. The representation
numbers for the 2-dimensional anisotropic type are of course e(1, 0) = 1, e(1, c) = q + 1
for all c �= 0. Let e(2, c) be the representation numbers for the 4-dimensional elliptic type.
We have e(2, 0) = (2q − 1)+ (q − 1)(q − 1)(q + 1) = q3 − q2 + q. The number of points
of the elliptic quadric in PG(3, q) is therefore (q3 − q2 + q − 1)/(q − 1) = q2 + 1.

The elliptic quadric in PG(3, q) is a (q2 +1)-cap. The inductive process shows that in each
even dimension d there will be two types of non-degenerate quadrics.
As for d ≥ 5 we can split off two hyperbolic planes (yielding lines in PG(d − 1, q)

all of whose points are isotropic), these quadrics cannot be caps in PG(d − 1, q). Let us
denote by Q+

2d−1(q) the hyperbolic quadric in PG(2d − 1, q) (the vector space V (2d, q) is
orthogonal sum of d hyperbolic planes), by Q−

2d−1(q) the elliptic quadric in PG(2d − 1, q)

(the vector space is orthogonal sum of d − 1 hyperbolic planes and a 2-dimensional
anisotropic space). The corresponding representation numbers are h(d, c) and e(d, c),

respectively.
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How can we tell the elliptic from the hyperbolic case? With respect to the bases that we have
chosen the Gram matrix of the 4-dimensional hyperbolic bilinear form has determinant 1,
whereas in the 4-dimensional elliptic case the determinant is c0. Change of basis introduces
a quadratic factor in the determinant. This shows the following:

THEOREM 1. Let q be odd. A non-degenerate symmetric bilinear form in V (4, q) is
elliptic if and only if the determinant of the Gram matrix is a non-square.

The same method works in arbitrary dimension. We see that quadrics do give us very
good caps in PG(2, q) and in PG(3, q) whereas no caps are obtained in higher projective
dimensions.

In characteristic 2 the quadratic form carries more information than the underlying bilinear
symmetric form. The procedure of classifying the quadratic forms is analogous to the
odd characteristic case, and the representation numbers are the same. It is an elementary
observation that a (q + 1)-cap in PG(2, q) can be embedded in a (q + 2)-cap if and only
if q is a power of 2. For a geometric proof that q2 + 1 is the maximum size of a cap in
PG(3, q), q > 2 see [26].

THEOREM 2. Let q > 2. We have

m2(2, q) = m2(AG(2, q)) =
{
q + 1 if q is odd
q + 2 if q is even

m2(3, q) = q2 + 1 and m2(AG(3, q)) = q2.

It is a combinatorial fact that an ovoid ((q2 + 1)-cap in PG(3, q)) intersects each plane in
either 1 or q + 1 points, and each point of the ovoid is on exactly one tangent plane. This
implies the last statement of Theorem 2. The Tits ovoids [43] form a family of ovoids in
characteristic 2, which are not equivalent to elliptic quadrics.

Let us sum up: in projective dimension up to 3 we have canonical models for large caps.
These are quadrics. In larger projective dimensions quadrics cannot be caps. Quadratic
forms are derived from homogeneous polynomials of degree 2. Consider the case

Q(x1, x2, x3, x4) =
4∑

i=1

aix
2
i

in odd characteristic. The corresponding symmetric bilinear form is

(x, y) =
4∑

i=1

aixiyi,
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where x = (x1, x2, x3, x4), y = (y1, y2, y3, y4). This shows that the Gram matrix is the
diagonal matrix diag(a1, a2, a3, a4). The quadratic form is non-degenerate if and only if
ai �= 0 for all i. We conclude from Theorem 1 that Q is elliptic if and only if a1a2a3a4 is
a non-square. Let us specialize to q = 3. Choose a1 = −1 = 2, a2 = a3 = a4 = 1. The
ovoid in PG(3, 3) is therefore described by the equation x2

1 = x2
2 + x2

3 + x2
4 . The points of

the ovoid are

(0 : 1 : 1 : 1) (1 : 0 : 0 : 1)

(0 : 1 : 2 : 1) (1 : 0 : 0 : 2)

(0 : 2 : 1 : 1) (1 : 0 : 1 : 0)

(0 : 2 : 2 : 1) (1 : 0 : 2 : 0)

(1 : 1 : 0 : 0)

(1 : 2 : 0 : 0)

3. The case of dimension 4

The case of projective dimension 4 is in a way particularly difficult. No canonical models
are available and the dimension is too small to admit useful recursive constructions. The
best known constructions are based upon ovoids in hyperplanes. We concentrate upon the
following asymptotic problem:

DEFINITION 1. The pair (α, c) of positive numbers is asymptotically reachable by
4-dimensional caps if there is an infinite family of caps of size sq in PG(4, q) such that
limq→∞sq/qα ≥ c. Exponent α is asymptotically reachable if (α, c) is asymptotically
reachable for some c > 0.

PROBLEM 2. Is an exponent α > 2 asymptotically reachable by 4-dimensional caps?

Using two ovoids in two different hyperplanes we see that (α, c) = (2, 2) certainly is
asymptotically reachable. In characteristic 2 nothing better is known.

PROBLEM 3. Is (2, c) asymptotically reachable by 4-dimensional caps in characteristic 2
for some c > 2?

The following is from [40, 5].

THEOREM 3. (α, c) = (2, 2.5) is asymptotically reachable by 4-dimensional caps in odd
characteristic.
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We sketch the construction in case q ≡ 3(mod 4). Use homogeneous coordinates (x1 : x2 :
x3 : x4 : x5) in PG(4, q). Consider the hyperplanes H1 = (x3 = 0), H2 = (x4 = 0) and
H3 = (x5 = 0). The quadrics Qi, i = 1, 2, 3 are given by the following:

Q1(x) = x2
1 + x2

2 − x2
4 + x2

5

Q2(x) = x2
1 + x2

2 + x2
3 − x2

5

Q3(x) = x2
1 + x2

2 + 2x2
3 − 2x2

4

As observed in Section 2 the symmetric bilinear form corresponding to Q1 is

(x, y)1 = x1y1 + x2y2 − x4y4 + x5y5,

analogously for Q2 and Q3. The radicals of Qi are Rad(Qi) = 〈ei+2〉, i = 1, 2, 3. In
particular the restriction of Qi to Hi is non-degenerate. As −1 is a non-square, it follows
from Theorem 1 that V ar(Qi) ∩ Hi is an ovoid, in particular a cap in Hi, i = 1, 2, 3. We
start from the point set (V ar(Q1) ∩ H1) ∪ (V ar(Q2) ∩ H2) ∪ (V ar(Q3) ∩ H3) of O(3q2)

points. Removing the points in the intersections Hi ∩ Hj does not change the asymptotic
size. In the resulting set any 3 collinear points must be on a line l, which is not contained
in any of the hyperplanes Hi (a generic line). The plan is to find a subset U ⊂ V ar(Q3) of
size O(0.5q2) such that no generic line l meets V ar(Q1) ∪ V ar(Q2) ∪ U in 3 points.

Let l be a generic line and Pi = l∩Hi, i = 1, 2, 3. Assume Pi ∈ V ar(Qi), write Pi = 〈vi〉.
We can choose the representative vi such that v1 + v2 + v3 = 0. We have

v1 = x = (x1, x2, 0, x4, x5)

v2 = y = (y1, y2, y3, 0, y5)

v3 = z = (z1, z2, z3, z4, 0)

Recall x+y+z = 0 and Q1(x) = Q2(y) = Q3(z) = 0. The equation 2Q1(x) + 2Q2(y)−
Q3(z) = 0 shows (x1 − y1)

2 = −(x2 − y2)
2. As −1 is a non-square we must have

x1 = y1, x2 = y2. Relation Q1(x) − Q2(y) = 0 yields

z2
3 + z2

4 = 2x2
5 .

This is impossible provided 2(z2
3 + z2

4) is a non-square. Let U consist of all P = (z1 : z2 :
z3 : z4 : 0) such that 2(z2

3 + z2
4) is non-square and Q3(P ) = z2

1 + z2
2 + 2z2

3 − 2z2
4 = 0. We

have to show |U | = O(0.5q2) (as a function of q, where q ≡ 3(mod 4)). We can impose
the conditions z3z4 �= 0 and z2

3 −z2
4 �= 0 without changing the asymptotics. For each of the

(q − 1)/2 non-squares u there are O(q) pairs (z3, z4) such that z2
3 + z2

4 = 2u (recall that
x2 + y2 is anisotropic). For each such choice of u, z3, z4 there are O(q) pairs (z1, z2) such
that z2

1 + z2
2 = 2z2

4 − 2z2
3. The number of (projective) points in U is therefore O(0.5q2).

This proves Theorem 3 when q ≡ 3(mod 4). In case q ≡ 1(mod 4) the construction is
similar. Precise values and an extension construction can be found in [5].
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4. Recursive constructions

We start from a slight generalization of Mukhopadhyay’s general product construction
from [34].

THEOREM 4. If there is an n-cap A ⊂ AG(k, q) and an m-cap B ⊂ PG(l, q), then we
can construct an nm-cap in PG(k + l, q). Moreover, if A is avoided by i ≥ 1 hyperplanes
in general position and B is avoided by j ≥ 0 hyperplanes in general position, then the
product cap is avoided by i + j − 1 hyperplanes in general position.

Proof. Let (a|1) be the typical representative of the affine cap, and b the typical represen-
tative of the cap in PG(l, q). Here a ∈ Fk

q, b ∈ Fl+1
q . The typical representative of a point

of the product cap is (a|b). Assume
∑3

i=1 λi(ai |bi) = 0. The second coordinate section
shows b1 = b2 = b3 and λ1 + λ2 + λ3 = 0. This shows

∑3
i=1 λi(ai |1) = 0, contradiction.

An affine cap is a cap, which is avoided by a hyperplane. We can represent the cap by a
matrix with a row all of whose entries are nonzero. If A is avoided by i hyperplanes in
general position, we can represent it by a matrix which possesses i rows all of whose entries
are nonzero, likewise for B. This shows the second assertion. �

Two points on the projective line form a 2-cap. This leads to the most elementary application
of Theorem 4: if there is an n-cap in PG(l, q), there is a 2n-cap in AG(l + 1, q). Also, the
ovals or hyperovals in PG(2, q) clearly are affine. They are in fact avoided by i = 3 lines
(=hyperplanes) in general position. Application of the product construction yields among
others (q +1)(q2 +1)-caps in AG(5, q) when q is odd and (q +2)(q2 +1)-caps in AG(5, q)

in characteristic 2.

The following generalization of the product construction is from [18]:

THEOREM 5. Assume there is an n-cap A ⊂ PG(k, q) intersecting a hyperplane in n−w

points, and anm-capB ⊂ PG(l, q).We can construct an {wm+(n−w)}-cap in PG(k+l, q).

Proof. With notation as in Theorem 4 the (a|b) where (a|1) varies over the affine points of
A, form the product cap, a wm-cap. The (α|0), where (α|0) varies over the points of A
from the hyperplane, extend it to a {wm + (n − w)}-cap. �

If in Theorem 5 we choose A to be an ovoid (a (q2 + 1)-cap in PG(3, q) intersecting a
hyperplane in 1 point), then a classical construction by Segre [40] is obtained: if there is
an n-cap in PG(k, q), then there is an {q2n + 1}-cap in PG(k + 3, q).

THEOREM 6. Assume there is an n-cap A ⊂ PG(k, q) possessing a tangent hyperplane,
and anm-capB ⊂ PG(l, q)possessing a tangent hyperplane. We can construct an {nm−1}-
cap in PG(k + l, q).
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Proof. A tangent hyperplane is a hyperplane containing precisely one point of the cap.
With notation as before let (a|1) and (b|1) be the affine points of A and B, respectively.
Denote by (α|0) the point of A on the tangent hyperplane, (β|0) the point of B on the
tangent hyperplane. The points of the cap in PG(k + l, q) are those of the form

(a|b|1), (a|β|0) and (α|b|0).
�

Application to ovoids yields a {q4 + 2q2}-cap in PG(6, q). The construction in Theorem 6
shows that this cap has a hyperplane intersection of size q2+1. An application of Theorem 5
with an ovoid as second ingredient yields a q2(q2 + 1)2-cap in PG(9, q).

Another construction from [18] based on elliptic quadrics in PG(3, q)produces {(q+1)(q2+
3)}-caps in PG(5, q). This is interesting only in odd characteristic as in characteristic 2 we
have {(q + 2)(q2 + 1)}-caps in PG(5, q) from the product construction.

Another rather specialized construction from [20] improves upon the doubling construction
in certain cases. An application to the elliptic quadric in PG(3, 5) produces a 66-cap in
PG(4, 5). This cap can in turn be used as an ingredient in Theorem 6 to obtain a 1715-cap
in PG(7, 5) and a 4355-cap in PG(8, 5).

5. The Hill cap

Consider the elliptic quadric Q−
5 (q) in PG(5, q) where q is odd. We have

e(6, q) = h(2, 0) + (q − 1)(q + 1)h(2, c)

= (q3 + q2 − q) + (q2 − 1)(q3 − q) = q5 + q3 − q2

(for c �= 0); hence

|Q−
5 (q)| = (e(6, q) − 1)/(q − 1) = (q + 1)(q3 + 1).

In the ternary case we obtain |Q−
5 (3)| = 112. This is not a surprise as the corresponding

quadratic form can be represented by Q(x) = ∑6
i=1 xi (the Gram matrix has determinant 1).

It follows that the 1-dimensional subspace 〈x〉 generated by vector x = (x1, x2, . . . , x6)

belongs to V ar(Q) = Q−
5 (3) if and only if x has weight 3 or 6. As there are 8

(6
3

) = 160
vectors of weight 3 and 26 = 64 vectors of weight 6 in V (6, 3), we obtain |Q−

5 (3)| =
80 + 32 = 112, as predicted.

We wish to partition Q−
5 (3) into caps. How do 2-dimensional totally isotropic subspaces

of Q (lines of PG(5, 3) all of whose points belong to Q−
5 (3)) look like? It is clear that each

such subspace contains at least two points P1, P2 generated by vectors of weight 3. Let
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P1, P2 be such points. The line l defined by P1, P2 will be totally isotropic (contain only
points of weight 3 or 6) if the supports of P1 and P2 either are complementary or intersect
in cardinality 2. Typical examples are

{(1 : 1 : 1 : 0 : 0 : 0), (0 : 0 : 0 : 1 : 1 : 1),

(1 : 1 : 1 : 1 : 1 : 1), (1 : 1 : 1 : 2 : 2 : 2)}
for the first case and

{(1 : 1 : 1 : 0 : 0 : 0), (1 : 2 : 0 : 1 : 0 : 0),

(2 : 0 : 1 : 1 : 0 : 0), (0 : 2 : 1 : 2 : 0 : 0)}
for the second. This indicates how Q−

5 (3) can be partitioned into two caps. It suffices to
choose the partition such that each totally isotropic line has 2 points in each part. This
can be done in the following way. Consider the action of the group PSL(2, 5) ∼= A5 on
the projective line whose points we identify with coordinates of V (6, 3) = F

6
3. As the

permutation action of PSL(2, 5) is 2-transitive, each orbit defines a 2-design. Let D be the
design corresponding to the orbit containing {1, 2, 3}. Obvious counting shows |D| = 10,
and D is a design 2− (6, 3, 2). The complement of a block is not a block. Let D consists of
the complements of the blocks of D, equivalently: the blocks of D consist of the 3-subsets
of {1, 2, 3, 4, 5, 6}, which are not blocks of D. Denote by D the set of vectors of weight 3
whose support is a block of D, analogously for D. Let 〈D〉 and 〈D〉 be the corresponding
points in PG(5, 3).

Let R be the union of vectors of weight 6 whose representatives have an even number of
entries 2, and R the remaining weight 6 vectors. As before 〈R〉, 〈R〉 denote the sets of
corresponding points in PG(5, 3). We have partitioned the points of Q−

5 (3) in the form

Q−
5 (3) = 〈D〉 ∪ 〈D〉 ∪ 〈R〉 ∪ 〈R〉

where each of 〈D〉, 〈D〉 has 40 points, each of 〈R〉, 〈R〉 has 16 points. The description of
totally isotropic lines shows that each of

〈D〉 ∪ 〈R〉, 〈D〉 ∪ 〈R〉, 〈D〉 ∪ 〈R〉, 〈D〉 ∪ 〈R〉
is a cap (observe that each set of elements contains precisely 2 blocks of D and 2
blocks of D).

THEOREM 7. The 112 points of Q−
5 (3) can be partitioned into two 56-caps. In

particular there is a 56-cap in PG(5, 3).

The 56-cap in PG(5, 3) is essentially uniquely determined. It is known as the Hill cap,
see [25]. The existence of the Hill cap is the main reason why the ternary case displays a
particular behaviour in most asymptotic questions concerning caps.



Vol. 76, 2003 Large caps 25

Consider the hyperplane S defined
∑6

i=1 xi = 0. The only point from 〈R〉 on S is (1:
1: 1: 1: 1: 1), and for each block D there is precisely one point on S having the block
as its support. It follows that 〈D〉 ∩ 〈R〉 intersects the hyperplane S in 11 points. The
corresponding 45-cap in AG(5, 3) will be called the affine Hill cap. The affine 45-caps
contained in a fixed copy of the Hill cap form an orbit under the automorphism group of the
Hill cap. We will see in Section 10 that the affine Hill cap is the only 45-cap in AG(5, 3).

The doubling of the Hill cap, a 112-cap in AG(6, 3), can be represented as the points
represented by all vectors of the form (1, D) and (1, R). Doubling again yields a 224-cap
in AG(7, 3). We can do better by using the set U of vectors of weight 1 in F6

3. The following
represent the points of a 236-cap in AG(7, 3) :

(1, 0, D) (1, 0, R) (1, 1,D) (1, 1, R) (1, 2, U)

This is the Calderbank-Fishburn cap from [9]. It was observed in [20] that the union of the
Calderbank-Fishburn cap and the points of type (0, 1, U) form a 248-cap in PG(7, 3).

6. An asymptotic problem

We formulate a rather general version of the problem, valid for general linear codes.

DEFINITION 2. Fix q and t. Denote by nt,q(k) the maximal length n of a code [n, n −
k, t + 1]q, equivalently the largest length of a linear orthogonal array of dimension k and
strength t. Define

λ(t, q) = lim sup
k→∞

logq(nt,q(k))

k

The problem is to determine λ(t, q). The sphere packing bound from coding theory and
primitive cyclic codes yield the general bounds

1

t − 1
≤ λ(t, q) ≤ 1

�t/2� .

In the binary case the construction from primitive cyclic codes does in fact yield λ(t, 2) =
1/�t/2�, so once again assume q > 2. Clearly λ(t, q) is a non-increasing function of t,

and λ(2, q) = 1. The case of caps corresponds to λ(3, q). It is an important open problem
to bound λ(3, q) away from 1.

PROBLEM 4. Prove for some or all q > 2 that λ(3, q) < 1.

If λ(3, q) = 1, then in an asymptotic sense the largest cap in PG(k, q) would be as large as
the space itself, for large k. This is not expected to be true, but it cannot be excluded either.
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It is clear that the same asymptotic value is obtained if we base ourselves on caps in
AG(k, q) instead of caps in PG(k, q). Let now an n-cap in AG(k, q) be given. The product
construction Theorem 4 shows that there exist an nl-cap in AG(kl, q). This shows λ(3, q) ≥
logq(n)/k. We conclude that every affine cap yields a lower bound on the asymptotic value
λ(3, q). The affine ovoids (q2-caps in AG(3, q)) yield λ(3, q) ≥ 2/3.

We saw in Section 4 that an application of Theorem 6 to ovoids yields a {q4 + 2q2}-cap in
PG(6, q) with a hyperplane intersection of size q2 + 1. This yields a {q4 + q2 − 1}-cap in
AG(6, q), for every q. The resulting bound

λ(3, q) ≥ logq(q4 + q2 − 1)

6
seems to be the best lower bound known for general q.

Cases q = 3 and q = 4 are special. We start from a cap in PG(5, 4) due to David Glynn
[22]. The description follows [20]. Consider the trace and norm T , N : Fq2 → Fq and the
mapping γ : (Fq2)3 → F6

q defined by

γ (a, b, c) = (N(a), N(b), N(c), T (abq), T (acq), T (bcq)).

Then γ induces a mapping : PG(2, q2) → PG(5, q). Let B be the standard Baer subplane
of PG(2, q2) (whose points are (a : b : c) such that a, b, c ∈ Fq ). The Frobenius homo-
morphism φ fixes the points of B, and has orbits of length 2 (conjugate points) on exterior
points (points /∈ B). Let �q ⊂ PG(5, q) be the image of γ when restricted to exterior
points. We have γ (P ) = γ (Q) for exterior points P, Q if and only if Q = P or Q = P q.

This shows |�q | = (q4 − q)/2. The set �4 is a cap, a 126-cap in PG(5, 4). The intersection
with hyperplane x1 = 0 consists of all points γ (0 : b : 1), where b /∈ F4. It follows that
this hyperplane intersection has (16 − 4)/2 = 6 points. The resulting 120-cap in AG(5, 4)

yields the lower bound λ(3, 4) ≥ log4(120)/5 = 0.6906 . . .

The doubled Hill cap (a 112-cap in AG(6, 3)) yields λ(3, 3) ≥ 0.7158 . . . Improvements
upon this lower bound will be discussed in the following section.

7. A generalized product construction

The results in this section are from [17]. Starting point is the idea to modify the product
construction Theorem 4 such that the resulting cap can be extended even when the ingre-
dients of the product construction are complete caps. Here is the variant of the product
construction, which will allow extensions:

THEOREM 8. Let A1, . . . , Ac be subsets of Fn
q such that (1 : Ai) is a cap in AG(n, q) for

all i, and B ⊂ Fm+1
q a set of representatives for a cap 〈B〉 ⊂ PG(m, q), partitioned as

B = B1 ∪ . . . ∪ Bc. Then
⋃c

i=1(Ai : Bi) is a cap in PG(n + m, q).
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The proof is identical to the proof of Theorem 4.

When will (u : v) be an extension point? Case v = 0 is not very fruitful as (u : 0) is an
extension point of the generalized product cap if and only if (0 : u) is an extension of the
affine cap (1 : Ai) for all i. Assume v �= 0 and u �= 0. Then (u : v) is not an extension
point if and only if there are scalars λ, λ′ such that

(u, v) = λ(a, b) + λ′(a′, b′),

where a ∈ Ai, b ∈ Bi, a
′ ∈ Aj , b

′ ∈ Bj . The following strategy will make sure that this
cannot happen. At first choose u and the Ai such that 〈u〉 /∈ 〈Ai〉 for all i (observe that this
happens in PG(n − 1, q)) and such that for i �= j and 〈a〉 �= 〈a′〉 the points 〈u〉, 〈a〉, 〈a′〉
are not collinear. If this is satisfied we must have i = j in the relation above. In practice
we will choose c = 2 and A1, A2 as isomorphic copies of a large cap. These have to be
chosen such that there exist many candidates u satisfying the above conditions.

Finally v has to chosen such that 〈v〉 /∈ 〈B〉 and 〈Bi〉 ∪ {〈v〉} is a cap, for each i.

If these conditions are satisfied, (u : v) is an extension point of the generalized product
cap. An advantage of this method is that the conditions on the two coordinate sections are
independent of one another. In order to obtain large extensions one needs sets U, V such
that not only (u : v) is an extension point for each u ∈ U, v ∈ V but (U : V ) extends the
generalized product cap. The additional conditions guaranteeing this are rather obvious.
One fertile source is the Hill cap. We can use A1 = D∪R and A2 = D∪R as two versions
of the doubled Hill cap in AG(6, 3), and U the set of weight 1 vectors. Here we use the
terminology of Section 5.

A ternary construction for the second coordinate section occurs in dimension m = 3,

where the ovoid can be partitioned into two parts, and there exists an 8-cap V each of
whose points is an extension point of each of the parts of the ovoid. In this situation the
generalized product cap (1120 points in PG(9, 3)) can be extended by the 12 ·8 points from
(U : V ), yielding a 1216-cap in PG(9, 3).

Another low-dimensional ternary application of this construction occurs when m = 5. We
can partition representatives of the Hill cap as B1 = R, B2 = D. Then V = R satisfies the
conditions for the second coordinate section. This yields a cap of 112 · 56 + 12 · 16 = 6464
points in PG(11, 3).

The main result of [17] is the construction of ternary affine caps, which yield improved
lower bounds on λ(3, 3) (see Section 6). They generalize and strengthen earlier results
by Calderbank-Fishburn. The best lower bound from [9] is λ(3, 3) ≥ 0.7218 . . . A cap in
AG(62, 3) constructed in [17] yields λ(3, 3) ≥ 0.723779 . . . The best bound from [17] is
λ(3, 3) ≥ 0.724851 . . . It is based on a cap in AG(480, 3).
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8. General upper bounds

We start from a general upper bound on affine caps. In this section denote by Ck(q) the
maximum size of a cap in AG(k, q), and by ck(q) = Ck(q)/qk its relative size. As AG(k, q)

is the disjoint union of q copies of AG(k − 1, q), it follows that Ck(q) ≤ qCk−1(q), hence
ck(q) ≤ ck−1(q). Observe c3(q) = 1/q. We will derive a lower bound on ck−1(q)− ck(q).

This shows in particular that a maximal cap in AG(k, q) cannot intersect each hyperplane
in a maximal cap.

As usual assume q = pf > 2. Let A ⊂ AG(k, q) a cap. As q > 2 we can find nonzero
elements λi ∈ Fq such that λ1 + λ2 + λ3 = 0. The λi are fixed throughout the proof. Let
V = Fk

q = AG(k, q) and T : Fq −→ Fp the trace function. Put Q = |V | = qk . Finally,
ζ = exp(2πi/p). We aim at an upper bound on |A|. Consider the complex number

S =
∑

y∈V \{0}

∑
a1,a2,a3∈A

ζT ((
∑

i λiai )·y).

This number is easily determined: reverse the order of summation and extend the inner sum
over all y ∈ V (the additional term corresponding to y = 0 is easy to compute). As the sum
over all powers of ζ vanishes, the inner sum will vanish unless a1 = a2 = a3. We obtain

S = |A|(Q − |A|2).

Now we obtain an upper bound on |S|. Let 0 �= λ ∈ Fq and 0 �= y ∈ V . Consider
the complex number U(λ)y = ∑

a∈A ζT ((λa)·y). Let u(λ)y = |U(λ)y |. We define a real
vector u(λ) of length Q − 1 whose coordinates are parametrized by the 0 �= y ∈ V, the
corresponding entry being u(λ)y . We have S = ∑

y �=0 U(λ1)yU(λ2)yU(λ3)y , in particular

|S| ≤
∑
y �=0

u(λ1)yu(λ2)yu(λ3)y.

What do we know about the real vectors u(λ)? A calculation similar to the determination
of S shows that we know the length of these vectors:

‖u(λ)‖2 = |A|(Q − |A|)

The combinatorial information is in the following lemma, an upper bound on the entries
u(λ)y :

LEMMA 1. Let 0 �= λ ∈ Fq and 0 �= y ∈ V. Then

u(λ)y ≤ qCk−1(q) − |A| = ck−1(q)Q − |A|.
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Proof. As λA is a cap we can assume λ = 1. Denote by νc the number of elements a ∈ A

such that a · y = c. As the v ∈ V satisfying v · y = c form a subspace AG(k − 1, q), we
have νc ≤ Ck−1(q). It follows

u(λ)y =
∣∣∣∣∣
∑
c∈Fq

νcζ
T (c)

∣∣∣∣∣ =
∣∣∣∣∣
∑
c∈Fq

(Ck−1(q) − νc)ζ
T (c)

∣∣∣∣∣
≤

∑
c

(Ck−1(q) − νc) = qCk−1(q) − |A|.
�

Now we can obtain an upper bound on |S|, using the bound from the preceding lemma and
Cauchy-Schwartz:

|S| ≤ (ck−1(q)Q − |A|)(|A|(Q − |A|)).
Comparison of this upper bound and the precise value of |S| yields the following bound on
Ck(q), which is the main result in this section.

THEOREM 9. Let q > 2 be a prime-power. If k ≥ 3, then

ck(q) ≤ q−k + ck−1(q)

1 + ck−1(q)
,

equivalently
(1 − ck(q))(ck−1(q) − ck(q)) ≥ c2

k − q−k.

In particular we have the desired lower bound on the decrease ck−1(q)− ck(q). Theorem 9
was first obtained by Meshulam [33] in odd characteristic, using the mechanism of the
Fourier transform. The direct approach sketched in this section is from [6]. It covers also
the characteristic 2 case.

A slight generalization of Theorem 9 is now obvious:

THEOREM 10. Let q > 2 be a prime-power, k ≥ 3 and A ⊂ AG(k, q) a cap such that
|A| ≥ √

qk and A intersects each hyperplane in ≤ C points. Let c = C/qk−1. Then

|A|
qk

≤ q−k + c

1 + c
.

An asymptotic bound that can be derived from Theorem 9 is

THEOREM 11. Let q > 2 and k ≥ 3. Then

ck(q) ≤ k + 1

k2
.
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While Theorem 11 is the best known asymptotic bound it falls short from solving
Problem 4. Instead of a bound of the form ck(q) ≤ 1/k we would need ck(q) ≤ q−kδ

for a constant δ > 0 for that purpose.

The bounds on Ck(q) = m2(AG(k, q)) for concrete small values k, q derivable from
Theorem 10 or Theorem 9 seem to be good only in the ternary case. Yves Edel observes
that we can derive good asymptotic bounds on m2(k, q) = m2(PG(k, q)) as well. In fact,
the doubling construction from Section 4 yields 2m2(k, q) ≤ Ck+1(q). By Theorem 11 we
have

Ck+1(q) ≤ qk+1 k + 2

(k + 1)2
.

THEOREM 12. Let q > 2 and k ≥ 3. Then

m2(k, q) ≤ qk+1 k + 2

2(k + 1)2
.

For q > 3 we can improve upon Theorem 12. Use the obvious relation m2(k, q) ≤
Ck(q) + m2(k − 1, q) and Theorems 11, 12. This yields m2(k, q) ≤ 3(k+1)

2k2 qk . We can use
this as bound on the second term in the recursion and obtain the following:

THEOREM 1. For q > 3 and k ≥ 3 we have

m2(k, q) ≤
(

k + 1

k2
+ 3k

2q(k − 1)2

)
qk.

9. Large groups of automorphisms

There seems to be a tendency that exceptional objects admit a large group of symmetries.
In our context this is clearly visible. The quadrics have orthogonal groups as groups of
automorphisms, and the Tits ovoids admit the Suzuki groups. As there are no canonical
models for large caps in projective dimensions larger than 3 it cannot be expected that the
automorphism group are just as rich as in dimension 3. Still there are surprisingly many
examples of large automorphism groups of symmetries.

The construction of the Hill cap given in Section 5 shows the presence of a semidirect product
E16 · A5 in the automorphism group. The full group of automorphisms (the stabilizer in
PGL(6, 3)) is much larger. It has order 8! and contains the simple group PSL(3, 4) as a
subgroup of index 2.

Glynn’s 126-cap in PG(5, 4) (see Section 6) by construction admits PGL(3, 4) as a group
of automorphisms. The 66-cap in PG(4, 5) from [20] mentioned at the end of Section 4
has an automorphism group of order 480, which contains A5.
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9.1. A 40-cap in AG(4, 4)

We construct a 40-cap in AG(4, 4), which has a semidirect product E16 · A5 as full group
of automorphisms. We start from an embedding of this group in SL(5, 4). We write F4 =
{0, 1, ω, ω} and abbreviate 2 = ω, 3 = ω.

Let A =
(

a b

c d

)
∈ SL(2, 4). The mapping

A �→ ι(A) =




a b 0 0 (ab)2

c d 0 0 (cd)2

0 0 a2 b2 ab

0 0 c2 d2 cd

0 0 0 0 1




describes an embedding
ι : SL(2, 4) → SL(5, 4).

Let W(B) =
(

I B

0 I

)
∈ SL(5, 4), where B is a (2, 3)-matrix. Then W = {W(B)} is an

elementary abelian group of order 46 and W(B1)W(B2) = W(B1 + B2). We have

ι(A)−1W

((
u v x

w x u

))
ι(A) = W

((
U V X

W X U

))

where

X = ad2x + b2cu + cd2v + ab2w, U = bc2x + a2du + c2dv + a2bw,

V = bd2x + b2du + d3v + b3w, W = ac2x + a2cu + c3v + a3w

This describes the action of ι(SL(2, 4)) ⊂ SL(5, 4) on the elementary abelian group W .

LEMMA 2. Consider the standard action of SL(2, 4) on a 2-dimensional F4-vector space
S with basis v1, v2 :

Av1 = av1 + cv2, Av2 = bv1 + dv2

and let φ(A) be the image of A under the Frobenius (squaring each entry). The tensor
product S⊗S is a 4-dimensional F4-vector space with basis v1⊗v1, v2⊗v2, v1⊗v2, v2⊗v1.

Let SL(2, 4) act on S ⊗ S such that A acts on the first component and φ(A) acts on the
second component (v ⊗ w �→ (Av) ⊗ (φ(A)w)).

This action of SL(2, 4) is similar to the permutation action of ι(SL(2, 4))on theW

(
u v x

w x u

)
.

The SL(2, 4)-equivariant isomorphism is given by

w(v1 ⊗ v1) + v(v2 ⊗ v2) + x(v1 ⊗ v2) + u(v2 ⊗ v1) �→ W

(
u v x

w x u

)
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Because of Lemma 2 each additive subgroup of S ⊗ S, which is invariant under the action
of SL(2, 4), describes a semidirect product embedded in SL(5, 4).

LEMMA 3. Let V be the F2-submodule (additive subgroup) of order 16 generated by
ω(v1 ⊗v1), ω(v2 ⊗v2) and the ωδ(v1 ⊗v2)+ωδ2(v2 ⊗v1). Then V is an SL(2, 4)-module
under the action of SL(2, 4) from Lemma 2.

COROLLARY 1. The group ι(SL(2, 4)) acts by conjugation on the elementary abelian

subgroup V consisting of W

((
u v x

w x u

))
where v, w ∈ {0, ω} and (x, u) = ω(δ, δ2)

for some δ ∈ F4. Let G be the semidirect product V · SL(2, 4) ⊂ SL(5, 4).

DEFINITION 3. Let C be the orbit of P = (0 : 0 : 0 : 0 : 1)T under G.

LEMMA 4. We have |C| = 40, and C consists of the points Q = (ωaδ + ωbδ2 + (ab)2 :

ωcδ + ωdδ2 + (cd)2 : ab : cd : 1), where A =
(

a b

c d

)
∈ SL(2, 4) and δ ∈ F4.

Proof. Application of W(B) to P yields (ωδ : ωδ2 : 0 : 0 : 1)T . Its image under ι(A) is

Q = (ωaδ + ωbδ2 + (ab)2 : ωcδ + ωdδ2 + (cd)2 : ab : cd : 1).

Assume Q = P. Then ab = cd = 0, which means that A is in a subgroup SL(2, 2). The
first coordinates show δ(a + bδ) = δ(c + dδ) = 0. If δ �= 0 we obtain the contradiction
det(A) = 0. It follows that the stabilizer of P in G consists of those elements ι(A)W(B),

where δ = 0 and ab = cd = 0. This group has order 4.6. The length of the orbit of P

under G is therefore 40. �

LEMMA 5. The intersection of C with the hyperplane x4 = 0 consists of the affine ovoid
V ar(2X2

2 + X2
3 + X1X5 + X2X3) \ {(1 : 0 : 0 : 0 : 0)}. The intersection of C with the

hyperplane x3 = 0 consists of the affine ovoid V ar(2X2
1 + X2

4 + X2X5 + X1X4) \ {(0 : 1 :
0 : 0 : 0)}.
Proof. Consider point Q in Lemma 4, the generic image of P under an element of G. We
have Q ∈ (x4 = 0) if and only if cd = 0. There are 16.24 elements of G having this
property. As the stabilizer of P has order 24 it follows |C ∩ (x4 = 0)| = 16. The points
Q ∈ C ∩ (x4 = 0) have the form Q = (ωaδ + ωbδ2 + (ab)2 : ωcδ + ωdδ2 : ab : 0 : 1).

Its coordinates satisfy

ωx2
2 = ωc2δ2 + ωd2δ4 = ωc2δ2 + ωd2δ

(because δ4 = δ) and

x2
3 + x1x5 = ωaδ + ωbδ2, x2x3 = ωabcδ + ωabdδ2.
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Collecting terms we obtain

ω(ωx2
2 + x2

3 + x1x5 + x2x3) = δ(a + abc + d2) + δ2(b + abd + c2).

Recall cd = 0. Assume c = 0. Then ad = 1 and the coefficient of δ2 vanishes.
The coefficient of δ is a + d2 = 1+d3

d
= 0. In case d = 0 a symmetric argument applies.

This shows that the points Q ∈ C ∩ (x4 = 0) are on the quadric as claimed. Case x3 = 0
follows by symmetry. �

THEOREM 13. The points of C form a cap.

Proof. Recall that the 40 points of C form an orbit under the action of G and P ∈ C.

Assume three points of C are collinear. Then there is a line through P containing two
further points Q1, Q2 of C. The affine parts of these two points (the first four coordinates)
must be scalar multiples of each other. Lemma 5 shows that this does not happen when
these points satisfy x3 = 0 or x4 = 0. Consider a point Q ∈ C such that ab �= 0, cd �= 0.

We must have ad ∈ {ω, ω} and therefore abcd = 1. It follows that such points satisfy
x4 = 1/x3. For any two such points the pair (x3, x4) is one of (1, 1), (ω, ω), (ω, ω). Any
two such pairs which are scalar multiples of each other must be identical. �

Here is the 40-cap C ⊂ AG(4, 4) :

0132000123
0000132132
0123000123
0000123132
1111111111

3113333202
3333113220
0123000123
0000123132
1111111111

1232112123
2112232220
0123000123
0000123132
1111111111

2213221202
1221213132
0123000123
0000123132
1111111111

The first box is the orbit of P under SL(2, 4), the remaining boxes have been obtained by
the action of V. The columns number i in the four boxes form an orbit under V , for every i.
This explains why the three last rows are the same in all four boxes.

Our cap C can be described as a union C = A1 ∪ A2 ∪ B, where

A1 = (x4 = 0) ∩ (x5 = 1) ∩ Var(2X2
2 + X2

3 + X1X5 + X2X3),

A2 = (x3 = 0) ∩ (x5 = 1) ∩ Var(2X2
1 + X2

4 + X2X5 + X1X4),

B = (X5 = 1) ∩ Var(X3X4 + X2
5) ∩ V ar(2X2

1 + 2X2
3 + X2

5 + X1X4)

∩ Var (2X2
2 + 2X2

4 + X2
5 + X2X3)

Observe the symmetry (x1 : x2 : x3 : x4 : x5) ↔ (x2 : x1 : x4 : x3 : x5). In the description
of B the condition B ⊆ (X5 = 1) ∩ V ar(X3X4 + X2

5) shows that the last coordinates are
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(x−1
4 , x4, 1), where x4 �= 0. Let α = x4. One quadric in the description of B determines

x1. We have 2x2
1 + ωα + 1 + αx1 = 0, equivalently x1 ∈ {α2, α(α + ω)}. By symmetry

the last quadric yields x2 ∈ {α, α(ωα + 1)}.

LEMMA 6.

B ={(x1 : x2 : α2 : α : 1) | α �= 0,

x1 ∈ {α2, α(α + ω)}, x2 ∈ {α, α(ωα + 1)}}

10. Exact values

It has been noted before that the precise values of m2(k, q) and, for q > 2, of m2(AG(k, q))

are known for projective dimension k ≤ 3. Only a small number of these values are known
for k > 3 and q > 2. Pellegrino [37] determined all 20-caps in PG(4, 3) and established
m2(4, 3) = m2(AG(4, 3)) = 20. It is then easy to prove that the Hill cap is optimal in
PG(5, 3) : m2(5, 3) = 56. In fact, the Hill cap is the only 56-cap in PG(5, 3) [25]. It
is a recent result from [21] that m2(AG(5, 3)) = 45 and the affine 45-cap is uniquely
determined: it is contained in the Hill cap. There is hope to go one further step in the
ternary case. Doubling the Hill cap yields an 112-cap in AG(6, 3), and Theorem 9 yields
m2(AG(6, 3)) ≤ 114. It should be possible to decide the question of the existence of a
113-cap in AG(6, 3). In the quaternary case it is known from [19] that m2(4, 4) = 41; also,
m2(AG(4, 4)) = 40. In the preceding section we constructed a very symmetric 40-cap in
AG(4, 4). The proof of optimality will be given in a forthcoming joint paper with Y. Edel.
To the best of the author’s knowledge, there are no other precise values of m2(k, q) or
m2(AG(k, q)) known.

10.1. Uniqueness of the affine Hill cap

In this subsection we sketch a different proof for the uniqueness of the 45-cap in AG(5, 3).

Let A ⊂ AG(5, 3) be a cap of m2(AG(5, 3)) points. The Hill cap shows m2(AG(5, 3)) ≥ 45.

By a computer result of Y. Edel A cannot have a hyperplane intersection of more than 18
points. At this point Theorem 10 shows |A| ≤ 45. We have m2(AG(5, 3)) = 45. As we
have equality, the method of Section 8 yields more: the code C generated by A (a
[45, 6, 27]3-code) has weight distribution

A27 = 220, A30 = 396, A36 = 110, A45 = 2.

We work in PG(5, 3). The points of A aviod precisely one hyperplane H0. The strategy is
the following: show that there are 11 points in H0 which extend A to a 56-cap in PG(5, 3).
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Because of the unicity of the Hill cap as a 56-cap in PG(5, 3) we are done once this is
shown.

Let E ⊂ H0 be a plane. The intersection square determined by E consists of the numbers
|S ∩ A|, where S varies over the 9 solids (PG(3, 3)) �⊂ H0, which contain E. Observe that
these numbers add up to 45. Also, as the 12 hyperplanes �= H0 containing E come in four
parallel classes of 3 each, the numbers |S ∩ K| are naturally represented in a (3, 3)-square,
where each row, column, parallel to the main diagonal and parallel to the antidiagonal
corresponds to a hyperplane. Observe also that any two non-parallel hyperplanes �= H0

meet H0 in a plane and therefore determine an intersection square. The intersection square
has type Ti if E is contained in i parallel classes of 15-hyperplanes. Clearly 0 ≤ i ≤ 4.

There are 1210 planes in H0, and therefore there are 1210 intersection squares.

Observe that each parallel class of hyperplanes meets K either in 9, 18, 18 points or in
15, 15, 15 points. Let S �⊂ H0 be a solid intersecting the cap in s points and consider
an intersection square of type i containing S. Clearly s ≤ 9. There are 4 hyperplanes
containing the solid, i of which are 15-hyperplanes. As 9, 15, 18 are the only hyperplane
intersections and 15 ≡ 6( mod 9) whereas the other two numbers are divisible by 9, we
obtain

s + i(6 − s) + (4 − i)(−s) = 3(2i − s) ≡ 0( mod 9)

equivalently s ≡ 2i( mod 3). The same counting argument shows that s = 0 and s = 9
do not occur in type T3 and s = 2, s = 8 are impossible in type T4. We have shown the
following:

LEMMA 7. The possibilities for entries s in intersection squares of type Ti are the
following:

i s

0 0, 3, 6, 9
1 2, 5, 8
2 1, 4, 7
3 3, 6
4 5

THEOREM 14. The possible intersection squares are equivalent to one of the following:

T0 =
9 0 9
3 3 3
6 6 6

T1 =
2 2 5
2 8 8
5 8 5

T2 =
1 4 4
4 7 7
4 7 7

T3 =
3 3 3
6 6 6
6 6 6

T4 =
5 5 5
5 5 5
5 5 5
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Proof. Cases T4 and T3 follow directly from Lemma 7. In case T2 choose notation such that
the sums in the first row and in the first column are 9. Then the entries in the southeastern
(2, 2)-matrix are 7 and the square is uniquely determined. For type T1 let the first row and
first column sum be 0 and let all the parallels to the main diagonal sum to 15. The entries
in the first row are 2, 2, 5, likewise for the first column. The northwestern entry cannot be
5 as this would force all the entries in the southeastern (2, 2)-matrix to be 8. So we have
entry 2 in the northwestern corner. The rest of the square is uniquely determined. Consider
finally type T0. There are two solids, which do not occur in any of the four 9-hyperplanes.
These have entry 9. We choose these to be the northern corners. This gives us the top row
(9, 0, 9). The completion is unique. �

Let C be the code [45, 6, 36]3 generated by A, that is by the (6, 45)-matrix whose columns
are the points of the A, with the all-1-vector as last row. Lemma 14 shows that C is self-
orthogonal.

Assume there is a hyperplane H �= H0 with a parallel class of solids meeting H in 0, 9, 9
points of A. In particular H is contained in an intersection square of type T0, and such
a hyperplane exists if and only if intersection squares of type T0 exist. As H ∩ H0 is a
PG(3, 3), we have that H is contained in 40 intersection squares. Denote by ai = ai(H)

the number of planes E ⊂ H ∩ H0 (equivalently: the number of intersection squares
containing H ) of type Ti. Clearly a4 = 0, as an intersection square of type T4 does not
contain 18-hyperplanes. We have

a0 + a1 + a2 + a3 = 40 and a0 > 0.

Each 15-hyperplane (there are 198 = 3.66 such hyperplanes) generates an intersection
square with H. Each such intersection square of type Ti contains 3i of the 15-hyperplanes.
This yields

∑
i 3iai = 3.66, or

a1 + 2a2 + 3a3 = 66.

This information helps us to compute the weight distribution of the code of length 18 given
by the points of A ∩ H . We do this in geometric language. Let ni be the number of
hyperplanes of H intersecting A ∩ H in i points. One of these is H ∩ H0, with 0 points.
The remaining 120 hyperplanes of H come in 40 parallel classes of 3 each. The intersection
squares they belong to give information on the ni .

The choice of H means that there is a plane E0 ⊂ H ∩ H0 of type T0 such that the
corresponding parallel class of solids intersects H in 0, 9, 9 points, respectively. We speak
of an intersection square (or of a plane E ⊂ H ∩ H0) of partition (x1, x2, x3) if the
corresponding parallel class of solids meets A ∩ H in x1, x2 and x3 points (clearly x1 +
x2 + x3 = 18). Plane E0 has partition (0, 9, 9). This shows n0 ≥ 2 (don’t forget H ∩ H0)
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and n9 ≥ 2. Assume n9 > 2. Such a solid would have at least 5 points in common with
one of the solids given by E0. The intersection is a plane containing ≥ 5 points of the cap
A, contradiction. We conclude n9 = 2. The typology shows that also n0 = 2.

Each plane of type T3 has partition (6, 6, 6) and each plane of type T2 has partition (4, 7, 7).
If E has type T1, then two possibilities arise: E is of partition either (2, 8, 8) or (5, 5, 8).

Let b1 be the number of planes of partition (2, 8, 8) and b2 the number of planes of partition
(5, 5, 8). In particular b1 + b2 = a1. Each plane E �= E0 of type T0 must have partition
(6, 6, 6), because of n9 = 2. We can add up and obtain the numbers ni in terms of the
ai, bi :

n0 = 2, n1 = 0, n2 = b1, n3 = 0, n4 = a2, n5 = 2b2,

n6 = 3(a3 + a0 − 1), n7 = 2a2, n8 = 2b1 + b2, n9 = 2.

Only two of the obvious equations on the ni will be needed. As each pair of points in A∩H

is on precisely 13 solids in H we have
∑

i

(
i
2

)
ni = (18

2

) · 13. Counting triples one obtains∑
i

(
i
3

)
ni = (18

3

) · 4. Combining these equations with the earlier established relations leads
to a0 = 0, which is a contradiction.

This method of excluding T0 was invented by Y. Edel. Now that we know T0 does not occur
counting gets easier. We can apply Edel’s method to determine the weight distribution of the
corresponding codes as well as the numbers ai, which determine in how many intersection
squares of a given type a given hyperplane is contained. The results are as follows:

LEMMA 8. Let H be a 9-hyperplane. Then H is contained in 18 intersection squares of
type T1, in 18 intersection squares of type T2 and in 4 intersection squares of type T3.

Let ni be the number of hyperplanes of H containing i points of A ∩ H. Then

n0 = 1, n1 = 18, n2 = 36, n3 = 12, n4 = 36, n5 = 18.

LEMMA 9. Let H be an 18-hyperplane and ni the number of hyperplanes of H containing
i points of A ∩ H . Then

n0 = 1, n1 = 0, n2 = 9, n3 = 0, n4 = 18,

n5 = 18, n6 = 12, n7 = 36, n8 = 27.

DEFINITION 4. Let H be a 9-hyperplane of PG(5, 3). Define the shadow S(H) as the set
of points S ∈ H ∩ H0 such that S together with A ∩ K forms an (10, 5)-set in H.

The following lemma concerning the structure of the ternary Golay code can be proved
using a computer program:
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LEMMA 10. Define an (n, m)-set in PG(k, q) as a set of n points such that no more than
m are on a hyperplane. The following holds:

Each (9, 5)-set in AG(4, 3) is embeddable in an (11, 5)-set.

The two additional points are uniquely determined. They are in the hyperplane at infinity.

Each (18, 8)-set in AG(4, 3) can be extended to a (20, 8)-set by two points in the hyperplane
at infinity.

Let E ⊂ H0 ∩ H be one of the 18 planes of type T1. As some hyperplane through E

intersects A ∩ H in 5 points we have E ∩ S(H) = ∅. On the other hand the number of
planes H0 ∩ H avoiding two given points is the same as the number of points not in the
union of two given planes, hence is = 40 − 2 · 13 + 4 = 18. This shows |S(H)| ≤ 2 and
in case of equality we have that the planes E of type T1 are precisely those 18 planes in
H ∩ H0 which are disjoint from S(H). It follows from Lemma 10 that |S(H)| = 2 for
every 9-hyperplane H .

PROPOSITION 2. Let H be a hyperplane of PG(5, 3) intersecting A in 9 points, and let
H ′ be a hyperplane not parallel to H . The intersection square generated by H, H ′ is of
type T1 if and only if sthe plane H0 ∩ H ∩ H ′ has trivial intersection with S(H).

Clearly one can go on counting like that. Consider one of the 18 intersection squares of
type T2 that contain H. The corresponding plane E ⊂ H0 must intersect S(H) in at most
1 point, by Proposition 2 it intersects in precisely one point. On the other hand, there are
precisely 18 such subplanes in H ∩ H0.

PROPOSITION 3. Let H be a hyperplane of PG(5, 3) intersecting A in 9 points, and let
H ′ be a hyperplane not parallel to H. The intersection square generated by H, H ′ is of
type T2 if and only if the plane H0 ∩ H ∩ H ′ intersects S(H) in precisely one point.

PROPOSITION 4. Let H be a hyperplane of PG(5, 3) intersecting A in 9 points, and let
H ′ be a hyperplane not parallel to H. The intersection square generated by H, H ′ is of
type T3 if and only if the plane H0 ∩ H ∩ H ′ contains S(H).

Next do the same thing to 18-hyperplanes.

DEFINITION 5. Let H be a 18-hyperplane of PG(5, 3). Define the shadow S(H) as the
set of points S ∈ H ∩ H0 such that S together with H ∩ K forms an (19, 8)-set in H .

Just as in the case of 9-hyperplanes we see that E ∩ S(H) = ∅ if E ⊂ H ∩ H0 has type
T1. As there are 18 such planes it follows |S(H)| ≤ 2. Lemma 10 implies that |S(H)| = 2
and that plane E has type T1 if and only if it avoids S(H).
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PROPOSITION 5. Let H be a 18-hyperplane of PG(5, 3). Then |S(H)| = 2 and these
points extend A ∩ H to a (20, 8)-set in PG(4, 3). A plane E ⊂ H ∩ H0 has type T1 if it
avoids S(H), type T2 if it meets S(H) in one point and type T3 if it contains S(H).

Consider one of the 55 parallel classes (H1, H2, H3) of hyperplanes intersecting A in
9, 18, 18 points. As the planes of given type uniquely determine the shadow, both in the case
of 9-hyperplanes and in the case of 18-hyperplanes, we see that S(H1) = S(H2) = S(H3).

The four planes of type T3 with respect to our parallel class are precisely the planes through
the line which contains S(H1). We see that K ∪ S(H1) is a 47-cap.

DEFINITION 6. Let S be the union of the shadows S(H), where H varies over the 55
hyperplanes intersecting A in 9 points. For each such H let l(H) be the line in H0 through
S(H).

We want to show that |S| = 11 and that S is a cap. Each Q ∈ S extends A to a 46-cap.

LEMMA 11. Each line in H0 is contained in a 9-hyperplane.

Proof. Assume this is not the case for some line l in H0. By our typology this means that
each plane E, where l ⊂ E ⊂ H0, must have type T4. Equivalently, every solid through l

either is contained in H0 or meets A in precisely 5 points. Consider now a plane B through
l, which is not contained in H0. Then each of the 13 solids containing B has 5 points of A.
If |B ∩ A| = i, the equation 45 = i + 13(5 − i) must hold, which is impossible. �

Let now Q1, Q2 ∈ S and l the line through Q1, Q2. By Lemma 11 there is a 9-hyperplane
H ⊃ l. It follows that (H ∩ A) ∪ {Q1, Q2} is a cap. As these two extension points are
uniquely determined it follows {Q1, Q2} = S(H) and l = l(H). This also shows that no
three points of S are collinear and that the lines l(H) are pairwise different. As there are
55 = (11

2

)
such lines we must have |S| = 11. We are done.

THEOREM 15. The only 45-cap in AG(5, 3) is the affine Hill cap.

11. High-dimensional codes

A natural context for the duals of caps (codes with d = 4) are codes with high dimension
and small value of d. Let us concentrate on case d = 5. A survey is attempted in [2]. The
geometric description for a linear code [n, n − k, 5]q (the analogue to the notion of a cap
when d = 4, see Proposition 1) is the following: a set of n points in PG(k − 1, q) such
that no 4 are in a plane. Equivalently, any 4 points must be in general position. In some
cases more is known on the strength 4 version of the asymptotic problem from Section 6
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than in the cap case. The upper bound is λ(4, q) ≤ 1/2. There is a family of cyclic codes
showing λ(4, 3) = 1/2. A family of constacyclic codes shows λ(4, 4) = 1/2, see [15].
Constructions showing general bounds

λ(4, q) ≥ 3/7 and λ(5, q) ≤ 1/3

are from [15] as well.

Binary linear codes of minimum distance 5 have found an interesting application in the
cryptographic problem of fingerprinting. For an introduction see Boneh-Shaw [8] In the old
times tables of logarithms were fingerprinted by introducing tiny errors in some randomly
chosen values. In the era of electronic documents there is the danger that two owners of
fingerprinted copies detect the location of the fingerprints (these are the locations where
the documents differ) and make them unreadable. Let x, y ∈ Fn

2 be the versions of the
document. The owners will produce a document ζ(x, y) = z ∈ {0, 1, ε}n where zi =
xi = yi when xi = yi and zi = ε when xi �= yi. These pirates will then distribute the
new document ζ(x, y) hoping these copies cannot be traced back to them. The system
designer will choose the fingerprints in such a way that each pirate copy ζ(x, y) generated
by collusion of two owners can be traced back to one of the owners. This leads to a
variant of a famous combinatorial-number theoretic problem, as follows: interpret the binary
digits 0, 1 as natural numbers. Then knowledge of ζ(x, y) ∈ {0, 1, ε}n is equivalent to
knowledge of the integer sum x + y ∈ Zn. We want to choose the fingerprints in {0, 1}n
such that each pair of different fingerprints generates a different sum. Such sets of tuples
are known as Sidon sets.

DEFINITION 7. Let A = {0, 1} ⊂ Z. Let Sn be the maximum size of a subset S ⊂ An

(a Sidon set) such that x + y = u + v for x, y, u, v ∈ S implies either x = y, u = v or
{x, y} = {u, v}. Let σ = limn→∞ log2(Sn)

n
.

The best known lower bound is σ ≥ 0.5. The construction is due to B. Lindström and uses
cyclic codes of minimum distance 5. In fact it is easy to construct binary linear codes of
length 2m −1, dimension 1+2m and strength 4. The 2m −1 corresponding (2m+1)-tuples
clearly form a Sidon set. A recent improvement of the upper bound is in [14]: σ ≤ 0.5753.

12. Covering arrays

Orthogonal arrays have multiple applications in statistics and theoretical computer science.
Let an orthogonal array of strength t be given (in the linear case this is equivalent to the dual of
a code with d ≥ t +1). Write the elements of the array as rows of a matrix (array). Interpret
the rows as elements of a sample space with uniform distribution, and each of the columns
as a random variable. The defining property of an orthogonal array is then equivalent to the
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statistical property that any t of our random variables are statistically independent. In the
linear case we have that linear independence implies statistical independence.

It is a recurrent theme in the applications to replace the requirement of t-wise statistical
independence by more relaxed conditions which allow more efficient constructions while
still admitting the desired application. Among the notions which fit this description we find
universal hash classes, perfect hash classes, almost unbiased and t-wise weakly dependent
families of random variables. We consider here just one useful notion:

DEFINITION 8. An (n, N, t)q−covering array is an array A with n rows and N columns,
with entries taken from an alphabet of size q, such that in every projection onto t columns
every t-tuple occurs at least once.

Here t is the strength of the covering array. This notion is an extremely weak version of the
notion of an orthogonal array. Here is a construction for covering arrays, which is based on
linear codes. We give only the strength 3 version as it makes direct use of caps.

THEOREM 16. Let q be a prime-power and Q = qm. Let the following be given:

• a code [n, k, d]Q, where d/n ≥ 1 − q−3;
• an N -cap in PG(k − 1, q).

Then we can construct an (Qn, N, 3)q -covering array.

Proof. Let v(1), v(2), . . . , v(k) be a basis of the FQ-linear code. Form a (Qn, k)-matrix
B with rows indexed by the pairs (i, u), where i varies over the n coordinates of the code
and u ∈ FQ, columns indexed by the v(j), j = 1, 2, . . . , k and corresponding entries
T (vi(j)u). Here T is the trace : FQ −→ Fq and vi(j) is the entry in coordinate i of the
code-word v(j).

Let H = (hjl) represent the cap: the columns of H represent the points of the cap. We
claim that A = BH is the desired covering array. The entry in row (i, u) and column l of
A is

k∑
j=1

T (vi(j)u)hjl = T


u

k∑
j=1

vi(j)hjl




We have to show that every 3-tuple with entries in Fq occurs in any set of 3 columns of A.

To simplify notation we consider the first 3 columns. Let (α1, α2, α3) ∈ F3
q be given. We

have to find a pair (i, u) such that

T


u

k∑
j=1

vi(j)hjl


 = αl, for l = 1, 2, 3.
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When i is given a proper u ∈ FQ can be chosen for all (α1, α2, α3) if and only if the
elements mil = ∑k

j=1 vi(j)hjl are linearly independent over Fq . We claim that there is an
index i such that mil, l = 1, 2, 3 are indeed linearly independent. Define the codewords
w(l) = ∑k

j=1 v(j)hjl, l = 1, 2, 3. As any 3 columns of H are linearly independent the
w(l) are linearly independent. Let W by the Fq -span of the w(l). Then W is an Fq -vector
space of dimension 3. Every nonzero codeword has at most n/q3 zeroes. As there are q3 −1
nonzero words in W it follows that there must exist a coordinate i such that no nonzero word
in W vanishes at i. Assume the mil, l = 1, 2, 3 are linearly dependent,

∑3
l=1 βlmil = 0.

Then the nonzero word
∑3

l=1 βlw(l) ∈ W vanishes at i, contradiction. �

13. Large sets of caps

It is a natural problem to partition the points of PG(n, q) or AG(n, q) into a small number of
caps. We may call such a partition a large set of caps in analogy with large sets of designs, a
notion popularized by Luc Teirlinck, see [42] and the section on t-designs in the Handbook
of Combinatorial Designs [24]. Another application of the notion of a large set is Stinson’s
discovery [41] that resilient functions are equivalent to large sets of orthogonal arrays.

DEFINITION 9. Let κ(PG(n, q)) be the minimal number of caps into which PG(n, q) can
be partitioned. κ(AG(n, q)) is defined analogously.

Clearly PG(n, q) can be partitioned into l caps if and only if there is a mapping f :
PG(n, q) → {1, 2, . . . , l} such that whenever P1, P2, P3 are different points in PG(n, q)

such that f (P1) = f (P2) = f (P3), the Pi are not collinear, equivalently: in the restriction
of f to a line no more than two points have the same value.

Once again the case of projective dimension ≤ 3 is easiest. A basic result is the following
theorem by Ebert [16]:

THEOREM 17. PG(3, q), q > 2 can be partitioned intoq+1 ovoids, henceκ(PG(3, q)) =
q + 1.

Proof. Let F = Fq4 and T , N : F −→ Fq2 the trace and norm. Consider the multiplicative
subgroup U of order (q − 1)(q2 + 1) of those nonzero elements satisfying N(x) ∈ Fq .

Observe that U is the union of q2 + 1 points in PG(3, q). It suffices to prove that this point
set is a cap. The cosets are then caps as well and form the desired partition.

Assume three points of U are collinear. We can choose 1 to be one of them. This yields
the equation

1 + ax = by
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where a, b ∈ Fq \ {0} and x, y ∈ U such that 1, x, y generate three different points of
PG(3, q). Apply the norm:

(1 + ax)(1 + ax)q
2 = 1 + a2N(x) + aT (x) = b2N(y) ∈ Fq .

It follows T (x) = x + xq2 ∈ Fq . Let N(x) = λ. Then T (x) = x + λ/x ∈ Fq . It follows
x ∈ Fq2 and N(x) = x2 ∈ Fq . We have x /∈ Fq . This yields a contradiction in characteristic
2. So let q be odd. Then T (x) = 2x ∈ Fq . We obtain the same contradiction x ∈ Fq . �

Intersection with a plane shows that PG(2, q) can be partitioned into q conics and a point.
For odd q this shows κ(PG(2, q)) = q + 1, whereas in characteristic 2 it is conceivable
that κ(PG(2, q)) = q.

PROBLEM 5. Can PG(2, q), q even be partitioned into q caps?

THEOREM 18. We have κ(AG(2, q)) = q if q is odd, and κ(AG(2, q)) = q − 1 if q is
even. In fact AG(2, q) can be partitioned in q − 1 conics and a point. In characteristic 2
we can partition AG(2, q) into q − 2 conics and a hyperoval.

Proof. The upper bounds are obvious. Consider the q − 1 conics V ar(X2 + tf (Y, Z)),

where f (Y, Z) is anisotropic and 0 �= t ∈ Fq . These q − 1 quadrics are pairwise disjoint.
The q + 2 points of PG(2, q), which are on none of these quadrics, consist of the points on
the line X = 0 and of the isolated point (1 : 0 : 0). Choose X = 0 as line at infinity. This
shows that AG(2, q) can be partitioned in q − 1 conics and a point. Let q be a power of 2.

Then (1 : 0 : 0) is the nucleus of each of our conics. �

THEOREM 19. κ(AG(3, q)) = q.

Proof. Consider the hyperplane H = (x : y : z : 0) in PG(3, q) and let O be an ovoid such
that (0 : 0 : 1 : 0) ∈ O and H is a tangential hyperplane. The points outside H form an
affine ovoid, which can be written in the form

X0 = {(a : b : f (a, b) : 1}

for some function f : F2
q −→ Fq . In fact, assume two points of X agree in the first two

coordinates. Then these points are linearly dependent of (0 : 0 : 1 : 0), contradiction. Let

Xα = {(a : b : f (a, b) + α : 1}

Then the Xα partition the affine space and each Xα is a cap. �
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THEOREM 20. Let the following be given:

• a partition of PG(n, q) in k caps Ci;
• A partition of AG(m, q) in l caps Dj .

Then PG(n + m, q)\PG(m − 1, q) can be partitioned into k · l product caps.

Proof. Write the elements of PG(n, q) as (n + 1)-tuples in standardized form, with first
nonzero entry = 1. Write the elements of AG(m, q) as m-tuples. The fact that Dj is an
affine cap is equivalent to the fact that the (m + 1)-tuples (1, x), where x ∈ Dj, represent
a cap in PG(m, q). The product construction Theorem 4 says that (Ci, Dj ) represents a
cap in PG(n + m, q). The union of these caps partitions all of PG(n + m, q), except for a
subspace PG(m − 1, q). �

Theorem 20. is a straightforward generalization of a construction by Grannell et al. [23].
We obtain the following:

THEOREM 21. We have

κ(AG(n + m, q)) ≤ κ(AG(n, q)) · κ(AG(m, q)),

κ(PG(n + m, q)) ≤ κ(PG(n, q)) · κ(AG(m, q)) + κ(PG(m − 1, q)).

DEFINITION 10. Let

κq = lim
n→∞

logq(κ(PG(n, q))

n
= lim

n→∞
logq(κ(AG(n, q))

n
.

It is a natural asymptotic problem to determine κq . Theorem 21 shows that κq is well-
defined and that each value κ(AG(k, q)) in a fixed dimension k yields a lower bound on
κq:

COROLLARY 2. For every k and q we have

κq ≤ logq(κ(AG(k, q))

k
.

Clearly κ(AG(k, q) · m2(AG(k, q)) ≥ qk. Comparison with Section 6 shows

κq ≥ 1 − λ(3, q).

Theorem 19 (or Theorem 17) implies that λq ≤ 1/3 for all q. Once again more is known
in the ternary case. The best lower bound known on κ3 is derived from the 5-dimensional
case.

THEOREM 22. Let PG(k, 3) be partitioned into 2.l caps. Then AG(k + 2, 3) can be
partitioned into 3.l caps.
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Proof. Let Ai and Bi, i = 1, 2 . . . , l be the caps partitioning PG(k, 3). For each i consider
the three caps

(1, ±Ai, 0)

(1, ±Bi, 1)

(1, ±Ai, 1)

(1, ±Bi, 2)

(1, ±Ai, 2)

(1, ±Bi, 0)

These partition AG(k + 2, 3) with the exception of the three points (1, 0, c). These can be
amalgamated to some of the caps above. �

Theorem 22 implies κ(AG(5, 3)) = 6. Corollary 2 yields the bound κ3 ≤ 1
5 log3(6) from

[23].

It seems that B. Kestenband first studied large sets of caps. She also used mixed partitions
of projective geometries (partitions into subvarieties of various kinds) as a tool. Baker
et al. [1] partition PG(5, q) into two skew planes and q3 − 1 caps.

Next we show how PG(3r −1, q) can be partitioned into a (2r −1)-space, an (r −1)-space
and qr − 1 cyclic caps. This is from [4]. Let F = Fq2r and L = Fqr , where r ≥ 2.

Consider the direct sum V = F
⊕

L, an 3r-dimensional vector space over Fq . We write
the elements of the corresponding PG(3r − 1, q) with homogeneous coordinates (a : b),

where a ∈ F, b ∈ L. Let α be a primitive element of F. The action of the Singer cycle
determined by α lifts to V as follows:

g : (a, b) �→ (aαqr−1+1, bαqr+1).

This induces an action on PG(3r − 1, q) in the canonical way. The Singer cycle has order
(q2r −1)/(q−1) both in its action on PG(2r−1, q) and in the lifted action on PG(3r−1, q).

The orbit containing (a : b), where ab �= 0, will be denoted by O(a : b). Let N, T :
F −→ L be norm and trace, respectively. The projective subspaces spanned by F and L

are denoted PG(F ), PG(L). The subgroup of order u of the multiplicative group of F is
denoted Z(u). The group Z(qr + 1) consists of the elements of norm N = 1. Let Q = qr

and U = F ∗(q+1) = Z((q2r − 1)/(q + 1)).

THEOREM 23. For every 0 �= a ∈ F, 0 �= b ∈ L, the orbit O(a : b) containing (a : b) ∈
PG(3r − 1, q) under the lifted action of the Singer cycle has full length (q2r − 1)/(q − 1)

and is a cap.

Proof. Assume O(a : b) is not a cap. There must be three collinear points

(a : b), (axqr−1+1 : bxqr+1), (ayqr−1+1 : byqr+1)
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in O(a : b). As these points are different, we have x, y /∈ Fq and x/y /∈ Fq . There are
coefficients λi ∈ Fq (by force all nonzero), such that

aλ1 + aλ2x
qr−1+1 + aλ3y

qr−1+1 = 0
bλ1 + bλ2N(x) + bλ3N(y) = 0

Obviously we may as well assume a = b = 1. Choosing λ3 = −1 and reordering we obtain

yqr−1+1 = λ2x
qr−1+1 + λ1

N(y) = λ2N(x) + λ1

We compute N(yqr−1+1) in two ways. Using the second equation we obtain

N(yqr−1+1) = N(y)q
r−1+1 = (λ2N(x)q

r−1 + λ1)(λ2N(x) + λ1)

= λ2
2N(x)q

r−1+1 + λ1λ2(N(x)q
r−1 + N(x)) + λ2

1.

The first equation yields

N(yqr−1+1) = N(λ2x
qr−1+1 + λ1) = (λ2x

qr (qr−1+1) + λ1)(λ2x
qr−1+1 + λ1)

= λ2
2N(x)q

r−1+1 + λ1λ2(x
qr (qr−1+1) + xqr−1+1) + λ2

1.

Comparing these expressions and eliminating the obvious common terms we obtain

xqr−1(qr+1) + xqr+1 = xqr (qr−1+1) + xqr−1+1.

Collect all terms on one side, eliminate the common factor xqr−1+1. Fortunately the poly-
nomial factors:

0 = xq2r−1+qr−qr−1−1 − xq2r−1−1 − xqr−qr−1

+ 1 = (xqr−qr−1 − 1)(xq2r−1−1 − 1).

If the first factor vanishes, then xq−1 = 1, hence x ∈ Fq, contradiction. Assume the second
factor vanishes. As gcd(q2r − 1, q2r−1 − 1) = gcd(q2r−1 − 1, q − 1) = q − 1 we obtain
the same contradiction. �

As the union of a cap in PG(F ) and a cap in PG(L) clearly is a cap we obtain

κ(PG(3r − 1, q)) ≤ qr − 1 + κ(PG(2r − 1, q)).

In case r = 2 this yields κ(PG(5, q)) ≤ q2 − 1 + (q + 1) = q2 + q. For even q it
is better to apply Theorem 21 with n = 3, m = 2. This yields κ(PG(5, q)) ≤ (q − 1)

(q + 1) + �(q + 1)/2� = q2 + q/2.
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14. Caps and additive codes in computer memory systems

Codes with small distances have a long history in computer memory systems. As we know
linear codes with minimal distance d = 4 are equivalent to caps. The points of the cap are
described by the columns of the code’s check matrix H. The type of application which we
consider in this section not only is an application of caps, it also motivates various fruitful
generalizations and variations: linear codes with small minimal distances like d = 5,

additive codes and codes (caps) with a large group of symmetries.

In this literature the binary codes with d = 4 are known as SEC-DED codes (single error-
correcting and double error-detecting). Naturally these are derived by shortening from
codes [2r , 2r − (r + 1), 4]2 (the extended binary Hamming codes). Hsiao has given a
construction of codes with these parameters, which is more symmetric than adding a parity
check bit to the Hamming codes. These odd-weight column codes (the name describes the
construction) have been widely implemented by IBM and the computer industry worldwide
(see [13]).

An interesting situation arises when a multiple-bit-per-chip organization is used. In this
case the bits are grouped together in bytes, where each byte has m bits. The codes can
then be considered as defined over an alphabet with 2m elements. The class of SBC-DBD
codes (single byte error-correcting and double byte error-detecting) are by definition 2m-ary
additive codes of minimum distance d = 4. We give a more general definition:

DEFINITION 11. An Fq -linear qm-ary additive code [n, k, d]qm is a code whose entries
form an m-dimensional vector space over Fq, and which is Fq -linear. If we write the set of
entries as Fm

q , then each word is an n-tuple of q-ary m-tuples and can therefore be seen as a
q-ary nm-tuple. Here k is the qm-ary dimension (the number of codewords is qkm). Because
of Fq -linearity d equals the minimum weight: each nonzero codeword has entries �= 0 in
at least d of its n coordinate sections. Observe that k can be rational, but km is integer.

The additive codes from Definition 11 form a natural generalization of linear codes (linear
codes correspond to the special case m = 1). Observe that we have a natural notion of
duality, with respect to the dot product in Fnm

q . It is clear that the dual of an Fq -linear
[n, k, 4]qm -code is a q-linear [n, n− k]qm -code, which is an orthogonal array of strength 3.

Such codes form natural generalizations of caps. An extension of the mechanism of cyclic
codes from the linear to the additive case is in [3].

Most constructions in the computer memory literature use F2m -linearity. In this case we have
equivalence with caps in characteristic 2. The idea is that some errors tend to occur in bursts.
We want to be able to correct several errors if only they occur within the same byte. That
is what q-ary codes with distance ≥ 3 do. Assume d > 3. If decoding does not work, then
more than one byte must be in error. In this sense these codes (caps) will in the same process
correct one byte error and detect two byte errors. Part of the theory of caps and of high-
dimensional codes has been developed in parallel in this literature. For example, we find
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construction Y1 from coding theory in [13]. Paper [10] contains a construction of the ovoids
as well as the product construction and in particular the doubling construction for caps.

The following basic construction seems to be due to C. L. Chen [11]:

THEOREM 24 (Chen projection). If there is a qm-ary q-linear code [n, k, d] with m > 1,

there is a qm−1-ary q-linear code with parameters [n, k − n−k−1
m−1 , d].

Proof. Let C be a qm-ary q-linear code [n, k, d]. Application of an arbitrary regular (m, m)-
matrix in each coordinate yields a code, which is equivalent to C. We can therefore assume
that C⊥ contains a word, which in each coordinate has as entry either (0, . . . , 0, 1) or
(0, . . . , 0, 0). The q-ary dimension of C is km. Consider the subcode D ⊂ C consisting
of those words, which vanish in the last position of each coordinate. We have dimq(D) ≥
km−(n−1). Clearly we can omit this last position in each coordinate and obtain a qm−1-ary
q-linear code of qm−1-ary dimension ≥ km−(n−1)

m−1 = k − n−1−k
m−1 . �

Application of Chen projection to hyperovals and ovoids yields additive codes with d = 4
and very high dimension. Here are some examples of F2-linear code parameters constructed
in this way: [

65, 59
1

2
, 4

]
4
,

[
1025, 1016

1

2
, 4

]
4
,

[
18, 14

1

3
, 4

]
8
, [257, 252, 4]8, [1025, 1019, 4]8,

[
34, 30

1

2
, 4

]
16

,

[
1025, 1020

1

4
, 4

]
16

.

For example, compare the last two 8-ary additive codes above with corresponding 8-ary
linear codes. The largest caps known have 208 points in PG(4, 8), 695 points in PG(5, 8).

Equivalently, this yields linear codes [208, 203, 4]8, [695, 689, 4]8, much weaker parame-
ters than those of the additive codes derived from caps via Chen projection. Some of these
codes have found multiple applications in computer memory systems, see [11, 12].

Another interesting feature is the use of symmetry. Kaneda-Fujiwara [28] show how cer-
tain symmetries can be used to partition the encoding-decoding circuitry into identical
modules and to parallelize the computations. We conclude that practical needs demand the
construction of caps and of high-dimensional codes with large groups of automorphism.

15. tms-nets

(t, m, s)-nets were defined by Niederreiter [36] in the context of quasi-Monte Carlo methods
of numerical integration. Close links to combinatorial structures had been noticed right from
the start and were further explored in [31, 35, 39]. Our setting is inspired by Rosenbloom-
Tsfasman [38].
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Let � = �(T,s) be a set of T s elements, partitioned into s blocks Bi, i = 1, 2 . . . , s, where
Bi = {ω(i)

1 , . . . , ω
(i)
T }. Each block carries a total ordering:

ω
(i)
1 < ω

(i)
2 . . . < ω

(i)
T .

This gives � the structure of a partially ordered set, the union of s totally ordered sets of T

points each. We consider � as a basis of a T s-dimensional vector space F(T ,s)
q . An ideal

in � is a set of elements closed under predecessors. An antiideal is a subset closed under
followers, equivalently the complement of an ideal.

Visualize elements x = (x
(i)
j ) ∈ F(T ,s)

q , i = 1, . . . , s; j = 1, . . . , T as matrices with T

rows and s columns. The Rosenbloom-Tsfasman metric is defined as follows: if in each
block the leading zeroes evaporate, the number of remaining cells is the weight ρ(x). The
distance between x and y is then ρ(x − y). The minimum weight (=minimum distance) of
a subspace C ⊆ F(T ,s)

q is the minimum among the weights of its nonzero members.

A linear subspace (code) C ⊆ F(T ,s)
q has strength k = k(C) if k is maximal such that the

projection from C to any ideal of size k is onto. We also call such a subspace an ordered
orthogonal array OOA, which is q-linear, has length s, depth T , dimension m = dim(C)

and strength k. Duality is defined with respect to the symmetric bilinear form

〈x, y〉 =
s∑

i=1

x
(i)
1 y

(i)
T + x

(i)
2 y

(i)
T −1 + · · · + x

(i)
T y

(i)
1 .

These notions are justified by the following generalization of the duality principle for linear
codes.

THEOREM 25. Let C ⊆ F(T ,s)
q be a linear subspace (code). Then

ρ(C⊥) = k(C) + 1.

We call F(T ,s)
q with these notions of duality, strength and distance the Niederreiter-

Rosenbloom-Tsfasman space, short NRT-space. Observe that in case T = 1 we obtain
the Hamming space of coding theory.

In order to understand the application to quasi-Monte Carlo methods of numerical integra-
tion interpret x ∈ F(T ,s)

q as a point in the s-dimensional unit cube by reading the x
(i)
j for

fixed i as the T first digits of the q-ary expansion of a real number between 0 and 1. As an

example, the point
0 0 1 1
1 1 1 0
1 0 0 1

in F(3,4)
2 is mapped to the point ( 3

8 , 1
4 , 3

4 , 5
8 ) ∈ [0, 1)4. This

also motivates the hierarchical ordering inside the blocks.
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The aim is to construct point sets in the unit cube of s-dimensional Euclidean space, which in
some sense are almost uniformly distributed. A code of strength k in NRT-space corresponds
to a set of points in the s-dimensional unit cube, which is almost uniformly distributed: we
control the first k digits in q-adic expansion. This is why tms-nets are the most important
objects in this theory. By definition a linear (m − k, m, s)q -net is equivalent to an m-

dimensional code C ⊆ F(k,s)
q of strength k. OOA of strength 3 in NRT-space may be seen

as the most natural generalization of the notion of a cap under our present perspective.

As NRT-space is a generalization of Hamming space, and NRT-space of depth 1 is identical
to Hamming space, it is a natural strategy to generalize methods from coding theory. A natu-
ral problem is the problem of net-embeddability: given an m-dimensional linear orthogonal
array of strength k and length s (the dual of a code [s, s −m, k + 1] if s > m), is it possible
to construct an m-dimensional OOA of strength k in NRT-space of depth k (equivalently:
a tms-net), which projects to the given OA? In [7] we used Gilbert-Varshamov type argu-
ments to prove net-embeddability under certain general numerical conditions. It turns out
that each s-cap in PG(m − 1, q) is net-embeddable provided 1 + (s − 1)(q − 1) < qm−1.

This was first proved in [39]. To give just one example, the Hill cap yields a (3, 6, 56)3-net.
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