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Abstract. We study a Cahn-Hilliard—Hele-Shaw (or Cahn-Hilliard-Darcy) system for an incompressible mixture of two
fluids. The relative concentration difference ¢ is governed by a convective nonlocal Cahn—Hilliard equation with degenerate
mobility and logarithmic potential. The volume averaged fluid velocity u obeys a Darcy’s law depending on the so-called
Korteweg force pV¢, where p is the nonlocal chemical potential. In addition, the kinematic viscosity n may depend on ¢.
We establish first the existence of a global weak solution which satisfies the energy identity. Then we prove the existence
of a strong solution. Further regularity results on the pressure and on u are also obtained. Weak—-strong uniqueness is
demonstrated in the two-dimensional case. In the three-dimensional case, uniqueness of weak solutions holds if 7 is constant.
Otherwise, weak—strong uniqueness is shown by assuming that the pressure of the strong solution is a-Hélder continuous
in space for o € (1/5,1).

Mathematics Subject Classification. 35Q35, 76D27, 76 T06.

Keywords. Cahn—Hilliard equation, Darcy’s law, Nonlocal free energy, Logarithmic potential, Degenerate mobility,
Non-constant viscosity, Weak solutions, Strong solutions, Regularity, Uniqueness.

1. Introduction

The behavior of an incompressible binary fluid flow in a Hele-Shaw cell occupying a bounded domain
Q C R? can be described through a diffuse interface model which reduces to the following system in the
Boussinesq approximation (see [43,44])

n(e)u+ VP = uVe (1.1)
div(u) =0 (1.2)
¢t +u- Vo = div(m(p)Vp) (1.3)
p=—Ap+F'(p) = oy (1.4)

in Qr := Qx(0,7T). Here ¢ : Qx[0,T] — [~1,1] is the relative concentration difference, u : Qx[0,T] — R¢
is the volume averaged fluid velocity, and 7(-) is the kinematic viscosity given by

1+s 1-s
9 + v 5
where 1 > 0 and vy > 0 are the (constant) viscosities of the two fluids. The function F' is the mixing
entropy density, namely

n(s) = se[-1,1], (1.5)

F(s) = g((l +s)In(1+4+s)+ (1 —s)In(1 — s)) , se(=1,1), (1.6)

where ¥ > 0 is the absolute temperature and ¥y > ¢ is the critical temperature. Moreover, P is the
pressure and m(-) > 0 is the mobility. Some other constants have been set equal to unity and gravity has
been neglected for the sake of simplicity (see [39, Sec.7]). It is worth recalling that the original model is
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typically two-dimensional. Nonetheless, in three dimensions, the system can model fluid flow in a porous
medium and, in particular, it is used in solid tumor growth modeling (see [12,32,39] and references
therein).

In this setting, i.e., without approximating (1.6) with a regular double well potential and taking no-
flux boundary conditions, the only theoretical results available so far were proven in [39] for constant
mobility. More precisely, in two spatial dimensions, the author established the existence of a weak solution,
its weak—strong (weak for regular potentials) uniqueness as well as the existence and uniqueness of strong
solutions. Instead, in three spatial dimensions, existence and uniqueness of a strong solution were proven
locally in time or for small initial data. The case n constant was formerly analyzed in [40]. Previous
results for 1 non-constant were only known for regular potentials, that is, smooth approximations defined
on R of the singular potential W (s) = F(s) — 22 (see [48,49] and also [12]). For a detailed analysis of
contributions in the case n constant with regular potential, we refer the reader to [39]. However, as is
well known, in such cases it is not possible to ensure the physical requirement ¢ € [—1,1]. Open issues
for system (1.1)—(1.4) are the uniqueness of weak solutions and the existence of global strong solutions
in dimension three (even in the case of constant 7).

An alternative system is based on the nonlocal Cahn-Hilliard equation. In this case, taking Q c R?
(d=2,3), the standard local free energy

s = [ (s win) e,

whose functional derivative is the chemical potential p, is replaced by the nonlocal free energy
1
gl =3 [ [ Ie- ety + [ Floys.
QxQ Q

where J : R® — R is a suitable interaction kernel such that

J(x) = J(—x). (1.7)
Note that the nonlocal term represents the demixing effects which compete with the entropy mixing (see
[33-35] for a macroscopic derivation from a microscopic model in a periodic context, see also [30] and the

discussion in [19]). Then, taking p as the functional derivative of £ we obtain the nonlocal version of the
Cahn—Hilliard-Hele-Shaw system

n(g)u+ VP = puVe (1.8)
div(u) =0 (1.9)
pr+u- Ve =divim(e)Vu) (1.10)
pw=—J*xp+F(p) (1.11)

in @Qr. This system was analyzed in [14] in the case of constant viscosity and mobility. In particular, the
global well-posedness of weak solutions and the existence of global strong solutions were established also
in dimension three (see also [13]). An improvement with respect to what is known for the corresponding
system (1.1)—(1.4).
In the present contribution we take a step further by considering non-constant viscosity and degenerate
mobility, that is,
m(s) =1—s2, s€[-1,1]. (1.12)
More precisely, our goal is to analyze (1.8)—(1.11) equipped with the following boundary and initial
conditions
ou
n(p)u-n=20, m(cp)a—n =0, onT'x (0,7), (1.13)
90(0) = Yo, in Qa (114)

where n is the outward normal to I' := 02 and g is a given initial condition.
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We first prove the existence of a global weak solution which satisfies an energy identity (see Sect. 3).
This is done by means of a Brinkman approximation (see [6]) combined with a Galerkin scheme and
suitable regularizations of 1, m, and F. The existence of a global strong solution is then analyzed in
Sect. 4. As we shall see, the combination of degenerate mobility and singular potential will play a basic
role (cf. [21,22] and references therein). In order to carry out our existence argument, we need an unex-
pected ingredient, that is, the spatial Holder regularity of the pressure. This is obtained by means of a
celebrated De Giorgi’s result. Moreover, we need an existence result on the convective nonlocal Cahn—
Hilliard equation which is a refinement of a previous one contained in [22,23] (see Sect. 7). Section 5
is devoted to establish further regularity properties for 7 and u. These technical results are helpful, in
particular, to prove a conditional weak-strong uniqueness in Sect. 6 for the three-dimensional case. The
uniqueness issue is open for weak solutions even in the two-dimensional case (cf. [20] for the nonlocal
Cahn—Hilliard—Navier—Stokes system). We can prove weak—strong uniqueness in dimension two. In three
dimensions the result is conditional. More precisely, we need to require that the pressure of the strong
solution is a-Holder continuous in space with « € (1/5,1). On the other hand, if n is constant then
uniqueness of weak solutions holds. Section 8 is devoted to some comments on possible further investi-
gations. Section 9 is an appendix containing some Gagliardo—Nirenberg type estimates which are mostly
used in Sect. 5.

2. Notation and Useful Results

Here we introduce some notation and we report some results which will be used in the sequel. From now
on I' will be smooth enough.

‘We set
Vi={velc®)?: div(v)=0}, (2.1)
Caw = V2 O L Q) = Gue N LT(Q), # > 2, (2.2)
Vi == Gai N H' ()7, (2.3)
Vo,div i= Gaiw N Hy (D)7, V5 45 () = Ly, (TN W ()7, 7> 2. (2.4)

For the sake of brevity, we also set H := L%(Q), H? := L?(Q)?, H¥*? := L2(Q)%*<  denoting by || - || and
(-,+) the norm and the scalar product, respectively, on H, H% or H%*¢. Moreover, we define V := H'(Q)
and V4 := HY(Q)%

If X is a (real) Banach space, X’ indicates its dual and (-,-) stands for the duality pairing between
X’ and X. For every f € V' we denote by f the average of f over €, i.e., f := |Q|7*(f,1). Here |Q]| is the
Lebesgue measure of €. Let us introduce also the spaces Hy := {v € H : (v,1) = 0}, Vj := V N Hy and
Vg :={feV':(f,1) =0}. We note that the dual space (V;)’" can be proven to be linearly isomorphic to
Vy. The linear bounded operator A : V' — V' is defined by

(Au,v)::/Vu-Vv, Yu,v € V.
Q
We recall that A maps V onto Vjj and the restriction of A to V) maps Vj onto Vj isomorphically. Let us
denote by N : VJ — V; the inverse map defined by
ANf=f, VfeV, and NAu=u, Yuely.

As is well known, for every f € V{§, N f is the unique solution with zero mean value of the Neumann
problem

{—Auzf, in ,

ou __
%—O, onl'.
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Furthermore, the following relations hold

(Au, N'f) = (f, u), YueV, VfeVy,
(f.Ng) = (. N ) = /Q V) -VNg),  VfgeV.

Recall that A can be also viewed as an unbounded operator A : D(A) C H — H, where D(A) = {¢ €
H?(Q) : g—ﬁ =0 on I'}. The operator A has a non-decreasing sequence of eigenvalues {\;};cn, such that
A1 =0 and \; > 0 for all j > 2. The corresponding eigenfunctions {w;};en, form an orthonormal basis
of H and they are orthogonal in V. Moreover, any non-zero constant is an eigenfunction associated with
A1. We can take w; = |Q|~'/2 so that ||w,|| = 1.
Here below we report a crucial result for our analysis, namely a general result on the Hoélder regularity
of solutions to the Neumann problem:
- (aijurci)w, =divf— f, in Q) (2.5)
(aijug, + fi)n; =1,  onl, (2.6)
where Q C R? is a bounded smooth domain, (a;;) is a d x d symmetric matrix with entries a;; € L>(f2)
satisfying the ellipticity condition
AP < aij(z)&&; < A€, VEER? and for ae. 2 €Q, (2.7)
for some 0 < A, < A*. Referring to the general theory of linear elliptic equations with measurable
coefficients we first recall that (see, e.g., [15, Chapter 9, Theorem 10.1])

Proposition 2.1. If f € L2(Q)¢, f € L9(Q), v € LI(T"), where ¢,¢ > 1 if d =2 and q = 6/5, § = 4/3 if
d = 3, and the compatibility condition [, f = [ is satisfied, then problem (2.5)-(2.6) admits a weak
solution u € HY(Y), which is unique up to a constant.

Moreover, we have the following Holder continuity result, which also gives an estimate of the Holder
norm of the solution in terms of the data of the problem (see [15, Chapter 9, Theorem 18.3])

Proposition 2.2. Let u € HY(Q) be a solution to the Neumann problem (2.5)—(2.6), with f and f satisfying
feriteQ)?, fe L (), for somee >0, (2.8)

£
2

and ¢ € L¥~19(T), for some o € (0,1). Then u is Hélder continuous in Q, and there exist constants
© > 0 and a € (0,1), depending on [|f|| pa+e(qye, ||f||Ld+E(m7 [l La-14ery, A, A% e,d and on the C*-

2

smoothness of I', such that

lullge @y < O(IEllLare(@ya, IF | 2pe @ 9l pa-1+0(r), A, A" €, T, d) . (2.9)

We will also make use of a general W*P(§2)—regularity result for the elliptic problem (see, e.g., [5])
Au=f, inQ, (2.10)
g—z:g, onT. (2.11)

Proposition 2.3. Assume that t,r,s € R, 1 < p < 0o, and either p =2 or s — 1/p is not an integer, and
let f € WrP(Q). If g € WHP(T), r+1 > 1/p, and s = min{r + 2,t + 1 + 1/p}, then any solution u to
(2.10)—(2.11) belongs to WP (Q). Moreover, if the set of solutions is not empty, the following estimate
holds

inf [lullwr @) < C([fllwre@) + llgllwesmr))
where the infimum is taken over all solutions u and C > 0 is independent of f and g.

Finally, the following notation will turn out to be convenient. If A is a real number, we denote by A~
any constant B arbitrarily close to A, such that B < A, and by AT any constant B arbitrarily close to
A, such that B > A.
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3. Existence of Weak Solutions

In this section we first introduce the basic assumptions which are needed to prove the existence of a global
weak solution. Then we define the weak formulation and we state and prove the first existence result.

Our assumptions on 71, J, m, and F' read as follows. Note that the ones on 7, m, and F' are slightly
more general than the ones specified in the Introduction.

(H1) n € C%([-1,1]) and there exists 7; > 0 such that
n(s) >m, Vs e [-1,1].
(H2) J € I/Vl})’cl(]Rd)7 J(x) = J(—x) for almost any = € €, and J satisfies
a::sup/|J(x—y)|dy<oo, b:zsup/|VJ(x—y)\dy<oo.
zeQ Ja zeQ Jo

(H3) m € C%1([-1,1]) is nonnegative and m(s) = 0 if and only if s = +1. Moreover, there exists og > 0
such that m is nonincreasing in [1 — ¢, 1] and nondecreasing in [—1, —1 + oy].

(H4) F € C?((—1,1)) and A :=mF'"" € O([-1,1]).

(H5) There exists some o > 0 such that F'” is nondecreasing in [1— 09, 1) and nonincreasing in (—1, -1+

0’0].
(H6) There exists some ¢g > 0 such that

F"(s) > ¢, Vs e (—1,1) .
(H7) There exists some ag > 0 such that
m(s)F"(s) > ag, Vs e [-1,1].

Remark 3.1. An interaction kernel which satisfies (H2) is the Newtonian kernel, namely J(z) = j3|z|~!
ifd =3, and J(z) = —jaIn|z| if d = 2, where jo and j3 are positive constants. Moreover, in (H4), A must
be understood as continuously extended at the endpoints. It is worth observing that the assumptions
(H3)—(HT7) are satisfied, for instance, by (1.6) and (1.12). Note that, in this case, A is constant.

The notion of weak solution is defined by

Definition 3.1. Let pg € L>(Q) with F(pg) € L*(Q) and 0 < T < oo be given. A triplet [u, 7, ¢] is called
weak solution to (1.8)—(1.11) and (1.13)—(1.14) on [0,T] if

uc L*0,T;Gaiv)

e L*(0,T; V),

© € L>(0,T;LP(Q)) N L*(0,T;V), Vpe[2,00)),
pi € L2(0,T; V),

p e L®Qr), le(x,t) <1 forae. (z,t) € Qr,

and
nlp)u=—-Vr— (J*¢)Vp, ae. in Qr, (3.1)
(o, 0) + (m()F" (9)Vp, Vib) — (m(@)VJ * ¢, Vi) = (up, V),
V¢ € V and a.e. in (0,7, (3.2)
©(0) = o, a.e. in Q. (3.3)

Remark 3.2. Observe that the regularity properties of the weak solution entail that ¢ € C([0,T]; H).
Therefore the initial condition ¢(0) = ¢y makes sense. Moreover, note that any weak solution is such
that the total mass is conserved, namely

@(t) = @O )
for any ¢t € [0, 7.
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Remark 3.3. Observe that the Korteweg force in (3.1) is not the one in (1.8). In other words, the pressure
has been redefined (i.e. from P to 7). In order to rewrite the Darcy’s law in the original form we need
to show that u € L?(0,T; H), that is, F'(p) € L?(0,T; H). Contrary to the constant or non-degenerate
mobility case, this issue is non-trivial and it will be carefully analyzed in [7] (see also Remark 4.2 below
and [23, Thm.3]).

Remark 3.4. Looking at (3.2) and recalling (HT7), it is clear that the combination of degenerate mobility
and singular potential helps since one deals with a non-local but non-degenerate parabolic equation for
¢ (see also [22]). On the contrary, if the mobility is constant the analysis requires more care (cf. [14]).

Let M € C?((—1,1)) be the solution to m(s)M"(s) = 1 for all s € (—1,1) with M(0) = M'(0) = 0
(note that, in the canonical case (1.6) and (1.12), we have 6M = F'). Then the existence of a weak solution
is given by

Theorem 3.1. Assume that (H1)-(H7) hold. Let pg € L>(Q) be such that F(pg) € L'(Q) and M(po) €
LY(2), where M is defined as above. Then, for every T > 0, there exists a weak solution [u,,p] to
(1.8)—(1.11) and (1.13)—(1.14) on [0,T]. This weak solution satisfies the following energy identity

319l + VAR + [ m(o)P (o) Velde

= / m(p)VJ x o Vodr + / (—Jxp)u-Vedr, (3.4)
Q Q
for almost any t > 0.

The strategy to prove Theorem 3.1 is the following. We consider suitable approximations of 77, m, and
F. Then we formulate an approximating problem by adding a viscous term —vAu to the Darcy’s law (i.e.
we consider its Brinkman approximation, see [10] and references therein) for a given v > 0 (see Sect. 3.1).
We solve this problem by means of a Galerkin scheme (see Sect. 3.2). Then, in Sect. 3.3, we get first a
weak solution to the Brinkman—Cahn—Hilliard problem with the original 7, m, and F'. Finally, we pass
to the limit as v goes to 0.

3.1. Approximating Problem

Let € € (0,1] be fixed. Consider the following approximations of 1, m, and F.
(Al) Approximating viscosity
n(l —e), s>1—e
ne(s) =< ns), |s[<1—e
n(—1+e), s<—1l+e.

(A2) Approximating mobility

(A3) Approximating potential

Fl—e)+F(1—e)(s—(1—€)+iF"(1—e)(s— (1—¢)
—|—(s—(1—e))3, s>1—e,

F(s)=q F(s), [s]<1—¢,
F(=146)+ F(—1+6)(s— (—1+6) + 3F (=1 +e)(s — (=1 +¢))°
Hs—(-1+ef, s<-l+e.
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It is easy to check that F, € C;2!(R) and that, thanks also to (H6), there exist two constants k; > 0
and ko > 0, which do not depend on ¢, such that

F.(s) > ky|s]> —ka,  Vs€R. (3.5)
Moreover, as a consequence of (H6), we still have that
F(s) > co, Vs eR, (3.6)
and (H5) implies that there exists ¢y > 0 such that
F.(s) < F(s)+ €, Vs e (—=1,1), Vee (0,¢]- (3.7
Also, note that
|F/(s)| < k3s® +ky,  VseER, (3.8)

for some positive constants ks, k4 depending on e.
Fix v > 0 and consider the Brinkman approximation

—vAu+ 1 (e)u+ VP = uVp, in Qr, (3.9)
div(u) =0, in Qr, (3.10)
e +u- Vo =divime(¢)Vy),  inQr, (3.11)
u=—Jxp+F(p), in Qr, (3.12)
u=0, me(w)g—ﬁzo, onI'x (0,7), (3.13)
»(0) = @o, in Q. (3.14)

Then we introduce the notion of weak solution which reads

Definition 3.2. Let ¢y € H be such that F.(pg) € L'(Q) and 0 < T < oo be given. Then [u, P, ¢] is a
weak solution to (3.9)-(3.14) on [0,T7] if

u <€ L2(0,T; Vo.gin)
P e L*(0,T; Hy) ,
© € L0, T; L3(Q)) N L*(0,T;V),
¢ € L2(0,T; V"),
peL?*0,T;V),
and
¥V, Vv) + (ne(p)u, v) = (P,div(v)) = (¢Vp,v), Vv eCx(Q)?,
(@t ) + (me(0) Vi, Vi) = (up, Vy), Vi €V and a.a. t € (0,7),
p=—Jxp+F(p),
almost everywhere in (0,7") with

©(0) =g, ae. in Q.
We now prove the following

Theorem 3.2. Assume that (A1)-(A83) hold. Let o € L>°(Q) with F.(pg) € LY(Q). Then, for every
T > 0, there exists a weak solution [u, P, ¢] to (3.9)—(3.14) on [0, T]. Moreover, this solution satisfies the
energy identity

o)+ [ (IVm@mVun) I +vIVu(r) + IV IR) dr = Ee). (315)
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for all t € [0,T], where

o) = =5 | [ I —uele. ety dedy + | Filolt))ds. (316)

3.2. Proof of Theorem 3.2

We shall use a Galerkin approximation scheme. Let {\;}jen and {w;}jen be the eigenvalues and the
eigenvectors of the Laplace operator with homogeneous Neumann boundary conditions (cf. Sect. 2).
Then, set

W = {wi, ..., wy)

and denote by II,, : H — W,, the usual linear bounded orthogonal projector.
Fix n € N and introduce

on(t) =D gnj(thw;,
j=1

where t — g,(t) = (gn1(t),...,gnn(t)) has to be determined. Thanks to Lax-Milgram theorem and
recalling (H1), for every g, € R" there exists a unique w,, € Vj 4; such that

(UVW,, VV) + (Ne(0n)Wn, V) = —(0nVin, v), Vv E Vg, (3.17)

n
where ¢, 1=} gnjw;, and

i = T (=] o0 + F (). (3.18)
Moreover, thanks to the fact that F, € Cloo’i(R), and that n. € C%!(R), it is easy to prove that the

mapping F,, : R" — Vj 4iy, defined by setting F,,(g,) = Wy, is locally Lipschitz continuous from R™ to
Vo,div- Concerning the initial datum g, let us first assume that

and consider the following problem: find g, : [0,7] — R™ solution to the Cauchy problem

/ olapdz + / (o) Vit - Vibda = / Fo(gn)on - Vibde
Q Q Q

Vi e Wy, in (0,T), (3.20)
¢(0) = pon = npo . (3.21)
Taking ¢ = w; for each j € {1,...,n} and using the orthogonality properties of the eigenfunctions, we can

write down a first-order system of ODEs in normal form for the unknown vector-valued function g, with
a locally Lipschitz continuous right-hand side (owing also to the fact that m. € C%*(R)). Therefore, the
Cauchy-Lipschitz theorem entails the existence of a unique solution g,, € C*([0,T},])" for some T}, € (0, T].
We thus have found a unique approximating pair [w,,, ¢,,] € C([0,T,.]; Vo,aiv) x C1([0,T,]; W,,) for each
n € N.

Take now v = w,, in (3.17) and ¢ = p, in (3.20). Adding together the identities and taking (3.18)
into account, it is not difficult to obtain the energy identity

%Se(wn(t)) +[Vmelpn @) Via @7 + v VWa ()1 + [[v/ne(@n(6)wa ()]1? = 0, (3.22)

for every ¢ € [0,T5,].
Integrating (3.22) with respect to time in (0,t¢) and recalling (H1) and (A1)—(A3), we get

Ee(pn(t)) +/0 (ClVLa (TP + vIIVWo (D) + mlwa (7)) d < Ec(0n) - (3.23)
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Here and in the sequel of this proof C' > 0 stands for a generic constant which possibly depends on v and
€ but is independent of n. This constant may vary also within the same line. The constant C' in (3.23) is
given by C' = min{m(1 — €), mc(—1 + €)}, for € € (0, o¢] (¢ is the same as in (H3)).

Due to the convergence (g, — @o in H2(£2) (cf. (3.19)), on account of (A3) and (3.16), we find

Ee(n(t)) +/0 (ClIVaa (DI + VIIVW (72 + 1w (7)) dr < C. (3.24)

From the above estimate we deduce first that we can extend our approximating solution up to 7" for each

n € Ny. Indeed we have |g,(t)]2 = |len(t)], | - |2 being the Euclidean norm. Moreover, using (3.5) and

arguing as in [23], we obtain the following uniform estimates
[WnllL20.7:v0,.40) < € (
lenllzeo1;z3002) < Cs (3.26
| Fe(n)ll Lo 0,751 (2)) < C (
IVunllL2orme) < C. (

Observe now that

P = ‘er(nn(*J * Pn + Fe/(@n))v 1)
= (In(=J * pn + Fl(pn)), w1) = (=J * o + F(pn),w1).

This gives a uniform control of ||z, ||L,r) (cf. (3.8) and (3.29)). Hence, using Poincaré-Wirtinger in-
equality and recalling (3.8) and (3.28), we deduce

lenllz2o,rv) < C. (3.29)
Using the above estimates, by comparison in equation (3.20) we deduce
l&hllL20,mvy < C. (3.30)

We point out that (3.30) holds thanks to (3.26) and to the boundedness of Vw,, in L2(Q)?*<. The latter
motivates the introduction of the regularization term —vAu in the Darcy’s law (cf. (3.9)). On the other
hand, multiplying (3.18) by —Ag,,, recalling (H2) and (3.6), using (3.28), and arguing as in [9] we find

lenllzz0,v) < C- (3.31)
In addition, (3.8) and (3.26) yield

1FE(en)ll Lo 0,i2872(0)) < € (3.32)

The above uniform bounds and a standard compactness result in vector valued Banach spaces imply
the existence of a triplet [u, ¢, 1] and a (not relabeled) subsequence [wy,, @, 1] such that

w, —u weakly in L*(0,T; Vo giv) , (3.33)
on — ¢ weakly® in L>(0,T; L*(9)), weakly in L*(0,T;V), (3.34)
©n — @ strongly in L*(0,T; H), a.e.in Qr, (3.35)
@l — ¢ weakly in L*(0,T;V"), (3.36)
Fl(pn) = @ weakly” in L>(0,T; L*?(R)), weakly in L*(0,7; L*(Q)) (3.37)
pn — p weakly in L*(0,T;V). (3.38)

Moreover, using a well-known result, from (3.35) and (3.37) we infer that ®. = F_.(y).
Recalling (3.17), observe that w,, satisfies, in particular, the following variational identity

(VW VV) + (0 (0n) Wi, V) = —(n Vg, V), VveV,in (0,T). (3.39)
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The above convergences and (A1)—(A2) allow us to pass to the limit in equations (3.18), (3.20)—(3.21),
and (3.39). Using a density argument, this gives

(vVu,Vv) + (n(p)u,v) = = (pVu, v), Vv eV, ae in (0,7), (3.40)
(@', ) + (me(9) Vi, Vib) = (up, Vi), V¢ €V, ae. in (0,7), (3.41)
p=—Jxp+F(p), a.e. in Qr, (3.42)
©(0) = o, a.e. in{}. (3.43)

The energy identity (3.15) follows immediately by taking v = w, and ¢ = p as test functions in (3.40),
and in (3.41), respectively (these choices of test functions are allowed), by summing the resulting identities
and then integrating in time between 0 and ¢.

If o € H with F(pg) € L'(Q) then we can argue as in [9] (see also [23]). We first approximate ¢ with
wom € D(A) given by o, := (I + %)*1@0. This sequence satisfies g, — o in H. The corresponding
approximating solutions (u,,, ¢.,) satisfy the energy estimate (3.15) with @9 = ©om. On the other hand,
on account of (3.6), we can use a convexity argument (cf. [9]) to deduce

56(900777,) S ge(‘pO) .

Hence the sequence {(u,, ¢m)} satisfies (3.15) with g in place of ¢g,,. Then, arguing as above, we can
find that it converges, up to a subsequence, to a pair {(u, )} satisfying (3.40)—(3.43). Finally, owing to
De Rham’s theorem (see, e.g., [2, Chap.IV, Sec.2]), we can find a unique P € L?(0,T; Hy) such that

(VVu, Vv) + (n(p)u, v) = (P,div(v)) — (¢Vi,v), VveCP()?, ae in (0,7).
This concludes the proof.

3.3. Proof of Theorem 3.1

Following a strategy devised in [14], we will pass to the limit first as € goes to 0. Then we will let v — 0.
Thus, let us consider first a weak solution [u, ¢c] to (3.9)-(3.14), keeping v > 0 fixed and find suitable
uniform estimates. We omit the dependence on v for the sake of simplicity.

From (3.15), recalling (A3) and (3.5), we deduce the uniform bounds

VUl 220,70 ain) + 1V 7e(@) el L2 (0,756 00,) < C (3.44)
l@ellzos0,m:030)) < C, (3.45)

Iv/me(e) Viell 20,754y < C- (3.46)
Here and in the sequel of this proof, C' > 0 indicates a generic constant which is independent of € and v.

Arguing as in [23], we now test equation (3.41) by 1 = M/ (), where M, is a C? function such that
me(s)M!(s) =1 and M.(0) = M/(0) = 0. This gives

d
G [ Mlpds s [ moVae M) Veds = [ g Mg s, (3.47)
Q Q

Q
Being u, divergence free, we have

/ ucpe - VM{(pe)dw = 7/ u. - M{(pe)Vpedr = 7/ u. - VM, (¢ )dx = 0.
Q Q Q
Therefore (3.47) yields
d
7/ Me(@e)dx +/ V,U/E . Vapeda: = O,
that is

d
G [ Mdeods+ [ (PNl = (97500 Vo) do =0,
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’I‘hllS7 on account of (36), we gel
/ AL(QOE)dx + —c || Vo ||2 <C
dt 0 2 '

Arguing as in [23], for € small enough we have a uniform control of [, M(pc)dx with [, M (pq)dz. Hence,
recalling (3.45), we get the uniform bounds

l@ellLz0,1v) < C, (3.48)
| Mc(e)ll L0101 (0) < C- (3.49)

Then, on account of (3.44)—(3.46), by comparison in (3.41) we obtain
letllLzomvy < C. (3.50)

Note that we have used again the L?-bound of Vu, which is provided by the regularization term —rvAu
in the Darcy’s law.

Bounds (3.44)—(3.50) and standard compactness results entail the existence of u € L?(0, T} Vi;,) and
@ € L*(0,T; H) N L?*(0,T;V) such that, for some sequence ¢, — 0, we have

u., —u weakly in L*(0,T; Vo, aiv) , (3.51)
@, — ¢ weakly® in L>(0,T; L3(Q)), weakly in L*(0,T;V), (3.52)
®e, — ¢ strongly in L*(0,T;L*(Q)), Vs€[2,6), and a.e. in Qr, (3.53)
¢. — ¢, weakly in L*(0,T;V’). (3.54)

In order to show that |¢| < 1 almost everywhere in Qr we can argue as in [17] (see also [23, Proof of
Theorem 2]).

Observe now that the weak formulation (3.40)—(3.42) can be rewritten as follows

(Vvuea VV) + (776(906)“67 V) = (‘pe(v‘] * 906)7 V) ’

Vv eV, ae in (0,7), (3.55)
<902>w> + (me(@e)Fé/(@e)vwev Vp) — (me(pe) (VI x @e), Vi) = (Uepe, V),
Vi eV, ae. in (0,7). (3.56)

Recalling (H2), (A3), and (3.53), up to a subsequence, we obtain (cf. also the essential boundedness of
¥)

e, (0, ) FL (0e,) = m(@)F" () strongly in L*(Qr), Vs € [2,00). (3.57)
Using now (3.52), (3.53), and the embedding L>(0,T; L*>(Q)) N L?(0,T; L%(Q)) — L*(Qr), we deduce
Ge,, — @ strongly in L"(Qr), Vre[2,4). (3.58)
In addition, thanks to Lebesgue’s dominated convergence theorem, we find
New ($e,) = (@), Me, (¥e,) = m(p) strongly in L*(Qr), Vs € [2,00). (3.59)

Convergences (3.51)—(3.54) and (3.57)—(3.59) allow us to pass to the limit in (3.55)—(3.56) for € = ¢,
as n goes to oo (cf. [23]). Also, by integrating (3.56) in time over (0,¢) and then taking the limit as before,
we recover the initial condition ¢(0) = g almost everywhere in €.
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Summing up, for any v > 0, there is a pair [u,, ¢, ] such that

u, € L*(0,T; Vo,aiv) ,
¢, € L=(0,T; LP(Q)) N L*(0,T;V),  Vpe[2,00),
v, € L¥(Qr), |eu(z,t)| <1, for a.e. (z,t) € Qr,
¢, € L*(0,T;V'),
(VVuy, Vv) + (n(ep)u, v) = (oo (VJ % 9,), v),

Vv e Vodiv, a.e. in (0,7), (3.60)
(@, 1) + (M) P (00)Vipu, V) — (m(pu) (VT * 1), Vi) = (wypn, V) ,

Vi eV, ae in (0,T),
0 (0) =g, ae. in Q. (3.61)

From (3.44), using a semicontinuity argument, we get the uniform (with respect to ) bound
VIl 20,735 i) + 00 ll22007:G00) < C- (3.62)

Recalling [30, Rem.3.3], we have that ¢ — [/, (t)|| L (o) is measurable, essentially bounded, and such
that

0, ) < IOl Tor aa b€ (0,7), VS € L0, T I'(@).
Therefore, we have
[(wy (t)pu (1), V)| = [(u (), uy (t) - V)| < fluy (8) - Vil L) < a0V,
for almost any ¢ € (0,7). This entails that u,¢, € L%(0,T;(V?)’) and

w220,y vayy < C. (3.63)
We can now take ¢ = p(t) in (3.61). Thanks to the bound (3.48), which is independent of v, we obtain
levllLzo,rv) < C- (3.64)
Then, on account of (3.63), by comparison we also get
1€, L2 0.7vr) < C- (3.65)
In addition, we have
lullLoeo,7520 ) < 1V, Vp € [2,00). (3.66)

On account of (3.62)—(3.66) and well-known compactness results, we can find a pair [u, ¢]| and a sequence
vy, — 0, as n goes to oo, such that

vpu,, — 0 strongly in L2(0,T; Vo aiv) » (3.67)
u,, —u weakly in L*(0,T; Gy ), (3.68)
b, — ¢ weakly™ in L>(0,T; LP(Q)) N L>®(Qr), weakly in L?(0,T;V), (3.69)
¢, — ¢ strongly in L3(Qr), and a.e. in Qr, (3.70)
¢, — ¢y weakly in L*(0,T;V"). (3.71)

Arguing as above (cf. (3.59)) and using (3.67)—(3.68), by means of standard techniques, we can pass to
the limit in (3.60) and find

(m(e)u,v) = ((VJ x¢),v), Vv E Vg, ae. in (0,7), (3.72)
which can be rewritten as
m(p)u,v) = —((J*x)Ve,v), VveEVygn, ae in (0,7). (3.73)

Then, using density and De Rham’s theorem, we find a unique m € L?(0,T; Vp) such that (3.1) holds.
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In order to pass to the limit in equation (3.61), observe first that (cf. (3.68) and (3.70))

/O (W (1), o, (1) V) — / (u(r), o(r)Ve)dr, Vi € D(A). (3.74)

Recalling that (3.57), (3.59) now hold with respect to v, and taking (3.69)—(3.74) into account, standard
techniques give

(06, ¥) + (M) F" (9) Ve, Vi) = (m(p) (V] * ), Vi) = (ugp, Vi) , (3.75)
for all ¢ € D(A) and almost everywhere in (0,7"). Thus equation (3.2) holds thanks to the density of
D(A) in V. Initial condition (3.3) can be recovered as usual. Summing up, we have proven that problem
(1.8)—(1.11) and (1.13)—(1.14) has a weak solution [u,m, ] in the sense of Definition 3.1. Finally, the
energy identity (3.4) can be immediately obtained by multiplying (3.1) by u in H¢, by taking ¢ = ¢ in
(3.2) (this choice of test function is allowed), and by summing the resulting identities.

4. Existence of Strong Solutions

In this section we state and prove the existence of strong solutions to (1.8)—(1.11), (1.13)—(1.14). However
equations (1.10)—(1.11) need to be suitably rewritten in the form

@i +u-Vo=AB(p) — div(m(p)(VJ x ), (4.1)
where we have set
B(s) = / A(o)do , Vs e [-1,1]. (4.2)
0
Notice that we have VB(y) = A(¢)Vp. Hence, the boundary condition m(¢)Vu - n = 0 becomes
[VB(p) — m(p)(VJ *¢)] -m=0. (4.3)
Thus, the equivalent weak formulation (3.2) of equations (1.10)—(1.11) is
(e, 0) + (VB(0), Vi) — (m(e)(VJ x¢), Vi) = (up, V1)), (4.4)

for every ¢ € V and for almost any ¢ € (0, 7). Moreover, by suitably redefining the pressure 7, we rewrite
the Darcy’s law (3.1) in the form

n(e)u+ Vr = (VJ xp)p. (4.5)

Note that, introducing 7 := 7 + (J * ¢)¢, (4.5) holds with 7 in place of .
We can now give our definition of strong solution

Definition 4.1. Let g € VN L>®(Q) and 0 < T < oo be given. A weak solution [u,, ¢] to (1.8)—(1.11),
(1.13), (1.14) on [0, T] corresponding to g is called strong solution if

uc L*0,T; Vi) (4.6)
e L*0,T; H*(Q) NV, (4.7)
0 € L®(0,T; V)N L*0,T; H*(Q)) N H'(0,T; H), (4.8)

and if (1.9), (4.1), (4.5) hold almost everywhere in Qr, and (1.13);, (4.3) hold almost everywhere on
T x (0,7).

In order to establish regularity results, we shall need the kernel J to be more regular. For instance,
we could suppose J € Wlij (R?). However, this assumption excludes, for instance, Newtonian and Bessel
potential kernels which are physically relevant. Thus, in order to include them, we recall the definition of

admissibile kernel (see [1, Definition 1]).

Definition 4.2. A kernel J € Wlloc1 (R9) is admissible if the following conditions are satisfied:
(J1) J € C3RN{0});
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(J2) J is radially symmetric, i.e. J(x) = J(|z]) with J non-increasing;
(J3) J"(r) and J'(r)/r are monotone on (0,rq) for some ry > 0;
(J4) |D3J(x)| < Cylz|~4 for some Cy > 0.

The advantage of this assumption is related to the following lemma which allows, in particular, to
control the W2P(Q)—norm of the convolution operator term without assuming J € T/Vl2 1(IRd)

Lemma 4.1. [1, Lemma 2] Let J be admissible. Then, for every p € (1,00), there exists Cp, > 0 such that
[VollLe@yaxe < Cpll¥llr), V¥ € LP(Q),

where v = VJx*1. Here, Cp, = C*p forp € [2,00) and C, = C*p/ (p — 1) for p € (1,2), for some constant

C* > 0 independent of p.

Moreover, we also need the following lemma to handle the boundary condition (4.3) . Its proof im-
mediately follows from the definition of the seminorm in the space W#?(T"), where I is the boundary of
a bounded domain in R? of class C' and with the segment property, s € (0,1), and 1 < p < oo (cf. [16,
Chapter IX, Section 18]), namely,

lu(z) —u(y)P
[u]gvs,p(r‘) = / |$ o |d 1+sp dr( )dr(y) ’
where dI' is the surface measure on I'.

Lemma 4.2. Let p,v0 € WP(T') N L>®(T"), where s € (0,1), 1 < p < oo, and d = 2,3. Then ¢t €
WweP(T) N L>®(T) and
le¥llwermy < ol @ l¥lwerm) + 1¥llzemllelwerr) -
We also need to strengthen assumption (H4) by replacing it with
(H8) F € C3(—1,1) and A := mF'" € CY([-1,1]).
Note that this assumption is certainly satisfied in the case (1.12) and (1.6).

The main result of this section is

Theorem 4.1. Suppose that d = 2,3, that assumptions (H1)-(H3) and (H5)-(H8) are satisfied, and
that J € I/Vlicl (RY) or that J is admissible. Let oo € V N L>®(Q) with M(po) € L*(Q). Then, for every
T > 0, problem (1.8)—(1.11), (1.13)—(1.14) admits a strong solution [u,, ] on [0,T] such that

u e LA=9(0,T; V) N LAA=0/90, 75 LH(Q)Y) N L0, T; Gain) (4.9)
m e L9, 7; H*(Q)) n LAA=9/90, 7, wh4(Q)) N L=(0,T;V;), (4.10)
0 € L>(0,T;V)N L*(0,T; H*(Q)) N H*(0,T; H), (4.11)

for some 6 € (0,1/2). In addition m € L>=(0,T;C%(2))) for some a € (0,1).
Remark 4.1. We also have ¢ € C(]0,T]; V) because of (4.11) (see, e.g., [18, Section 5.9, Theorem 4]).
In two dimensions a stronger regularity result can be proven, namely,

Theorem 4.2. Suppose that d = 2 and let the assumptions of Theorem 4.1 hold. If, in addition, py €
H?%(Q) and the following compatibility condition is satisfied
VB(po) -n=m(po)(VJ *¢p) -n, a.e onl, (4.12)

then, for every T > 0, problem (1.8)—(1.11), (1.13)—(1.14) admits a strong solution [u,m,¢] on [0,T]
satisfying, besides (4.9) and (4.10), the further regularity properties

)
w; € L*(0,T; Gaiv) (4.13)
0 e L0, T; H*(Q) N H(0,T; V)N Wh>(0,T; H). (4.14)
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Remark 4.2. The strong solution given by Theorem 4.1 can be viewed as a strong solution to the equa-
tions (1.8), (1.10)—(1.11) and boundary condition (1.13)s if, for instance, ¢ satisfies the so-called strong
separation property, namely ¢ is uniformly away from the pure states +1 (see [22, Rem.4.3], see also [21]
and references therein).

4.1. Proof of Theorem 4.1

The proof is carried out by first providing existence of a strong solution on a sufficiently small time
interval. This is achieved by means of a fixed point argument based on the Schauder’s theorem. Then,
by relying on suitable higher order estimates, the local in time solution will be extended to an arbitrary
time interval [0,7], T > 0. A key tool for this proof is a regularity result for the convective nonlocal
Cahn—Hilliard equation with a given divergence-free velocity field (see Theorem 7.1 in Sect. 7).

Let us outline our Schauder’s fixed point argument. We first introduce the functional spaces X7 and
Yr given by

Xp = L>®0,T; H)N L*(0,T; V)N H*0,T; V'),
Yr = L0, T; V)N L*(0,T; H*(Q)) N H'(0,T; H), (4.15)

where T > 0 will be fixed later on.
For every given ¢ € Yr, with |¢| < 1, we consider the following (formal) problem

n(e)u+ Vr = (VJ xp)p, in Qr, (4.16)
div(u) =0, in Qr, (4.17)
Gutu-VE = AB(@) - div(m(@)(VI«3), i Qr, (4.18)
neu-n=0, [VB(@)-m(@)(VJ*@)| -n=0, on T x (0,7), (4.19)
?(0) = o, inQ. (4.20)

We then divide the argument into four steps. These steps are carried out for d = 2 or A constant. In the
case d = 3 and non-constant A we shall also need to regularize (4.16)—(4.20) (see the end of the proof).

In Step 1 we study problem (4.16), (4.17), (4.19)1, proving that, for every ¢ € Yy, with |p| < 1, it
admits a unique solution [, u]. We also establish some crucial higher order estimates for 7 and u in terms
of ¢. The estimates in Step 1 are purely elliptic and time is tacitly omitted.

In Step 2 we address the nonlocal convective Cahn-Hilliard system (4.18), (4.19)2, (4.20), with the
velocity u given by the solution to (4.16), (4.17), (4.19);. We exploit Theorem 7.1 to get a unique strong
solution ¢ to this problem. By virtue of the estimates derived in Step 1, we shall then conclude that,
for every given ¢ € Y, with [p| < 1, (4.16)(4.20) admits a unique solution [u, §] € (L>(0,T; Gaiv) N
L%(0,T; de)) x Yr, with |g| < 1. This allows us to introduce the map F : ¢ — @, which is well defined
from the set {¢ € Y : |p| < 1} into itself. The goal of Step 2 is to identify a suitable convex set of
Y7, which is compact in X7, such that F is also a map from this set into itself. However, F cannot be
defined if d = 3 and \ non-constant. In this case we need to regularize u in (4.18) and then pass to the
limit in the regularization parameter to conclude (see below).

Step 3 will be devoted to prove that F is continuous on Xp. The existence of a local in time strong
solution will then follow from Schauder’s theorem.

In the final Step 4, we shall show that the local in time solution constructed in the previous steps is
indeed global.

We point out that all the estimates in the first three steps will be derived for both cases d = 2,3. We
also remind once more that F cannot be defined if d = 3 and X is not constant. In this case we shall use
a regularization argument.

In the sequel of this section we will indicate by C' a generic positive constant which only depends on
main constants of the problem (see (H1)—(H8)) and on © at most. This constant may vary also within
the same line. Any other dependency will be explicitly pointed out.
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Step 1 We first study the elliptic system (4.16), (4.17), (4.19)1, with ¢ given in H?(Q2) (or in V) such
that |¢| < 1. First, we observe that problem (4.16), (4.17), (4.19)1 is equivalent to the following

(L o) =g (VT 0)e o
d1v<n(w)v ) =d ( %) )7 Qr, (4.21)
g—z = (VJ*¢)p-n, on T x (0,7T), (4.22)
1 1 .
= —@Vﬂ' + m(V«] * (P)(P, m QT~ (423)

More precisely, for ¢ € V fixed, with |p| < 1, we can easily check that [r,u] € Vj x Gy is a solution to
(4.16), (4.17), (4.19); if and only if 7 € V} is a weak solution to (4.21), (4.22), namely 7 satisfies

oo g [ TR
/szﬁ(%ﬁ)v vy /sz n(e) vy, Wev, (4.24)

and u € G, is given by (4.23). Indeed, let 7 € Vj satisfy (4.24) and let u € H? be given by (4.23). Then,
(4.16) trivially holds almost everywhere in Qr, and we have that [, u- Vi = 0, for all ¢ € C3°(Q). This
entails that (4.17) holds in the sense of distributions. Hence, recalling that the trace operator v, (which
satisfies 1, (v) = v-n on T, for all v € C§°(R9)?) is a well defined linear and continuous operator from
the space {v € L?(Q)? : div(v) € L*(Q)} into H~/?(T"), by applying the generalized Stokes formula
(see, e.g., [47, Chapter I, Theorem 1.2]) we get (yn(u), ¥|r)g1/2(ry = 0, for all ¢ € V', which means that
(4.19); holds (in the generalized sense), and also that! u € Gy;,,. Therefore, the equivalence of problem
(4.16), (4.17), (4.19); with problem (4.21)—(4.23) is proven.

A straightforward application of the Lax-Milgram theorem yields that, for every ¢ € V| with |¢| < 1,
problem (4.21)-(4.23) (and hence also problem (4.16), (4.17), (4.19);) admits a unique solution [r,u] €
Vo X Ggiv. Moreover, the following estimates hold

Moo UES Moo
IVal < 29T 5 0)el < L2 b o) < B2 bl 2 < C, (4.25)
m m m
Jul < — 9l + el < (14 22l < (14 2212 < (4.26)
m m m m m m
where 1o := ||1]| oo (—1,1) (see (HI)).

Assume now that ¢ € H?(Q), with |p| < 1. Then, problem (4.21)—(4.22) is equivalent to the elliptic
problem given by

/
Ar="1 (%) Ve Vr+n(e) div(M) , (4.27)
() ()
together with the boundary condition (4.22). Indeed, it is easy to check that the weak formulation of
(4.27) subject to (4.22) is satisfied if and only if (4.24) is satisfied. To this aim it is enough to observe
that, being ¢ € H?(Q) with |p| < 1, recalling (H1), we have that 1 = n(p)x € V if and only if x € V.
Hence, by taking ¢ = n(¢)x in (4.24) we can deduce the weak formulation of (4.27) subject to (4.22)

(with x € V as test function) from (4.24), and conversely.

Thus we consider problem (4.21)—(4.22), written as (4.27) with (4.22), and we apply classical elliptic
regularity theory, together with a bootstrap argument, to deduce that 7 € H?(Q). Indeed, we begin by
noting that the right hand side of (4.22) belongs to H/?(I'), and the right hand side of (4.27) belongs
to L? (Q), if d = 2, and to L*/?(Q), if d = 3. Hence, by a classical elliptic regularity result (remember
that T' is smooth enough), we have that 7 € W22 (Q), if d = 2, and 7 € W?>3/2(Q), if d = 3. Thus

1Here, we are using the following characterization of the space Gyg;,, which holds provided that Q is a bounded Lipschitz
domain of R¢

Gain = {v e L2(Q)¢ : div (v) =0, yn(v)=0}.
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Vi e Wh2 (Q)? — LY(Q)?, if d = 2, and Vrr € W3/2(Q)3 — L3(Q)3, if d = 3. This entails that the
right hand side of (4.27) is in H, and hence that 7 € H?(Q), for both cases d = 2, 3. From (4.23) we also
get u € V.

Let us now derive the estimates for the H2(€2)—norm of 7 and for the V¢—norm of u in terms of the
H?(2)—norm of ¢. To this aim we first derive an estimate that controls the L*(€2)?—norm of u in terms
of the H?(Q)—norm of . This estimate, which is obtained by relying on the Holder continuity property
of the pressure 7, will turn out to be a key ingredient in our fixed point argument. First, observe that,
by applying Proposition 9.1 for d = 2, 3, the following interpolation inequality holds

7 llwr.20) < Cllmll Gz 1750 ) o (4.28)

where 4 < p < oo and 0 € (0,1) is given by 6 = 6, Z 2. Indeed, by taking r =1, ¢ = 4, s, = 4/p,

p1 = p, 2 = 2, po = 2 in Proposition 9.1 (and replacmg 0 by 1 —6), from (9.1) we get § = §,, and
s =1 = 1. Since (9.3) is not satisfied, then we obtain (4.28). We point out that § = 6, < 1/2, for every
4 < p < oo (notice that 6 does not depend on d). Next, we fix p such that 4/p < a, where a € (0, 1), and
this ensures the embedding C*(Q) — W*/*(Q) for both cases d = 2,3. Hence, from (4.28) we deduce
the following inequality

I7llwra@) < Cllrllieolnlgatg,, — with 0<1/2. (4.29)

With this interpolation inequality at our disposal, we now turn back to the elliptic problem (4.21)—(4.22),
which is a special case of (2.5)—(2.6) with

1 __(VJ*(p)gp

i = gy n(p)

The ellipticity condition (2.7) is satisfied with A, = 1 (here we use |p| < 1), and A* = ;. Moreover,
we can immediately check that condition (2.8) holds (taking, for simplicity, e = 1)

bQ1/ (+1)
<=

H (VJ <p)
La+1(Q)d m

£l a1 (e =

Hence, from Proposition 2.2 we infer that 7 is Holder continuous in €, and that there exist constants ©
and a € (0,1), depending only on 7y, s, b, ||, d, and on the C! structure of I, such that

||7T||C"‘(§) S @(771777007bv‘Q|7d7F)- (430)

By exploiting this estimate, we can now apply (4.29) (with the same exponent a as given by Proposi-
tion 2.2) to obtain the bound

Imllwra) < Climlle gy with 6 < 1/2. (4.31)

Therefore, from (4.23), by means of (4.31), we get the following estimate for the L*(Q)?—norm of u in
terms of the H?(Q)—norm of 7

1 b
all sy < EHWHWM(Q) + E|Q|1/4 < C(H”Hip(ﬂ) +1). (4.32)

In order to get an estimate for the L*(Q)¢—norm of u in terms of the H?(Q2)—norm of ¢, we employ a
classical elliptic regularity estimate, the following well-known Gagliardo-Nirenberg inequality (see, e.g.,

(9.5) for p =4)
1/2 1/2

IVellzs@e < Cllell Lo llell g2y »
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the control (4.31), and Lemma 4.1, to get, from (4.27) with (4.22),

' (¥) , %
| g2 < Cl||—= Vo - Vx| + ||div(VJ * + VJx*xyp) - V[——
Il ey < C (175 Vo T+ (VT )+ ) (V7 ) -V (55 )
+ (VT < @)¢ nl )
< C(lelfE Iz + lelly + 1T + @) nll o) (4.33)

As far as the boundary term in (4.33) is concerned, invoking Lemma 4.2, we have that
0 0
IVT % @) nllgrzmy = llog (T D) mizmy < lello=mllz- (T Q)llazm)

7
g (T o)lr=mllelmizw < Ol * ¢z + ClIVI * pllwia@lellv
< C(llell + llella@llellv) <+ lelv) (4.34)

where Lemma 4.1 has been used again, as well as the embedding W14(Q) < C(€Q), for d = 2, 3. Therefore,
collecting (4.33) and (4.34), we get

172 @) < © (Ilw\lfﬁ @ tllelv +1). (4.35)

The desired estimate of the L*(£2)?—norm of u in terms of the H?(€2)—norm of ¢ then follows from (4.32)
and (4.35), namely

[ul[La(@)e < C (||<P||2(1 D +llellt +1). (4.36)

We can also deduce an estimate for the V¢—norm of u. Indeed, from (4.23), and again using (4.31), we
have that

[ullve < CUVT] + 7l 520 + Vel La@e IVl La@ye + (VT * @)gllva)

1/2
< Ol + el o 170y + lelly + 1),

and hence, on account of (4.35), we obtain

lullve < € (llZE + lellv +1). (4.37)

Summing up, from the analysis of the problem (4.21)—(4.23) we know that, for every » € H?(Q), with
lo| < 1, system (4.16), (4.17), (4.19); admits a unique solution [r,u] € (H?*(Q) N Vy) x Vg, such that
estimates (4.35)—(4.37) hold.

Step 2 We now consider problem (4.18), (4.19)2, (4.20), where u is the second component of the
unique solution to (4.16), (4.17), (4.19); with ¢ given in Y7 satisfying |p| < 1. Thanks to Theorem 7.1
we know that if d = 2 or A is constant then (4.18), (4.19)s, (4.20) admits a unique strong solution ¢ € Yr
with |¢] < 1 (see (7.2) and (7.4)). Indeed, from (4.32) (or also from (4.37)) and from ¢ € Yr, it is
immediate to check that condition (7.3) holds with r = 4. Therefore, the map F : ¢ — @, that associates
to every ¢, given in (4.16), the unique solution @ to (4.18), (4.19)2, (4.20), is well defined from the set
{1 € Yr : |¢| < 1} into itself.

Our goal is now to show that F is also a map from By, (R) into itself, for suitably chosen T > 0 and
R > 0, where By, (R) is the closed convex set given by

By, (R):={¢ €Yy : [[¢lly, <R, || <1},

Fix ¢ € By, (R). From (4.36) we first obtain an estimate for u in L*(0,7T; L3, (£2)%). More precisely,
we find

_6
2(1—0)

1—26
||u||L4(O,T;L4(Q)d) < O(HCPHL2(0’T;H2(Q))T4(1_9) + ||50||%°°(07T;V)T1/4 + T1/4)
< C(R== Tatea 4 ROTVA 4 T14Y (4.38)
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On the other hand, we know that ¢ satisfies the differential identity (7.6) (see below). Therefore, on
account of (HT), we get

%% +aol|@l* < lullpa@)e IVB@) La@allZe] + (mee +mi) blI&l VB(@)]
< TN + Cllulla oyl B@ @) + CIVEI®. (4.39)
where @ := [[VB()[|> — 2(m()(VJ x @), \($) V) satisfies, for all t € [0,T7,
Ey([VE®)I1* —1) < (1) < Ka([VE®)|* + 1), (4.40)

with two positive constants K1, K2 depending on m, A, and J. Let us estimate the H?({2)—norm of B(®)
in terms of the H—norm of @; and of the L*(Q2)—norm of u. To this aim, by relying on the elliptic
estimate

1B@ s < € (IABEI+ IB@lv +IVBE) - nllsar))
and on (4.18), we have that
I1B@)a2(0) < O8]l + [lull sy [VB@)|Ls () + [VB@)] +1)
< (I + [l o BN o) + IVB@) +1)
Hence we find that
IB@) 2@ < CI2:ll + lull7aqye + IVB@) +1). (4.41)
By inserting (4.41) into (4.39) and taking Young’s inequality and (4.40) into account, we easily get

dd ~ ~
— +aollgu? < C(1+ [[uf|Za o)) [VB@)] + C(1 + [[uflLs(g)a)

dt
< Cr(1+ [[ufl s gqya) @ + C2 (1 + [[ull7sgya) - (4.42)

We shall henceforth denote by C;, ¢ € N, some positive constants that depend on the structural parameters
of the problem, namely on J,m, A, n,, ', but are independent of T', R, and (. By applying Gronwall’s
lemma to (4.42) and using (4.38) and (4.40), we obtain

~ C ull*
1B(@)1Z < Cs3 ™ THIsorms@n) (14 | Vo|2 + CUT + ull a0 rps () + Cs
< O3 2D (14 ||V |2 + AR, T)) + Cs,

where we have set

AR, T) = Cy (R™5 TT0 + RYT +1T). (4.43)
Therefore, we get
@0z 0.0:v) < T1(A(R,T), [[Veoll) , (4.44)

where
T2(A,€) :=Cze (1 + &2+ A)+Cs.
By integrating in time (4.42) and using (4.44), we deduce
121 0,001 < Cs5 (14 [[Vepoll?) + Cs A(R, T) T (A(R, T), [ Veeol]) -
Thus we have
1811 #2070y < T2 (AR, T), [Veoll) (4.45)
where

I3(A,€) = C5(1+ &)+ Cs ATT(A,€).
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In order to estimate the norm of ¢ in L?(0, T} H2 (Q)), we first consider the identity

— 1 2 . =~ ii=

from which we deduce
!

N Moo _
107@] < 7OHB(90”|H2(Q) + ﬁ“vwnL“(Q)d||VB(50)||L4(Q)‘1

A“ngo 12 v
1311 720y | B(@)I 34
0

1
< cTOHB( Oz +C

)\/\’

~ 1
< 0l + O5 (o + =7 ) IB@) e -

Hence, taking § > 0 small enough, we find
[@ll2(2) < Cagrser, 1B(@)12(0)

< Capr it (18l + 0llZa 0ye + IVB@)]] +1) (4.47)
where (4.41) has been used in the last inequality. Therefore, on account of (4.45) and (4.44), from (4.47)
we infer

121 22(0,751200) < Cavnmery (T3 + N0l 707, 8()a) + 17 +T)
< C7 (P34 TF + AR, T)) .

Thus we find

1811220, 2(0)) < T3(A(R, T), [[Vepoll) , (4.48)

where we have set
T3(A,€) = Cr (F3(A, ) + T1(A &) + A) .
Let us now choose R in the following way

R:=3 112%)(3 Fi(l, ||V<p0||) ,

and observe that R only depends on the V—norm of ¢y. With this choice of R, we fix T" > 0 such that
A(R,T) < 1. This is possible thanks to the fact that § < 1/2 (cf. (4.43)). Therefore, (4.44), (4.48), and
(4.45) yield

1@l = HSEHLOO(O vy + 1@l 220,152 (0)) + 1@ 1 (0,131
3
< ZF (R, T), [IVeoll) <> Ti(L,[IVeol) < R,
i=1
so that F takes By, (R) into 1tse1f.

Step 3 In this step we shall prove that F : By, (R) — By, (R) is continuous with respect to the
strong topology of Xr. Take a sequence {¢,} C By, (R) such that ¢, — @ in X7. We have (up to a
subsequence) that ¢, — @ weakly star in Y7 and @ € By.,.(R).

Let us denote by Q; and Qs the maps defined by 7 = Q1(¢) and u = Qa(p), respectively, where
[m,u] € (H?(2) N Vp) x Vg, is the unique weak solution to (4.21), (4.22), (4.23). Set then 7, := Q1 (pn)
and u, := Qs(¢,). Thanks to (4.25), (4.35) and to (4.26), (4.37), we have that (up to a subsequence)

T, =7, weakly star in L>(0,T;Vy) N L2(0,T; H*(Q)),
u, —~u*, weakly star in L>(0,T; Ggi) N L2(0,T; Vaiy) - (4.49)

Writing the weak formulation (4.24) with 7, and ¢,,, multiplying it by a test function w € C§°(0,T), and
passing to the limit as n — oo, we can easily deduce that 7* again satisfies (4.24), and hence (thanks to
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uniqueness) that 7* = 7 := Q1(®). Moreover, by passing to the limit in (4.23), written for [u,, 7., ©n],
we get also u* =U := Qs(®).

Let us now denote by G the map that to each u € L*(0,T; L4, (2)?9) associates ¢ = G(u), where
© € Yrp is the unique strong solution to (4.18), (4.19)2, (4.20) given by Lemma 7.1 (see below). Then,
set &p = G(uy,) = (G 0 Q2)(¢n) = F(pn). From Step 2 we know that {¢,} C By, (R). Hence we have
that (up to a subsequence) @, — ¢* weakly star in Y. Writing the weak formulation of (4.18), (4.19)a,
(4.20) for @, with u,, given in the convective term, we obtain

(., 0) + (VB(&n), Vi) = (an@n, Vb)) + (m(on) (V] + &n), Vi), VeV,

Multiplying the above identity by a test function w € C§°(0,T) and passing to the limit, on account of
the weak and strong convergences for {@,} and for {u,}, it is not difficult to see that the same weak
formulation is satisfied also for ¢*, with @ in the convective term. Therefore, thanks to the uniqueness
of the strong solution to problem (4.18), (4.19)2, (4.20) (with u = U given), we have that ¢* = G() =
(G0 Qs)(®) =F().

We thus conclude that, up to a subsequence, F(p,) — F(¥), weakly star in Yy and strongly in
Xr, due to the compact injection Yy << Xr. The uniqueness of the limit F(@) entails the strong
convergence for the whole sequence {F(p,)}. This concludes the proof of the continuity of F.

Using the fact that the closed convex set By,.(R) is compact in X7, we can now apply Schauder’s
fixed point theorem to the map F : By, (R) — By, (R) and obtain a fixed point ¢ € By, (R). Thus,
recalling also estimates (4.35) and (4.37), we deduce that there exists a strong solution [u, m, ¢| on [0, T],
for some T' > 0 small enough such that (4.9)—(4.11) hold.

Step 4 Our goal is now to prove that the local in time solution can be extended to an arbitrary time
interval [0, 7], for any T > 0. Let T}, € (0,00] be the maximal time of existence and let [u, 7, o] be a
maximal strong solution to (1.8)—(1.11), (1.13), (1.14) on [0,7},). By maximal strong solution we mean,
by definition, that:

e [u,m, ] is a local in time strong solution on [0, 7},), namely
(i) [u,m, @] satisfies

uc Ll20('([07Tm)7 Vdiv) 5
7€ L7,.([0,Tn); H () N V),
¢ € Ly ([0,T0); V) N LE, ([0, T ) H2()) N H ([0, T ); H)

loc

(ii) [u, 7, ¢] is a strong solution to (1.8)—(1.11), (1.13), (1.14) on [0,¢], for all ¢ € (0,T},);
e There is no strict extension [4, 7, @] : [0,77,] — Vi x (H2(2) NVy) x H2(Q), with T/, > T}, such
that [@, 7, @] is a local in time strong solution on [0,77.), i.e., such that [, 7, @] satisfies (i)—(ii) with
T/ in place of Tp,.

We recall that we are in the case d = 2 or A constant (so that the mapping F is well defined).

We shall prove that T, = co. By exploiting Step 1 and Step 2, we need to derive some estimates for
the norm of the maximal strong solution (similar to (4.44), (4.45), (4.48)) containing constants on the
right hand side which depend only on ¢ € (0,T;,) (and on ||¢g||v), and which are bounded for t € (0, T},).
Notice that (4.44), (4.45), (4.48), cannot be used since the constants on the right hand sides depend on
R, i.e., they depend on the norm of the solution itself.

Let us first consider estimate (4.36), which it can be also written as

0

lalle@ye < B + IBEIS +1). (4.50)

To get (4.50) it is enough to write Voo = VB(¢)/A(¢) in the first term on the right hand side of the
first inequality of (4.33), and then proceed as for (4.34)—(4.36). By combining (4.50) with (4.41), and
exploiting the fact that now ¢ = ¢, we get

_6
1B@)12) < C (leell + 1B oy + BT + VB +1)



13 Page 22 of 49 C. Cavaterra et al. JMFM

which yields (recall that § < 1/2)

1B(e)llm2(0) < C (lleell + VB +1) .- (4.51)
From (4.50) and (4.51) we then get

2] 0
lallpsgaya < C (el 2@ + [VB(p) 70 + [|B(o)IIY + 1)
< C(leel® +IVBI° +1),

and inserting the above estimate into (4.42) (where @ = ¢) we obtain

dd
— Fooled® < C (e + 1IVB@)I* + DIVB@)| +C (leel ™ + VB +1)

IN

« 1
7°||%s\|2 +C (VB2 + IVB(@)** + IVB(@)|* + IVB()| + 1)

IN

«
Ll + € (IVB@I +1).

Hence, in view also of (4.40), we deduce that
dd
dt

From this differential inequality, by Gronwall’s lemma, and arguing in the same fashion as for (4.44)-

(4.48), we can obtain the desired estimate for the (¢ component of the) maximal strong solution, namely

[e%
+ 5 lled? <C 1+ @), (4.52)

@l Lo 0,6:v) + @llz2 0,2 (0)) + ol 0,0y < C (8 llpollv) - (4.53)
This inequality holds for all 0 < t < T},, with a constant C' on the right hand side which depends only
on ¢t and on ||¢g|lv, and which is locally bounded with respect to ¢ on [0, c0).

Let us suppose now that 7T, < oo and consider, for simplicity, just the ¢ component of the maxi-
mal strong solution. Observe that the constant C' on the right hand side of (4.53) can be bounded by
C(Tm, |lollv), and (4.53) holds for all 0 < ¢ < T,. Thus we deduce that ¢ € C([0,T;,];V) (cf. Re-
mark 4.1). This allows us to restart the system by taking ¢(7),) as new initial datum, in place of ¢q
in (1.14). By applying again the Schauder’s fixed point argument (see Steps 1, 2, and 3), we can then
construct a new local in time strong solution which is defined on an interval of the form (T, T, + ), for
some J > 0. By means of the local in time solution on (T},, T}, + ) we can then define a strict extension
of ¢ on [0,T,, + d), which is still a strong solution to (1.8)—(1.11), (1.13), (1.14). This contradicts the
maximality of ¢, and concludes the proof for the case d = 2 or A constant.

We are left to prove the theorem in the case d = 3 and A non-constant.

We know that, in this case, uniqueness of the strong solution ¢ € Y (with |g| < 1) to problem
(4.18), (4.19)2, (4.20), with u given in L*(0,T; L*(Q)?3) is not known (see Theorem 7.1 below). However,
Theorem 7.1 entails uniqueness of ¢ provided that the velocity field in the convective term of the nonlocal
Cahn-Hilliard is divergence-free and has an L?(0,T; L°°(Q2)3)—regularity . We thus replace u in (4.18)
by a suitable regularization v. A convenient choice turns out to be a Leray-a type regularization (see,
for instance, [8]). More precisely, in place of problem (4.16)—(4.20) we now address the following system

n(e)u+ Vr = (VJ *x p)p, in Qr, (4.54)
div(u) =0, in Qr, (4.55)
Bi+v V= AB@) - div(m(@)(VI £ F),  in Qr, (4.56)
(I+aS)v=u, in Qr, (4.57)
u-n=0, [VB(@) -m@)(VJ*p)| n=0, onT'x (0,7), (4.58)
2(0) = o, inQ, (4.59)

where S is the Stokes operator with no-slip boundary condition (see, for instance, [2, Chap.5]) and o > 0
is a fixed regularization parameter. In order to reproduce the Schauder fixed point argument also for
system (4.54)—(4.59), we need to control the L*(£2)3—norm of v by the L*(£2)>—norm of u, uniformly
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with respect to a. This crucial control can be achieved by applying a well-known result on the resolvent
estimates in L? for the Stokes operator (with no-slip boundary condition) in sufficiently smooth domains
(e.g., of class C?) which, for the reader’s convenience, we report here below in the form suitable for our
purposes (see [36,37, Theorem 1]).

Lemma 4.3. Let Q be a bounded and smooth domain in R, d > 2. If h € Lgiv(ﬂ)d is given for some
p > 2 then there exists a constant C), > 0 such that the unique solution v € D(S) = V{4, (2)N W2r(Q)d
to (I +aS)v =h satisfies the estimate

IVIlLeye < Cp bl Leayas (4.60)
and C), is independent of h and a > 0.

We are now ready to adapt the argument developed in Steps 1-4 to (4.54)—(4.59) in order to establish
existence of a strong solution to this system for every fixed o > 0. First, we point out that all estimates
deduced in the previous steps also hold in the present case. We thus consider problem (4.56), (4.57),
(4.58)2, (4.59) where u satisfies (4.54), (4.55), (4.58); for a given ¢ € Yy such that || < 1. Thanks
to the fact that ||[v|[ps)y < Cqllul|, which yields that v € L*(0,T; L ()% N Vp,aiv) (actually, we have
also a better time regularity for v, e.g., v € L*A=9/0(0 T; 1>*(0)% N Vj 4iv), cf. (4.36)) and, thanks to
Theorem 7.1, we know that there exists a unique solution ¢ € Yr to (4.56), (4.57), (4.58)2, (4.59) such
that |@] < 1. Therefore, the map F, : ¢ — @ is still well defined from the set {¢) € Yr : |[¢| < 1} into
itself.

To proceed as in Step 2, we need a uniform (with respect to ) control for the L*(0, T'; L*(€)?)— norm
of v in terms of the same norm of u. This control can be achieved by applying Lemma 4.3 to (4.57) with
p = 4, namely

IVIlzao, 7223y < Callullpao, e (0)3) -

By combining this estimate with (4.36), we get

VIl oo vz qys) < C(RZO=D T 4 ROTY4 4 /4 (4.61)

where C' > 0 is independent of «.

Observe now that the differential inequality (4.39), with v in place of u, still holds true and, by em-
ploying (4.61) into this inequality, we can argue exactly in the same fashion as in Step 2. Hence, we can
still conclude that the map F, takes By, (R) into itself, with R > 0 and T" > 0 chosen as in Step 2
(independently of «).

Concerning the continuity of the map F, in the strong topology of Xy (cf. Step 3), the only modifi-
cation is related to the map G = G, which is now defined as the map that to each u € L*(0,T; L3, (2)?)
associates @ = G, (u), where ¢ € Yr is the unique strong solution to (4.56), (4.57), (4.58)2, (4.59) given
by Theorem 7.1. Keeping the same notation used in Step 3 and setting @, := G4 (u,) = (Ga 0 Q2)(pn) =
F(pn), from Step 2 we deduce again that {$,} C By, (R). Hence, we have (up to a subsequence) that
©n — @*, weakly star in Y. Let us now write the weak formulation of (4.56), (4.57), (4.58)2, (4.59) for
©On, With @, v, u, in place of ¢, v, u, respectively. We have

(., 9) + (VB(@n), Vi) = (Vadn, Vi) 4+ (m(2n) (VI &n), Vi), VeV, (4.62)
Vo= (I +aS) u,. (4.63)
Lemma 4.3 yields that (I+a.S)~! € L(L'/3(0,T; L'%/3(Q)3)), L'%/3(0, T; L'%/3(Q)?)). Hence, from (4.49)
we deduce that
v, =V, weakly in L10/3(0, T; LIO/S(Q)S) ,
where v = (I + aS)~'u. By means of this weak convergence and on account of the weak/strong con-
vergences for @, (see Step 3), we can then pass to the limit in (4.62), (4.63) and deduce that the weak

formulation of (4.56), (4.57), (4.58)2, (4.59) is satisfied also for ¢*, with ¥ and @ in place of v and u,
respectively. By again invoking the uniqueness of the strong solution to problem (4.56), (4.57), (4.58)a,



13 Page 24 of 49 C. Cavaterra et al. JMFM

(4.59) (with u = W given), ensured by Theorem 7.1, we have that ¢* = G, (@) = (G, 0 Q2)(®) = F(9).
The continuity of F,, in the strong topology of Xt then follows as in Step 3.

Schauder’s fixed point theorem can be again applied to the map F, : By, (R) — By, (R), as well
as estimates (4.35) and (4.37). This yields the existence of a local in time strong solution [u, v, 7, ¢] to
(4.54)—(4.59) such that (4.9)—(4.11) hold. This local in time strong solution can then be extended to an
arbitrary time interval [0,T7], for all ' > 0, by arguing exactly as in Step 4.

We have thus shown that, for every fixed a > 0, system (4.54)—(4.59) admits a global in time strong
solution [u®, v®, 7%, ¢°] satisfying (4.9)—(4.11).

We now need to recover suitable bounds for [u®, v®, #®, ©®] which are uniform with respect to « in
order to pass to the limit in (4.54)—(4.59) as a — 0. These bounds can be obtained by observing that all
constants in the estimates derived in the former Steps 1 to 4 are independent of . In particular, (4.53)
is satisfied also for ¢ yielding (up to a subsequence)

* =@, weakly star in  L>(0,T;V) N L*(0,T; H*(Q)) N H'(0,T; H) , (4.64)
strongly in C([0,T]; L% (R)), and pointwise a.e. in Q7 . (4.65)
On the other hand, from (4.36), (4.37), and (4.53) we also have that

u® —u

. weakly in L*A=9/9 0, 7; L4, (Q)%) N L*A=9(0,T; Vi) (4.66)
and, thanks to Lemma 4.3 applied to (I + aS)"1u® = v®, we get

v® =¥, weakly in L*3=9/% 0,7, LY, (Q)?). (4.67)
Moreover, from (4.35), and (4.53) there follows that

™~ &,  weakly in L*3=9(0, T; HX(Q) N V). (4.68)
It is easy to see that v = 1. Indeed, setting J, := (I + aS)~!, and observing that 7, is self-adjoint,
then, for every w € L?(Q7)3, we have that

/OT(VQ,W) dt = /OT(Jaua,w) dt = /OT(u"‘,JQW) dt — /OT(ﬁ,w) dt, (4.69)

where we have used (4.66) and the fact that J,w — w, strongly in L2(0,T; L?(£2)). This strong conver-
gence follows from the general properties of the resolvent operator 7, of the maximal monotone (linear)
map S, namely, J,w(t) — w(t), strongly in L?(Q)3, for almost any ¢ € (0,7) and ||T,w(t)|| < ||w(t)]],
for all @ > 0 (using also Lebesgue’s theorem). Therefore, (4.69) gives v& — @ in L?(0,T; L?*(2)3). Thus
we deduce (see (4.67)) v = 1.

By means of (4.64)—(4.68) (with v = 1), a standard argument allows us to pass to the limit in
system (4.54)—(4.59) as o — 0 (up to a subsequence) and find that [, 7, @] is a strong solution to (1.8)—
(1.11), (1.13), (1.14) satisfying (4.9)—(4.11). Once we have a strong solution, then it is easy to show that
7€ L>(0,T;C*(f2)) for some a € (0,1) (see (4.30)). This concludes the proof of Theorem 4.1.

4.2. Proof of Theorem 4.2

We proceed formally, for the sake of brevity. The argument below can be made rigorous by means of a
Faedo-Galerkin scheme. Indeed, only the time derivative of u and of ¢ will be used as test functions.
Alternatively, a time discretization procedure can be used (see [22, Proof of Theorem 3.6]).

To begin with, we take the time derivative of the Darcy’s law (4.5) and multiply the resulting identity
by u;. We get

(), ue) + (0 (@) w,up) = (VJ + @r)p,ur) + (VI * 9)pr,ur) - (4.70)
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Setting 1., := [|7|| Lo (~1,1), the second term on the left hand side of (4.70) can be estimated as follows
(1 (@)pe w,ue) | <l lloell ooy lull szl
< Otle (Ipell + lleeM 211V 1/2) [l pagoye e |
< Slwell? + Csnie (leel® + ke lIVeel) [ull o oye
< Swel)? + &' [[Vearl® + Cs.o (mie lulFs e + e Il £ e el (4.71)

The estimates of the two terms on the right hand side of (4.70) being straightforward, we can then insert
(4.71) into (4.70), use assumptions (H1), (H2), and take § suitably small to obtain

1 2 4
5||11t||2 <[Vl + Cs (1 + nisllullFagye + nbo lall ey ) leel? - (4.72)

Next, we take the time derivative of (4.1) and test the resulting equation by ¢; to get

1d
5@”%“2 + (VB(SD)ta V)

== (u - Vo, 1) + (m/(p)pr (VI 5 9) , Veor) + (m(ep) (VI 5 p1) , Vepr) (4.73)

In order to estimate the second term on the left side and the first one on the right (the estimate of the last
two terms on the right being straightforward), we can argue exactly as in the proof of [22, Proposition 5.1].
Indeed, on account of (4.51), of the L>°(0,T; V') bound for ¢ (cf. (4.11)), and of the Gagliardo—Nirenberg
inequality in two dimensions, we deduce the following differential inequality

d (&%)
e + Vel < C (ke + el + e l® +1) - (4.74)

By means of (4.72), taking ¢’ small enough (i.e., &' < agn1/16 C), from (4.74) we infer

d Qg 2 4
£|Isot||2 + g\lthll2 < C(leell + 1) + C(1+ nclallZa e + niollallTaqe) lleel* -

From this differential inequality, Gronwall’s lemma and (4.9) entail that ¢ € H*(0,T;V)NW1*(0,T; H).
The L>(0,T; H?(Q))—regularity for ¢ follows as in the proof of [22, Proposition 5.1], by using (4.51),
the fact that o, € L>(0,T; H), implying B(p) € L>(0,T; H?(f2)), and identity (4.46).

Once (4.14) is established, (4.13) follows from (4.72), by taking (4.9) into account. The proof is finished.

5. Further Regularity Properties for 7w and u

The goal of this section is to develop a detailed analysis of the regularity properties of the pressure and
velocity fields of the strong solution derived in Theorem 4.1. While in Theorem 4.1 our main objective
was just to rigorously establish existence of a strong solution in some suitable regularity class, our main
focus here is to address more closely the regularity of = and u that stems from the elliptic system satisfied
by the pressure field, as a consequence of the validity of the Darcy’s law (the regularity for ¢ is essentially
determined by the nonlocal Cahn—Hilliard structure, and it will always be taken as given by (4.11) in
all this section). This goal is achieved by applying elliptic regularity results to problem (4.27), (4.22)
with ¢ satisfying (4.11), and making a careful use of suitable Gagliardo—Nirenberg—Sobolev interpolation
inequalities (cf. Proposition 9.1) to gain, in particular, a W?2P?(Q)—regularity for m, for all 1 < p < oo.
Concerning the time regularity, the delicate point and our main effort are to obtain “optimal” time
integrability exponent for 7 with values, e.g., in W2P(€). Indeed, to the best of our knowledge, there
are no results in the literature that allow us to obtain such an optimal value for this exponent, once the
space-time regularity (4.11) for ¢ is assumed in equation (4.27).

By comparing with other arguments and with other ways to estimate in LP(Q)) the principal term
in the elliptic equation for 7 (see JF; below) by means of Holder and Gagliardo—Nirenberg inequalities,
it turns out that the best exponents seem to be reached by suitably exploiting the Hoélder continuity
property for 7w (the question whether the exponents thus obtained are optimal or not is, however, still
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open). Therefore, the Holder continuity of 7, which revealed itself to be helpful to prove existence of
a strong solution in Theorem 4.1, here plays a major role, meaning that, differently from the proof of
Theorem 4.1, the value of the Holder continuity exponent o € (0, 1) of 7 is now crucial. Indeed, the time
integrability exponents for m will be expressed in terms of a. In the sequel the time dependence will be
generally omitted for the sake of simplicity.

Recalling that 7 satisfies the elliptic system

div(ﬁVw) = div(W) : (5.1)
g—z =(VJ*xp)p-n, (5.2)

with ¢ satisfying (4.11), from the well known De Giorgi’s result (see, e.g., [16]) we deduce that 7 € C*(Q),
where o and the norm Hﬂ'Hca(ﬁ) only depend on 71, 1), b, d, §2, and on the geometrical properties of T" (cf.
(4.30)). Therefore, the exponent o and the norm ||7[|ca ) depend (or can be bounded by constants that
depend) on structural parameters only (which are a priori known), and may be considered independent
of the form of the ¢-component of the strong solution (which is not a priori known).

We also observe that, in addition to providing a rather complete picture of the regularity properties of
7 and u for the strong solution of Theorem 4.1, the analysis of this section (especially in the case d = 3)
and the effort in achieving the best time integrability exponents have another important motivation.
Indeed, these properties will be used in Sect. 6 to prove weak—strong uniqueness results for the case of
non-constant viscosity 7. In particular, for d = 3 a conditional type result will be proven and the condition
will depend on « (hence, on an essentially structural constant, see the discussion above). This condition
will allow us to guarantee a required regularity for the velocity field of one of the two solutions. Therefore,
the higher the time integrability exponent for 7 (with « given), the weaker the assumption on «, namely,
the smaller the lower bound for a ensuring weak—strong uniqueness with non-constant 7 in dimension
three will be.

We can now state the main result of this section.

Theorem 5.1. Let all assumptions of Theorem 4.1 be satisfied. Then, for every T > 0, the m and u
components of the strong solution [u,m, o] to problem (1.8)—(1.11), (1.13), (1.14), in addition to (4.9)—
(4.11), satisfy the following regularity properties, where a € (0,1) is the Hélder continuity exponent of
.

o Ifd =2 then we have that
7€ L% (0, T; W?P(Q)) N L7 (0, T; WH1()), (5.3)
uc Lo (0, T; WhP(Q)?) N L% (0, T; LY (Q)?),

with oy, 6, and g given according with the following cases
(i) if 2<p< oo then

2p - . 2q )* 2—-«
= B ———— = — 7< N 55
P ((2701)1)72) » 9 ((1—0{)(]72 P P Sas (5:5)
(ii) if 1 <p <2 then
P\ {<cp<p = 2229
(I—a)? ) P=DPa = 3—2a (5 6)
op = B .
2
(m) y Pa<p<2,
. 1 29 \— 22—«
=—|— 2 <2 . .
o (1—a)? (q—Z) ’ R s (5:7)
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If, in addition, J € W2 (R?) then

2 —
e L0 HYQ), we =0.THAQ)?),  ow=(5—) - (5.8)
e [fd =3 then we have that
7€ L' (0, T; WP(Q)) N LA (0, T; WH4(Q)), (5.9)
u € LM (0, T; WhP(Q)*) N L (0,T; LYQ)?), (5.10)
with fip, fiy and q given according with the following cases
(i) if 2<p< 3 then
B 2p—4
(7275;)73) , O0<a< pp ,
— 2p— 2p—3
.“p - ((2 a)p— 2) D S S pT7 (511)
(2 ) 3 <a<l,
—a 2p—4
@MN),p%ﬁqﬁﬁ,mwsg,
=1 (Ess) s, pES<esiE, Zl<a<Z (5.12)
(%) a=42, ZP<a<uy
(i) 4f 3 <p <4 then
p—3 2p—4
(ts) 2 <acnt,
Hp = )p 2;)74 : (5.13)
(2a)p 2) > <a<l,

<1a)q 3) P%§q<oo, 1’7%3<a§2pp%47
fip = (2—a)p-3 2q < 2p—4 1 (5.14)
(2 a)p—2 (I—a)g—3° pla g<oo, A <a<l;

(iii) if 4 <p <6, then

p )7 p—3

“\Gap-3) 0 Ty esh 5.15
Hp ((2—a)p—3 P @ ( )

b= B <a<o, Bloa< i
Hp = q 2-a 2(p=3) ) (5.16)

aj=3: Pica Sq¢<o0, =~ <a<l;

(iv) if p =06, then
9 - Lo X

po=(5—5-) + ho=(1—=) » a=o0, y<a<l. (5.17)

Finally, if n is a positive constant and J € VVIZOC1 (RY) or J is admissible, we have that (5.3), (5.4),
(5.9), (5.10) hold with oy, 6p, lp, fp, and q given according with the following cases.

o Ifd=2 then

2p
Up:m, 2<p< oo, (5.18)
op =00, 2<g<oo, ifp=2; 2<6,<00, g=o00, if 3<p<oco. (5.19)
e Ifd=3 then
— 3p

. 2, 2<p<4, —a 2R
Hp =Hp =1 "p° 4<p<6 ’ q4 €[2,00), p=3, (5.20)

p=37 - =00, 2<p<6
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Remark 5.1. For the sake of simplicity we have not reported the cases 1 < p < 2and J € Wl?;cl (R?) when
d=3.

Proof. Tt is convenient to rewrite (4.27) and (4.22) in the following form

Ar = F(p, Vi, V), a.e. in Qr, (5.21)
g—z —G(p),  ae inDx(0,7), (5.22)

where
Flo, Vi, Vr) = Fi(p, Vo, V1) + Fa(ep, Vo), (5.23)
Fi1:=C0(@)Ve-Vr, Fp:=pdiv(VJ*p)+ (1 -9 (@) (Ve (VI 9)), (5.24)
Glp) = (VI xp)p-n, (5.25)

with ((¢) :=7'(¢)/n(p). We recall that, as above, the explicit time dependence is omitted. We start with
dimension two.

» d =2, Jadmissible.

From (4.10)—(4.11), we have that Vr,Vp € L"(Q)2, for all r € (1,00). Thus F € LP(1), for all

€ (1,00). As far as the boundary term G is concerned, we deduce that ¢ € WP(Q) for all 1 < p < oo,

as a consequence of ¢ € H?(Q). Thus we have p € W'=1/»P(T'). Moreover, by relying only on the
condition that .J is admissible and by applying Lemma 4.1, we get J x ¢ € W2P(Q), for all 1 < p < oo,
and this implies that (V.J % @) -n = 9y(J * ) € W'=1/PP(T'), for all 1 < p < co. Hence, we have that
©, On(J * @) € WI=1/PP(I') N L>(T), and this also entails that G € W'=1/P2(I') N L(T), for 1 < p < oc.
Using now Proposition 2.3 with » =0, t =1 — 1/p, so that we have s =2, and s — 1/p =2 — 1/p is not
an integer, we find m € W2?(Q) and the following estimate holds (see also (5.23))

I7llw2r) < CUIFLlLe@) + 1 F2llze) + 1GIlwi-1me@y), 1<p<oo0. (5.26)

As above, in the sequel of this proof we will indicate by C' a generic positive constant which only depends
on the main constants of the problem (see (H1)—(H8)) and on Q at most. This constant may also vary
within the same line. Any other dependency will be explicitly pointed out.

We now proceed to estimate the three norms on the right hand side of (5.26). To this aim it is
convenient to distinguish the two cases 2 < p < 0o, and 1 < p < 2.

(i) Case 2 <p < oo. We have (see 5.24)

p
1F2 @) < Gl Vellose eVl aeys . a=p(1+2)., (5.27)

where € > 0 will be conveniently chosen later. Moreover, we take advantage of the a—Holder continuity
property of m and of Proposition 9.1 to estimate the L(2)?>—norm of Vr, namely,

IVrlsscae < CRIEE sy < Clrligy Ima e (5.28)

for some 8 € (0,1), k > 0 and p > 1, with p > k/a, so that the embedding C*(Q2) — W%’p(Q) holds
true and allows us to control the W%’p(Q)—norm of ™ by a constant (see (4.30)) which only depends on
structural parameters. By combining (5.27) with (5.28), and by employing the classical two-dimensional
Gagliardo-Nirenberg inequality to estimate the LP*¢(2)2-norm of V¢, we obtain

[F1llze o) < ClIVeol Lo+ Q)2H7T|\€Vzp(g) < dlmllwzr i) + Csll Vel pEe oy

51720
<5H7r|\wzpQ>+C5||90||H2(Q) -, (5.29)

where we have also used the L>(0,T; V)—regularity of ¢. Using now Proposition 9.1, the interpolation
inequality (5.28) holds, provided that 8 € (0,1) is given by

1 1-— —1
1_(1=8 Fy -1
q p P 2

=(1 fﬂ)g +28, (5.30)
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with £ > 0 and p > 1, and with p > k/« satisfying the following condition
k
(1- ﬂ); +28>1. (5.31)

Noting that ¢ > p > 2, that q/(¢ — 2) > p/2(p — 1) = p'/2, and assuming in addition that & > 2 (we
can easily see that we can restrict to k > 2 in all our analysis)?, we can then check that (5.30) admits a
solution § € (0,1) if and only if

p> ﬁ (k—2), (5.32)

with § given by

p (a=2)p—q(k-2)
6=p0(k,p) == . 5.33
(k.) q2(p—1)p—pk-2) (5:33)
Moreover, by taking in addition € such that 0 < ¢ < p (which ensures that ¢ > 2p), and since we are
assuming (5.33), we can check that condition (5.31) is satisfied if and only if

Q=P () _ gy _ M 209q-p) _ p (h—2)—pPte 2
q—2p q—2p p—e p—e
By comparing the slopes of the affine in k functions on the right hand sides of (5.32) and of (5.34), we see
that (¢ —p)/(¢ —2p) = p/(p —€) > q/(q — 2), since we are taking 0 < € < p. We now compare the slope
p/(p —¢€) with 1/« (always for 0 < € < p), namely with the slope of & — k/a. Let us choose € such that
0 < e < p(1 — ), which ensures that p/(p — €) < 1/a. Hence, the admissible region R for k, p (namely,
the set of all [k, p] such that (5.32) and (5.34), together with conditions p > k/« and k > 2, are satisfied)
turns out to be

p= (5.34)

’R:{[k,p]e[o,oo)x[l,oo):k>2,p>§}. (5.35)

Computing the infimum of 3 over R, it is not difficult to find that?

. p(l-—a)g—2 I (I-a)p(pte) —2e
. = OB.(€) := inf k,p) == = , 5.36
Pe =09 = Il Ak p) ¢(2-ap—2 pte (2-a)p-2 (536)
for 0 < € < p(1 — «) (this infimum is not attained). Now, owing to (4.11), and writing 3 = 3,7, we infer
that the time integrability exponent of the second term on the right hand side of (5.29) is given by

p+e ( 2p ) -
=2(1- = . 5.37

r ( ﬂ)p+e—2 (2—a)p—2 (5.37)
Note that o, does not depend on ¢, if 0 < € < p(1 — «). Let us consider also the case p(1 — a) < € < p.
For this case, the admissible region R for k, p becomes

£ (k*2)fpp7+672}. (5.38)

pb—e¢ pb—c¢
Let us now compute the infimum of 8 over this new region R. Denoting the affine function on the right
hand side of (5.34), for simplicity, by g(k), we have that g(k) = k/a for

e aplpte
E

k
R ={lkpl €[0,00) x [1,00) : k>2, p> =, p>

2Indeed, if 0 < k < 2, on account of (5.33), then we have 8 > p(q — 2)/2q(p — 1) > B«, for B« given by (5.36) below.
Moreover, we have also that p(q — 2)/2q(p — 1) > 1/2 > f«, for the B« given by (5.39), since € < p implies g > 2p.
3This infimum can be computed by observing that

inf 3= lim min

R R—oo RN{p<R}

The minimum of 3 on the compact set R N {p < R}, with R > 2/a, is attained in only one point at the boundary, namely
in [aR, R], which does not belong to R.
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and we can check that

k—q
Yk > k*
E—2p’ - ’

_P

with & — B(k,g(k)) (strictly) increasing on [k*, 00). By taking the geometry of R into account we can
thus see that

_1—a
T 2—a’

Be =t g =Bk, g(k")) = B(k*, k" /a) (5.39)

and this infimum is not attained. Notice that, in this case, 8. does not depend on € € (p(1 — ), p).
Therefore, still writing 3 = 3;F, we infer that the time integrability exponent of the second term on the
right hand side of (5.29) is now given by

(5.40)

p+e ( 2 )— p+e

2(1 — =
( ﬂ)p+e—2 2—a/) p—2+¢’

and since the right hand side is decreasing with respect to €, we choose € = (p(1 — a))™" to get the best
time integrability exponent. In doing so we obtain the same o, as in (5.37). We thus conclude that the
analysis of the case p(1 — a) < € < p does not improve o,,.

Let us now estimate the second term on the right hand side of (5.26), still assuming that 2 < p < oco.
By relying on Lemma 4.1, we obtain (see (5.24))

2 1-2
[FallLr@) < Cp + (14 Coo) bIIVellLr()2 < C+ ClIVel 7 [l@ll (g, - (5.41)

where (oo := ||| 1o (—1,1)- By taking the L>°(0,T; V')—regularity of ¢ into account (cf. (4.11)), this leads
to

Fo € LP(0,T; LP(Q)), (5.42)

where p:=2p/(p —2),if 2 < p < 00, and p := o0, if p = 2. Notice that p > o, with o, given by (5.37).
As far as the third term on the right hand side of (5.26) is concerned, by means of Lemma 4.2, we have
that (see (5.25))

0 0
v [ P21 P CATO] MRS R0 N [ PRsvmts

Le=(T)
< OllJ * @llwar() + CIIVI x pllwrz @)z lollwie )
< Cp(1+[|VellLr()2) (5.43)
where also Lemma 4.1 has been employed. Therefore, arguing in the same fashion as in (5.41), we get
G e LP(0, T; W'=1/PP(I)). (5.44)
By collecting (5.29), (5.42), (5.43), from (5.26) it follows that
me L0, T;W2P(Q)), o, := (2779)_ . (5.45)
B ’ P (2—a)p—2

Moreover, from (5.28), setting 6, := 0,/8, with 8, given by (5.36) and depending on ¢, with p(2 —
a)/(1 —a) < g < oo (recall that 0 < € < p(1 — «) in (5.36)), we also deduce the following regularity

A 2
7 e L7 (0, T;WH(Q), 6= (( g

- 2 -«
= T~ < : 5.46
lfa)qu) ;P q < oo (5.46)

l—a ™

(ii) Case 1 < p < 2. We handle this case by exploiting the regularity (5.46) obtained above. Namely, we
employ (5.46) with p = 2 and with ¢ = 2(2 — «) /(1 — ), together with the following interpolation
inequality
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22— 2—«a
VAl Loz < [Vl ;25 q<2o—,
- (Q)2 -«
and with the L (Vp)—regularity for 7 (cf. (4.10)), to get
N 1 29 \~ 2—-«
L% (0, T; Wha(Q 5 ::7(7) L 2<g<2-—9 4
e (07 aW ( ))7 Op (1—(1)2 q_2 >q4= 1—a (5 7)

This completes the regularity (5.46). Next, we go back to (5.27), which we can write equivalently as (see
(5.24))

1l ater < Goll Vel o IV e s @ > . (5.48)

Observe that pg/(¢ — p) < 2 if and only if ¢ > 2p/(2 — p). Since ¢ is now taken in the interval [2,2(2 —
a)/(1—a)] (see (5.47)), we can then distinguish two cases. Assume first that 2p/(2—p) < 2(2—a)/(1—a),
namely that p < p,, where p, := 2(2 — a)/(3 — 2a). Then, supposing 2p/(2 —p) < ¢ < 2(2—a)/(1 —a),
from (5.47), (5.48), accounting for the L>°(0,T’; Vp)—regularity for m, we get

Fy € L%»(0,T; LP(Q)), (5.49)
with 6, the same as in (5.47). Since 6, is decreasing with respect to ¢, we take ¢ = 2p/(2 — p) in (5.49)
(i.e. the left endpoint of the admissible interval for ¢) to get the best time integrability exponent. This
yields

FL € L0, T, LP(Q), o= (( i 22-a) (5.50)

P 1<p< o= o -
1—a)2) ’ P=Pa= 3700
On the other hand, if p, < p < 2 (which means that 2p/(2 — p) > 2(2 — a)/(1 — «)), then we have
q<2p/(2—p)forall 2<q<2(2-—a)/(1—a), and hence pg/(q¢ — p) > 2. The norm in Vi on the right

hand side of (5.48) will then be estimated through the Gagliardo—Nirenberg inequality, and this gives

—2(a—p)

[Fillr@) < Cliellgzeyy,  IVAllLao)e - (5.51)

Using (5.47) once more, we can easily see that the best time integrability exponent for F; with values in
L? is reached by taking ¢ = 2(2 — «@)/(1 — @) in the admissible interval for g. Therefore we find

2
F1 € L°7(0,T; LP(QY)), op:= ((2 P

L pa<p<2. 5.52
—a)p—2) s Pa<p< (5.52)

As far as the second and the third norm on the right hand side of (5.26) are concerned, from (5.41)
and (5.43), on account of (4.11), we get

Fy e L=(0,T;LP()), G e L®(0,T;W=V/PP(I)).
From (5.26) we then deduce that
™ e L7 (0. T WP (@), (5:53)

with o, given by (5.50), or by (5.52), according with the value of p in the interval (1, 2).
Let us now analyze the regularity of u for both cases (i) and (ii).
By taking the spatial derivatives 9; of (4.23) , we get

up = ——— 2w+ S g oy L2 PCO)

1
n(e) 7 n(e) () ()
and the term to be estimated in LP(£2) in a less straightforward way is the second one on the right hand
side of (5.54).
Let us consider the case (i), namely, 2 < p < co. It is immediate to see that the term (¢(¢)/n(¢)) 0j¢ O
can be estimated as in (5.51), for all ¢ such that p(2 —a)/(1 —a) < ¢ < co. Therefore, by means of (4.11)
and (5.46), we can easily check that the time integrability exponent of the right hand side of (5.51) (and

(Okd * @) Djp + 0j (O J x ©)p, (5.54)
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hence of the second term in (5.54)) is o, given by (5.45). Consider now the last two terms on the right
hand side of (5.54). It is easy to realize that

! ; * o0 - LP L«@)

n(e)

where p = 2p/(p — 2), if 2 < p < o0, and p = oo, if p = 2. Therefore, from (5.54) we deduce that (note
that p > o,)

(OrJ % @) Ojp € LP(0,T; LP(2)), (5.55)

uc Lo (0, T; WhP(Q)%) N Lo (0, T; LI(Q)?) . (5.56)

The case 1 < p < 2 can be handled similarly. Therefore, for both cases (i) and (ii) we find that (5.56)
holds with ¢, 6, and ¢ given by (5.45) and by (5.46), respectively, if 2 < p < oo, or by (5.50)—(5.52) and
(5.47), respectively, if 1 < p < 2.

> d=2,Jec W2 (R?).

loc

This stronger assumption on the kernel J allows to deduce an H'(Q)—regularity for F(p, Vi, V)
(see (5.21)). Indeed we have

0iF1(p, Vo, V1) = 0;(C(p) Ot Opr)
= ((p) 93, @ O + C() Orp O + () B30 Opip O - (5.57)

Recall first the Gagliardo-Nirenberg inequality (see Proposition 9.1)
_a_ 2
Imlwoe@) < Callml Gz ey Il fogy . 2 < a < oo (5.58)
Then we get
_a_ 2
1¢(2) 82 @ Burll < Coo V2NVl < Colll e e 171 2 ey I E52cy

<ol s ) + Cqs

q+2
“PHH[I2(Q)H7THWW(Q) ) (5.59)

with 2 < ¢ < oo arbitrarily large, and 6 > 0 to be fixed later. Using (4.11), (5.3) with p = 2 and with
22— a)/(1 —a) < g < oo (cf. (5.5)) so that g can be chosen arbitrarily large, we can easily see that the
time integrability exponent of the second term in the right hand side of the last inequality of (5.59) is
given by oo, := (2/(2—«a))~. Moreover, the L2 —norm of the second term on the right hand side of (5.57)
can be estimated as follows

1666) Busp Bl < Coll Vil IVl ysns < Cllel ey el
with 2 < p < co. Thus, using (5.3) and (5.5), we can easily get
((9) Ohp OBm € L7~ (0,3 H).. (5.60)
As far as the third term on the right hand side of (5.57) is concerned, we have that
1€ (9) i O k|| < (o IVl Ta ()2 IV L 02 < Cllglla @) IVl L )2 - (5.61)

Hence this term can be handled as in (5.59). We also need an estimate for the L?—norm of ;. To this
aim, we observe that

1€(2) Orsp k|| < Coo IVl VTl Lo ()2 < ClIVEl[ITllw2r () (5.62)

with p = 2%, Then, on account of (5.3), (5.5), this yields ¢(¢) Oxp Opm € L°2(0,T; H) (note that oy =
(2/(1 =)™ > 000)-
Let us now consider the term Fa(p, V). We have that (see (5.24))
0iF2(p, Vip) = 010 O (0T + @) + 9 030 (0T * 9)) + (1 = 9 () Tiep (OnT + )
+ (1= 0(#) Okp 0:(OkT x 0) = (C(#) + () Dip (kT p) Dpep - (5.63)
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By estimating the L2—norms of the terms on the right hand side one by one, we then get
IV P2, Vo)l < [div(V.T % 0)l e ey | Vepll + [Vaiv(VT 5 )|
+b(1+ Coo) V2] + (14 o) [V(VT 5 9) ey [V
< C(1+ [lollm2e) - (5.64)

As far as the first, second and fourth terms on the right hand side of the first inequality in (5.64) are

concerned, these have been estimated by relying on the assumption that J € W13001 (R2%). Moreover, b is

the constant appearing in (H2), and (9.5) with p = 4 has been used. We thus immediately deduce
Fap, V) € L*(0, T3 V). (5.65)

We are left to address the boundary term G(p) (see (5.22)). Notice first that J * ¢ € H?(Q). Thus we
have that dy(J * ) = (VJ x ) -n € H¥?(T) so that G(p) € H3/?(I'). Invoking now Lemma 4.2 (which
can be easily generalized to the case s > 1), the H3/2(T')-norm of G can be estimated in the following
way (see also (4.34))

1G) 72y = 1097 % ©)p - 1l sy

0
HH3/2(F) + HQPHHSN(F)Hain(J* QP)H

< O *pllas) + Cllellaz@lIVJI * pllwiaq)2
< Cllell + Clellaz@llellLie < C(1+ llellmz@) -

0
< o || ==
< llelle “’Han(‘]*“@) Loo(T)

Hence we infer that
G(p) € L*(0,T; H*(T)) . (5.66)
We now recall the well-known elliptic estimate (see (5.21)—(5.22))
1Tl mae) < C(I1FLV + 1F2llv + 1G] s/2(ry) » (5.67)
and, by collecting (5.59)—(5.62), (5.65), (5.66) we can conclude that

7 e L7 (0,T; H3(Q)), o0u ::( 2 )_. (5.68)

2—«

Let us complete this case by analyzing the corresponding regularity of u. We first take the spatial
derivative 0; of (5.54) and get

Oign = 77(<P O + <o) (0ip O + 050 D) + () 03¢0 O

Y ) n(e) n(®)
+ <7€) ©) Oip Djp Opm + _ns(if)(so) (OkJ * ) 81J<p—|— 1=
Cly

( L=0C@) 5 o 7 bmr L
n(e () 030k T SD)C{WJFTI(W)

— (%)/(w) 010 050 (O * 0) p. (5.69)

=225 030 (O J x ) 050 +

(

We now proceed to estimate the H—norms of the ten terms on the right hand side of (5.69). For the sake
of simplicity, we denote these norms by Z1,...Z1o (preserving the same order as in (5.69)). We have that
Coo 2
Iy < Vel 2, Q)2|| T2 < Cyllel frz o Imllwzr ) »
with 2 < p < oco. By means of (5.3) and (5.5) (see also (4.11)), we infer that the time integrability
exponent for Z, is still given by o, namely we get Zo € L7 (0,T'). Next, on account of (5.58), we have
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that
¢

_a_ 2
L 0 [ R A T P N
with 2 < ¢ < oo. From (5.3) and (5.5) we then get o as time integrability exponent for Z5. Next, observe
that

C /
< () IVelepel Vrlix@p < Ol I~ @2,

where ((/1)5, = [[(¢/n)'[| e (=1,1)- Then, arguing as for Z3, we again get Zy € L7><(0,T"). The estimates
of the terms from 75 to Z;p are straightforward recalling that J & VV;C1 (R?). The details are left to

the reader. In particular, we can easily find that 21125 7; € L*(0,T). Summing up, employing (5.68) to
estimate 71, we conclude that

uc L°=(0,T; H*(Q)?). (5.70)

» d =3, Jadmissible.

From (4.10)—(4.11), we have that Vr, Vo € L™ ()3, for all 2 < r < 6 which entails that F € LP(Q),
for all 1 < p < 3. As far as the boundary term G is concerned, by arguing as at the beginning of the
discussion of the case d = 2, we can deduce that G € W'~1/»P(T') 0 L>(T), for 1 < p < 6. Thanks
to elliptic regularity, a two step bootstrap argument allows us to deduce that Vr € L>(Q)3 (while Vi
has a spatial integrability exponent at most equal to 6). As a consequence, for 1 < p < 6, we have that
7 € W2P(Q), and that estimate (5.26) holds true.

Before addressing the terms in estimate (5.26), let us first point out how to control the LP(€)3—norm
of Vi, for 2 < p < 6, by the H?(Q)—norm of ¢ in a convenient way, i.e., keeping the exponent in the
H?(Q))—norm as low as possible. If 4 < p < 6, we can use (9.5) by relying on the boundedness of ¢, and
find

)

2(1-2
||V(P||LP(Q)3 S CH@HH‘Z(Q) 5 4 S p S 6. (571)

If 2 < p < 4, the interpolation inequality (9.5) cannot be directly applied. However, we can first proceed
by means of an elementary interpolation inequality and then apply (9.5), namely,

a_ 2-2 4_ 1-2 -2
IVel @y < IV IVl < IV ol e Il ot (5.72)
which, on account of the boundedness of ¢ and of its L>(0,T; V') —regularity, gives
1—2
Vel < Cllellga(y, 2<p<4. (5.73)

We can now proceed to estimate the three norms on the right hand side of (5.26). As far as the first
norm is concerned, we have (see (5.24))

p
1F2 o) < Goo IV lose el VRl ag@ys s a:=p(1+2), (5.74)

where € > 0 is such that p 4+ ¢ < 6 and will be conveniently chosen later. We then take advantage of the
a—Holder continuity property of m and of Proposition 9.1 to estimate the LY—norm of V as follows

1-8 B
IV Loy < CIIWIIW%,p(Q)H?THWQ,p(Q) ) (5.75)

for some 3 € (0,1), k> 0 and p > 1, with p > k/a, so that the injection C%(Q) — W%’p(Q) holds true

and allows to control the W s (€2)—norm of m by a constant which only depends on structural parameters
(cf. (4.30)).
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By combining (5.74) with (5.75), and by taking (5.71), (5.73) into account, we have that
[F1llzr @) < ClIVel o+ Q)3H7THW2P(Q) < bf|7llwzr ) + Ca||V<P||Lp+e(Q
) .
(5||7T||W2p Q)"‘Cé”(p”Hz(g()) pz ), if 2§p—|—e§4,
6||7T||W2p Q)+Cé||<P||H2(Q) pre 5 if 4§p—|—€§6
On account of (9.1), the interpolation inequality (5.75) holds, provided that g € (0,1) is given by

1_(1=8 By _s=1 . gk
q_( ; +p) 7 s= -8+, (5.77)

where k > 0 and p > 1, with p > k/«a satisfying the following condition

(5.76)

(1- ﬂ)% +28>1. (5.78)

It is now convenient to distinguish the following cases in the analysis, according to the values of
p € [2,6].

(i) Case 2 <p < 3.

Let us take 3—p < e < p?/(3 —p). This ensures that 3 < ¢ < 3p/(3—p) so that ¢/(q—3) > p/(2p—3).
Assuming then k& > 3 (this is not restrictive)*, we can then see that (5.77) admits a solution 3 € (0, 1) if
and only if

p> 73 (k—3), (5.79)

with G given by
p (q—3)p—q(k—3)
B =08k p) =~ .

(k.0) q (2p—3)p—p(k—3)
Moreover, by taking in addition e such that 3 —p < e < p (note that ¢ < p ensures that ¢ > 2p), since we
are assuming that (5.79) is fulfilled, we can check that condition (5.78) is satisfied if and only if

a-p pg—3(@—p) _ p pte—3
> k—3) — = k—3)—p—.
’ q—2p( ) q—2p p—e( ) p—e€

By comparing the slopes of the affine functions on the right hand sides of (5.79) and (5.81), we see that
q/(q—3) <p/(p—c¢)since 3—p < € < p. The slope p/(p — €) has now to be compared with 1/, namely
with the slope of k — p > k/a. Let us assume that 0 < o < (2p — 3)/p, that is, 3 —p < p(1 — ). If

« satisfies this condition, then we can choose € such that 3 —p < € < p(1 — «), and this ensures that
p/(p —€) < 1/a. Hence, the admissible region turns out to be

(5.80)

(5.81)

k
R:{[k,p]e[O,oo)x[l,oo):k>3,p>a}. (5.82)
Computing the infimum of 3 over R, it is not difficult to find that

p(1—a)g—3 1 1—-a)plp+e)— 3¢
= B.(€) = £ Lt = . 5.83
b = Bule) [k,lpr}lenﬁ( p) = q@2-a)p=3 pte (2-a)p-3 (583)
Also this infimum is not attained. If p+e€ < 4, namely if 3—p < € < min(4 —p, p(l — «)), owing to (4.11),
and writing 8 = 8, we infer that the time integrability exponent of the second term on the right hand

side of (5.76) is given by

pp = 2(1 = f3)

p+e 7(( 2p )—e+p73 (5.84)

pte—2 \(2—-a)p—-3/ e+p—2"

4Indeed, if 0 < k < 3, we have that 8 > p(¢—3)/q(2p—3) (cf. (5.80)), and we can see that p(q—3)/q(2p—3) > B«, for Bs given
by (5.83) below (and for the admissible e and « considered in (5.83), namely € € [3 — p,p(1 — )], and o € (0, (2p — 3)/p]).
Moreover, we have also that p(¢g — 3)/q(2p — 3) > 1/2 > B, for B« given by (5.90) below, since the condition € < p implies
q > 2p. We argue similarly also for the cases 3 < p <4, and 4 < p <6.
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Observe that the right hand side in (5.84) is (strictly) increasing in e. Then it is convenient to choose the
greatest admissible value for € to get the best time integrability exponent ,. Hence, if @ > (2p — 4)/p
(i,e., 4 —p > p(1 — «)), we take € = p(1 — «) getting
2 - 2p — 4 2p—3
e (B )T, B 23
2-a)p-2 p p
Moreover, since 3 — p < e < p(1 — «), then ¢ satisfies p(2 — «)/(1 — ) < ¢ < 3p/(3 — p), and, setting
fp = pip/ B, from (5.83) we have that
R 2—a)p—3\— 2q 2 -« 3p 2p—4 2p—3
,= (2= L po<g< 2 :
2-a)p-2/ (1-a)g—3 l-a 3—p p p
If p+ e >4, still with e < p(1 — «), namely if 4 —p < e < p(1 —a) (so that 0 < a < (2p — 4)/p), then,
still invoking (4.11), we deduce that the time integrability exponent of the second term on the right hand
side of (5.76) is now given by

(5.85)

(5.86)

pte ( P )* 2p—4
= (1— - . 0<a< . 5.87
Thus, we find that p, does not depend on the choice of €, if 4—p < e < p(1—c). With4—p < e < p(1—a),
we have that ¢ satisfies p(2 — a)/(1 — o) < ¢ < 4p/(4 — p), and, from (5.83), for fi, := u,/B« we obtain
iy = () 2o 0<ca<2? 5.88
Hp ((1—a)q—3 ’ p1—0¢_q_4—p7 Sas p (5-88)
We are left to discuss the case (2p—3)/p < a < 1, that is, p(1—a) < 3—p. We have that p/(p—¢) > 1/«
(namely, € > p(1 —«)), for all € such that 3 —p < e < p. Then it is not difficult to see that the admissible
region becomes

£ (k—3)—pp7+6_3}. (5.89)

k
Rz{[k,p]é[&oo)x[l,oo) k>3, p>—,p>
a p—e€ p—e

Let us compute the infimum of 5 on R. Denoting the affine function on the right hand side of (5.81) by
g(k), we have that g(k) = k/a for

NS
e—(1—a)p
and we can check that
p k—q .
k,g(k)) == Yk >k
/B( 79( )) qk_2p’ iy k)

with k — B(k,g(k)) (strictly) increasing on [k*, 00). By carefully addressing the geometry of R (notice,
in particular, that (3, p) > 1/2, since € < p implies ¢ > 2p) we find

1— 2p—3
oy = g = 2

and this infimum is not attained. Notice that, in this case, 5, does not depend on € € [3—p,p). Moreover,
since the exponent ¢ is decreasing with respect to €, we can take ¢ = 3 — p to get the best ¢, i.e.,
q = 3p/(3 —p). Now, if 3 —p < e < 4 — p, owing to (4.11) and setting 8 = B}, we infer that the time
integrability exponent of the second term on the right hand side of (5.76) is given by
p+e 2 - p+e
p+e—2 2—a/ p—2+ce

while, if 4 — p < € < p, then the time integrability exponent of the second term on the right hand side of
(5.76) is

<a<l, (5.90)

(5.91)

p+e 1 - p+e
1— = . .92
( ﬂ)p—i-e—?) (2—@) p—3+e (5.92)
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Observe that the right hand sides of both (5.91) and (5.92) are decreasing in € on the intervals [3—p, 4 —p]
and [4 —p, p|, respectively. Hence, in order to get the best time integrability exponent for the second term
on the right hand side of (5.76) in both cases, it is convenient to take e =3 — p in (5.91) and e =4 — p
in (5.92). By comparing the two values thus obtained, we get

6 \— 2p—3
= 1 5.93
Hp (2-0{) bl p <a< I ( )
while, for fi, := p,,/fB%, and ¢ we have
N 6 - 3p 2p—3
upz(l_a) Ca=g <a<l. (5.94)

Regarding the second term on the right hand side of (5.26), on account of Lemma 4.1, and taking
(5.73) into account, we have that (see (5.24))

1-2
[F2llzr @) < Cp + (14 Cao) 0Vl Lo)s < C+ Cllgll g2{q) -

Invoking (4.11), this yields
Fo € Lv2(0,T; L7()) , (5.95)

and we can check that 2p/(p —2) > p,, in all the three cases where p, is defined (see (5.85), (5.87), and
(5.93)), according with the value of a.

The boundary term (5.25) can be handled similarly as for the case d = 2, by again obtaining (5.43),
whence we have now that

G € L2 (0,T; W'=1/P»(T)). (5.96)
By means of (5.76), (5.95), (5.96), and by fixing 6 > 0 small enough, estimate (5.26) then yields
7€ L' (0, T; WP(Q)), (5.97)

with p, given by (5.85) (or (5.87) or (5.93)), according with the value of a. Moreover, from (5.75) we
deduce that

e L (0, T; Wh(Q)), (5.98)

where fi), := p,,/3, and ¢ are given by (5.86) (or (5.88) or (5.94)) according with the value of a € (0,1).

(ii) Case 3 <p < 4.

We argue as at the beginning of the case 2 < p < 3, taking now 0 < € < 6 — p. Notice that ¢ > 3,
and ¢/(q —3) > p/(2p — 3), since p > 3, and € > 0. We can thus again see that (5.77) admits a solution
B € (0,1) if and only if (5.79) is satisfied with 3 given by (5.80) (we can again assume that k& > 3). Since
0 <e<6—p<p(sothat 2¢ > p, being € < p), we obtain once more that (5.81) ensures (5.78). Thus we
observe that the slopes of the affine functions on the right hand sides of (5.79) and of (5.81) still satisfy
q/(q —3) < p/(p — €). Let us now take e satisfying, in addition, the condition 0 < € < p(1 — «) (hence,
p/(p—¢€) < 1/a). Then the admissible region is still given by (5.82), with the (not attained) infimum of
over R still given by (5.83). We now distinguish two cases. If (2p —4)/p < a < 1, then p(1 — a) < 4 —p,
and, on account of 0 < € < p(1 — a) < 4 — p, we get that the time integrability exponent of the second
term on the right hand side of (5.76) is given by (5.84). We again choose € = p(1 — «) to get the best i,
which is given by

- ( 2p >— 2p —4
e =ap—2 p

Moreover, since 0 < € < p(1 — ), then p(2 —a)/(1 — «) < ¢ < o0, and fi, = pp/ B is given by

. (2—a)p—3\~— 2q 2 -« 2p—4
“p:((Qfa)pr) (I—ag—3 Pi—a=1°% »

If, on the other hand, 0 < a < (2p —4)/p (i.e. p(1 — ) > 4 — p), then the time integrability exponent

of the second term on the right hand side of (5.76) is given by (5.84), if 0 < e < 4 — p, or by (5.87), if

<a<l. (5.99)

<a<l. (5.100)
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4—p <e<p(l—a). We hence infer that the best u, we get for this case is given by (5.87). However,
differently from the case 2 < p < 3, we now need an additional condition which guarantees that 1, > 1,
namely that p/((2 — a)p —3) > 1 or a > (p — 3)/p. Therefore, we have

p - p—3 2p — 4
uz(—————ﬁ T Ccac< . 5.101
Po\2-a)p-3 p p (5.101)
Moreover, for fi, = u,/0x and ¢, we get
N q )* 2—a< p—3 2p—4
— ) - < 00, L —<a< . 5.102
Ky ((1—a)q—3 Pra =15 P @ D ( )

In conclusion, for 3 < p < 4, the interval (0,1) is not entirely admissible for « (unless p = 3), and we
distinguish two cases instead of three, namely (5.97) and (5.98) hold with p, given by® (5.99) or by
(5.101), and ft, = pp/ B, ¢ given by (5.100) or by (5.102), according with o € ((p — 3)/p, 1).

(iii) Case 4 < p < 6.

We again argue as at the beginning of the previous cases 2 < p < 3 and 3 < p < 4, taking now
0 < e <6 —p < p. Notice that, since p > 4, then p+ € > 4 and hence only the second line on the right
hand side of (5.76) can be employed to estimate the LP- norm of F; to get the time integrability exponent
pp in (5.97). Let us begin to take also 0 < € < p(1 — «), namely 0 < € < min(6 — p,p(1 — «)). As we
saw in the discussion for the case 2 < p < 3, with this choice of ¢ we have that the admissible region R
is given by (5.82), with the (not attained) infimum S, of 8 over R again given by (5.83). By combining
(5.83) with the exponent in the second term of the second line on the right hand side of (5.76), we thus
get (see (5.87))

o pt+e p -
Np'_(l_ﬂ)p—ke—?)_((2—@)]3—3) ' (5.103)

Then , is independent of e. We have that p, > 1 for (p—3)/p < a < 1. We now distinguish the following

cases. If 0 < a < 2(p — 3)/p, then 6 —p < p(1 — «). So that 0 < € < 6 — p implies 6p/(6 —p) < g < o0,

with 8, given by (5.83) as a function of ¢. We then obtain that [, := u,/0 is given by
_ 2p —

q o PR o r—3)

—a)g—3" 6-p P p

If, on the other hand, 2(p — 3)/p < @ < 1 then p(1 — &) < 6 — p. In this case, if 0 < ¢ < p(1 — «) then

By is still given by (5.83), yielding p, as given by (5.103). Moreover, we have p(2 — a)/(1 —a) < g < o0

and fi, := p1,,/ B« again given by®

fip -4 (5.104)

o q 2—

=1 -ag-3 P1-

Summing up, in the case 4 < p < 6, for p,, fi,, ¢ in (5.97), (5.98) we have obtained the corresponding
values”

2(p —3)

Z§q<m, <a<l. (5.105)

p - . P—3
= f — 1 5.106
:U‘P ((2_a)p_3) ’ 1 p <a< ) ( )

5We can check that u, < 2p/(p — 2) >, for both cases of p, given by (5.99), (5.101) (see (5.95)—(5.96)).

63till under the condition 2(p—3)/p < a < 1, if we also consider the case p(1 —a) < ¢ < 6 — p, then, recalling the discussion
carried out for the case 2 < p < 3, the admissible region R now becomes (5.89), with the (not attained) infimum S. of g
over R given by B« = (1 —a)/(2 — a) (cf. (5.90)). Hence, for p, we get the same as in (5.92) (which is decreasing in €), and
we choose € = (p(1 — a))t to get the best up, getting the same pp as in (5.103). Moreover, for fip := up/Bx we get

2 -
Hr = 1—2((2—5)10—3) ’

and for ¢ we can take the best exponent for p(1 —a) < € < 6 —p, namely ¢ = (p(2 — ) /(1 — )) . Comparing with (5.105)
(take ¢ = p(2 — ) /(1 — ), we thus conclude that addressing the case p(1 — ) < € < 6 — p does not improve pp.
TWe can check that pp, < 2p/(p — 2) (see (5.95)—(5.96)).
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and fip, g given by (5.104), (5.105), according with the value of @ € ((p — 3)/p,1). As for the case
3 < p < 4, we observe that the interval (0,1) is again not entirely admissible for «.

(iv) Case p = 6.

In this case we can only take e = 0 and ¢ = oo in estimates (5.74) and (5.75), since the maximum
spatial integrability exponent for Vi is 6. Doing so (and arguing as for the case (i)) we get (k,p) =
(2p —2(k —3))/(3p — 2(k — 3)), with conditions (5.79) and (5.81) that are now equivalent to p > k — 3
(still taking k& > 3). The admissible region R is still (5.82) and the infimum S, of 8 over R is now

2(1 — «)

e
The time integrability exponent of the second term on the right hand side of (5.76) (written for p = 6
and e = 0) is then given by®

He = (3f2a) : (5.107)
and pg > 1 provided that 1/2 < o < 1. For fig := pg/0« we have
. 1 - 1
uﬁz(l_a) . g<a<lL (5.108)

Hence, (5.97) and (5.98) hold with p = 6, with ug, fig given by (5.107) and (5.108), respectively, and with

q = o0. Notice that the case p = 6 can be considered as the limit case of (iii) for p — 6~ and g — oo.
Regarding the regularity of u in all cases (i)—(iv) considered above, we use (5.54) and we focus on the

second term on the right hand side which is the less obvious. This term can be estimated similarly as F;

(cf. (5.76)), namely,

Cle) Coo B

2000 < 22Vl ey IV < C||Ve| e . 5.109
|50t o < T2 IVl IVFlsa@y < CIV Rl @l (5.100)
Invoking (5.76), where ¢ is supposed to be fixed small enough, we see that the time integrability exponent
of the right hand side of (5.109) coincides with the time integrability exponent of the second term on
the right hand side of (5.76), which is u, for all choices of p € [2,6] and « considered in the above cases
(i)—(iv). The estimates in L? of the last two terms on the right hand side of (5.54) is straightforward (see

(5.55)) Therefore, noting that we always have p > p,, from (5.54) we deduce that
uc LM (0, T; WhP(Q)%) N L (0,T; LY(Q)?), 2<p<6, (5.110)

where pip, flp, and ¢ are given in terms of p and o by the relations and constraints deduced in the
discussion carried out in the above cases (i)—(iv).

Finally, if n is a positive constant, for both cases d = 2, 3, the regularity analysis of the elliptic system
(5.21)—(5.22), as well as of equation (5.54) for Vu, gets much simpler. Indeed, we have that F; = 0 (see
(5.23) and (5.24)) so the only terms which survive in the elliptic estimate (5.26) are the norms of 7, and
of G. If d = 2, (5.41)—(5.44), and (5.54) immediately yield that

T € LP(0,T;WP(Q)),  uecLP(0,T;W'?(Q)?), 2<p<oo, (5.111)

where p :=2p/(p—2),if 2 < p < 00, and p = oo, if p = 2. Assume now that d = 3. Since the LP(£2)—norm
of F» and the W'~1/PP(I")—norm of G can be both controlled by || V|| zs (s (cf. (5.41) and (5.43)), then,
by employing (5.71) and (5.73), we obtain

m € LP(0, T;W?P(Q)), wue LP(0,T;W'P(Q)?), (5.112)
if 2<p<4,and
e L (0,T;W>P(Q)), ue Lis(0,T; WHP(Q)?), (5.113)

8We can check that ug < 3 (see (5.95)—(5.96) for p = 6 so that 2p/(p — 2) = 3).
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if 4 < p < 6. Observe that, for both d = 2,3, we have m € L>(0,T; H?(12)). Therefore (5.18)—(5.20)
hold. The values of 6, fi, and ¢ are obtained in a straightforward fashion from (5.111)—(5.113) by using
classical Sobolev embeddings. The proof is finished. O

Remark 5.2. If n is a positive constant, the regularity properties for 7 and u derived in Theorem 5.1
hold true also for weak solutions. This is a direct consequence of Darcy’s law and of the properties
of the Helmholtz projector operator P, from L"(Q2)? to L%, (Q)¢ associated with the decomposition
L' ()4 = L4, (¢ ® Gy, where G, := {w € L"(Q)?: w = Vr for some 7 € WL"(Q)}. We recall that
this decomposition is valid for Q with locally Lipschitz boundary, if r # 2, and for all domains €, if r = 2
(see [28], see also [31, Theorem III 1.2]). If u € W™ (Q)¢ (m > 0), then Pu € W™ (Q)4 N L7, (Q)4,
and

||Pru||Wm,r(Q)d S Cm7r| uHWm,r(Q)d 5 (5.114)

with Cy, » > 0 independent of u (cf. [38, Lemma 3.3]). Indeed, by applying Helmholtz projector operator
P, to Darcy’s law (4.5) with n constant, and by taking (5.114) into account, we get

[l oyt < CHVT 5 @)pllwrriaye, m=0, 1<r <00, (5.115)
Hence, (5.3), (5.4), (5.9), (5.10), together with (5.18)—(5.20) follow from (5.115) also for a weak solution.

6. Weak—Strong Uniqueness

In two dimensions we can prove a continuous weak—strong dependence estimate which entails weak—strong
uniqueness.

Theorem 6.1. Let d = 2. Suppose that (H1)-(H8) are satisfied and that J € W2 (R?) or J is admissible.
Let o1 € L>®() and ooz € V N L>®(Q), with M(po1), M(po2) € L (Q), where M is defined as in
Theorem 3.1. For any given T > 0, denote by [uy,m1, 1] a weak solution and by [uz,ma, p2| a strong
solution to problem (1.8)—(1.11), (1.13), (1.14) on [0,T], corresponding to wo1 and to @o2, and given by
Theorem 3.1 and by Theorem 4.1, respectively. Then, the following estimate holds

laz — u1||L2(0,t;Gdiv) + llp2 — <P1||Loo(o,t;H)mL2(o,t;V) + |72 — 771||L2(07t;\/0)
< A@®)llpoz — poull, (6.1)

for all t € [0,T], where A is a continuous function which depends on some norms of the strong solution.

Proof. Let us first take the difference between the two identities (4.5) written for the weak and the strong
solutions, multiply it by u := uy — u; and integrate over €). Then, setting ¢ := @3 — 1, we get

((n(p2) = np1))u2,u) + ((er)u,w) = ((VJ * @)pa,u) + ((VJ * 1)) (6.2)
From this identity, on account of (H1), we have that
mllul® < Cllell o) luzll e ull + Cllellul
< Cllell + el 21Vl 2) [uzl sz lull + Cllellllul
< %HUH2 +6[Vel? + Cs (1 + [luz]| 74 gp2) 12l (6.3)
which gives
mllul® < 26[|Vel* + Cs(1 + uzl| 7)ol (6.4)

with § > 0 to be fixed later. We recall that, here and in the sequel of this section, C' stands for a generic
positive constant which only depends on main constants of the problem (see (H1)—(H8)) and on 2 at
most. Any other dependency will be explicitly pointed out.
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We now take the difference of (3.2) written for the weak and the strong solutions (see also (4.2)).
Taking then ¢ as test function, we obtain

|| I+ (V(B(p2) — B(¢1)), V) + (u- Vipz, )

2 dt
= ((m(p2) = m(e1))(VJ % 2), Vo) + (m(e1)(VJ x ¢), Vo) . (6.5)
Thanks to (HT7), we have that
(V(B(g2) — B(#1)), Vo) = aol|[Vell? + ((A(2) — A1) Vipa, Vo), (6.6)

and, in view of the regularity (4.11) for ¢, the second term on the right hand side of (6.6) can be
estimated as in [22, Proof of Theorem 6.1, Part (c)] by means of the Gagliardo—Nirenberg inequality,
namely as

[((Alp2) = A1) V2, Vo) | < CligllLse) Ve2llLa@z Vel
< Clllel+ el 2Vl llps 42 0 1V
< TNVl + Co (L+ sl o))llel® (6.7)
with ¢’ > 0 to be fixed later.
As far as the third term on the left hand side of (6.5) is concerned, we have
(- V2, 0)| < [lull| Veall sy ¢l sy < (el + Il 21Vl ) a7, Il
< Ollufl? + 8" Vel* + Co.5r (1 + llpl 20yl (6.8)
On the other hand, the two terms on the right hand side of (6.5) can be controlled as follows
|((m(p2) = m(£)) (V] #2), Vo) | + [ (m(01)(VI * 0), Vi) | < 3'IIVel* + Collel®. (69)
Hence, adding together (6.4) with (6.5), taking (6.6)- (6.9) into account, and choosing d, ¢ suitably small,
we find
%IISDII2 +mlul® + a0l Vell* < C(1+ [luzl7a o) + le2lfrz @) ol

Thus, an application of the Gronwall lemma and an integration in time yield

t t
le(®)11* + 771/0 [l ()| dr + ao/o IV (n)I? dr < A®) o2 — woul®, (6.10)

where the contlnuous function A depends on norms of the strong solution. More precisely, we can take
Aty =1+ fo T)elo @945 dr with a(t) == C(1+ ||u2(t)H‘i4(Q)2 + ||<p2(t)||§{2(m).
Concerning the pressure, setting 7 := w9 — 71, from (4.5) we have that
V= —(n(p2) = n(e1))uz = n(p1)u+ (VJ x )z + (VI * 1) (6.11)

Therefore, we get
[Vl L2(0,6:02(0)2)
< Clluzllpao,62@2) el 20,604 )) + Cllullz2(0.6:60:) + Cllellz20,6:m)
<C (||u2\|L4(o,t;L4(Q)2)H@HLOO(O,t;H)mL?(o,t;V) 1l z20,6G0.) + H@HL?(O,t;H)) . (6.12)
Estimate (6.1) follows from (6.10) and (6.12). O

The above result can be extended to the case d = 3, provided that A is constant which is nonetheless
the reference case (see Remark 3.1). This extension is conditional since we need to require that the
pressure of the strong solution has a spatial Holder continuity exponent o € (1/5,1). Recall that o
satisfies the elliptic problem (5.1)—(5.2) (with ¢5 in place of ¢). Notice that, since |p2| < 1 and n(ep2) is
bounded from below and above by positive constants, Proposition 2.2 only ensures that « depends on
M1, Moo, by d, Q, and on the geometrical properties of I', but it does not depend on the (unknown) form of
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o (this motivates the notation «, instead of asy). Therefore, although the result we are going to prove
is conditional, o depends on structural constants of the problem only. In this case the key tool for the
proof is Theorem 5.1. However, if 7 is constant then uniqueness of weak solutions holds.

We have

Theorem 6.2. Let d = 3. Suppose that [uy, 1, 1] and [ug, w2, 2] are solutions corresponding, respec-
tively, to initial data po1 and @2 as in Theorem 6.1. In addition assume that A is constant and that the
spatial Hélder continuity exponent a of ma is such that o € (1/5,1). Then (6.1) still holds.

Suppose now that A satisfies (H4) and 1 is constant. If [uy, 71, 1] and [ua, ma, 2] are weak solutions
corresponding, respectively, to initial data po1 and w2 as in Theorem 3.1, then the following stability
estimate holds

[uz —uillL2(0.t;60:0) + P2 — P1llLe0.6;v)nL2(0.6:m) + 172 — Tl L2(0.6v0)
< A®)llpoz — porllve (6.13)

for all t € [0,T], where A is a continuous function which depends on the norms of one of the weak
solutions.

Proof. First, suppose 7 not constant. Consider (6.2) and observe that n(¢2) — n(¢1) will be estimated
differently. Namely, instead of (6.3), now, by employing (9.7), we have that

mlull? < Cligll o @ lluzll 22 @2 ull + Cllellfu]

s 5
<C( Vel ) luz | Lor s ull + Clie] ull
mn
< HUII2 + C(1+ |Jug[2r0s)llel® + CIIUzIILzrm)sIIwI
/'71 T
< gHUII2 +0|Vel* + Cs(1 + ||u2||22rf’n el (6.14)

where 3/2 < r <3, and 0 > 0 to be fixed later.
Consider now (6.5). On account of the fact that X is now constant, using (6.9) and noting that
(0 Vipz, 0) = =(pau, Vo), we get
Qg
= Lol + L < [(eam, Vi) + Cllgl. (6.15)

Let us multiply (6.15) by a positive coeﬂ"lcient v to be fixed later, and sum the resulting inequality with
(6.14), where § = v2/n;. This gives

0407
T2l + Tl + 2D v

< 7|( 21, V<P)| +9Clel? + 81Vel® + Cs(1 + IIHQIIEZTEQ)B)IISOII2

771 7 g
Bl + 2V + (1 fual oyl (6.16)
Fixing now 7 > 0 such that v < agn1/4 (e.g., choosing v = agn;/8), we then find

d 9 8 9 Qg 9
— — — |V <C(1
SlPI + 4+ 2Vl < C (1 s

Tty (6.17)
Therefore, in order to apply the Gronwall lemma we need
uy € L7755 (0,T; L2 (Q)%), (6.18)

for some r € (3/2,3]. We now exploit the regularity properties for u established in Theorem 5.1. If 7
is a positive constant then condition (6.18) is immediately satisfied. Indeed, take, e.g., p = 2 in (5.20)
and get upy € L>(0,7; L5(Q)3), which fulfills (6.18) with r = 3. If 5 is not constant, then we employ
the regularity properties for uy expressed by Theorem 5.1 in terms of the Holder continuity exponent
a € (0,1) of my. Namely, we aim to find a condition on « ensuring that (6.18) holds for some r € (3/2, 3].
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Let us take r such that 4r/(2r — 3) = 2r, which means r = 5/2, and let us look for a lower bound on «

ensuring that uy € L3(0,T; L?(Q)?3). To this purpose, we consider the case 2 < p < 3 in Theorem 5.1 and

look for p € [2,3) and « such that (see (5.10))

2p —4 <a< 2p—3.
p p

By means of the second line in (5.12), taking ¢ = p(2 — «)/(1 — ), we have that [, = ¢ if and only if

(m)_zlﬁ

which holds if and only if (2 — a)p = 47, that is, if and only if a = ((2p — 4)/p)™, which is acceptable
(see (6.19)). For this value of o we find that ¢ = (4p/(4 — p))™. Thus the first condition in (6.19) is
satisfied by taking p = 20/9. This gives a = (1/5)*. Therefore, we conclude that? if o > 1/5 then
uy € L5(0,T;L%(Q)%). We can now apply the Gronwall lemma to (6.17) and we find (6.10) with A
suitably modified.

We are left to estimate m. Arguing as for the case d = 2 and writing (6.11) for V, the only term
which is handled differently is the first one on the right hand side, which is now estimated in L? as follows

fip=q>5, (6.19)

| (n(ep2) = 77(901))“2HL2(0¢;H3) < Cllell Lrors(o,e:01003 ) 02l L5 0,605 (2)9)
< Clluz|l s (0,625 )2 1€l e 0,60 22 (0,657 (6.20)
where we have used the embedding L>°(0,t; H) N L?(0,t; V) — L'9/3(0,¢; L'/3(Q)), which is a conse-
quence of Gagliardo-Nirenberg inequality. By means of this estimate, recalling that ugy € L°(0,T; L°(£2)?),
we recover the L?(0,t; Vy)—control of 7 (similarly to (6.12)). Hence we again get (6.1).

If n is a positive constant, we can argue in a simpler fashion. Indeed, we first observe that (6.2)
immediately yields that

mllul? < Cllel?. (6.21)

On the other hand, the difference of (3.2) is now tested by N¢ (rather than by ¢) to give (cf. also [20,
Proof of Thm.4])

S LIN2GI + (Bloa) ~ B(1), 9) + (w2 Vo, Np) + (- Vipy, N)
= ((m(p2) = m(p1))(VJ % 92), VN@) + (m(1)(VJ * ¢), VN ) . (6.22)
Thanks to (H7) and to the Gagliardo—Nirenberg inequality (9.7), we have that
(B(g2) = Ble1), ) = aollel?, (6.23)
(u- Vi, No)| = [(wpr, VN)| < [[ull[ VN < 8]lul® + C5[| VAo, (6.24)

[(uz - Voo, Noo)| = [(u2 0, VN )| < [[uz| Loy le | VA @l L3 ()
< Ol Ls@psllel* 2 VN2
< 8l + Cslluzl7o 0y VA (6.25)

The estimates for the two terms on the right hand side of (6.22) are straightforward. Adding now (6.21),
multiplied by some §’ > 0, together with (6.22) and taking (6.23)—(6.25) into account, we get, for §,¢" > 0
small enough,

d
N2 ]2+l + aolo]* < C(1 4+ [[ua 7o) [N (6.26)

9 Addressing the other intervals for p considered in Theorem 5.1, to require that usz € L5(0,T; L?(22)3), does not improve
the lower bound 1/5. The details are left to the reader.
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We now observe that uy € L*(0,7; L5(2)3) holds, when 7 is constant, also for weak solutions (cf. Re-
mark 5.2). Therefore, from (6.26), by means of Gronwall lemma, we immediately get (6.13) (the estimate
for 7 follows directly from Darcy’s law). The proof is now complete. O

Remark 6.1. A further relaxation of the lower threshold for the Holder exponent of the pressure appears
to be a major task. One idea could be to start from (5.3) and (5.9), then use the classical embeddings of
W2P(Q) into Hélder spaces (e.g., H%(Q) — C?(Q), for all v € (0,1), if d = 2) in order to improve the
spatial Holder exponent of 7 (e.g., from some fixed o € (0, 1) to some «y arbitrarily close to 1). Then one
can argue as in the proof of Theorem 5.1 with the goal of obtaining the same exponents o, and u, of
the case 1 constant. However, it seems hard to increase the time integrability exponent of the pressure at
each step of this bootstrap procedure. Recall indeed that at the beginning of the proof of Theorem 5.1,
the regularity = € L>(0,T; C%(Q)) is taken into account.

7. The Convective Nonlocal Cahn—Hilliard Equation

Here we report some improvements of former results contained in [22,23]. These results are concerned
with the existence of weak/strong solutions to the convective nonlocal Cahn-Hilliard equation with a
prescribed divergence-free velocity field and their uniqueness. These results are used in Sect. 4.

Theorem 7.1. Suppose that d = 2 or d = 3. Let assumptions (H2)—(HG6) be satisfied and suppose o €
L>(Q) such that M(po) € L* (), where M is defined as in Theorem 3.1. If u € L?(0,T;Gyiv), for a
given T > 0, then there exists a (weak) solution ¢ to (3.2)—(3.3) such that

¢ € L®(0,T: LP(Q)) N HY(0,T: V'), e L*0,T;V), Vpe[2,00), (7.1)
e L*(@Qr), le(x ) <1  forae (z,t)€Qr.

In addition to (H2)-(HG6), assume that (H7)-(H8) hold and suppose that J € WZQO’CI(]Rd) or that J is
admissible. Let oo € V N L>®(Q) with M (po) € L*(Q). If u satisfies

r with 2<r<oo, if d=2,

we LA (0,T; Ly, (%), wheref, = { ==, with 3<r<4, if d=3, (7.3)
7,2_T2, with 4<r<oo, if d=3,
for some given T > 0, then there exists a strong solution ¢ to (4.1), (4.3), (3.3) which fulfils (7.2) and
0 € L0, T;V)NHY0,T; H), p e L*0,T; H*(Q)). (7.4)

Let (H2)-(H4), and (H7) hold. If X\ is a positive constant or if u satisfies

2r

we L (0,15 Ly, (1), where 5y = ——,
r—

then weak solutions are unique. Moreover, if ¢ is a strong solution then the following differential identity

holds

d<r<oo, (7.5)

1dd
33 TIVA@@® + (0 Ve, Ae)er)

= —(m' (@) (VJ * 9), N(0) V) — (m(e)(VJ * ¢1), Np) V) , (7.6)
where
@ := [VB(p)|* = 2(m(p)(VJ = ©), \(¢) V) .

Proof. We use the arguments of [22,23]. Therefore we will focus on the points where the results of [22,23]
are improved. To prove existence of weak solutions, the approximation scheme follows the lines of the
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proofs of [23, Thms.1, 2, 4], using a regularization of the degenerate mobility and singular potential
combined with a Galerkin scheme (see also Sect. 3). The assumption on u is more general than in [23,
Theorem 4] and can be handled by means of a suitable divergence-free regularization of u then passing
to the limit with respect to the regularization parameter.

The existence of a strong solution can be proven in the same fashion as in the proof of [22, Theorem
6.1]. However, the assumption on u (see [22, (6.1)]) can be relaxed for the case d = 3 by performing
estimate [22, (6.6)] in a slightly different way. The difference is the handling of the contribution coming
from the convective term in the time-discretization scheme. Indeed, using the same notation as in [22],
instead of the Gagliardo-Nirenberg inequality, inequality (9.5) below can be used to estimate the norm
of VB(pg+1). We distinguish two cases. If 4 < 2r/(r — 2) < 6, namely, if 3 < r < 4, we can write (use
(5.73) with p = 2r/(r — 2))

7 Uk VBoer)I? < 7Y I1Ukl17r@)p IV B(@r) I 2rs -2 s
k=0 k=0

n ) 4(r—3) 2(6—r)
<Y MUk @2 1Bkt ) oy 1Br+1) |12
k=0

< 572 I1B(#n+1) 120y + Cs TZ ”Uk”ﬁQ)S ) (7.7)
k=0 k=0

while, if 2 < 2r/(r — 2) < 4, namely, if 4 < r < oo, we can write (use (5.72) with p = 2r/(r — 2))

n n
7Y Uk VB(oer)|? < 7Y [Ukl7 )2 IV Bkt 2rs -2 s
k=0 k=0

- _4 4 4
<7 IOkl @) VB @k )P N B@ra1) | o ) 1B (2rs ) 2
k=0

<o Y Bkt 2y + Cs7 ) Uk
k=0 k=0

<61 Y B(@r1)lFra) +Cs 7y Ul
k=0 k=0

iT(QQ)s IVB(¢rs)> =2

Lriys (IVB(pren)[? +1) - (7.8)

Note that this last estimate also holds for d = 2. In both cases we have taken advantage of the uniform
bound in L*°(Q) for the time discrete solutions ¢y1+1 (see the proof of [22, Theorem 6.1]). Then we employ
the estimate

TZ HU]C”ﬁZ 0)3 < Hu”[zyﬁr 0,T:L7(£2)3)° (7‘9)
(©) (0,75L7(2)*)
k=0

where 3, = r/(r — 3), or 8, = 2r/(r — 2), in (7.7) or (7.8), respectively. Thus we can conclude as in the
proof of [22, Theorem 6.1] by means of the discrete Gronwall lemma.

The uniqueness argument follows the lines of the proof of [23, Proposition 4], for weak solutions, and
of Part (c) of the proof of [22, Theorem 6.1], for strong solutions in two dimensions. We point out that,
in order to prove uniqueness, the available techniques are essentially two. The first one consists in testing
the identity resulting from the difference of the convective nonlocal Cahn-Hilliard equation (written for
each solution ¢1,¢2) by ¢ := o1 — ¢o. Alternatively, we can test by N¢. The former choice has the
advantage that we get rid of the contribution of the convective term since u is divergence-free, but it
leads us to deal with the term A(p1) — A(p2) (unless A is constant). For this reason, we need to work
with strong solutions and we can expect to prove only a weak—strong uniqueness result in dimension
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two. On the other hand, testing by N has the advantage that we do not have to deal with the above
term. Therefore the argument also works for weak solutions as well as for non-constant A. The drawback
is the convective term, namely (u - Vi, N¢), has to be handled. This forces us to make some stronger
integrability assumption on the given velocity field u. In particular, we can suppose u € L?(0,T; L>(£2)%),
with div(u) = 0 (see [23, Theorem 4]). This condition can be relaxed by estimating the term (u- Ve, N¢)
in a different fashion (compare with [23, (6.9)]), namely,

[(u- Vo, No)| < [(up, VN)| < [[ull- @@l VAN @l 202 (ays
r—3
< Cllullr@pellelI VNl = [[VNe

r43 r—3

3 r+3
ve < Clullzr@psllel  IVNe|

< 8llel* + Cs|ul

2r
ey IVNel?, (7.10)

where 3 < r < oo. Here the Gagliardo-Nirenberg inequality in dimension three has been used (in
dimension two one can argue in a similar way). On account of (7.10), we can proceed as in the proof of [23,
Proposition 4] and deduce that uniqueness of weak solutions holds under the assumption (7.5). Observe
that, if d = 2 then we have that 7, = 8, (for all 2 < r < 00). Thus the condition ensuring existence of a
strong solution also guarantees its uniqueness. Instead, if d = 3, we have that v, > (, (unless r = 00).
Therefore, in order to ensure uniqueness of the strong solution we need a stronger assumption on u than
the one which only guarantees its existence. We recall that u € L2(0,T; L°°(2)?) is the only assumption
which ensures both existence and uniqueness of the strong solution.

If X\ is a positive constant, we can test the difference of the nonlocal Cahn—Hilliard equation by .
Hence, we do not have to consider the contribution of the convective term so that assumption (7.5)
is no longer needed. For this reason (H2)-(H4), (H7) are enough for establishing uniqueness of weak
solutions.

Finally, the differential identity (7.6) for strong solutions can be formally deduced by taking ¢ = B(y):
in the variational formulation (4.4). This choice of test function is just formal but it can be made rigorous,
for instance, by means of a regularization procedure which employs time convolutions and by passing to
the limit (using strong convergences) with respect to the convolution regularization parameter (see [46,
Chap.II, Lemma 4.1]. O

8. Concluding Remarks

It would be nice to remove (or improve) the condition o > 1/5 on the Holder exponent of the pressure
in the weak-strong uniqueness in dimension three with n variable, but this does not seem easy (see
Remark 6.1).

Our results suggest that optimal control problems like the one studied in [24] can also be analyzed in
three dimensions if 7 is constant and in two dimensions if 7 is variable. In this spirit, the present analysis
needs to be extended to a system with sources (see, for instance, [32,41] and their references). This will
be carefully carried out in [7] paving the way to the formulation and the analysis of appropriate optimal
control problems (see, e.g., [45]).

In the context of tumor growth models, another challenging issue could be the analysis of multi-species
non-local systems (see, for instance, [11,25,42] and references therein for the local Cahn—Hilliard-Darcy
system). More precisely, the goal is to formulate and study multi-component nonlocal Cahn-Hilliard
equations with sources governed by suitable reaction-diffusion equations. We believe that, on account
of the results obtained in this paper, we could go beyond the mere existence of a weak solution. It is
worth observing that nonlocal models for tumor growth have been recently considered in [26,27] from a
theoretical and numerical viewpoint.
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9. Appendix: Gagliardo—Nirenberg Inequalities

For the reader’s convenience, we report here below a generalization of the Gagliardo—Nirenberg inequality
for fractional Sobolev spaces given by [3, Theorem 1] and by [4, Theorem 1] which is used in the previous
sections.

Proposition 9.1. Let Q C R? be a Lipschitz bounded domain. Let s1,p1, so,p2,7,q,0 and d satisfy
0 S S1 S S2, T Z 07 1 épl»p?vq S oo, (slapl) 7é (82,]92), 9 S (071)7

1 1-— — 9.1
(0+ 0)—u,s::981+(1—9)52,7‘<8. (9.1)

q p1 P d
Then the following Gagliardo—Nirenberg-Sobolev inequality holds
lullwray < CllulVyerm @l s ) »  Yu € WHPLHQ) N W2P2(Q), (9-2)

with the following exceptions, when it fails,

1. d=1, s isanintegerzl,1<p1§oo,p2:1}51:32_1+p%,
[1<p <oo,r=sy—1] or [52+%71<r<52+§170];

2.d>1, 51 < s2, 51— 1% =59 — 1% =r is an integer, ¢ = 00, (p1,p2) # (00,1) (for every 6 € (0,1)).
Moreover, if in (9.1) we have r = s, then (9.2) still holds if and only if the following condition fails
1
s9 15 an integer > 1, po=1and 0 < s, —s1 <1 — —. (9.3)
p1

Remark 9.1. If (s1,p1) = (s2,p2) and 0 < r < s = $1 = s2 in (9.1), then estimate (9.2) is equivalent to
the embedding (see [4, Theorem B])
WP(Q) — W™(Q), (9.4)
which holds provided that 1 <p < ¢ < oo and
d d
r——=s——,
q p
with the following exceptions, when (9.4) fails,
1. d=1, sis an integer > 1, p =1, 1<q<ooandr:s—1+%;
2.d>1, 1<p<oo,q:ooands—%:rzoisaninteger.

Remark 9.2. The following special case of the Gagliardo—Nirenberg—Sobolev inequality (9.2), that holds
true for a bounded smooth domain Q C R?, d = 2,3, is useful as well

IVullLo@ye < CllullpSoylullfzy,  Yu€ HA(Q), (9.5)
where

2p—d < if d =
p and {4_p<oo7 ifd=2,

T a4 4<p<6, ifd=3.
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Finally, we also recall other special cases of (9.2)

2 1-2

lullzr) < Cllul|?|lully, ¥, YueV, 2<p<oo, d=2, (9.6)
6—p 3(p—2)

lullLe) < Cllul = |lully,* , YueV, 2<p<6, d=3. (9.7)
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