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On Rate of Convergence for Universality
Limits

Roman Bessonov

Abstract. Given a probability measure p on the unit circle T, consider
the reproducing kernel k, ,(z1,22) in the space of polynomials of de-
gree at most n — 1 with the L?(u)-inner product. Let u,v € C. It
is known that under mild assumptions on p near ¢ € T, the ratio
Epn(Ce™’™ ¢e”'™) [kun(C,¢) converges to a universal limit S(u,v) as
n — oco. We give an estimate for the rate of this convergence for mea-
sures p with finite logarithmic integral.
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1. Introduction

Consider a probability measure g on the unit circle T = {z € C: |z| = 1} of
the complex plane, C. Assume that the support of p is an infinite subset of
T, so that monomials z¥, k > 0, are linearly independent in L?(u). For each
integer n > 1, the set of polynomials of degree at most n — 1,

P, =span{z* k=0,...,n—1},

can be viewed as the n-dimensional Hilbert space of analytic functions with
respect to L?(p1)-inner product. Denote by k, (21, 22) the reproducing kernel
at a point 2z € C in this space, i.e., ky n (-, 22) € P, and

(p’ k)u'7n('722))L2(“) = p(ZQ)a p € Pu.

If 1 = m is the Lebesgue measure on T normalized by m(T) = 1, the repro-
ducing kernel has the following form:
1—2"27

km,n(ZhZZ) = -5 .
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One might check that if 2, = (e®/™, 2o = Ce¥/™ for some ¢ € T and u,v € C
(equivalently, 2z, zo are at a distance comparable to 1/n from (), then

kmn , 1 —z5m u+1’171 1
nl(z1,22) Zo" 2] e +O( >’

kmn(C,¢)  n(l—Z3z1)  u+0

where the remainder is uniform in (u,v) on compact subsets of C x C. Such
kind of behaviour of reproducing kernels is universal: under mild assumptions
on a measure p near ( € T, we have

B ("7, Ce?/m) et 1
kp,n((a C) U+

uniformly in (u,v) on compact subsets of C x C. Universality of the limiting
behaviour of ratios of reproducing kernels attracted major attention in recent
years. Several essentially different approaches were developed. Let us mention
some of them. First papers dealt with real analytic weights and used the
Riemann-Hilbert method, see, e.g., Deift [6] or Kuijlaars and Vanlessen [9].
Lubinsky [10] found a way of reducing a wide class of universality problems to
the study of asymptotic behaviour of k, (%, z), z € T. The latter asymptotic
behaviour has been previously identified for general measures of Szegé class
by Maté et al. [12]. Global Szegd condition has been weakened to the local
one by Findley [8]. Another approach, also pioneered by Lubinsky [11], is
based on compactness of normal families of entire functions and properties
of % kernel. An overview of this approach and further results can be found
in Simon [15] and Totik [16]. Recently, Eichinger et al. [7] found yet another
approach to universality based on spectral theory of canonical Hamiltonian
systems. While this approach gives extremely general results (even the local
Szegé condition can be omitted), it also involves a compactness argument
as an essential element of the proof. Most of mentioned papers deal with
measures on subsets of the real line due to motivation in the theory of random
matrices. However, even in the simplified setting of measures on the unit
circle, estimates for the rate of convergence

kyn(z1,22) evty — 1
—
ku,n(<7 C) u+v

are missing in the literature. In fact, the rate of convergence in (1.1) is not
known even in the case where p is an absolutely continuous measure on T with
a smooth non-vanishing weight w. Indeed, compactness arguments, widely
used for proving universality, cannot give bounds for the rate of convergence.

As an additional motivation of this work, we mention that Poltoratski
[13] recently used universality in the proof of convergence of certain nonlinear
Fourier transform (NLFT), and a subsequent development of this area, e.g.,
bounds for NLFT maximal operators, will require estimates for the conver-
gence of universality limits.

In this paper, we estimate the rate of convergence in (1.1) for probabil-
ity measures on the unit circle with finite logarithmic integral. For this we
use an entropy function of a measure—a powerful instrument that recently
found several applications in inverse problems [2, 3], scattering theory [5], and

n

) n_)—"_oo)

(1.1)
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orthogonal polynomials [1,4]. To be precise, let p be a probability measure
on T, and let u = wdm + us be its Radon-Nikodym decomposition into the
absolutely continuous and singular parts. The measure p is said to belong to
the Szeg6 class Sz(T) if its logarithmic integral is finite:

/logwdm > —00.
T

Since logx < x for all x > 0, the latter condition is equivalent to logw €
L'(m). Let D = {z € C: |z] < 1} denote the open unit disk. For a measure
w € Sz(T), its entropy function is given by

Lol 1 Jaf?
= log (/ 1—¢- |2 )> —/Tlogw(g)l_fz|2dm(§)7 » e D.

The function K, is nonnegative in D by Jensen’s inequality. Moreover, for
m-almost all ¢ € T, we have K,(z) — 0 as z non-tangentially approaches (.
This follows from well-known properties of the Poisson kernel: we have

1— 2
lim frd,us
r=1 Jp |1 = &r¢l?

for m-almost all ( € T, and

=0 (1.2)

. 1—72

}LI% w(¢ )|1 — &2 dm(&) — w(C), (1.3)
. 1—1r2

Tim logw( )|1 e dm(&) — logw((), (1.4)

at each Lebesgue point C of functions w, logw € L (m). In case (1.2)-(1.4) are
satisfied, we have I, (1() = 0 asr — 1. Let B((,r) ={2 € C: |z = (| <r}.
The following theorem is the main result of the paper.

Theorem 1.1. Let p € Sz(T), A > 1, n > 10A, { € T. There exists g > 0
depending only on A, such that if z12 € B(¢,A/n) and K,(p¢) < €0 for all
p€l—A/n,1), then

kun(21,22) 1 —Z"zy 4A
: — — < ce sup K, (pC), 1.5
k,u.,n(gv C) Tl(l - 2221) pE[1—4,1) H( ) ( )

where § = max |z — €|, and the constant ¢ > 0 is absolute.

Note that p € [1 — A/n,1) in Theorem 1.1 tends to 1 as n — oo,
therefore, the right hand side of (1.5) tends to zero for all ¢ satisfying (1.2)—
(1.4). This gives a nontrivial bound for the rate of convergence in (1.1) for
Lebesgue almost all { € T. If g has some regularity in a neighbourhood of
¢ € T, its entropy function can be explicitly estimated. For functions f,g > 0,
we use notation f < g (resp., f 2 g) if f < cg (vesp., f < c¢g) for some
constant ¢, and f ~ g if both relations f < g and f 2 g are satisfied.

Theorem 1.2. Let u = wdm be an absolutely continuous probability measure
in Sz(T) such that w is positive and continuous in a neighbourhood I C T
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of ¢ € T. Assume, moreover, that |w(§) —w()| ~ € — (| for all £ € I and
some s > 0. Then we have

1—p, s € (1/2,4+00),
Ko(pQ) ~ 3 (1= p)l1og(1 = p)l, 5=1/2,
(1 - p)QS’ s € (071/2)a

for p € (0,1) close enough to 1. The constants involved depend on s, the
diameter of I, the value w((), and the constants in the relation |w(&)—w({)| ~

1§ —¢I°

2
Let A € D. For the absolutely continuous probability measure u = |1 ‘,\)\£||2 dm,

B 1+ Xz 1—|\?

gl L G A S P WG S P
STz B\ o) Tt

we have

due to the fact that integration against the Poisson kernel corresponds to
harmonic continuation into the unit disk. We see that K(u, (1—1/n)¢) ~ 1/n
as n — oo. Note that this agrees with bounds in Theorem 1.2 (we have s = 1
for this measure). By Theorem 1.1, we then have

kzu,n(zl, 2’2) 1-— 5”2:? 1

Fn(GO)  n—%2)| ~ vk

for all z1, z2 in B({,1/n) and large enough n > 0, uniformly in ¢ € T. As we
will see in Sect. 4, in fact

1

~ —

n

kpn(z1,22) 1—z"z)

k(¢ €) n(l — z321)

This shows that the bound in Theorem 1.1 is not sharp for smooth measures.
It seems, however, that this bound cannot be improved in the setting of the
whole class Sz(T) of measures with finite logarithmic integral, i.e., there is a
measure p € Sz(T) such that

sup
|z1,2—¢|<1/n

kun(21,22)  1—2"27

kun(1,1) n(l —zz21)

sup
\z1,271|<1/n

K#(l - 1/77’)7

~

for all n > 1. In Sect. 5, we consider the absolutely continuous measures
w, dm such that w,(e”?) = c.el’’”, 0 € [—m, 7], where the constant c, is
chosen so that fT wsdm = 1. By Theorem 1.2, we have

Kuw.(1=1/n)~n"% s€(0,1/2).
We demonstrate numerically that for z,, = 1 —n~!, and fixed s € (0,1/2),
we have

kwan(l‘nvxn) 1- |xn|2n

_ >n

kw,n(1,1) n(l — |z,|?)
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In other words, for each s € (0,1/2), we have

k, 1_*”"7,
sup won(Z122) | L= | S g

|z1,2—1|<1/n kws,n(lal) TL(]. *7221)

and estimate (1.5) in Theorem 1.1 is sharp on this class of examples. It
remains an open problem to give a mathematical proof of this fact.

2. Proof of Theorem 1.1

Let p be a probability measure supported on an infinite subset of T, and let
{¢n}n>0 be the family of its orthonormal polynomials obtained by Gram-—
Schmidt orthogonalization of monomials 2™, n > 0, in L?(u). For a polyno-
mial p of degree n, we set p*(z) = 2"p(1/z). Note that p is also a polynomial of
degree at most n. The polynomials {¢ },>0 are called reflected orthonormal
polynomials. We have the following recurrence relation (see formula (1.5.25),
page 58, in [14]):

On = ZPn—1 — an—l‘;@:_l

n — b
V1= lan_1|?

Here the recurrence coeflicients, a,, n > 0, belong to D. It is also known

(see Theorem 2.2.7, p. 124, in [14]) that the reproducing kernel in the n-
dimensional space Hilbert space (Py, (+,-)z2(y)) at z2 € C is given by

n=>1.

n—1 T . —
kun(z1,22) = ) onlz2)pr(z1) = @n(Zz)@n(lel;‘Pn(22>90n(21). (2.1)
k=0 241

Note that k, n(z1,22) is indeed an element of P,, i.e., a polynomial with
respect to z1 of degree at most n — 1. It will be convenient to use a different
representation of the reproducing kernel. Take n > 1, a € D, and define

ZPp—1 — AP}, _ . 1 — 20Pn—
e s S O i o Wit iy (2.2)

V1—laf? V1—laf?
Lemma 2.1. For all z1, 2o € C, we have
@ (22)@7(21) — Bn(22)Pn(21) = @5 (22) 5 (21) — pn(22)n(z1)  (2.3)

Proof. The proof is a direct computation. At first, let 27 = 29 = z. Then the
left hand side in (2.3) is equal to

G 1) = Fma() = 2o )~ e (2) — i (2)

1 —lal?
= en-1(2)

° °

> = lzon-1(2)1%,

which does not depend on a. Taking a to be the recurrence coefficient a,,_1,
we see that

|27, (2) 7 = [2n(2)* = 07 (2)* = lon(2) . (24)
This relation holds for all z € C. Since functions in (2.3) are analytic in z;
and anti-analytic in 2z, the lemma follows. O



6 Page 6 of 20 R. Bessonov IEOT

The following lemma is Corollary 4 in [4].

Lemma 2.2. For every A\ € D there is a € D such that the corresponding
polynomial @7, in (2.2) defines a probability measure v, = |@%|>dm on T
such that

’CVn,A (/\) < ’Cu()‘)- (2.5)

In the rest of the paper, we use notation ¢} for the polynomial from
Lemma 2.2, where the value of the parameter A € D will be clear from the
context.

Lemma 2.3. Let A € D, and let ¢}, be the corresponding polynomial from
Lemma 2.2. We have

~% 2 2
@r (A 1—1|A B
. @455 |1—5$2mn@>—6““A“)1~ (2:6)
Proof. By (2.1) and Lemma 2.1, we have
EAEIEAE . -
— E:Mk > zec (27)

It follows that the function | |* — |@,|? is positive in D and is comparable
to 1 — |z| when z approaches T. Therefore, ¢} has no zeroes in D. In fact, it
has no zeroes in D = DUT (if ¢ (20) = 0 at some zg € T, then 1 — |z| <
18512 =|onl? S P52 S |z 20]? near 2o, leading to a contradlctlon) It follows

that the function z — Z: E’z\g is analytic in a neighbourhood of D. Then the

Poisson formula

[ AP
u) = [ u() =g am© (28)

for harmonic functions implies

() 2 1 — |AI2 * — |2
GO 1-e Z(> P a1
after noting that the function u = —2 Re( (’\)) + 1 is harmonic in a neigh-
bourhood of D, u(A) = —1. Observe that
~% 2 2 2
1_
gin()‘) |A| 2 |2/ |A| 5 an \ = elcp"»\(k%
T 2h(E) | 1 - & 1 &)

(2.10)

|2 _ 2 1=

because |5 (A)[? = exp([;log @} (E)] mdm) (we use again formula

(2.8), this time — for the harmonic function u = log |@%|?). The lemma now
follows from (2.9) and (2.10). O

Given two points £x € T, |4 — -] < 2, and a number r < 1, we
denote by T'(x,7) the path in D formed by the union of two line segments
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13 B(C?(}jl)l _

FIGURE 1. Objects that appear in the proof of Theorem
1.1. Here £ = €™/5, ¢, = &™/5 1 = 3/4, ( = e 437/5,
A= (1+7)/2.

{p€s, p € [r,1)} and the smaller arc of the circle |z| = r with endpoints r{_,
réy. We also let z* =1/z for z € C\ {0}, and

(e, r)={2z€C: z*e'(&x,r)}.

The union I'(Ex,7) U {4} UT*(Ex,7) is then the boundary of a domain to
be denoted by Q(£4,7). See Fig. 1.

Lemma 2.4. Suppose that h € L*(m), n > 0, and X\ € D\B(0,3/4) are such

that
1=
h d <.
/ T aE e <

Then there are £+ € T such that for every f € H*' satisfying |f| < h on
T we have |f(z)| < n on T'(Ex,r), where r: 1 —r = 2(1 — |\|). Moreover,
&+ are such that ¢ = N/|\| belongs to the arc of T with endpoints £+, and
L—r< & —¢I<2(1—1).

Proof. Let A € D\B(0,3/4), r =2|\| = 1, { = A/|Al. Consider the arc of the
unit circle G = TN B(¢,2(1 — r)), and define mg = (G) dm. We have

/hde <.
T

The set G is the metric space with respect to the usual distance in C. The
measure mg has doubling property on this space:

ma(B(§,2p)) < 4mg(B(&, p))
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for every £ € G, p > 0. It follows that the weak norm of Hardy-Littlewood
maximal operator on L'(G,m¢g) is bounded by a constant that does not
depend on G. In other words, for every t > 0, g € L' (G, m¢) we have

1 ”g”L 1(Gmea)
mg f:supi/ gdmeg >t —_—
({ p>0 mG(B(&,0) Jpe,p }) t

where the constant involved does not depend on G, t, g. Taking g = h,
t = e~y for some € > 0, we obtain

1
mG({g'i‘i%mchs,p))/B@,)hd’”c’” }) -

It follows that

1—p?
: h(w)—2—— dm
e <{5 pil[%)l,)l)/a () 1 — pug|? }) €. (2.11)

Indeed, this follows from the fact that for each £ € T, p > 0, the Poisson
kernel u — W can be uniformly approximated on T by positive convex
combinations of functions of the form % & > 0. Therefore, if £ € G is
such that for some p € [0,1) we have

/ h(u)i dm(u) > e~y
G 11— puél?
then

SBET) e KOO () >l

for some 6 > 0, and so

1 1
e (BE.5) /3@,5) hlu) dme(u) > €n,

proving (2.11). Let us now take ¢ € (0, 1) so small that the left hand side of
(2.11) does not exceed 1/10. Then there are &1 € G such that ¢ belongs to
the arc of T with endpoints 1, we have |£1+ — (| > 1 — r, and, moreover,

1—p? -1
sup / —————=dm << .
per1) 11— pués|?

For u € T\ G, we have
sp LT g < L2
pelr) 1= pu&e? ™ 1 —uAl?

It follows that

2
el < [ i 2D

2
dm +/ hi
e 11—\ 1= peesP

m < (1+e M,

(2.12)
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for every p € [r,1) with absolute constants. We also note that

1—72 < 1—|\?

T
ceo T—rag? ~I—mp "
therefore,
A2
FAGIIS h( )m dm(u) <, (2.13)
for £ € G. Collecting (2.12) and (2.13), we see that |f(z)] S n for z €
F(E:I:J')' O

Define b,, = g Formula (2.7) shows that \Bn\ < 1 on D. In fact, b, is
a Blaschke product of order n.

Lemma 2.5. Let A € D, denote by n = a1 the number in the right
hand side of (2.6). Set a = @%(\)/@%(N). We have

2
Bn n|2 ||d<
L) = 0P =g dm <

Proof. Consider the sets
- 2
en(A)

E=<£&eT: ’ — -1
{ @ (6)

On E}, the difference b, (€) — ™| < 2 could be large, but the measure of this
set is small. Let us use Chebyshev’s inequality and Lemma 2.3 to estimate
the corresponding integral:

: e
b (€) — a™? <4 A g <o
/El' Ot ap <[ A

On E,, the difference |b,,(€) — a€™| is small. Indeed, for £ € Ej, we write
£"gn(€) ‘ _ |58 &2
—a| = | === —1].
&5 (&) x () @i (6)
For z € C such that |1 — z| < 1/2, we have |z71| < 2, so |@7(€)/@5(N)| < 2
on E,. Then
ECI T TN T O
@n(A) @M 11 25(8) @ (6)

Using ab—1=a(b—1) +a—1 for a = ¢;,(£)/¢5(N), b= @5 (N)/p;,(§), we
see that

>1/4}, E,=T\E,.

b — a€”| =

T n @Z(A)_ ’
o “’5'5‘@;(@ !

on E,. The claim now follow from Lemma 2.3. O
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Lemma 2.6. Let A €D, A>1,n= a1 Define r so that 1 —r =
2(1 — |A]), and assume that 1/2 <1 — A/n < r < 1. There exists a number
1o € (0,1) depending only on A, such that if n < ng, then there are &4 € T
such that

| n(z) —az"| < 64‘4\/?], (2.14)
ZE? 1| <e*Aym, (2.15)

forall z € T(€x, ) UT*(Ex, 7). Moreover, £+ are such that ¢ = A/|\| belongs
to the arc of T with endpoints {4, and 1 —r < €4 — (| < 2(1 — 7).

Proof. Consider the function h = |b, — a&™|* + on T. By Lemma

2.5 and Lemma 2.3, we have

LoAP e <

=% 2
90110‘) _ 1‘
QD:;

Then, by Lemma 2.4, applied to the functions (Bn(z) —az")?, (%O‘) —1)2,
there exists a contour I'(£4, ) such that

2
<

~

o) - o S, [ 20
@r(2)
for all z € I'({4,r). Moreover, £+ are such that ¢ belongs to the arc of T with
endpoints &4, and 1 —r < €4 — (] < 2(1—7). Choosing 1y € (0, 1) sufficiently
small, one can guarantee that the left hand sides in these inequalities are
smaller than e=#4/4 for all z € I'(¢4, 7). In particular, for all z € I'(éx,7) we
have

€—2A’

6_2A _ €—2A/2 > €_2A/27

2" =" > (1= A/n)" >
[bn(2)] > [2"] = laz" = bu| >
where we have used the elementary inequality log(1 —z) > —2z, = € [0,1/2].
Then the identity

0(1/2) =1/0(2), z€C,

for the inner functions = b,,, 6 = az", gives (2.14) on T*(Ex,7):

- b (2) — az"
Bu(1/2) — (/)] = G Z 0 < an B e pes, ).
|bn(2)2"
To estimate ‘“’" 1‘ on I (&4, 7), we use relation
A0) B0 = EWAN (B
Pnl/Z)  Gn()/z" b(z) Pa(2) @n(N) \ (%) bu(2)
Then, formula ab—1 = a(b—1)+a—1 for a = i"gi‘g b = Bai) implies

(2.15) on I'* (&4, 7).
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Lemma 2.7. Let A\, A,n,r,(,n be as in Lemma 2.6 and let z1 2 € B((,1—|)|).
Then

b (21)bn(20) — 2020 | < e*Aym - 11— Z120] - .

Proof. By Lemma 2.6, relations (2.14), (2.15) hold on some contour I'(£4, r)U
I'*(&4,r), where &4 are such that ¢ = A/|\| belongs to the arc of T with
endpoints &y, and 1 —r < |€x — ¢] < 2(1 — r). By the maximum modulus
principle, (2.14) holds in the bounded domain (&4, ) such that 9Q(Ex,r) =
D(&y,r)UT*(€x,m) U{&s}. In particular, (2.14) holds for all z € B((,1 —r).
Now pick two points z1, z such that

|1 = <1=AL |z=([=20-A)=1-r

We have
bn(21)bn(2) — Z7"2" < |(bn(21) — @zt (bn(z) — az”)!+
1—2z12 ~ 1—r
|7 (bn(2) — az™)|  [(azf — by(21))2"|
+
1—7r 1—7r

Note that [1 — z1z| 2 1 — |\ = 5% 2 n™!, because A > 1. Recall that the

maximum principle and (2.14) imply

b (21) — @z} < 2Am,  |ba(z) — a2z < 4.
Next, we have

max(|z1]™, |2]") S (1+1—7r)" < (1+ A/n)" < et

Since n < g < 1, we can conclude that

b (21)bn(2) — 272"

1—212

<etymon.

%‘;” is analytic, hence the same estimate holds

for all z € B(¢,1 — r) by the maximum modulus principle. In particular, it
holds for all points z1, 22 in B({,1 — |A]). The lemma follows. O

Proof of Theorem 1.1. Let u € Sz(T), ¢ € T, A > 1. Let us choose Ny such
that A/Nog < 1/4 and

The function z —

sup FnlPO) 1 < g, (2.16)
pE[1—A/No,1)

where 79 € (0,1) is the number in Lemma 2.6. For n > Ny, consider Z1,2 €
B(¢,A/n) and let A € D be defined by

A= (1= max |z — )¢

Define n = a1 and observe that 7 < 1o by (2.16) and Lemma 2.2.
We are in assumptions of Lemma 2.6. Estimate (2.15) and the maximum
modulus principle give
oulz) _ 1
Prn(N) 1+ Ri(2)’

|R1(2)] S €24/,
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for all z € B((,1 — |A|]). By Lemma 2.7, for all z1, 22 € B((,1 — |A|) we have

1 —bp(21)bn(z2) 1 —721"2%
1-— Z122 B 1— 2129

with |R2(2’1,22)| 5 64A\/777 S0

+ Rao(21,22) -

(S L R @I
Fuon(an,22) = (n(l — Ziz2) + Bala, 2)> (1+ Ri(20)(1+ Ra(z2))

Taking z1 = 20 = (, we get
1 + R2(< C) ~% 2
It remains to write

1—-z17" 23
kun(z1,22) ez T R2(21,22) 11+ Ri(¢)]?

kun(C, Q) 1+ Ro((,¢) (14 Ri(21)(0 + Ri(22))
Note that

max Ri(2)| + max Ro(z1, 2 < cetd ,
cenitl BB max | IRe(n )l S e

for an absolute constant c¢. We see that one can take 9 € (0,79) so that
ce*4\ /g5 < 1/10, then the required estimate will hold. O

3. Proof of Theorem 1.2

Proof of Theorem 1.2. Let I be an arc of T with center ¢ such that |w(§) —
w(C)| ~ [§€ =] for all & € I and some s > 0. By the assumption of the
theorem, we have w(¢) > 0. Replacing I by a smaller interval, we can assume
that

6 <w(§) <26, [|logw(§) —logw(C)| ~ |€—(I%
for all £ € T and some 6 > 0. Denote u = logw — log w(¢). We have

eu® 7P g (1 9) L=/
/I |1—p£<\2 "= / &) +0)) s dm

We also have

_ we _1=0" N L=/
Ku(pC) = log (jg |14—p§CP > /( ¢ )|14*p€<P

u(€) _
</T(e 1)|1— 54\2dm / |1—p§<|2

<(1- u(e) _ 26) 2P
SO0 [ 0O 1 @l dm + [ u(e) e dm

By construction, we have

/“2(5 |11— pec /'5 iy _5<|2 3.1)



IEOT Orthogonal Polynomials Page 13 of 20 6

Let us set € = 1 — p, assume that e < m(I)/2, and estimate

[ ge-eploamst [ - cpang e
INB(¢e) |1 — p&(|? e JinBce) ~o

1—p? 252
I&%W——wawﬂ—m/ €~ ¢ 2 dm.
/I\B(C,s) |1 — p&¢|? N\B(Ge)
We have

and

1’ 56(1/2,+OO)7
/ |£ o <|2572 dm ~ < log %7 s = ]_/27 (32)
N\B((e) e>~1 5€(0,1/2),

as ¢ — 0. The constants in these relations depend on s. We see that

1_p7 56(1/27—1_00)7
Ku(pQ) S 4 (1= p)[log(1 = p)|, s=1/2,
(1 _p)2sv s € (071/2)7
as p — 1. On the other hand, fore =1 — p we have
w(pC) 2 / u(€) — 2 — 3.3
ful ‘ péC\Q 3.3)

Let ¢1, ¢ be such that ¢1]€ — ¢|* < u(€ ) < (32|§ —¢|® for all £ € I. Choose
d € (0,1) so small that

Cl(l — (5)3 —20° > 0.

From (3.3) we see that there are & € B((,d¢), & € B((,e)\B((, (1 — d)e)
such that

() — cl* S Ku(pQ), €= &
Then
(1) — u(&)l S \/Ku(pQ),
and, simultaneously,
u(€1) —u(€2)] = c1((1 = 0)e)® — ca(0e)” = e%(ca (1 = 6)° — 26) 2 &”.

We see that C,,(p¢) 2 (1 — p)?* for all p close enough to 1. A more accurate
estimate is needed for s > 1/2. Let 6 > 0 be such that

61(1 —1—5) /2—62 > 0.
Consider j € Z satisfying (1 + 6)773 < |I]/2, and let &1, & be such that
(140 <ler =l <@+ 1+0)7" <2 — (| < (1+0)""

We claim that either |u(&2) — ¢| = |&2 — (|* or |u(&1) — ¢] 2 [&1 — ¢]* for all
such &, &, j. Indeed, if |u(&2) — ¢ < e1]é2 — ¢]°/2, then

[u(&1) — ¢ = [u(€2)| — [w(é1)] — |u(&2) — ¢
> c1)&e — C° —c2f&y = CF — 1§ — (]7/2
> 1 (140)75725 /2 — ey (1 + 5)I5F
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2 (e1(140)7/2 = e2) (1 +6)7F
2 (L+ay 2 e =7,

proving the claim. We see that for each j € Z such that (1+6)773 < |1|/2, we
have [u(€) —c| 2 [€—(|* on a half of the set TNB((, (1+8)7 T3\ B((, (1+8)7).

It follows that
25 B
) 2 [l =P T dm

and estimate (3.2) shows that

1—p, s € (1/2,+0),
Ku(pQ) 2 (1= p)[log(1 —p)|, s=1/2,
(1—p)*, s € (0,1/2). O

4. Example: The Poisson Kernel

In the following example, the asymptotic behaviour of ratios of reproducing
kernels could be explicitly analysed.

1-A2

[EYsE
on the unit circle T. For ¢ € T, u,v € R, z; = (e*/™, 2y = (e¥/™, we have

Ezample. Let A € D\ {0}. Consider the probability measure p = ‘1 dm

k 1—z3"2p
,u,n(zl,ZQ) = =2 Zl +6n(u7v)> n — o0,

k'u,n(C,(:) n(l _521)

where supy,, |,<1 [0 (1, v)| is comparable to 1/n.

Proof. We have (see Sect. 1.6 in [14])
— Azt 1—-Az

PO AT e

It follows that

n— n=1l, k3 _k—12 312 2n
B 2 [2% — A2F _ |z — Al 1—|z|
D=2 eGP =D T e T

Then
un(2,2) [z = AP 12

k
ku,n(gaC) B |Z|2‘C - 5‘|2 n(l - |Z‘2),

and we see that
kun(2,2)  kmm(z,2)  1=[2P" |z = AP = [2°¢ = A]?

)

Fun(GQ) knma(GQ) ~ n(L—[2P) 2Pl - AP
is comparable to
2 = AP = [221C = AP = (1= [2) (A + 2Re(A(¢l2l* = 2)))

1
2= PN -,
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ifA#0, | —z] ~1—|z] ~1/n, and n is large. It follows that

sup |3 (u,v)] 2 1/m.
[ul, Jv|<1

Now take z; = (e™/™, 2y = (e?/™, with |u|, |v| < 1. We have

T (1=2z)(1 = Azg) — 2020 (1 — A\/21)(1 — N/ %)

ku,n(zly 22) =

1-— |A‘2 1-— 2122
_ (1 =Xz1)(1 — Az9) 1 — 27280, (21, 22)
1— AP 1— 212 ’
where
1—A 1—)\/z
Ox(z1,22) = (L= V)= Vo) 1+0(1/n).

(1 — /\ZQ)(I — /\2’1)
In particular, we have

kun(z1,22) (1= Az1)(1 — Az2) 1 — 27280, (21, 22)

kun(C Q) 1= ACP? n(l—z12)
Here
a |A121>(>\1<|2 A2) 4 o(m),
and
1— 272860, (21, 22) _ kmon (21, 22) 4 anan Ox(z1,22) — 1'
n(l - 21§2> km,ﬂ(Cv ¢) 1 n(l - Z152)

Note that 05(z1,22) = 1 in the case z12o = 1. Considering z1, zo such that
|1—21 25| ~ 1/n and using maximum modulus principle for analytic functions,
we see that

n—na)\(zlsz) -1

21z <
L2 ’n(l—ZlZg) ~

1
n

for all 21, 22 such that |212 — (| < 1/n. It follows that supy,| |y <1 [6n(u,v)| <
1/n.

5. Sharpness of Theorem 1.1

Sharpness of Theorem 1.1 is an open problem. As we have seen in the previous

section, one can have
=o <1/ICM(1 - 1/n)> )

if the measure p is very regular. Our aim in this section is to present some
numerical results for the measures of the form w, dm, where w, (ela) = cgel?l”
0 € [—m, ], and the constant ¢, is chosen so that [, wsdm = 1. We will see
that

kyn(21,22) 1—z"z]
kun(1,1) n(l —z321)

sup
|2112—1|<1/’n

kw,n(21,22) 1 —=23"27
kw,n(1,1) n(l —z321)

2 VEw, (1 =1/n),

sup
|z1,2—1|<1/n
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in the case s = 0.1, s = 0.2, and s = 0.4 (similar results can be obtained
for other values of s € (0,1/2)). In particular, the upper bound in Theorem
1.1 in these cases coincides with the lower bound up to a multiplicative fac-
tor comparable to 1. We use the following MATLAB code to produce our
examples (note that the weight w, and the orthogonal polynomials in the
script are not normalized, because the normalization plays no role when we
consider ratios of reproducing kernels).

clc
clear vars

N=8000;

step = 20;

s = 0.4;
diffold = 0;

MMNTS=zeros (N, 1) ;

D = zeros(1,N/step);
alphaCand = zeros(1,N/step);
CalphaCand = zeros(1,N/step);

for j=0:1:N-1

fun = @(x) cos(j*x).*exp(abs(x)."s);
MMNTS(j+1) = integral(fun,-pi,pi);
end

for n=step:step:N

disp([’n = ’, num2str(n)]);

xn = 1-1/n;

RepKerOatxnxn =((xn) . (0:1:n-2))*((xn)."(0:1:n-2));
RepKer0Oatll = n-1;

j=0:1:n-1;

moments = double(MMNTS(1:n));

T = toeplitz(moments) ;

eo = double(l:n == n)’;

coef0P=((invToeplitz(T))*eo)’;

coefRefOP = conj(flip(coefOP));

OPatl = coefOP*ones(n,1);

RefOPatl = coefRefOP*ones(n,1);

OPatxn = coefOP*((xn)."(0:1:n-1))’;

RefOPatxn = coefRefOP*((xn). (0:1:n-1))’;
RepKerNumatl=coefRefOP*conj(Ref0Patl)-coef0P*conj(0Patl);
RepKerDenatl = [1, -1];

[RepKeratl,r1] = deconv(flip(RepKerNumatl),flip(RepKerDenatl));
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RepKerNumatxn=coefRefOP*conj (RefOPatxn)-coef0P*conj(0OPatxn) ;
RepKerDenatxn = [1, -conj(zxn)];

[RepKeratxn,rxn]=deconv (flip(RepKerNumatxn),
flip(RepKerDenatxn)) ;

RepKeratll = flip(RepKeratl)*ones(n-1,1);

RepKeratxnxn = flip(RepKeratxn)*((xn). (0:1:n-2))’;

ratio0 = double(RepKerOatxnxn/RepKerOatll);

ratiol = double(RepKeratxnxn/RepKeratll);

diff = ratioO-ratiol;

D(n/step) = abs(diff);

alphaCand(n/step) = (n/step).*(diffold./diff - 1);
CalphaCand(n/step) = diff.*(n. alphaCand(n/step));

diffold = diff;

end O

This script produces the array D consisting of differences

kws,n(xnaxn) 1 - |In|2n

kws,n(lvl) n(l —|zn|?)

for the value s = 0.4 of Holder continuity index. One can plot the values
of this array (see below) and observe that it behaves like C\,n™* for certain
values a > 0, C, > 0. To find these values, we observe that

Ca(n —20)7* _ <120> 1429 o),
Can—oz n n

D(n/20) = . n=20,40,60,...,8000,

which gives a reasonable recipe to compute the array alphaCand of candidates
for the power index «:

n (D(n/20 —1)
lphaCand(n/20) = — | ———==— —1 = 20, 40, ...,8000.
alphaCand (n/20) 20 ( D(n/20) >7 n AU,

When printed, the last 7 elements of this array (corresponding to values
n = 7880, 7900, ..., 8000) look as follows:

0.39361 0.39362 0.39363 0.39363 0.39364 0.39365 0.39365

which is pretty close to s = 0.4. So it seems plausible that

Cou
=
104

kws,n(xn7xn) 1 - |mn‘2n

kws,n(lvl) Tl(l - |$n,|2)

for all n large enough. We can even suggest a candidate for the constant Cy 4
from our numerical data. For this we use approximation

Coa ~ Cq = NP39%5 D(N/20) = 0.03791..., N = 8000.

The plots of the resulting functions

kwwn Tpy Ty 1- Ln >
PR [ . e

are given on Fig. 2. We also consider the cases s = 0.1 and s = 0.2.

. fa(n) = Coan™ 4, O

kw,n(1,1) n(l —|zn|?)
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FIGURE 2. Graphs of functions f1, fy for s = 0.1, s = 0.2,
and s =04

The graphs demonstrate the fact that f; > fo for s € {0.1,0.2,0.4} and
large integers n. Similar numerical results can be obtained for other values
s€(0,1/2).
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