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Singular Integral Operators
with Bergman–Besov Kernels on the Ball
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Abstract. We completely characterize in terms of the six parameters
involved the boundedness of all standard weighted integral operators
induced by Bergman–Besov kernels acting between different Lebesgue
classes with standard weights on the unit ball of CN . The integral oper-
ators generalize the Bergman–Besov projections. To find the necessary
conditions for boundedness, we employ a new versatile method that
depends on precise imbedding and inclusion relations among various
holomorphic function spaces. The sufficiency proofs are by Schur tests
or integral inequalities.
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1. Introduction

The Bergman projection is known to be a bounded operator on Lp of the
disc for all p > 1 ever since [17]. Weighted versions in several variables are
considered with the help of the Schur test in [7] resulting in projections also
for p = 1. After many modifications, integral operators similar to Bergman
projections are investigated between different Lebesgue classes on the ball in
several publications, such as the more recent [18].

Generalizations to other types of spaces on various domains with differ-
ing kernels are too numerous to mention here. But a complete analysis of the
integral operators arising from Bergman kernels between Lebesgue classes is
rather new and is attempted in [3] on the disc and for one single kernel in [2]
on the ball. Here we undertake and complete the task of extending and gen-
eralizing their work to the ball, to weighted operators, to all Bergman–Besov
kernels, and to Lebesgue classes with standard weights but with different
exponents. Many of our results are new even in the disc.
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We present our results after giving a minimal amount of notation. Let
B be the unit ball in C

N with respect to the norm |z| =
√〈z, z〉 induced by

the inner product 〈w, z〉 = w1z1 + · · · + wNzN , which is the unit disc D for
N = 1. Let H(B) and H∞ denote the spaces of all and bounded holomorphic
functions on B, respectively.

We let ν be the Lebesgue measure on B normalized so that ν(B) = 1.
For q ∈ R, we also define on B the measures

dνq(z) := (1 − |z|2)q dν(z).

These measures are finite for q > −1 and σ-finite otherwise. For 0 < p < ∞,
we denote the Lebesgue classes with respect to νq by Lp

q , writing also Lp = Lp
0.

The Lebesgue class L∞
q of essentially bounded functions on B with respect to

any νq is the same (see [10, Proposition 2.3]), so we denote them all by L∞.

Definition 1.1. For q ∈ R and w, z ∈ B, the Bergman–Besov kernels are

Kq(w, z) :=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1

(1−〈w, z〉)1+N+q
=

∞∑

k=0

(1+N+q)k
k!

〈w, z〉k, q > −(1+N),

2F1(1, 1; 1−(N+q); 〈w, z〉) =
∞∑

k=0

k! 〈w, z〉k
(1−(N+q))k

, q ≤ −(1+N),

where 2F1 ∈ H(D) is the Gauss hypergeometric function and (u)v is the
Pochhammer symbol. They are the reproducing kernels of Hilbert Bergman–
Besov spaces.

The kernels Kq for q > −(1+N) can also be written as 2F1(1, 1+N+q; 1)
to complete the picture. The kernels Kq for q < −(1 + N) appear in the
literature first in [1, p. 13]. Notice that

K−(1+N)(w, z) =
1

〈w, z〉 log
1

1 − 〈w, z〉 .

For a, b ∈ R, the operators acting from Lp
q to LP

Q that we investigate are

Tabf(w) =
∫

B

Ka(w, z)f(z)(1 − |z|2)b dν(z)

and

Sabf(w) =
∫

B

|Ka(w, z)| f(z)(1 − |z|2)b dν(z).

Our main results are the following two theorems that describe their bound-
edness in terms of the 6 parameters (a, b, p, q, P,Q) involved. Note that at
the endpoints when p or P is 1 or ∞ in Theorem 1.2, the inequalities of (III)
take several different forms. They are described in more detail in Remark 1.4
immediately following. We use Sab solely because we need operators with
positive kernels in Schur tests.

Theorem 1.2. Let a, b, q,Q ∈ R, 1 ≤ p ≤ P ≤ ∞, and assume Q > −1 when
P < ∞. Then the conditions (I), (II), (III) are equivalent.
(I) Tab : Lp

q → LP
Q is bounded.

(II) Sab : Lp
q → LP

Q is bounded.
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(III) 1+q
p < 1 + b and a ≤ b + 1+N+Q

P − 1+N+q
p for 1 < p ≤ P < ∞;

1+q
p ≤ 1 + b and a ≤ b + 1+N+Q

P − 1+N+q
p for 1 = p ≤ P ≤ ∞, but

at least one inequality must be strict;
1+q

p < 1 + b and a < b + 1+N+Q
P − 1+N+q

p for 1 < p ≤ P = ∞.

Theorem 1.3. Let a, b, q,Q ∈ R, 1 ≤ P < p ≤ ∞, and assume Q > −1. Then
the conditions (I), (II), (III) are equivalent.
(I) Tab : Lp

q → LP
Q is bounded.

(II) Sab : Lp
q → LP

Q is bounded.
(III) 1+q

p < 1 + b and a < b + 1+Q
P − 1+q

p .

Remark 1.4. When p or P is 1 or ∞, clearly the inequalities in (III) get sim-
plified by cancellation or by 1/∞ = 0. Considering all possible relative values
of p and P , there are 10 distinct cases each of which requiring a somewhat
different proof, 6 cases for Theorem 1.2 and 4 cases for Theorem 1.3. We list
below all ten of them and the exact form of (III) for each, while (I) and (II)
staying the same as above. The cases 〈1〉 and 〈7〉 are the generic cases for
p ≤ P and P < p, respectively, and the other 8 cases are the endpoints at 1
or ∞.
〈1〉 1 < p ≤ P < ∞ : (III) 1+q

p < 1+b and a ≤ b + 1+N+Q
P − 1+N+q

p .
〈2〉 1 = p = P : (III) q ≤ b and a ≤ b+Q−q, but not both = simultaneously.
〈3〉 1 = p < P < ∞ : (III) q ≤ b and a ≤ b + 1+N+Q

P − (1 + N + q), but
not both = simultaneously.

〈4〉 1 = p < P = ∞ : (III) q ≤ b and a ≤ b − (1 + N + q), but not both =
simultaneously.

〈5〉 1 < p < P = ∞ : (III) 1+q
p < 1 + b and a < b − 1+N+q

p .
〈6〉 p = P = ∞ : (III) 0 < 1 + b and a < b.
〈7〉 1 < P < p < ∞ : (III) 1+q

p < 1 + b and a < b + 1+Q
P − 1+q

p .
〈8〉 1 = P < p < ∞ : (III) 1+q

p < 1 + b and a < b + (1 + Q) − 1+q
p .

〈9〉 1 = P < p = ∞ : (III) 0 < 1 + b and a < b + (1 + Q).
〈10〉 1 < P < p = ∞ : (III) 0 < 1 + b and a < b + 1+Q

P .

In the proofs, “Necessity” refers to the implication (I) ⇒ (III), and
“Sufficiency” to the implication (III) ⇒ (II). The implication (II) ⇒ (I) is
obvious.

Remark 1.5. The condition Q > −1 when P < ∞ in Theorems 1.2 and 1.3
cannot be removed as we explain in Corollary 4.11 below. This condition
arises from the fact that Tab generates holomorphic functions and |Tabf |P is
subharmonic for P < ∞. It is important to note that this condition does not
put any extra constraint when P = ∞ since L∞

Q = L∞ for any Q. It is no
surprise that those terms in the inequalities in (III) that contain Q disappear
when P = ∞. This phenomenon occurs in the cases 〈4〉, 〈5〉, 〈6〉, in which
Q ∈ R. So Q > −1 is meaningful in the remaining 7 cases.

Remark 1.6. When a = Q in the case 〈2〉, when a = (1+N +Q)/P − (1+N)
in the case 〈3〉, and when a = −(1 + N) in the case 〈4〉, the two inequalities
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in (III) are the same and are q ≤ b. In such cases, q = b cannot hold as stated
above and proved in Theorem 6.3 below. So for these special values of a, we
have (III) q < b in the cases 〈2〉, 〈3〉, 〈4〉.
Remark 1.7. If a ≤ −(1 + N), then the first inequality in Theorem 1.2 (III)
implies the second. Indeed, the given conditions and the first inequality imply

1 + N + Q

P
− a ≥ N

P
+ 1 + N > 1 + N ≥ 1 + q

p
− b +

N

p
,

in which the last inequality is strict in the cases 〈5〉, 〈6〉, whence the second
inequality. Similarly, if a ≤ −1, then the first inequality in Theorem 1.3 (III)
implies the second. Indeed, the given conditions and the first inequality imply
(1 + Q)/P − a > 0 + 1 > (1 + q)/p − b, whence the second inequality.

The special case with N = 1, a > −2, b = 0, and q = Q = 0 of
both Theorems 1.2 and 1.3 appear in [3, Theorems 1, 2, 3, 4]; also the more
restricted case with a = −N , b = 0, and q = Q = 0 in [2, Theorem 2]. These
two references do not consider any kernels of ours for a ≤ −(1 + N). Those
parts of only Theorem 1.2 with a > −(1 + N), q > −1, and P < ∞ appear
in [18, Theorems 3 and 4], and its parts with a > −(1 + N) and p = P = ∞
in [11, Theorem 7.2].

Everything else in Theorems 1.2 and 1.3 is new, even for N = 1. Thus we
present a complete picture on B as far as the standard weights are concerned.

In [18], the kernels considered for q ≤ −(1+N) are simply the binomial
form of Kq(w, z) with powers negated, but these kernels are not natural in
the sense that they are not positive definite, and hence cannot be reproducing
kernels of Hilbert spaces; see [6, Lemma 5.1] or [9, Corollary 6.3]. Our kernels
are the reproducing kernels of the Hilbert Bergman–Besov spaces B2

q and
thus are positive definite. In particular, [18] does not consider a logarithmic
kernel. But see [18] also for further references to earlier results.

In [4, Theorem 1.2], the authors prove a result similar to the sufficiency
of Theorem 1.2 for Tab with parameters corresponding to a = 0, b ≥ 0, and
q = Q = 0 on the more general smoothly bounded, strongly pseudoconvex
domains. When they further restrict to N = 1, to D, and to 1 < p < ∞
keeping a = 0, b ≥ 0, and q = Q = 0, they also obtain the necessity result
of Theorem 1.2. They further discuss that the second inequality in Theo-
rem 1.2 (III) may not depend on N , but it turns out here that it does. We
do not attempt to survey the large literature on more general domains or on
more general weights. We do not also try to estimate the norms of the main
operators.

However, we do consider a variation of Theorems 1.2 and 1.3 that re-
moves the annoying condition Q > −1 when P < ∞. We achieve this by
mapping Tab into the Bergman–Besov spaces BP

Q (see Sect. 3 and in partic-
ular Definition 3.2) instead of the Lebesgue classes. In conjuction with the
claim Tabf ∈ H(B) of Corollary 4.11, this variation seems quite natural.

Theorem 1.8. Supppose a, b, q,Q ∈ R, 1 ≤ p ≤ ∞, and 1 ≤ P < ∞. Then
Tab : Lp

q → BP
Q is bounded if and only if the two inequalities in (III) hold in

the 7 cases with P < ∞, that is, excluding the cases 〈4〉, 〈5〉, 〈6〉.
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The very particular case of Theorem 1.8 in which a = −N , b = 0, q = 0,
Q = −N , and P = 2 is in [2, Theorem 1]. The following can be considered as
the P = ∞ version of Theorem 1.8, but it hardly says anything new in view
of Corollary 4.11.

Theorem 1.9. Supppose a, b, q ∈ R and 1 ≤ p ≤ ∞. Then Tab : Lp
q → H∞ is

bounded if and only if the two inequalities in (III) hold in the 3 cases with
P = ∞, that is, in the cases 〈4〉, 〈5〉, 〈6〉.

Unlike earlier work, methods of proof we employ are uniform through-
out the ten cases. The sufficiency proofs are either by Schur tests or by direct
Hölder or Minkowski type inequalities which also make use of growth rate
estimates of Forelli–Rudin type integrals. The necessity proofs are by an orig-
inal technique that heavily depends on the precise imbedding and inclusion
relations among holomorphic function spaces on B. This technique has the
potential to be used also with other kernels and spaces. By contrast, we do
not use any results on Carleson measures or coefficient multipliers employed
in earlier works. Our new technique is also the reason why we give all the
proofs in detail, including those particular cases that are proved elsewhere
by other means. It makes this paper more or less self-contained apart from
some standard results and the inclusion relations.

The proofs of Theorems 1.2 and 1.3 are rather long and are presented
late, necessity parts in Sect. 6 and sufficiency parts in Sect. 7. The proofs
of Theorems 1.8 and 1.9 occupy Sect. 8. Before the proofs, we list the ma-
jor standard results we use in Sect. 5. Earlier in Sect. 4, we place the main
operators in context and develop their elementary properties. It is also here
that we obtain the condition Q > −1. Section 3 covers the necessary back-
ground on Bergman–Besov spaces. In the next Sect. 2, we exhibit the regions
of boundedness of the main operators graphically.

2. Graphical Representation

The repeated terms in the inequalities in (III) of Theorems 1.2 and 1.3 suggest
that the 6 parameters in them can be combined in interesting ways and the
region of boundedness of Tab : Lp

q → LP
Q can be described geometrically with

fewer variables. In this direction, we let

x =
1 + q

p
− b and y =

1 + Q

P
− a.

In [3], such a region of boundedness is graphed in the 1/p-1/P -plane and it
is almost the same as our xy-plane in the absence of b, q,Q and with N = 1.
With 4 extra parameters and more freedom for a, something similar is still
possible.

There are natural bounds for x, y imposed by the bounds 1 ≤ p, P ≤ ∞.
Since also Q > −1, the region of boundedness of Tab lies in the rectangle R
determined by −a ≤ y ≤ 1 + Q − a and one of −b ≤ x ≤ 1 + q − b and
1 + q − b ≤ x ≤ −b depending on the sign of 1 + q. Otherwise R is free to
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x

y

1

y
=
x

R

U

R ∩ U

Figure 1. A typical region R ∩ U

move in the xy-plane. Note that R degenerates to a vertical line segment at
x = −b when q = −1.

In Theorem 1.3, the inequalities of (III) can now be written in the form
x < 1 and x < y. Each inequality determines a half plane whose intersection
we call U . For P < p, the operator Tab : Lp

q → LP
Q is bounded precisely when

(x, y) ∈ R ∩ U . The intersection R ∩ U can be triangular, quadrilateral, or
pentagonal, or as simple as a vertical line segment. Part of Remark 1.7 is
clearer now since once y > 1, if R is to the left of x = 1, then it is also above
y = x. A typical R ∩ U is illustrated in Fig. 1.

In Theorem 1.2, the inequalities of (III), say in the case 〈1〉, can now be
written in the form x < 1 and x + d ≤ y, where d = N

(
1
p − 1

P

)
≥ 0. Each

inequality again determines a half plane whose intersection we call V . For
p ≤ P , the operator Tab : Lp

q → LP
Q is bounded precisely when (x, y) ∈ R∩V .

The shape of R ∩ V is like that of R ∩ U , but now R ∩ V can also be a single
point when the upper left corner of R lies on the line y = x+d. This happens
only in the case 〈2〉 with 1 = p = P and hence d = 0, and the minimum
value of x equaling the maximum value of y in R. So with 1+ q < 0, we have
1 + q − b = 1 + Q − a, which is actually the equality in the second inequality
of (III). Then the first inequality in (III) must be strict and be q < b. Of
course Q > −1. So a single point in the xy-plane need not correspond to a
single set of values for the six parameters. This phenomenon does not occur
for P < p since both inequalities in (III) are then strict. The other part of
Remark 1.7 is clearer now since once y > 1 + N ≥ 1 + d, if R is to the left of
x = 1, then it is also above y = x+d. A typical R∩V is illustrated in Fig. 2.

The form of the variables x, y brings to mind whether or not our results
on weighted spaces can be obtained from those on unweighted spaces with
q = Q = 0. It turns out that they can and we explain how in Remark 8.1.
However, our proofs are not simplified significantly with q = Q = 0. The
classification in Remark 1.4 is according to p, P and there seems to be no
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x

y

1

R

V

R ∩ V

y
=
x
+
d

Figure 2. A typical region R ∩ V

simple way of reducing it to fewer cases, because the inequalities in (III) can
change between < and ≤ without any apparent reason with p, P and the
norms on the spaces are different when p or P is ∞. Proving everything in
full generality in one pass is a good idea.

3. Preliminaries on Spaces

We let 1 ≤ p, p′ ≤ ∞ be conjugate exponents, that is, 1/p + 1/p′ = 1, or
equivalently, p′ = p/(p − 1). In multi-index notation, γ = (γ1, . . . , γN ) ∈ N

N

is an N -tuple of nonnegative integers, |γ| = γ1 + · · · + γN , γ! = γ1! · · · γN !,
00 = 1, and zγ = zγ1

1 · · · zγN

N .
Let S be the unit sphere in C

N , which is the unit circle T when N = 1.
We let σ be the Lebesgue measure on S normalized so that σ(S) = 1. The
polar coordinates formula that relates σ and ν as given in [16, § 1.4.3] is

∫

B

f(z) dν(z) = 2N
∫ 1

0

r2N−1

∫

S

f(rζ) dσ(ζ) dr,

in which z = rζ, and we also use w = ρη with ζ, η ∈ S and r, ρ ≥ 0.
For α ∈ R, we also define the weighted classes

L∞
α := {ϕ measurable on B : (1 − |z|2)α ϕ(z) ∈ L∞ }

so that L∞
0 = L∞, which are normed by

‖ϕ‖L∞
α

:= ess sup
z∈B

(1 − |z|2)α |ϕ(z)|.

The norm on L∞ carries over to H∞ with sup.
We show an integral inner product on a space X of functions by [ · , · ]X .
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Let’s explain the notation used in Definition 1.1. The Pochhammer sym-
bol (u)v is defined by

(u)v :=
Γ(u + v)

Γ(u)

when u and u + v are off the pole set −N of the gamma function Γ. In
particular, (u)0 = 1 and (u)k = u(u + 1) · · · (u + k − 1) for a positive integer
k. The Stirling formula yields

Γ(t + u)
Γ(t + v)

∼ tu−v,
(u)t

(v)t
∼ tu−v,

(t)u

(t)v
∼ tu−v (Re t → ∞), (1)

where x ∼ y means both x = O(y) and y = O(x) for all x, y in question. If
only x = O(y), we write x � y. A constant C may attain a different value at
each occurrence. The Gauss hypergeometric function 2F1 ∈ H(D) is defined
by

2F1(u, v; t; z) =
∞∑

k=0

(u)k(v)k

(t)k(1)k
zk.

A large part of this work depends on the interactions between the
Lebesgue classes and the Bergman–Besov spaces. Given q ∈ R and 0 < p <
∞, let m be a nonnegative integer such that q + pm > −1. In more common
notation, the Bergman–Besov space Bp

q consists of all f ∈ H(B) for which

(1 − |z|2)m ∂mf

∂zγ1
1 · · · ∂zγN

N

∈ Lp
q

for every multi-index γ = (γ1, . . . , γN ) with γ1 + · · · + γN = m.
Likewise, given α ∈ R, let m be a nonnegative integer so that α+m > 0.

The Bloch–Lipschitz space B∞
α consists of all f ∈ H(B) for which

(1 − |z|2)m ∂mf

∂zγ1
1 · · · ∂zγN

N

∈ L∞
α

for every multi-index γ = (γ1, . . . , γN ) with γ1 + · · · + γN = m.
However, partial derivatives are more difficult to use in the context of

this paper and we follow an equivalent path. So we now introduce the radial
fractional derivatives that not only allow us to define the holomorphic variants
of the Lp

q spaces more easily, but also form some of the most useful operators
in this paper.

First let the coefficient of 〈w, z〉k in the series expansion of Kq(w, z) in
Definition 1.1 be ck(q). So

Kq(w, z) =
∞∑

k=0

ck(q)〈w, z〉k (q ∈ R), (2)

where evidently the series converges absolutely and uniformly when one of
the variables w, z lies in a compact subset of B. Note that c0(q) = 1, ck(q) > 0
for any k, and by (1),

ck(q) ∼ kN+q (k → ∞), (3)
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for every q. This explains the choice of the parameters of the hypergeometric
function in Kq.

Definition 3.1. Let f ∈ H(B) be given on B by its convergent homogeneous

expansion f =
∞∑

k=0

fk in which fk is a homogeneous polynomial in z1, . . . , zN

of degree k. For any s, t ∈ R, we define the radial fractional differential
operator Dt

s on H(B) by

Dt
sf :=

∞∑

k=0

dk(s, t)fk :=
∞∑

k=0

ck(s + t)
ck(s)

fk.

Note that d0(s, t) = 1 so that Dt
s(1) = 1, dk(s, t) > 0 for any k, and

dk(s, t) ∼ kt (k → ∞),

for any s, t by (3). So Dt
s is a continuous operator on H(B) and is of order t.

In particular, Dt
sz

γ = d|γ|(s, t)zγ for any multi-index γ. More importantly,

D0
s = I, Du

s+tD
t
s = Dt+u

s , and (Dt
s)

−1 = D−t
s+t (4)

for any s, t, u, where the inverse is two-sided. Thus any Dt
s maps H(B) onto

itself.
Consider now the linear transformation It

s defined for f ∈ H(B) by

It
sf(z) := (1 − |z|2)t Dt

sf(z). (5)

Definition 3.2. For q ∈ R and 0 < p < ∞, we define the Bergman–Besov
space Bp

q to consist of all f ∈ H(B) for which It
sf belongs to Lp

q for some s, t
satisfying

q + pt > −1. (6)

It is well-known that under (6), Definition 3.2 is independent of s, t and
the norms ‖f‖Bp

q
:= ‖It

sf‖Lp
q

are all equivalent. Explicitly,

‖f‖p
Bp

q
=

∫

B

|Dt
sf(z)|p(1 − |z|2)q+pt dν(z) (q + pt > −1). (7)

When q > −1, we can take t = 0 in (6) and obtain the weighted Bergman
spaces Ap

q = Bp
q . We also wite Ap = Ap

0. For 0 < p < 1, what we call norms
are actually quasinorms.

Definition 3.3. For α ∈ R, we define the Bloch–Lipschitz space B∞
α to consist

of all f ∈ H(B) for which It
sf belongs to L∞

α for some s, t satisfying

α + t > 0. (8)

It is well-known that under (8), Definition 3.3 is independent of s, t and
the norms ‖f‖B∞

α
:= ‖It

sf‖L∞
α

are all equivalent. Explicitly,

‖f‖B∞
α

= sup
z∈B

|Dt
sf(z)|(1 − |z|2)α+t (α + t > 0).

If α > 0, we can take t = 0 in (8) and obtain the weighted Bloch spaces.
When α < 0, then the corresponding spaces are the holomorphic Lipschitz
spaces Λ−α = B∞

α . The usual Bloch space B∞
0 = B∞ corresponds to α = 0.
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Admittedly this notation is a bit unusual, but there is no mention of little
Bloch spaces in this paper.

It is also well-known that a Bergman–Besov space defined using par-
tial derivatives or radial fractional differential operators contain the same
functions. The same is true also for a Bloch–Lipschitz space.

Remark 3.4. Definitions 3.2 and 3.3 imply that It
s imbeds Bp

q isometrically
into Lp

q if and only if (6) holds, and It
s imbeds B∞

α isometrically into L∞
α if

and only if (8) holds.

Much more information about the spaces Bp
q and B∞

α and their inter-
connections can be found in [12].

4. Properties of Kernels and Operators

It is well-known that every B2
q space is a reproducing kernel Hilbert space and

its reproducing kernel is Kq. Thus Kq(w, z) is positive definite for w, z ∈ B.
Further, Kq(w, z) is holomorphic in w ∈ B and satisfy Kq(z, w) = Kq(w, z).
In particular, for q > −1, the B2

q are weighted Bergman spaces A2
q, B2

−1 is
the Hardy space H2, B2

−N is the Drury-Arveson space, and B2
−(1+N) is the

Dirichlet space. Moreover, the norm on B2
q obtained from its reproducing

kernel Kq is equivalent to its integral norms given in (7).
For ease of writing, put ω = 〈w, z〉 ∈ D and let kq(ω) = Kq(w, z), which

is holomorphic in ω ∈ D.

Lemma 4.1. For q < −(1+N), each |Kq(w, z)| is bounded above as w, z vary
in B. More importantly, each |Kq(w, z)| with q ∈ R is bounded below by a
positive constant as w, z vary in B. Therefore no Kq has a zero in B × B.

Proof. When q < −(1 + N), the growth rate (3) of the coefficient ck of ωk

shows that the power series of kq(ω) converges uniformly for ω ∈ D. This
shows boundedness. Next we consult [15, Equation 15.13.1] and see that kq

is not 0 on a set containing D\{1}. The reason for this is that the first
parameter 1 of the hypergeometric function defining kq is positive. But also
kq(1) 
= 0 clearly. Thus |kq| is bounded below on D.

If q = −(1 + N), then k−(1+N)(ω) = ω−1 log(1 − ω)−1. On D\{1},
k−(1+N) is not zero and |kq(ω)| blows up as ω → 1 within D. So |kq| is
bounded below on D.

The claim about |Kq| for q > −(1 + N) is obvious and the lower bound
can be taken as 2−(1+N+q). �

One of the best things about the radial differential operators Dt
s is that

they allow us to pass easily from one kernel to another and from one space
to another in the same family. First, it is immediate that

Dt
qKq(w, z) = Kq+t(w, z) (q, t ∈ R), (9)

where differentiation is performed on the holomorphic variable w. But the
more versatile result is the following, which is a combination of [11, Proposi-
tion 3.2 and Corollary 8.5].
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Theorem 4.2. Let q, α, s, t ∈ R and 0 < p < ∞ be arbitrary. Then the maps
Dt

s : Bp
q → Bp

q+pt and Dt
s : B∞

α → B∞
α+t are isomorphisms, and isometries

when the parameters of the norms of the spaces are chosen appropriately.

Definition 4.3. For b ∈ R, the Bergman–Besov projections are the operators
Tbb acting on a suitable Lebesgue class with range in a holomorphic function
space, both on B.

The following general result describes the boundedness of Bergman–
Besov projections on all two-parameter Bergman–Besov spaces and the usual
Bloch space, and is [10, Theorem 1.2]. It is also an indicator of the importance
of the operators It

s which we use repeatedly in this paper.

Theorem 4.4. For q ∈ R and 1 ≤ p < ∞, the Tbb : Lp
q → Bp

q is bounded if
and only if

1 + q

p
< 1 + b. (10)

And Tbb : L∞ → B∞ is bounded if and only if

0 < 1 + b. (11)

Moreover, given b satisfying (10), if t satisfies (6), then TbbI
t
b = Cf for

f ∈ Bp
q . And given b satisfying (11), if t satisfies (8) with α = 0, then

TbbI
t
bf = Cf for f ∈ B∞. Here C is a constant that depends on N, b, t, but

not on f .

The next lemma is adapted from [5, Lemma 3.2]. To see what it means,
first check that Kq(0, z) = 1 for all z ∈ B.

Lemma 4.5. For each q ∈ R, there is a ρ0 < 1 such that for |w| ≤ ρ0 and all
z ∈ B, we have Re Kq(w, z) ≥ 1/2.

Proof. By (3), |Kq(w, z)| ≤ 1+C
∞∑

k=1

kN+q|〈w, z〉|k for some constant C and

C

∞∑

k=1

kN+q|〈w, z〉|k ≤ C

∞∑

k=1

kN+q|w|k|z|k ≤ C|w|
∞∑

k=1

kN+q|w|k−1

for all z, w ∈ B. The last series converges, say, for |w| = 1/2; call its sum W
and set ρ0 = min{1/2, 1/2CW}. If |w| ≤ ρ0, then

∣∣∣∣C
∞∑

k=1

kN+q〈w, z〉k

∣∣∣∣ ≤ CW |w| ≤ 1
2

(z ∈ B).

That is, |Kq(w, z) − 1| ≤ 1/2 for |w| ≤ ρ0 and all z ∈ B. This implies the
desired result. �

We turn to the operators Tab and formulate their behavior in many
important situations. But first we insert some obvious inequalities we use
many times in the proofs. If c < d, u > 0, and v ∈ R, then for 0 ≤ r < 1,

(1 − r2)d ≤ (1 − r2)c and (1 − r2)u

(
1
r2

log
1

1 − r2

)−v

� 1. (12)

The second leads to an estimate we need several times.
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Lemma 4.6. For u, v ∈ R,
∫ 1

0

(1 − r2)u

(
1
r2

log
1

1 − r2

)−v

dr < ∞

if u > −1 or if u = −1 and v > 1, and the integral diverges otherwise.

Proof. The only singularity of the integrand is at r = 1. For u 
= −1, polyno-
mial growth dominates a logarithmic one. For u = −1, we reduce the integral
into one studied in calculus after changes of variables. �

We call

fuv(z) = (1 − |z|2)u

(
1

|z|2 log
1

1 − |z|2
)−v

test functions, because we derive half the necessary conditions of Theo-
rems 1.2 and 1.3 from the action of Tab on them. Here u, v ∈ R and f00 = 1.
When we apply Lemma 4.6 to the fuv, we obtain the next result.

Lemma 4.7. For 1 ≤ p < ∞, we have fuv ∈ Lp
q if and only if q + pu > −1,

or q + pu = −1 and pv > 1. For p = ∞, we have fuv ∈ L∞ if and only if
u > 0, or u = 0 and v ≥ 0.

Lemma 4.8. If b+u > −1 or if b+u = −1 and v > 1, then Tabfuv is a finite
positive constant. Otherwise, |Tabfuv(w)| = ∞ for |w| ≤ ρ0, where ρ0 is as
in Lemma 4.5.

Proof. If b + u > −1, or b + u = −1 and v > 1, then by polar coordinates
and the mean value property,

Tabfuv(w) =
∫

B

Ka(w, z)(1 − |z|2)b+u

(
1

|z|2 log
1

1 − |z|2
)−v

dν(z)

= C

∫ 1

0

r2N−1(1−r2)b+u

(
1
r2

log
1

1−r2

)−v ∫

S

Ka(rζ, w) dσ(ζ) dr

= C

∫ 1

0

r2N−1(1 − r2)b+u

(
1
r2

log
1

1 − r2

)−v

Ka(0, w) dr

= C

∫ 1

0

r2N−1(1 − r2)b+u

(
1
r2

log
1

1 − r2

)−v

dr.

The last integral is finite by Lemma 4.6, and then evidently Tabfuv is a
constant.

For other values of the parameters,

|Tabfuv(w)| ≥ Re Tabfuv(w) ≥ 1
2

∫

B

(1 − |z|2)b+u

(
1

|z|2 log
1

1 − |z|2
)−v

dν(z)

= ∞
for |w| ≤ ρ0 by Lemma 4.5 and Lemma 4.6. �

The adjoint of Tab is readily computed.
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Proposition 4.9. The formal adjoint T ∗
ab : LP ′

Q → Lp′
q of Tab : Lp

q → LP
Q

for 1 ≤ p, P < ∞ is T ∗
ab = Mb−qTaQ, where Mb−q denotes the operator of

multiplication by (1 − |z|2)b−q.

Proof. Let f ∈ Lp
q and g ∈ LP ′

Q . Then

[Tabf, g ]L2
Q

=
∫

B

∫

B

Ka(w, z)f(z)(1 − |z|2)b dν(z)g(w)(1 − |w|2)Q dν(w)

=
∫

B

f(z)(1 − |z|2)b−q

∫

B

Ka(z, w)g(w)(1 − |w|2)Q dν(w)

· (1 − |z|2)q dν(z)

=
∫

B

f T ∗
ab(g) dνq = [ f, T ∗

abg ]L2
q
.

Thus

T ∗
abg(z) = (1 − |z|2)b−q

∫

B

Ka(z, w)g(w)(1 − |w|2)Q dν(w).

�

The following simple but very helpful result is well known, but we in-
clude its proof for completeness.

Lemma 4.10. If 0 < P < ∞, Q ≤ −1, g ∈ H(B), and g 
≡ 0, then

J :=
∫

B

|g(w)|P (1 − |w|2)Q dν(w) = ∞.

Proof. We have

J ≥ 2N

∫ 1

1/2

ρ2N−1(1 − ρ2)Q

∫

S

|g(ρη)|P dσ(η) dρ

�
∫ 1

1/2

1
22N−1

(1 − ρ2)Q

∫

S

∣
∣∣g

(η

2

)∣
∣∣
P

dσ(η) dρ �
∫ 1

1/2

(1 − ρ2)Q dρ = ∞

by polar coordinates and the subharmonicity of |g|P . �

Corollary 4.11. If Tab : Lp
q → LP

Q is bounded and f ∈ Lp
q , then g = Tabf

lies in H(B). If also P < ∞, then Q > −1. Thus Tab : Lp
q → AP

Q when
it is bounded with P < ∞. Consequently, if P < ∞ and Q ≤ −1, then
Tab : Lp

q → LP
Q is not bounded, and hence Sab : Lp

q → LP
Q is not bounded. On

the other hand, if Tab : Lp
q → L∞ is bounded and f ∈ Lp

q , then Tabf ∈ H∞

naturally.

Proof. That g is holomorphic follows, for example, by differentiation under
the integral sign, from the fact that Kq(w, z) is holomorphic in w. That
Q > −1 follows from Lemma 4.10. �

Let’s stress again that Corollary 4.11 does not place any restriction on
Q when P = ∞, simply because the space LP

Q and the inequalities in (III)
are independent of Q when P = ∞.
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Lemma 4.12. If Scb : Lp
q → LP

Q is bounded and a < c, then Sab : Lp
q → LP

Q is
also bounded.

Proof. This is because |Ka| � |Kc|, which we now prove. If a > −(1+N), as
done in [18, p. 525], we write

1
|1 − 〈w, z〉|1+N+a

=
|1 − 〈w, z〉|c−a

|1 − 〈w, z〉|1+N+c
≤ 2c−a

|1 − 〈w, z〉|1+N+c
.

Let now a = −(1+N). On that part of D away from 1, |k−(1+N)| is bounded
above and |kc| is bounded below by Lemma 4.1. On that part of D near 1,
|k−(1+N)| is still dominated by |kc|, because

lim
D�ω→1

ω−1 log(1 − ω)−1

(1 − ω)−(1+N+c)
= 0.

If a < −(1 + N), then |Kc| dominates |Ka| by Lemma 4.1. Thus in all cases
|Ka(w, z)| � |Kc(w, z)| for all w, z ∈ B if a < c. �

5. Main Tools

Let (X,A, λ) and (Y,B, μ) be two measure spaces, G(x, y) a nonnegative
function on X × Y measurable with respect to A × B, and let Z be given by

Zf(y) =
∫

X

G(x, y)f(x) dλ(x).

The following two Schur tests are of crucial importance. The first is [13,
Theorem 2.1], and is rediscovered in [18, Theorem 2].

Theorem 5.1. Let 1 < p ≤ P < ∞, and suppose that there are c, d ∈ R with
c + d = 1 and strictly positive functions φ on X and ψ on Y such that

∫

X

G(x, y)cp′
φ(x)p′

dλ(x) � ψ(y)p′
a.e. [μ],

∫

Y

G(x, y)dP ψ(y)P dμ(y) � φ(x)P a.e. [λ].

Then Z : Lp(λ) → LP (μ) is bounded.

The second is [8, Theorem 1.I].

Theorem 5.2. Let 1 < P < p < ∞, and suppose that there are strictly positive
functions φ on X and ψ on Y such that

∫

X

G(x, y)φ(x)p′
dλ(x) � ψ(y)P ′

a.e. [μ],
∫

Y

G(x, y)ψ(y)P dμ(y) � φ(x)p a.e. [λ],
∫∫

X×Y

G(x, y)φ(x)p′
ψ(y)P d(λ × μ)(x, y) � 1.

Then Z : Lp(λ) → LP (μ) is bounded.
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We need in one place the less known Minkowski integral inequality that
in effect exchanges the order of integration; for a proof, see [14, Theorem
3.3.5] for example.

Lemma 5.3. If 1 ≤ p ≤ ∞ and f(x, y) is measurable with respect to A × B,
then
(∫

Y

(∫

X

|f(x, y)| dλ(x)
)p

dμ(y)
)1/p

≤
∫

X

(∫

Y

|f(x, y)|p dμ(y)
)1/p

dλ(x),

with an appropriate interpretation with the L∞ norm when p = ∞.

We cannot do without the Forelli–Rudin estimates of [16, Proposition
1.4.10].

Proposition 5.4. For d > −1 and c ∈ R, we have

∫

B

(1 − |w|2)d

|1 − 〈z, w〉|1+N+c
dν(w) ∼

⎧
⎪⎨

⎪⎩

1, c < d,

|z|−2 log(1 − |z|2)−1, c = d,

(1 − |z|2)−(c−d), c > d.

The following result from [10, Lemma 5.1] is extremely useful.

Lemma 5.5. If b > −1, a ∈ R, and f ∈ H(B) ∩ L1
b , then

Tabf(w) =
∫

B

Ka(w, z)f(z)(1 − |z|2)b dν(z) =
N !

(1 + b)N
Da−b

b f(w).

The important result that we prove now is indispensable in our necessity
proofs.

Lemma 5.6. If b + t > −1, then TabI
t
bh = CDa−b

b h for h ∈ B1
b , where It

b

is as given in (5). As consequences, Db−a
a TabI

t
bh = Ch for h ∈ B1

b and
TabI

t
bD

b−a
a = Ch for h ∈ B1

a.

Proof. If h ∈ B1
b and b + t > −1, then Dt

bh ∈ B1
b+t ⊂ L1

b+t by Theorem 4.2.
Then by Lemma 5.5 and (4),

TabI
t
bh(w) =

∫

B

Ka(w, z)Dt
bh(z)(1 − |z|2)b+t dν(z)

= Ta,b+tD
t
bh(w) = CDa−b−t

b+t Dt
bh(w) = CDa−b

b h(w).

The identities on triple compositions are consequences of the identities in (4).
�

Here’s another similar result adapted from [5, Lemma 2.3].

Lemma 5.7. If f ∈ L1
b , then Dt

aTabf = Ta+t,bf .

Proof. By (2), if f ∈ L1
b , then

Tabf(w) =
∫

B

Ka(w, z)f(z) dνb(z) =
∫

B

∞∑

k=0

ck(a) 〈w, z〉kf(z) dνb(z)

=
∞∑

k=0

ck(a)
∫

B

〈w, z〉kf(z) dνb(z) =:
∞∑

k=0

ck(a)pk(w),
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where pk is a holomorphic homogeneous polynomial of degree k. Then by
Definition 3.1 and (2) again,

Dt
aTabf(w) =

∞∑

k=0

dk(a, t)ck(a)pk(w) =
∞∑

k=0

ck(a + t)pk(w)

=
∞∑

k=0

ck(a + t)
∫

B

〈w, z〉kf(z) dνb(z)

=
∫

B

∞∑

k=0

ck(a + t)〈w, z〉kf(z) dνb(z)

=
∫

B

Ka+t(w, z)f(z) dνb(z) = Ta+t,bf(w).

Above, we have used differentiation under the integral sign and (9). �

The next four theorems on inclusions have been developed by various
authors culminating in [12], where references to earlier work can be found. We
require them in the necessity proofs. All inclusions in them are continuous,
strict, and the best possible. As for notation, if Xv is a family of spaces
indexed by v ∈ R, the symbol X<v denotes any one of the spaces Xu with
u < v. Let’s also single out the trivial inclusions which are special cases:

Bp
q ⊂ Bp

Q (q ≤ Q) and B∞
α ⊂ B∞

β (α ≤ β). (13)

Theorem 5.8. Let Bp
q be given.

(i) If p ≤ P , then Bp
q ⊂ BP

Q if and only if 1+N+q
p ≤ 1+N+Q

P .
(ii) If P < p, then Bp

q ⊂ BP
Q if and only if 1+q

p < 1+Q
P .

Theorem 5.9. (i) H∞ ⊂ Bp
q if and only if q > −1, or q = −1 and p ≥ 2.

(ii) Bp
q ⊂ H∞ if and only if q < −(1+N), or q = −(1+N) and 0 < p ≤ 1.

Theorem 5.10. Given Bp
q , we have B∞

< 1+q
p

⊂ Bp
q ⊂ B∞

1+N+q
p

.

Theorem 5.11. B∞
<0 ⊂ H∞ ⊂ B∞.

6. Necessity Proofs

Now we obtain the two inequalities in (III) of Theorems 1.2 and 1.3 from the
boundedness of Tab. In this section, we do not need to assume Q > −1 since
the boundedness of Tab implies Q > −1 when P < ∞ by Corollary 4.11. We
first derive the first inequality in (III) of each of the 10 cases as a separate
theorem. We call it the first necessary condition. The reason underlying it is
understandably Theorem 4.4.

Theorem 6.1. Let a, b, q,Q ∈ R and 1 ≤ p, P ≤ ∞. If Tab : Lp
q → LP

Q is
bounded, then 1+q

p ≤ 1 + b in the cases 〈2〉, 〈3〉, 〈4〉, and 1+q
p < 1 + b in the

remaining cases.
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Proof. The ten cases can be handled in three groups depending on the value
of p. The first group consists of the cases 〈1〉, 〈5〉, 〈7〉, 〈8〉 in which 1 < p < ∞.
Consider fuv with u = −(1+ q)/p and v = 1 so that fuv ∈ Lp

q by Lemma 4.7.
Then Tabfuv ∈ LP

Q and Lemma 4.8 implies b + u > −1. With the value of u

chosen, this yields (1 + q)/p < 1 + b.
The second group consists of the cases 〈2〉, 〈3〉, 〈4〉; here p = 1. Consider

fu0 with u > −(1 + q) so that fu0 ∈ L1
q by Lemma 4.7. Then Tabfu0 ∈ LP

Q

and Lemma 4.8 implies b + u > −1. Writing u = −1 − q + ε with ε > 0, we
obtain q < b + ε. This is nothing but q ≤ b.

The third group consists of the cases 〈6〉, 〈9〉, 〈10〉. Now p = ∞ and
f00 = 1 is in L∞. Then Tabf00 ∈ LP

Q and hence 0 < 1+ b by Lemma 4.8. �

We next derive the second inequality in (III) of each of the 10 cases also
as a separate theorem. We call it the second necessary condition. We do this
by a new original method that relies on knowing which Bergman–Besov and
Bloch–Lipschitz spaces lie in which others and in H∞. A crucial component
of this method is Lemma 5.6.

Theorem 6.2. Let a, b, q,Q ∈ R and 1 ≤ p, P ≤ ∞. Suppose Tab : Lp
q → LP

Q

is bounded. Then a ≤ b+ 1+N+Q
P − 1+N+q

p in the cases 〈1〉, 〈2〉, 〈3〉, 〈4〉, also
a < b + 1+N+Q

P − 1+N+q
p in the cases 〈5〉, 〈6〉, and a < b + 1+Q

P − 1+q
p in the

cases 〈7〉, 〈8〉, 〈9〉, 〈10〉.
Proof. The boundedness of Tab via Corollary 4.11 implies Q > −1 when
P < ∞.

This time we form four groups of the ten cases. The first group again
consists of the cases 〈1〉, 〈7〉, 〈8〉, and 〈2〉, 〈3〉. Let h ∈ Bp

q . In order to be able
to use Lemma 5.6, we need to make sure h ∈ B1

b . In the cases 〈1〉, 〈7〉, 〈8〉,
the first necessary condition gives (1 + q)/p < 1 + b, and then Theorem 5.8
(ii) shows h ∈ B1

b . In the cases 〈2〉, 〈3〉 where p = 1, Theorem 6.1 gives
q ≤ b, and then (13) shows h ∈ B1

b again. Let t satisfy (6). Together with the
first necessary condition, this gives b + t > −1. Now consider the sequence of
bounded maps

Bp
q

It
b−−−−→ Lp

q
Tab−−−−→ LP

Q ∩ H(B) = AP
Q

Db−a
a−−−−→ BP

Q+P (b−a),

where Theorem 4.2 is invoked and Q > −1 is used in writing AP
Q. Lemma 5.6

yields that Bp
q is imbedded in BP

Q+P (b−a) by the inclusion map. By Theo-
rem 5.8, this implies a < b + (1 + Q)/P − (1 + q)/p in the cases 〈7〉, 〈8〉, and
it implies a ≤ b + (1 + N + Q)/P − (1 + N + q)/p in the cases 〈1〉, 〈2〉, 〈3〉.

The second group consists of the cases 〈4〉, 〈5〉. Let H ∈ Bp
q+p(a−b); then

Db−a
a H = h ∈ Bp

q by Theorem 4.2. Exactly as in the proof of the first group
of cases, h ∈ B1

b . Let t satisfy (6). Together with the first necessary condition,
this gives b + t > −1. Now consider the sequence of bounded maps

Bp
q+p(a−b)

Db−a
a−−−−→ Bp

q

It
b−−−−→ Lp

q
Tab−−−−→ L∞ ∩ H(B) = H∞.



30 Page 18 of 30 H. T. Kaptanoğlu, A. E. Üreyen IEOT

Lemma 5.6 yields that Bp
q+p(a−b) is imbedded in H∞ by the inclusion map.

By Theorem 5.9 (ii), this implies a < b − (1 + N + q)/p in the case 〈5〉, and
it implies a ≤ b − (1 + N + q) in the case 〈4〉.

The third group consists of the cases 〈9〉, 〈10〉. Let h ∈ B∞. Theorem 6.1
gives 0 < 1 + b, and then Theorem 5.10 yields h ∈ B1

b . Let t > 0, that is,
satisfy (8) with α = 0. Together with the first necessary condition, this gives
b + t > −1. Now consider the sequence of bounded maps

B∞ It
b−−−−→ L∞ Tab−−−−→ LP

Q ∩ H(B) = AP
Q

Db−a
a−−−−→ BP

Q+P (b−a),

where Theorem 4.2 is invoked and Q > −1 is used in writing AP
Q. Lemma 5.6

yields that B∞ is imbedded in Bp
Q+P (b−a) by the inclusion map. By Theorem

5.10, this implies a < b + (1 + Q)/P .
The fourth group consists of the case 〈6〉 only. Let H ∈ B∞

a−b; then
Db−a

a H = h ∈ B∞ by Theorem 4.2. Exactly as in the proof of the third
group of cases, h ∈ B1

b . Let t > 0, that is, satisfy (8) with α = 0. Together
with the first necessary condition, this gives b + t > −1. Now consider the
sequence of bounded maps

B∞
a−b

Db−a
a−−−−→ B∞ It

b−−−−→ L∞ Tab−−−−→ L∞ ∩ H(B) = H∞.

Lemma 5.6 yields that B∞
a−b is imbedded in H∞ by the inclusion map. By

Theorem 5.11, this implies a < b. �

Thirdly, we prove that in the cases 〈2〉, 〈3〉, 〈4〉, if one of the inequalities
in (III) is an equality, then the other must be a strict inequality.

Theorem 6.3. Let a, b, q,Q ∈ R and 1 ≤ p, P ≤ ∞. If Tab : Lp
q → LP

Q

is bounded, then equality cannot hold simultaneously in the inequalities of
Theorems 6.1 and 6.2 in the cases 〈2〉, 〈3〉, 〈4〉.
Proof. The boundedness of Tab via Corollary 4.11 implies Q > −1 when
P < ∞.

If q = b and a = b + Q − q simultaneously in the case 〈2〉, then also
a = Q > −1 and T ∗

ab = TQQ : L∞ → L∞ is bounded. Let

gz(w) =
(1 − 〈z, w〉)1+N+Q

|1 − 〈z, w〉|1+N+Q
,

which is a uniformly bounded family for z ∈ B. The same is true also of
{TQQgz}. But

TQQgz(z) =
∫

B

(1 − |w|2)Q

|1 − 〈z, w〉|1+N+Q
dν(w) ∼ 1

|z|2 log
1

1 − |z|2
by Proposition 5.4, contradicting uniform boundedness.
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If q = b and a = b + (1 + N + Q)/P − (1 + N + q) simultaneously in the
case 〈3〉, then also a = (1+N +Q)/P −(1+N) and T ∗

ab = TaQ : LP ′
Q → L∞ is

bounded with P ′ > 1. There is an unbounded g ∈ BP ′
−(1+N) by Theorem 5.9.

Then h = D
(1+N+Q)/P ′

Q−(1+N+Q)/P ′g ∈ BP ′
Q ⊂ LP ′

Q ⊂ L1
Q. By Lemma 5.5 and (4), we

obtain

T ∗
abh = TaQh = CDa−Q

Q h = CDa−Q
Q D

(1+N+Q)/P ′

Q−(1+N+Q)/P ′g = Cg

since (a−Q)+(1+N +Q)/P ′ = 0 by the conditions on the parameters. But
g /∈ L∞, and this contradicts that T ∗

ab : LP ′
Q → L∞.

If q = b and a = b − (1 + N + q) simultaneously in the case 〈4〉, then
also a = −(1 + N). For j = 1, 2, . . ., let zj = (1 − 1/j, 0, . . . , 0) and Ej the
ball of radius 1/2j centered at zj , and define

fj(z) =
χ

Ej
(z)

ν(Ej)(1 − |z|2)q
.

Clearly fj ∈ L1
q and ‖fj‖L1

q
= 1 for every j. Then {Tabfj} = {T−(1+N),qfj}

is a uniformly bounded family. By the mean value property,

T−(1+N),qfj(w) =
1

ν(Ej)

∫

Ej

K−(1+N)(z, w) dν(z) = K−(1+N)(w, zj).

But

T−(1+N),qfj(zj) = K−(1+N)(zj , zj) =
1

|zj |2 log
1

1 − |zj |2
contradicting uniform boundedness. �

7. Sufficiency Proofs

Conversely, we now present the proofs that the two inequalities in (III) of
Theorems 1.2 and 1.3 imply the boundedness of Sab. By Lemma 4.12, it
suffices to prove this only for large values of a. In all the cases except 〈4〉,
there are values of a > −(1+N) satisfying the inequalities in (III). So in this
section we make the standing hypothesis

a > −(1 + N) and Ka is binomial except in case 〈4〉. (14)

In the case 〈4〉, the remaining values of a are handled separately and swiftly.

Proof of Sufficiency. Each of the ten cases has a sufficiently different proof
from those of the other cases and we treat each case separately. The cases 〈7〉
and 〈1〉 are the generic cases of Theorems 1.3 and Theorem 1.2, respectively,
and have the most involved proofs, so we leave them to the end. Throughout,
our hypothesis is that the two inequalities in (III) hold. �
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Case 〈2〉. Let f ∈ L1
q. We write the L1

Q norm of Sabf explicitly, then exchange
the order of integration by the Fubini theorem, and obtain

‖Sabf‖L1
Q

≤
∫

B

∫

B

|Ka(w, z)| |f(z)|(1 − |z|2)b dν(z) (1 − |w|2)Q dν(w)

=
∫

B

|f(z)|(1 − |z|2)b

∫

B

(1 − |w|2)Q

|1 − 〈z, w〉|1+N+a
dν(w) dν(z)

=
∫

B

|f(z)|(1 − |z|2)b−q

∫

B

(1 − |w|2)Q

|1 − 〈z, w〉|1+N+a
dν(w) dνq(z)

Let J(z) be that part of the integrand of the outer integral multiplying |f(z)|.
We show that J is bounded on B using Proposition 5.4. Check that Q > −1
as required.

Consider (1 + N + a) − (1 + N) − Q = a − Q. If a − Q < 0, then the
integral in J(z) is bounded and J(z) is also bounded since b − q ≥ 0 by the
first inequality in (III). If a − Q = 0, then the integral in J(z) is logarithmic.
But now b > q by (III) and Remark 1.6, and J(z) is bounded this time by
(12). If a − Q > 0, then J(z) ∼ (1 − |z|2)b−q−a+Q. But b − q − a + Q ≥ 0
by the second inequality in (III); hence J(z) is bounded once again. Thus
‖Sabf‖L1

Q
� ‖f‖L1

q
and Sab : L1

q → L1
Q is bounded.

Case 〈3〉. Let f ∈ B1
q . We write the LP

Q norm of Sabf explicitly, then use
Lemma 5.3 with the measures νq and νQ, and obtain

‖Sabf‖LP
Q

=
(∫

B

∣∣∣
∣

∫

B

Ka(w, z)f(z)(1 − |z|2)b−q dνq(z)
∣∣∣
∣

P

dνQ(w)
)1/P

≤
∫

B

(∫

B

|Ka(w, z)|P |f(z)|P (1 − |z|2)(b−q)P dνQ(w)
)1/P

dνq(z)

=
∫

B

|f(z)|(1−|z|2)b−q

(∫

B

(1 − |w|2)Q

|1−〈z, w〉|(1+N+a)P
dν(w)

)1/P

dνq(z).

For z ∈ B, let J(z) be that part of the integrand of the outer integral multi-
plying |f(z)|. We show that J is bounded on B using Proposition 5.4. Check
that Q > −1 as required.

Let u = (1 + N + a)P − (1 + N) − Q. If u < 0, then the integral in J(z)
is bounded and J(z) is also bounded since b− q ≥ 0 by the first inequality in
(III). If u = 0, then the integral in J(z) is logarithmic and J(z) is bounded
by (12) since (III) reads q < b by Remark 1.6 with this value of u. If u > 0,
then J(z) ∼ (1 − |z|2)b−q−u/P . Note that

b − q − u

P
= b − q − (1 + N + a) +

1 + N + Q

P
≥ 0
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by the second inequality in (III). So J(z) is bounded one more time. Thus
‖Sabf‖LP

Q
� ‖f‖L1

q
and Sab : L1

q → LP
Q is bounded.

Case 〈4〉. Let f ∈ L1
q. If q = b, then (III) says that a < −(1 + N) and Ka is

bounded by Lemma 4.1.

|Sabf(w)| ≤
∫

B

|Ka(w, z)| |f(z)|(1 − |z|2)b dν(z) � ‖f‖L1
q

(w ∈ B).

Then ‖Sabf‖L∞ � ‖f‖L1
q
.

Otherwise q < b and there are values of a > −(1 + N) satisfying the
inequalities in (III). So in the rest of this case we can assume a > −(1 + N)
and Ka is binomial by Lemma 4.12. Then writing Sabf(w) explicitly and
simple manipulations give

|Sabf(w)| ≤
∫

B

|Ka(w, z)| |f(z)|(1 − |z|2)b dν(z)

=
∫

B

|f(z)| (1 − |z|2)b−q

|1 − 〈w, z〉|1+N+a
dνq(z) =:

∫

B

|f(z)|J(z, w) dνq(z).

Since |〈w, z〉| ≤ |w| |z| ≤ |z| for w∈B, we have J(z, w) � (1−|z|2)b−q−(1+N+a)

for all such w. Note that the power here is nonnegative by the second inequal-
ity in (III) yielding that J(z, w) is bounded for all z, w ∈ B. Then we obtain

|Sabf(w)| �
∫

B

|f(z)| dνq(z) = ‖f‖L1
q

(w ∈ B)

and ‖Sabf‖L∞ � ‖f‖L1
q
. Thus Sab : L1

q → L∞ is bounded.

Case 〈5〉. Let f ∈ Lp
q . We write Sabf(w) explicitly, apply the Hölder inequal-

ity with the measure νq, and obtain

|Sabf(w)| ≤
∫

B

|Ka(w, z)| |f(z)|(1−|z|2)b dν(z)

=
∫

B

|f(z)| (1 − |z|2)b−q

|1 − 〈w, z〉|1+N+a
dνq(z)

≤ ‖f‖Lp
q

(∫

B

(1 − |z|2)(b−q)p′+q

|1 − 〈w, z〉|(1+N+a)p′ dν(z)
)1/p′

=: J(w)1/p′‖f‖Lp
q
.

We show that J is bounded on B by Proposition 5.4. Now

(b − q)p′ + q + 1 = p′
(
b − q +

(q + 1)(p − 1)
p

)
= p′

(
1 + b − 1 + q

p

)
> 0

by the first inequality in (III), so the power on 1 − |z|2 in J(w) is > −1 as
required.

Note that

(1+N+a)p′ − (1+N) − (b−q)p′ − q = p′
(
1 + N + a − b + q − 1+N+q

p′
)

= p′
(
a − b +

1 + N + q

p

)
< 0
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by the second inequality in (III). This shows that J(w) is bounded for all
w ∈ B. Then |Sabf(w)| � ‖f‖Lp

q
for all w ∈ B and ‖Sabf‖L∞ � ‖f‖Lp

q
. Thus

Sab : Lp
q → L∞ is bounded.

Case 〈6〉. Let f ∈ L∞. We write Sabf(w) explicitly, take the L∞ norm of f
out of the integral, and obtain

|Sabf(w)| ≤
∫

B

|Ka(w, z)| |f(z)|(1−|z|2)b dν(z)

≤ ‖f‖L∞

∫

B

(1 − |z|2)b

|1 − 〈w, z〉|1+N+a
dν(z) =: J(w)‖f‖L∞ .

We show that J is bounded on B by Proposition 5.4. Check that b > −1 by
the first inequality in (III). The second inequality in (III) gives that a < b and
hence J(w) is indeed bounded for w ∈ B. Then we obtain |Sabf(w)| � ‖f‖L∞

for all w ∈ B. Thus ‖Sabf‖L∞ � ‖f‖Lp
q

and Sab : L∞ → L∞ is bounded.

Case 〈8〉. Let f ∈ Lp
q . We write the L1

Q norm of Sabf explicitly, then exchange
the order of integration by the Fubini theorem, afterwards apply the Hölder
inequality, and obtain

‖Sabf‖L1
Q

≤
∫

B

∫

B

|Ka(w, z)| |f(z)|(1 − |z|2)b dν(z) (1 − |w|2)Q dν(w)

=
∫

B

|f(z)|(1 − |z|2)b

∫

B

(1 − |w|2)Q

|1 − 〈z, w〉|1+N+a
dν(w) dν(z)

=
∫

B

|f(z)|(1 − |z|2)q/p

∫

B

(1 − |w|2)Q dν(w)
|1 − 〈z, w〉|1+N+a

(1 − |z|2)b−q/p dν(z)

≤ ‖f‖Lp
q

(∫

B

(∫

B

(1 − |w|2)Q dν(w)
|1 − 〈z, w〉|1+N+a

)p′

(1−|z|2)(b−q/p)p′
dν(z)

)1/p′

=: J1/p′‖f‖Lp
q

We show that J is finite using Proposition 5.4. Check that Q > −1 as re-
quired.

If a < Q, then J ∼ ∫
B
(1 − |z|2)(b−q/p)p′

dν(z). Note that
(
b − q

p

)
p′ = p′

(
1 + b − 1 + q

p
− 1

p′
)

> p′
(
− 1

p′
)

= −1

by the first inequality in (III). So J is finite by Lemma 4.6. If a = Q, then

J ∼
∫

B

(
1

|z|2 log
1

1 − |z|2
)p′

(1 − |z|2)(b−q/p)p′
dν(z) < ∞

also by Lemma 4.6. If a > Q, then J ∼
∫

B

(1 − |z|2)(b−q/p)p′−(a−Q)p′
dν(z).

But
(
b − q

p

)
p′ − (a − Q)p′ = p′

(
b − a + 1 + Q − 1 + q

p
− 1

p′
)

> p′
(
− 1

p′
)

= −1
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by the second inequality in (III). So J is finite one more time. We conclude
that Sab : Lp

q → L1
Q is bounded.

Case 〈9〉. Let f ∈ L∞. We write the L1
Q norm of Sabf explicitly, then ex-

change the order of integration by the Fubini theorem, take the L∞ norm of
f out of the integral, and obtain

‖Sabf‖L1
Q

≤
∫

B

∫

B

|Ka(w, z)| |f(z)|(1 − |z|2)b dν(z) (1 − |w|2)Q dν(w)

=
∫

B

|f(z)|(1 − |z|2)b

∫

B

(1 − |w|2)Q

|1 − 〈z, w〉|1+N+a
dν(w) dν(z)

≤ ‖f‖L∞

∫

B

(1 − |z|2)b

∫

B

(1 − |w|2)Q

|1 − 〈z, w〉|1+N+a
dν(w) dν(z)

=: J‖f‖L∞ .

We show that J is finite using Proposition 5.4. Check that Q > −1 as re-
quired.

If a < Q, then the inner integral in J is bounded and hence J is finite
by the first inequality in (III). If a = Q, then the inner integral is logarithmic
and hence J is finite by the first inequality in (III) and Lemma 4.6. If a > Q,
then J ∼ ∫

B
(1 − |z|2)b−a+Q dν(z) < ∞ since b − a + Q > −1 by the second

inequality in (III). Thus Sab : L∞ → L1
Q is bounded.

Case 〈10〉. Let f ∈ L∞. We write the LP
Q norm of Sabf explicitly, take the

L∞ norm of f out of the integral, and obtain

‖Sabf‖P
LP

Q
=

∫

B

∣∣∣∣

∫

B

Ka(w, z)f(z)(1 − |z|2)b dν(z)
∣∣∣∣

P

(1 − |w|2)Q dν(w)

≤ ‖f‖P
L∞

∫

B

(1−|w|2)Q

(∫

B

(1 − |z|2)b

|1−〈w, z〉|1+N+a
dν(z)

)P

dν(w)

=: J‖f‖P
L∞ .

We show that J is finite using Proposition 5.4. Check that b > −1 by the
first inequality in (III) as required.

If a < b, then the inner integral in J is bounded and then J is finite
since Q > −1. If a = b, then the inner integral in J is logarithmic and then J

is finite by Lemma 4.6. If a > b, then J ∼
∫

B

(1 − |w|2)Q−(a−b)P dν(w). Note

that

Q − (a − b)P = Q − (a − b)P + 1 − 1 = P
(1 + Q

P
+ b − a

)
− 1 > −1

by the second inequality in (III), which shows that J is again finite. Conse-
quently Sab : L∞ → LP

Q is bounded.

Case 〈7〉. We employ the Schur test in Theorem 5.2 with the measures
λ = νq, μ = νQ and the kernel G(z, w) = (1−|z|2)b−q

|1−〈z,w〉|1+N+a which together
give us Z = Sab, along with the strictly positive functions φ(z) = (1 − |z|2)m
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and ψ(w) = (1 − |w|2)n on B with m,n ∈ R to be determined. Two of the
three conditions that need to be satisfied for the test are

∫

B

(1 − |z|2)b−q

|1 − 〈w, z〉|1+N+a
(1 − |z|2)mp′

(1 − |z|2)q dν(z) � (1 − |w|2)nP ′
,

∫

B

(1 − |z|2)b−q

|1 − 〈w, z〉|1+N+a
(1 − |w|2)nP (1 − |w|2)Q dν(w) � (1 − |z|2)mp.

One way to satisfy them is by matching the growth rates of their two sides,
that is, the powers of the 1 − | · |2. By Proposition 5.4, this is possible if
m,n < 0 and

−nP ′ = a − (b + mp′),

−mp = a − (nP + Q) − (b − q).
(15)

But we must also make sure that the conditions of Proposition 5.4 for this
to happen are met, that is,

b + mp′ > −1, nP + Q > −1,

a − (b + mp′) > 0, a − (nP + Q) > 0.
(16)

Substituting for p′, P ′ in terms of p, P , we can write (15) as a system of two
linear equations in the two unknowns m,n as

p(P − 1)m − P (p − 1)n = (a − b)(p − 1)(P − 1),
−pm + Pn = a − b + q − Q.

(17)

This system has the unique solution

m =
(p − 1)(P (a − b) + q − Q)

p(P − p)
,

n =
(P − 1)(p(a − b) + q − Q)

P (P − p)

(18)

for m,n. The second inequality in (III) can be written in the form

a − b = −ε +
1 + Q

P
− 1 + q

p
(19)

with ε > 0. By Lemma 4.12, it suffices to show that Sab is bounded when
(19) holds for small enough ε > 0. Substituting this value of a − b into (18),
the solution takes the form

m =
p − 1

p

(
−1 + q

p
+

εP

p − P

)
,

n =
P − 1

P

(
−1 + Q

P
+

εp

p − P

)
,

(20)

What is left is to show that this solution satisfies all the required con-
ditions for sufficiently small ε > 0. Bear in mind that Q > −1. First, by the
first inequality in (III),

a = −ε + b +
1 + Q

P
− 1 + q

p
> −ε +

1 + Q

P
− 1 > −(1 + ε) > −(1 + N)
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provided ε < N . Next we verify the four inequalities in (16). By (20) and the
first inequality in (III),

b + mp′ = b − 1 + q

p
+

εP

p − P
> −1 +

εP

p − P
> −1. (21)

By (20),

nP+ Q = (P −1)
(
−1+Q

P
+

εp

p−P

)
+Q = −1+

1+Q

P
+

εp(P −1)
p − P

> −1. (22)

By (19) and (21),

a − (b + mp′) = −ε +
1 + Q

P
− εP

p − P
=

1 + Q

P
− εp

p − P
> 0 (23)

provided ε <
(

1
P − 1

p

)
(1+Q). By (19), (22), and the first inequality in (III),

a − (nP + Q) = −ε + b +
1 + Q

P
− 1 + q

p
+ 1 − 1 + Q

P
− εp(P − 1)

p − P

= 1 + b − 1 + q

p
− εP (p − 1)

p − P
> 0

provided ε < p
p−1

(
1
P − 1

p

)(
1+ b− 1+q

p

)
. Lastly, we check the third condition

of Theorem 5.2, which is the finiteness of
∫

B

∫

B

(1 − |z|2)b−q

|1−〈w, z〉|1+N+a
(1−|z|2)mp′

(1−|w|2)nP (1−|z|2)q(1−|w|2)Qdν(z)dν(w).

Call the double integral J . We estimate first the integral, say, with respect
to dν(z) by Proposition 5.4 and obtain

J ∼
∫

B

(1 − |w|2)nP+Q−a+b+mp′
dν(w)

by (23). But by (22) and (23), the power on 1 − |w|2 is

nP + Q − (a − (b + mp′)) = −1 +
1 + Q

P
+

εp(P − 1)
p − P

− 1 + Q

P
+

εp

p − P

= −1 +
εpP

p − P
> −1,

making J < ∞. Thus for

0 < ε < min
{

N,
( 1

P
− 1

p

)
(1 + Q),

p

p − 1

( 1
P

− 1
p

)(
1 + b − 1 + q

p

)}
,

Theorem 5.2 using the selected φ and ψ with the powers in (20) applies and
proves that Sab : Lp

q → LP
Q with 1 < P < p < ∞ is bounded when the two

inequalities in (III) hold.

Case 〈1〉. The proof of this case follows the same lines as the proof of [18,
Lemma 6] and also starts out as in the proof of the case 〈7〉. We assume (III)
and take a to have its largest value

a = b +
1 + N + Q

P
− 1 + N + q

p
(24)
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by Lemma 4.12 with no loss of generality. We have a > −(1+N) by the first
inequality in (III) and Q > −1. Now we employ the Schur test in Theorem 5.1
but with the same test data as in the case 〈7〉. So we have the measures
λ = νq, μ = νQ and the kernel G(z, w) = (1−|z|2)b−q

|1−〈z,w〉|1+N+a which together give
Z = Sab, along with the strictly positive functions φ(z) = (1 − |z|2)m and
ψ(w) = (1−|w|2)n on B with m,n ∈ R to be determined. The two conditions
that need to be satisfied for the test are

∫

B

(1 − |z|2)(b−q)cp′

|1 − 〈w, z〉|(1+N+a)cp′ (1 − |z|2)mp′
(1 − |z|2)q dν(z) � (1 − |w|2)np′

,

∫

B

(1 − |z|2)(b−q)dP

|1 − 〈w, z〉|(1+N+a)dP
(1 − |w|2)nP (1 − |w|2)Q dν(w) � (1 − |z|2)mP .

One way to satisfy them is by matching the growth rates of their two sides,
that is, the powers of the 1 − | · |2. By Proposition 5.4, this is possible if
m,n < 0 and

−np′ = (1 + N + a)cp′ − (1 + N) − (b − q)cp′ − mp′ − q,

−mP = (1 + N + a)dP − (1 + N) − (nP + Q) − (b − q)dP.
(25)

But we must also make sure that the conditions of Proposition 5.4 for this
to happen are met, that is,

E := (b − q)cp′ + mp′ + q > −1,

nP + Q > −1,

F := (1 + N + a)cp′ − (1 + N) − (b − q)cp′ − mp′ − q > 0,

(1 + N + a)dP − (1 + N) − (nP + Q) > 0.

(26)

If we were to continue as in the proof of the case 〈7〉, we would now solve for
m,n from the linear equations in (25). However, it turns out that these two
equations are linearly dependent, so we follow a different path. We first pick
an n to satisfy the second inequality in (26); so

− 1 + Q

P
< n < 0, (27)

which is possible since Q > −1. Next we pick a d to satisfy the fourth
inequality in (26) and naturally let c = 1 − d; so we take

d =
1

1 + N + a

(
n +

1 + N + Q

P
+ ε

)

c =
1

1 + N + a

(
−n + 1 + N + b − 1 + N + q

p
− ε

) (28)

with ε > 0 by (24). Using the chosen values of n, c, d, we then solve for m
from, say, the second equation in (25), and simplify it using the definition of
d; so

m = (b − q)d − (1 + N + a)d + n +
1 + N + Q

P

= (b − q)d − n − 1 + N + Q

P
− ε + n +

1 + N + Q

P
= (b − q)d − ε.

(29)
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Finally, we make sure the remaining first and third inequalities in (26)
hold for some ε > 0. Substituting in the value of m from (29), since c+d = 1,

E + 1 = (b − q)cp′ + (b − q)dp′ − εp′ + q + 1 = (b − q)p′ + q + 1 − εp′

= p′
(
b − q +

q

p′ +
1
p′

)
− εp′ = p′

(
b − q

p
+ 1 − 1

p

)
− εp′

= p′
(
1 + b − 1 + q

p
− ε

)
> 0

by the first inequality in (III) provided ε < 1+ b− 1+q
p . Again since c+d = 1

and substituting in for m and c from (29) and (28),

F = p′
(
(1 + N + a)c − (b − q)c − (b − q)d + ε − 1 + N + q

p′
)

= p′
(
−n + 1 + N + b − 1 + N + q

p
− ε − b + q + ε − 1 + N + q

p′
)

= −p′n > 0

by (27). Thus for

0 < ε < 1 + b − 1 + q

p
,

Theorem 5.1 using the selected φ and ψ with the powers in (29) and (27)
applies with the parameters in (28) and proves that Sab : Lp

q → LP
Q with

1 < p ≤ P < ∞ is bounded when the two inequalities in (III) hold.
As added information, from (28) and (27), we see that

d >
1

1 + N + a

(
−1 + Q

P
+

1 + N + Q

P
+ ε

)
=

1
1 + N + a

(N

P
+ ε

)
> 0,

but we do not see any such relation for c = 1 − d. �

8. Mapping into Bergman–Besov Spaces and H∞

We now prove Theorem 1.8. Having proved Theorems 1.2 and 1.3, our task
is easy with the technique of composing maps employed in Theorem 6.2. The
replacement we need for Lemma 5.6 is Lemma 5.7.

Proof of Theorem 1.8. First Necessary Condition. We imitate the proof of
Theorem 6.1 assuming Tab is bounded. We form the same three groups of
the ten cases and use the same test functions fuv for each group obtaining
Tabfuv ∈ BP

Q . Then Tabfuv(0) ∈ C. In the first group excluding the case 〈5〉,

Tabfuv(0) =
∫

B

(1 − |z|2)b−(1+q)/p

(
1

|z|2 log
1

1 − |z|2
)−1

dν(z).

Writing the integral in polar coordinates and using Lemma 4.6, we obtain
(1 + q)/p < 1 + b. In the second group excluding the case 〈4〉,

Tabfu0(0) =
∫

B

(1 − |z|2)b+u dν(z)
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with u > −(1 + q). Writing this in polar coordinates and using Lemma 4.6,
we obtain q ≤ b. In the third group excluding the case 〈6〉,

Tabf00(0) =
∫

B

(1 − |z|2)b dν(z).

Writing this in polar coordinates and using Lemma 4.6, we obtain 0 < 1 + b.
Second Necessary Condition. Assuming Tab is bounded and the first

necessary condition, we use Theorems 1.2 and 1.3. Let f ∈ Lp
q . We first show

also f ∈ L1
b . In the first group, by the Hölder inequality,

‖f‖L1
b

=
∫

B

|f(z)|(1 − |z|2)b−q dνq(z)

≤ ‖f‖Lp
q

(∫

B

(1 − |z|2)(b−q)p′
dνq(z)

)1/p′

< ∞,

because (b − q)p′ + q = p(1+b)−(q+p)
p−1 > 1+q−(q+p)

p−1 = −1 by the already ob-
tained first necessary condition. In the second group, q ≤ b by the first
necessary condition and thus f ∈ L1

b by (12). In the third group, f ∈ L∞

and b > −1 by the first necessary condition; hence f ∈ L1
b again.

Now consider the composition of bounded maps

Lp
q

Tab−−−−→ BP
Q

D−Q/P
a−−−−−→ AP ,

where Theorem 4.2 is put to work. Since we have shown Lp
q ⊂ L1

b in the
previous paragraph, by Lemma 5.7, this composition equals Ta−Q/P,b. We
conclude that Ta−Q/P,b : Lp

q → LP is bounded by Corollary 4.11. Hence the
second inequalities in (III) obtain with a − Q/P in place of a and 0 in place
of Q. But these are exactly the same second inequalities in (III).

Sufficiency. We assume that the two inequalities in (III) hold excluding
the cases 〈4〉, 〈5〉, 〈6〉. As in the previous paragraph, the second inequality is
equivalent to that with a replaced by a−Q/P and Q by 0. Now Theorems 1.2
and 1.3 and Corollary 4.11 imply that Ta−Q/P,b : Lp

q → LP ∩ H(B) = AP is
bounded. Then the composition of maps

Lp
q

Ta−Q/P,b−−−−−−→ AP
D

Q/P
a−Q/P−−−−−→ BP

Q

is also bounded by Theorem 4.2. The first inequality in (III) as in the proof
of the necessity part yields Lp

q ⊂ L1
b . Then by Lemma 5.7, the composition

equals Tab : Lp
q → BP

Q .

Proof of Theorem 1.9. If Tab : Lp
q → H∞ is bounded, then since H∞ ⊂ L∞

with the same norms, Tab : Lp
q → L∞ is also bounded. Then Theorem 1.2

implies the first and second necessary conditions in the cases 〈4〉, 〈5〉, 〈6〉.
Conversely, if the two inequalities in (III) hold in the cases 〈4〉, 〈5〉, 〈6〉,

then Tab : Lp
q → L∞ is bounded by Theorem 1.2. But Corollary 4.11 shows

that the range of Tab actually lies in H∞ rendering Tab : Lp
q → H∞ bounded.

Remark 8.1. As a final note, let’s show how our results on weighted spaces
can be obtained from those on unweighted spaces. We assume now that The-
orems 1.2 and 1.3 are proved in the case q = Q = 0 and we obtain them in
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the general case with nonzero q,Q. We show the details only in the case 〈1〉.
We use a few results from Sects. 4 and 5 whose proofs are independent of the
proofs of our main results. Let Mu denote the operator of multiplication by
(1 − |z|2)u as before. Clearly M−q/p : Lp → Lp

q is an isometric isomorphism.
Consider the sequence of bounded maps

Lp
M−q/p−−−−→ Lp

q
Tab−−−−→ LP

Q ∩ H(B) = AP
Q

D−Q/P
a−−−−−→ AP ,

where we have AP
Q by Corollary 4.11. The last map is also an isomorphism by

Theorem 4.2. The composition of the three maps is Ta−Q/P, b−q/p : Lp → LP

by Lemma 5.7, and it is bounded if and only if the middle map Tab : Lp
q → LP

Q

is bounded. By assumption, the composition is bounded if and only if
1
p

< 1 + b − q

p
and a − Q

P
≤ b − q

p
+

1 + N

P
− 1 + N

p
,

which are nothing but the inequalities in (III) of the case 〈1〉.
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