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Abstract. The BMV conjecture states that for n×n Hermitian matrices
A and B the function fA,B(t) = trace etA+B is exponentially convex.
Recently the BMV conjecture was proved by Herbert Stahl. The proof of
Herbert Stahl is based on ingenious considerations related to Riemann
surfaces of algebraic functions. In the present paper we give a purely
“matrix” proof of the BMV conjecture for the special case rankA = 1.
This proof is based on the Lie product formula for the exponential of
the sum of two matrices and does not require complex analysis.
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1. Herbert Stahl’s Theorem

In the paper [1] a conjecture was formulated which now is commonly known
as the BMV conjecture:

The BMV Conjecture. Let A and B be Hermitian matrices of size n × n.
Then the function

fA,B(t) = trace {exp[tA + B]} (1.1)
of the variable t is representable as a bilateral Laplace transform of a non-
negative measure dσA,B(λ) compactly supported on the real axis:

fA,B(t) =
∫

λ∈(−∞,∞)

exp(tλ) dσA,B(λ), ∀ t ∈ (−∞,∞). (1.2)

Let us note that the function fA,B(t), considered for t ∈ C, is an entire
function of exponential type. The indicator diagram of the function fA,B is
the closed interval [λmin, λmax], where λmin and λmax are the least and the
greatest eigenvalues of the matrix A respectively. Thus if the function fA,B(t)
is representable in the form (1.2) with a non-negative measure dσA,B(λ), then
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dσA,B(λ) is actually supported on the interval [λmin, λmax] and the represen-
tation

fA,B(t) =
∫

λ∈[λmin,λmax]

exp(tλ) dσA,B(λ), ∀ t ∈ C, (1.3)

holds for every t ∈ C.
The representability of the function fA,B(t), (1.1), in the form (1.3) with

a non-negative dσA,B is evident if the matrices A and B commute. In this case
dσ(λ) is an atomic measure supported on the spectrum of the matrix A. In
general case, if the matrices A and B do not commute, the BMV conjecture
remained an open question for longer than 35 years. In 2011, Herbert Stahl
proved the BMV conjecture.

Theorem. (H. Stahl) Let A and B be n × n Hermitian matrices. Then the
function fA,B(t) defined by (1.1) is representable as the bilateral Laplace
transform (1.3) of a non-negative measure dσA,B(λ) supported on the closed
interval [λmin, λmax].

The first arXiv version of H. Stahl’s Theorem appeared in [2], the latest
arXiv version—in [3], the journal publication—in [4]. The proof of Herbert
Stahl is based on ingenious considerations related to Riemann surfaces of
algebraic functions. In [5,6] a simplified version of the Herbert Stahl proof is
presented. The proof, presented in [5,6], preserves all the main ideas of Stahl;
the simplification consists in technical details.

In the present paper we present a proof the BMV conjecture for the
special case rank A = 1. Our proof is based on an elementary argument
which does not require complex analysis.

2. Exponentially Convex Functions

Definition 2.1. A function f on R, f : R → [0,∞), is said to be exponentially
convex if

1. For every nonnegative integer N , for every choice of real numbers t1,
t2, . . . , tN , and complex numbers ξ1, ξ2, . . . , ξN , the inequality holds

N∑
r,s=1

f(tr + ts)ξrξs ≥ 0; (2.1)

2. The function f is continuous on R.

The class of exponentially convex functions was introduced by Bern-
stein, [7], see §15 there. Russian translation of the paper [7] can be found in
[8, pp. 370–425].

From (2.1) it follows that the inequality f(t1 + t2) ≤ √
f(2t1)f(2t2)

holds for every t1 ∈ R, t2 ∈ R. Thus the alternative takes place:
If f is an exponentially convex function, then either f(t) ≡ 0, or f(t) > 0
for every t ∈ R.
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Properties of the class of exponentially convex functions.

P 1. If f(t) is an exponentially convex function and c ≥ 0 is a nonnegative
constant, then the function cf(t) is exponentially convex.

P 2. If f1(t) and f2(t) are exponentially convex functions, then their sum
f1(t) + f2(t) is exponentially convex.

P 3. If f1(t) and f2(t) are exponentially convex functions, then their product
f1(t) · f2(t) is exponentially convex.

P 4. Let {fn(t)}1≤n<∞ be a sequence of exponentially convex functions. We
assume that for each t ∈ R there exists the limit f(t) = limn→∞ fn(t),
and that f(t) < ∞ ∀t ∈ R. Then the limiting function f(t) is exponen-
tially convex.

From the functional equation for the exponential function it follows that
for each real number μ, for every choice of real numbers t1, t2, . . . , tN and
complex numbers ξ1, ξ2, . . . , ξN , the equality holds

N∑
r,s=1

e(tr+ts)μξrξs =
∣∣∣∣

N∑
p=1

etpμξp

∣∣∣∣
2

≥ 0. (2.2)

The relation (2.2) can be formulated as

Lemma 2.2. For each real number μ, the function etμ of the variable t is
exponentially convex.

The following result is well known.

Theorem 2.3. (The representation theorem).

1. Let σ(dμ) be a nonnegative measure on the real axis, and let the function
f(t) be defined as the two-sided Laplace transform of the measure σ(dμ):

f(t) =
∫

μ∈R

etμ σ(dμ), (2.3)

where the integral in the right hand side of (2.3) is finite for any t ∈ R.
Then the function f is exponentially convex.

2. Let f(t) be an exponentially convex function. Then this function f can be
represented on R as a two-sided Laplace transform (2.3) of a nonnegative
measure σ(dμ). (In particular, the integral in the right hand side of (2.3)
is finite for any t ∈ R.) The representing measure σ(dμ) is unique.

The assertion 1 of the representation theorem is an evident consequence
of Lemma 2.2, of the properties P 1, P 2, P 4, and of the definition of the
integration operation.

The proof of the assertion 2 can be found in [9], Theorem 5.5.4, and in
[10], Chapter 6, Theorem 21.

Thus the Herbert Stahl theorem can be reformulated as follows:
Let A and B be Hermitian n×n matrices. Let the function fA,B(t) is defined
by (1.1) for t ∈ (−∞,∞). Then the function fA,B(t), considered as a function
of the variable t, is exponentially convex.
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3. A Special Case of the Herbert Stahl Theorem

Lemma 3.1. Let M be a Hermitian matrix. Assume that all off-diagonal
entries of the matrix M are non-negative. Then all entries of the matrix
exponential eM are non-negative.

Proof. Since the matrix M is Hermitian, its diagonal entries are real. If a
positive number ρ is large enough, all entries of the matrix Mρ

def= M + ρI,
where I is the identity matrix, are non-negative. We choose and fix such ρ.
All entries of the matrix eMρ are nonnegative. Moreover eM = e−ρ· eMρ . �

Lemma 3.2. Let L and M be Hermitian matrices of the same size, say n×n.
We assume that

1. The matrix L is diagonal;
2. All off-diagonal entries of the matrix M are non-negative.

Then each entry of the matrix function eLt+M is an exponentially convex
function of the variable t. In particular the function fL,M (t) = trace

[
eLt+M

]
is exponentially convex.

Proof. We use the Lie product formula1:

eX+Y = lim
p→∞

(
e

X
p e

Y
p
)p

, (3.1)

where X and Y are arbitrary square matrices of the same size. Taking X =
Lt, Y = M , we obtain

eLt+M = lim
p→∞

(
e

Lt
p · e

M
p

)p
. (3.2)

According to Lemma 3.1, all entries of the matrix eM/p are non-negative num-
bers. Since the matrix L is Hermitian, its diagonal entries are real numbers.
Therefore, the matrix function eLt/p is of form

eLt/p = diag
(
el1t/p, . . . , elnt/p

)
,

where l1, . . . , ln are real numbers. The exponentials eljt/p are exponentially
convex functions of t. Each entry of the matrix e

Lt
p · e

M
p is a linear combi-

nation of these exponentials with non-negative coefficients. According to the
properties P1 and P2, the entries of the matrix function e

Lt
p · e

M
p are expo-

nentially convex functions. Each entry of the matrix function
(
e

Lt
p ·eM

p
)p is a

sum of products of some entries of the matrix function e
Lt
p ·eM

p . According to
the properties P2 and P3, the entries of the matrix function

(
e

Lt
p · eM

p
)p are

exponentially convex functions. From the limiting relation (3.2) and from the
property P4 it follows that all entries of the matrix eLt+M are exponentially
convex functions. All the more, the function fL,M (t), which is the sum of the
diagonal entries, is exponentially convex. �

Theorem 3.3. Let A and B be Hermitian matrices of size n × n. Assume
moreover that the matrix A is of rank one. Then the function fA,B(t), defined
by (1.1), is exponentially convex.

1 See [11, Theorem 2.10].
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Proof. 1. If U is an unitary matrix, then fA,B(t) = fUAU∗, UBU∗(t). Since
rankA = 1, we can choose the matrix U such that the matrix UAU∗ are
of the form UAU∗ = diag(λ1, . . . , λn−1, λn), where λj = 0, 1 ≤ j ≤ n − 1,
λn 	= 0. We choose and fix such unitary matrix U .
2. Thus from the very beginning we can assume that the matrices A and B
are of the form

A =
[
0n−1 0n−1

0∗
n−1 λn

]
, B =

[
Bn−1 bn−1

b∗
n−1 μn

]
,

where 0n−1 is the zero matrix of size (n−1)×(n−1), 0n−1 is the zero column
of size n− 1, λn 	= 0 is a real number, Bn−1 is the a Hermitian matrix of size
(n − 1) × (n − 1), bn−1 is a column of size n − 1, μn is a real number.

There exists an unitary matrix Vn−1 of size (n − 1) × (n − 1) such that
the matrix Vn−1Bn−1V

∗
n−1 is diagonal. We choose and fix such matrix Vn−1.

We define the matrices

Mn−1
def= Vn−1Bn−1V

∗
n−1, g

def= Vn−1bn−1.

The matrix Mn−1 is a diagonal matrix of size (n − 1) × (n − 1):

Mn−1 = diag(μ1, . . . , μn−1).

The matrix g is a column of size n − 1:

g =

⎡
⎢⎣

γ1
...

γn−1

⎤
⎥⎦ ,

where γj , 1 ≤ j ≤ n − 1, are complex numbers. Let us define numbers ωj

which satisfy the conditions

|ωj | = 1, ωj · γj = |γj |, 1 ≤ j ≤ n − 1.

If γj 	= 0 for some j, then such ωj is unique. If γj = 0 for some j, we take
ωj = 1. Let us define the diagonal matrix Ωn−1 of size (n − 1) × (n − 1) as

Ωn−1 = diag (ω1, . . . , , ωn−1).

According to the construction of the matrix Ωn−1, all entries of the column

|g| def= Ωn−1 g

are non-negative numbers:

|g| =

⎡
⎢⎣

|γ1|
...

|γn−1|

⎤
⎥⎦ .

Moreover

Ωn−1Mn−1Ω∗
n−1 = Mn−1.

We introduce the matrices Wn−1 = Ωn−1Vn−1,

W =
[
Wn−1 0n−1

0∗
n−1 1

]
·
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The equalities

WAW ∗ = L, WBW ∗ = M

hold, where

L =
[
0n−1 0n−1

0∗
n−1 λ

]
, M =

[
Mn−1 |g|
|g|∗ μn

]
·

3. The matrix W is unitary. Therefore

fA,B(t) = fL,M (t).

The matrix L is diagonal. (Actually L = A .) Off-diagonal entries of the
matrix M are non-negative numbers:

mj,k = 0, 1 ≤ j < k < n; mj,n = |γj |, 1 ≤ j ≤ n − 1.

According to Lemma 3.2, the function fL,M (t) is exponentially convex. �
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