
Arch. Math. 81 (2003) 82–89
0003–889X/03/010082–08
DOI 10.1007/s00013-003-0506-9
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Statistical convergence of multiple sequences

By

Ferenc Móricz

Abstract. We extend the concept of and basic results on statistical convergence from ordinary
(single) sequences to multiple sequences of (real or complex) numbers. As an application to
Fourier analysis, we obtain the following Theorem 3: (i) If f ∈ L(log+ L)d−1(Td ), where
T

d := [−π, π)d is the d-dimensional torus, then the Fourier series of f is statistically convergent
to f (t) at almost every t ∈ T

d ; (ii) If f ∈ C(Td ), then the Fourier series of f is statistically
convergent to f (t) uniformly on T

d .

1. Introduction and Background. The concept of statistical convergence was intro-
duced by Fast [2] in 1951. A sequence (xk : k = 0, 1, 2, . . .) of (real or complex) numbers
is said to be statistically convergent to some finite number ξ , in symbol: st − lim xk = ξ , if
for each ε > 0,

lim
n→∞

1

n + 1
|{k � n : |xk − ξ | > ε}| = 0,

where by k � n we mean that k = 0, 1, 2, . . . , n; and by |S| we mean the cardinality of
the set S � N := {0, 1, 2, . . .}.

Some basic properties of statistical convergence were proved by Schoenberg [9] in 1959.
The following concept is due to Fridy [3]. A sequence (xk) is said to be statistically

Cauchy if for each ε > 0 and � � 0 there exists an integer m (� �) such that

lim
n→∞

1

n + 1
|{k � n : |xk − xm| > ε}| = 0.

Fridy [3] proved that a sequence (xk) is statistically convergent if and only if it is statis-
tically Cauchy.
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We recall (see, for example, [8, p. 290]) that the “natural (or asymptotic) density” of a
set S � N is defined by

d(S) := lim
n→∞

1

n + 1
|{k � n : k ∈ S}|,

provided that the limit on the right-hand side exists. It is clear that a set S � N has natural
density 0 if and only if its complement Sc := N\S has natural density 1.

Now, the concept of statistical convergence can be reformulated in terms of natural density
as follows. A sequence (xk) is statistically convergent to some number ξ if and only if for
each ε > 0,

d({k ∈ N : |xk − ξ | > ε}) = 0.

2. New results on double sequences. Our goal is to extend a few results known in the
literature from ordinary (single) sequences to double ones. We begin with two definitions.

We say that a double sequence (xjk : j, k = 0, 1, 2, . . .) of (real or complex) numbers is
statistically convergent to some number ξ , in symbol: st − lim xjk = ξ , if for each ε > 0,

lim
m,n→∞

1

(m + 1)(n + 1)
|{j � m and k � n : |xjk − ξ | > ε}| = 0.(2.1)

Here and in the sequel, m and n tend to infinity independently of one another.
It is plain that statistical convergence enjoys the property of additivity and homogene-

ity. Statistical convergence implies statistical boundedness, the latter being defined by the
requirement that there exists a constant K such that

lim
m,n→∞

1

(m + 1)(n + 1)
|{j � m and k � n : |xjk| > K}| = 0.

It follows from (2.1) that in the capacity of K we may take any number greater than |ξ |.
Furthermore, usual convergence (in Pringsheim’s sense) implies statistical convergence to
the same limit; that is, if limj,k→∞ xjk = ξ , then (2.1) is satisfied for each ε > 0.

We say that (xjk) is statistically Cauchy if for each ε > 0 and � � 0 there exist integers
M (� �) and N (� �) such that

lim
m,n→∞

1

(m + 1)(n + 1)
|{j � m and k � n : |xjk − xMN | > ε}| = 0.(2.2)

We prove that statistical convergence is equivalent to the property of being statistically
Cauchy.

Theorem 1. A double sequence (xjk) is statistically convergent if and only if (xjk) is
statistically Cauchy.

P r o o f . N e c e s s i t y . The proof that (xjk) is statistically Cauchy if (xjk) is statistically
convergent is trivial, as in the case of usual convergence.
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S u f f i c i e n c y . Assume that (xjk) is statistically Cauchy. We shall prove that (xjk)

is statistically convergent. To this effect, let (εp : p = 1, 2, . . .) be a strictly decreasing
sequence of numbers converging to 0. By (2.2), there exist two strictly increasing sequences
(Mp) and (Np) of positive integers such that

lim
m,n→∞

1

(m + 1)(n + 1)
|{j � m and k � n : |xjk − xMp,Np | > εp}| = 0,

p = 1, 2, . . . .(2.3)

Clearly, for each pair (p, q) of positive integers, p �= q, we can select a pair (jpq, kpq) ∈ N
2

such that

|xjpq ,kpq − xMp,Np | � εp and |xjpq ,kpq − xMq,Nq | � εq.

It follows that

|xMp,Np − xMq,Nq | � εp + εq → 0 as p, q → ∞,

that is, the ordinary (single) sequence (xMp,Np : p = 1, 2, . . .) satisfies the Cauchy conver-
gence criterion. Thus, the sequence (xMp,Np) is convergent in the usual sense to a finite limit
ξ , say. Consequently, given an arbitrary ε > 0, there exists p0 ∈ N such that εp0 < ε/2
and

|xMp,Np − ξ | < ε/2 if p � p0.(2.4)

Now, consider an arbitrary pair (j, k) ∈ N
2. By (2.4),

|xjk − ξ | � |xjk − xMp0 ,Np0
| + ε/2,

whence, by (2.3),

1

(m + 1)(n + 1)
|{j � m and k � n : |xjk − ξ | > ε}|

�
1

(m + 1)(n + 1)
|{j � m and k � n : |xjk − xMp0 ,Np0

| > ε/2}|

�
1

(m + 1)(n + 1)
|{j � m and k � n : |xjk − xMp0 ,Np0

| > εp0}| → 0

as m, n → ∞.

This completes the proof of Theorem 1.

3. Decomposition Theorem. We extend the decomposition theorem of Connor [1] from
ordinary (single) to double sequences as follows.
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Theorem 2. A double sequence (xjk) is statistically convergent to some number ξ if and
only if there exist two sequences (ujk) and (vjk) such that

xjk = ujk + vjk, j, k = 0, 1, 2, . . . ,(3.1)

lim
j,k→∞ ujk = ξ,(3.2)

and

lim
m,n→∞

1

(m + 1)(n + 1)
|{j � m and k � n : vjk �= 0}| = 0.(3.3)

Moreover, if (xjk) is bounded, then (ujk) and (vjk) are also bounded.

P r o o f . N e c e s s i t y . By (2.1), we can select a sequence (Np : p = 1, 2, . . .) of
positive integers such that

2Np � Np+1, p = 1, 2, . . . ,(3.4)

and

1

(m + 1)(n + 1)
|{j � m and k � n : |xjk − ξ | > 2−p}| < 2−2p

if m, n � Np.(3.5)

We shall define the sequence (ujk) in the following way: If min(j, k) < N1, then we set
uij := xij; while if Np � j < Np+1 and Nq � k < Nq+1 for some positive integers p an
q, then we set

ujk :=
{

xjk if |xjk − ξ | � 2− min(p,q),
ξ if |xjk − ξ | > 2− min(p,q).

(3.6)

Finally, we set vjk := xjk − ujk . Condition (3.1) is clearly satisfied.
The proof of (3.2) is almost trivial. Indeed, given any ε > 0, we choose p0 so large that

2−p0 < ε. By (3.6), if (j, k) ∈ N
2 is such that Np � min(j, k) < Np+1 for some p � p0,

then

|ujk − ξ | =
{|xjk − ξ | � 2−p < ε if |xjk − ξ | � 2−p,
|ξ − ξ | = 0 if |xjk − ξ | > 2−p.

In any case, we have

|ujk − ξ | < ε if j, k � Np0 .

So, the sequence (ujk) converges to ξ in Pringsheim’s sense.
It remains to prove (3.3). Since vjk = 0 if min(j, k) < N1, we may assume that for

some p, q � 1,

Np � m < Np+1 and Nq � n < Nq+1.(3.7)
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Let r := min(p, q). By definition (3.6), we have

{j � m and k � n : vjk �= 0}
= {Nr � j � m and Nr � k � n : |xjk − ξ | > 2−r}

∪
r−1⋃
s=1

[{Ns � j � m and Ns � k < Ns+1 : |xjk − ξ | > 2−s}

∪ {Ns � j < Ns+1 and Ns � k � n : |xjk − ξ | > 2−s}],
whence, making use of (3.4) and (3.5), we obtain

1

(m + 1)(n + 1)
|{j � m and k � n : vjk �= 0}|

� 2−2r +
r−1∑
s=1

[
Ns+1

n + 1
2−2s + Ns+1

m + 1
2−2s

]

� 2−2r +
[

Nr

n + 1
+ Nr

m + 1

] r−1∑
s=1

2−2s−(r−1−s)

< 2−2r + 2−r+1 → 0 as r := min(p, q) → ∞,

or equivalently, m, n → ∞ (cf. (3.7)). This proves (3.3).

S u f f i c i e n c y . It is immediate. By (3.3), we have

st − lim vjk = 0.(3.8)

Now, (2.1) follows from (3.2) and (3.8), via additivity. The proof of Theorem 2 is complete.
Theorem 2 makes it possible to characterize the concept of statistical convergence in a

more transparent form. To this end, we define the “natural (or asymptotic) density” of a set
S � N

2 as follows:

d(S) := lim
m,n→∞

1

(m + 1)(n + 1)
|{j � m and k � n : (j, k) ∈ S}|,

provided that this limit exists.
The following Proposition 1 is a reformulation of Theorem 2 if we set

S := {(j, k) ∈ N
2 : ujk = xjk}

(to see Necessity); while ujk := xjk if (j, k) ∈ S and ujk := ξ if (j, k) /∈ S (to see
Sufficiency).

Proposition 1. A double sequence (xjk) is statistically convergent to some number ξ if
and only if there exists a set S � N

2 such that the natural density of S is 1 and

lim
j,k→∞ and (j,k)∈S

xjk = ξ.(3.9)

By (3.9) we mean that for each ε > 0 there exists an integer N such that

|xjk − ξ | � ε if j, k � N and (j, k) ∈ S.
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4. Multiple sequences and an application. The concepts and results of the preceding
two sections can be extended with ease to d-multiple sequences. Let N

d be the set of
d-tuples k := (k1, k2, . . . , kd) with nonnegative integers for coordinates kj , where d is a
fixed positive integer. Two tuples k and n := (n1, n2, . . . , nd) are distinct if and only if
kj �= nj for at least on j . N

d is partially ordered by agreeing that k � n if and only if
kj � nj for each j .

We say that a d-multiple sequence (xk : k ∈ N
d) of (real or complex) numbers is

statistically convergent to some number ξ if for each ε > 0,

lim
min nj →∞

1

|n + 1| |{k � n : |xk − ξ | > ε}| = 0,(4.1)

where

|n + 1| :=
d∏

j=1

(nj + 1).

Furthermore, we say that (xk) is statistically Cauchy if for each ε > 0 and � � 0 there
exists m := (m1, m2, . . . , md) ∈ N

d such that min mj � � and

lim
min nj →∞

1

|n + 1| |{k � n : |xk − xm| > ε}| = 0.

Both Theorem 1 and Theorem 2 are valid for d-multiple sequences. The “natural (or
asymptotic) density” of a set S � N

d can be defined as follows:

d(S) := lim
min nj →∞

1

|n + 1| |{k � n : k ∈ S}|,

provided that this limit exists. Proposition 1 remains true for d-multiple sequences, as well.
Before application, we recall the concept of strong Cesàro summability (see, for example,

[1] or [10, p. 180]). Let p be a positive real number. A d-multiple sequence (xk) is said to
be strongly p-Cesàro summable to some number ξ if

lim
min nj →∞

1

|n + 1|
n1∑

k1=0

n2∑
k2=0

. . .

nd∑
kd=0

|xk − ξ |p = 0.(4.2)

The following Proposition 2 is almost evident.

Proposition 2. (i) If (xk) is strongly p-Cesàro summable to ξ for some 0 < p < ∞,
then (xk) is statistically convergent to ξ .

(ii) If (xk) is statistically convergent to ξ and bounded, then (xk) is strongly p-Cesàro
summable to ξ for each 0 < p < ∞.

P r o o f. (i) It follows from the Markov type inequality

εp|{k � n : |xk − ξ | > ε}| �
n1∑

k1=0

n2∑
k2=0

. . .

nd∑
kd=0

|xk − ξ |p.
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(ii) Let B := K + |ξ |, where |xk| � K for all k ∈ N
d . Then by (4.1), we have

1

|n + 1|
n1∑

k1=0

n2∑
k2=0

. . .

nd∑
kd=0

|xk − ξ |p = 1

|n + 1|




∑
|xk−ξ | � ε

+
∑

|xk−ξ |>ε




� εp + Bp

|n + 1| |{k � n : |xk − ξ | > ε}| < 2εp,

if min nj is large enough. This proves (4.2). �

Now, we present an application to Fourier analysis. Let t := (t1, t2, . . . , td ) ∈ R
d ,

kt := k1t1 + k2t2 + · · · + kd td , and f a periodic, Lebesgue integrable function over the
d-dimensional torus T

d := [−π, π)d . We recall that the Fourier series of f is defined by

f (t) ∼
∑

k∈Z
d

f̂ (k)eikt,(4.3)

where Z
d is the set of d-tuples k := (k1, k2, . . . , kd) with (positive, zero, or negative)

integer coordinates, and the Fourier coefficient f̂ (k) is defined by

f̂ (k) := 1

(2π)d

∫
T

d

f (t)e−iktdt, k ∈ Z
d .

The reader is referred to [10, Ch. 17] for more details.
The following facts are known in the literature. Gogoladze [4] proved that if f ∈

L(log+ L)d−1(Td), then the d-multiple sequence of the rectangular partial sums

sn(f, t) :=
n1∑

k1=−n1

n2∑
k2=−n2

. . .

nd∑
kd=−nd

f̂ (k)eikt, n ∈ N
d ,

of the Fourier series (4.3) is strongly p-Cesàro summable to f (t) at almost every point
t ∈ T

d for any 0 < p < ∞. Analogous results are valid for the so-called conjugate series
to (4.3). More precisely, if j1, j2, . . . , js are natural numbers, 1 � j1 < j2 < . . . < js � d,
and 1 � s � d , then the series∑

k∈Z
d

(−i sign kj1)(−i sign kj2) · · · (−i sign kjs)f̂ (k)eikt(4.4)

is strongly p-Cesàro summable to the so-called conjugate function f̃ (j1,j2,...,js )(t) at almost
every point t ∈ T

d for any 0 < p < ∞. (Altogether, there are 2d − 1 conjugate series to
Fourier series (4.3).)

We note that in case d = 1, these results were proved by Marcinkiewicz (p = 2) and
Zygmund (0 < p < ∞). (See, for example, [10, p. 182].)

Leindler [5] (see also [6, pp. 12 and 20]) proved the following inequality to periodic
continuous functions.
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Proposition 3. For each 0 < p < ∞, there exists a constant Kp such that if f ∈ C(T),
then

1

n + 1

n∑
k=0

|sk(f, t) − f (t)|p �
Kp

n + 1

n∑
k=0

[Ek(f )]p f or all t ∈ T,(4.5)

where Ek(f ) is the best approximation of f by trigonometric polynomials of degree at most
k in the “maximum” norm of the space C(T).

In the joint paper [7] with Xianliang Shi, the present author proved the two-dimensional
analogue of inequality (4.5), and the proving method there clearly indicates the straight-
forward way of the extension to the d-dimensional case, d � 3. From these it follows
immediately that if f ∈ C(Td), then the rectangular partial sums sk(f, t) of the Fourier
series (4.3) are strongly p-Cesàro summable to f (t) uniformly on T

d , for any 0 < p < ∞.
Combining these results with Proposition 2 yields the following

Theorem 3. (i) If f ∈ L(log+ L)d−1(Td), then the Fourier series of f is statistically
convergent to f (t) at almost every point t ∈ T

d . Furthermore, each of the conju-
gate series (4.4) is statistically convergent to the corresponding conjugate function
almost everywhere on T

d .
(ii) If f ∈ C(Td), then the Fourier series of f is statistically convergent to f (t)

uniformly on T
d .
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[1] J. S. Connor, The statistical and strong p-Cesàro convergence of sequences. Analysis 8, 47–63 (1988).
[2] H. Fast, Sur la convergence statistique. Colloq. Math. 2, 241–244 (1951).
[3] J. A. Fridy, On statistical convergence. Analysis 5, 301–313 (1985).
[4] L. D. Gogoladze, The (H, k)-summability of multiple trigonometric Fourier series (Russian). Izv. Akad.

Nauk SSSR Ser. Mat. 41, 937–958 (1977).
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