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Hilbert algebras with supremum

Sergio A. Celani and Daniela Montangie

Abstract. In this paper, we will study the class of Hilbert algebras with supremum,
i.e., Hilbert algebras where the associated order is a join-semilattice. First, we will give
a simplified topological duality for Hilbert algebras using sober topological spaces with
a basis of open-compact sets satisfying an additional condition. Next, we will extend
this duality to Hilbert algebras with supremum. We shall prove that the ordered
set of all ideals of a Hilbert algebra with supremum has a lattice structure. We will
also see that in this lattice, it is possible to define an implication, but the resulting
structure is neither a Heyting algebra nor an implicative semilattice. Finally, we will
give a dual description of the lattice of ideals of a Hilbert algebra with supremum.

1. Introduction

Hilbert algebras represent the algebraic counterpart of the implicative frag-

ment of Intuitionistic Propositional Logic. There are many examples of Hilbert

algebras, but there exists a particular example that is very important. It is

well known that every poset 〈A,≤〉 with greatest element 1 induces a structure

of Hilbert algebra defining an implication → on A as follows: a → b = 1 when

a ≤ b, and a → b = b when a � b. This example allows us to define Hilbert

algebras on semilattices or lattices which are not implicative semilattices or

Heyting algebras. For instance, the Boolean lattice with four elements and

the implication given by the order is a Hilbert algebra which has as a reduct

a bounded distributive lattice that is not a Heyting algebra. These examples

motivate the study of Hilbert algebras with lattice operations. These classes

of enriched Hilbert algebras are subclasses of BCK-algebras with lattices op-

erations considered by P. M. Idziak in [9]. We note that the class of Hilbert

algebras where the induced order is a meet-semilattice is considered in [8] un-

der the name of Hilbert algebras with infimum. In this paper we will consider

mainly Hilbert algebras where the induced order is a join-semilattice. This

class is a variety, as will be shown later.

A duality theory for Hilbert algebras was developed recently in [5]. The

dual space of a Hilbert algebra is defined in [5] as an ordered topological space

〈X,≤, TK〉 called an ordered Hilbert space, where K is a basis of open-compact

and decreasing subsets for the topology TK satisfying additional conditions.
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It is not hard to see that the order ≤ of an ordered Hilbert space is the dual

order of the topological specialization order. In other words, ≤ can be defined

as: x ≤ y iff y belongs to the topological closure of {x} for each pair x, y ∈ X.

This simple observation allows us to consider a simplified duality for Hilbert

algebras. The new dual spaces associated with Hilbert algebras are sober

topological spaces with a basis of open-compact sets satisfying an additional

condition. This new definition simplifies the representation and duality theory

for Hilbert algebras developed in [5].

This paper has two main objectives. First, we shall give a simplified rep-

resentation and duality for Hilbert algebras, and second, we will apply these

results to study the representation and duality of Hilbert algebras with supre-

mum.

The paper is organized as follows. In Section 3, we shall give the new repre-

sentation and duality for Hilbert algebras by means of sober spaces. In Section

4, we will define Hilbert algebras with supremum or H∨-algebras. We shall

see that this class is equational. In Section 5, we will develop the topological

representation for H∨-algebras using the simplified representation. We will in-

troduce irreducible H-relations and irreducible H-functional relations, and we

will show that they give the dual description of semi-homomorphisms of Hilbert

algebras preserving ∨ and homomorphisms of Hilbert algebras preserving ∨,

respectively. In Section 6, we will prove that the irreducible H-functional

relations between H∨-spaces can be characterized by means of special par-

tial functions between H∨-spaces. In Section 7, we will study the ideals in

H∨-algebras. We will prove that the ordered set Id(A) of all ideals of an H∨-

algebra 〈A,→,∨, 1〉 has a lattice structure, but is not a distributive lattice.

Also, we will prove that it is possible to define an implication � in Id(A),

which is not an implicative semilattice either. Finally, in Section 8, we shall

introduce the notion of open directed subsets and we will prove that these sets

give the dual description of ideals in H∨-algebras.

2. Preliminaries

Definition 2.1. A Hilbert algebra is an algebra A = 〈A,→, 1〉 of type (2, 0)

such that the following axioms hold in A:

(1) a → (b → a) = 1.

(2) (a → (b → c)) → ((a → b) → (a → c)) = 1.

(3) a → b = 1 = b → a implies a = b.

In [7], Diego proves that the class of Hilbert algebras forms a variety which

is denoted by H. It is easy to see that the binary relation ≤ defined in a

Hilbert algebra A by a ≤ b if and only if a → b = 1 is a partial order on A

with greatest element 1. This order is called the natural ordering on A. A

bounded Hilbert algebra is a Hilbert algebra A with an element 0 ∈ A such

that 0 ≤ a for all a ∈ A.
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Let us recall that the class of Hilbert algebras is a subclass of the BCK-

algebras, because a Hilbert algebra A is a BCK-algebra that satisfies the equa-

tion x → (y → z) = (x → y) → (x → z) (see, for instance, [6] page 165).

Lemma 2.2. Let A be a Hilbert algebra and a, b, c ∈ A. Then the following

equalities are satisfied:

(1) a → a = 1,

(2) 1 → a = a,

(3) a → (b → c) = b → (a → c),

(4) a → (b → c) = (a → b) → (a → c),

(5) a → ((a → b) → b) = 1,

(6) a → (a → b) = a → b,

(7) ((a → b) → b) → b = a → b,

(8) (a → b) → ((b → a) → a) = (b → a) → ((a → b) → b).

Let us consider a poset 〈X,≤〉. A subset U ⊆ X is said to be increasing

(decreasing) if for all x, y ∈ X such that x ∈ U (y ∈ U) and x ≤ y, we have

y ∈ U (x ∈ U). The set of all subsets of X is denoted by P(X), and the

set of all increasing subsets of X is denoted by Pi(X). The set complement

of a subset Y ⊆ X will be denoted by Y c or X − Y . For each Y ⊆ X, the

increasing (decreasing) set generated by Y is [Y ) = {x ∈ X | ∃y ∈ Y (y ≤ x)}

((Y ] = {x ∈ X | ∃y ∈ Y (x ≤ y)}). If Y = {y}, then we will write [y) and

(y] instead of [{y}) and ({y}], respectively. A subset K ⊆ X is called dually

directed if for any x, y ∈ K there exists z ∈ K such that z ≤ x and z ≤ y.

In [2], it was proved that if 〈X,≤〉 is a poset, then 〈Pi(X),⇒, X〉 is a Hilbert

algebra where the implication ⇒ is defined by

U ⇒ V = (U ∩ V c]c = {x | [x) ∩ U ⊆ V }

for U, V ∈ Pi(X).

Example 2.3. An H-set is a triple 〈X,≤,K〉 where 〈X,≤〉 is a poset and

∅ = K ⊆ P(X). Every H-set defines a structure HK(X) as follows:

HK(X) = {U ∈ P(X) | ∃W ∈ K and ∃V ⊆ W (U = W ⇒ V )}.

In [3], it was proved that 〈HK(X),⇒, X〉 is a Hilbert algebra and a subalgebra

of 〈Pi(X),⇒, X〉.

Let A be a Hilbert algebra. A subset D ⊆ A is a deductive system of A

if 1 ∈ D and if a, a → b ∈ D, then b ∈ D. The set of all deductive systems

of a Hilbert algebra A is denoted by Ds(A). It is easy to prove that Ds(A)

is closed under arbitrary intersections. The deductive system generated by

a set X is 〈X〉 =
⋂
{D ∈ Ds(A) | X ⊆ D}. If X = {a}, then we have

〈a〉 = {b ∈ A | a ≤ b} = [a). We shall say that a proper deductive system

D is irreducible if for any D1, D2 ∈ Ds(A) such that D = D1 ∩ D2, it follows

that D = D1 or D = D2. The set of all irreducible deductive systems of a

Hilbert algebra A is denoted by X(A). Let us recall that a deductive system
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is irreducible iff for every a, b ∈ A such that a, b /∈ D, there exists c /∈ D such

that a, b ≤ c. A subset I of A is called an order-ideal of A if b ∈ I and a ≤ b,

then a ∈ I, and for each a, b ∈ I there exists c ∈ I such that a ≤ c and b ≤ c.

The set of all order-ideals of A will be denoted by Id(A). For more details on

this topic see [7], [10], or [6].

The following is a Hilbert algebra analogue of Birkhoff’s Prime Filter

Lemma, and it is proved in [2].

Theorem 2.4. Let A be a Hilbert algebra. Let D ∈ Ds(A) and let I ∈ Id(A)

such that D ∩ I = ∅. Then there exists P ∈ X(A) such that D ⊆ P and

P ∩ I = ∅.

Let A be a Hilbert algebra. Let us consider the poset 〈X(A),⊆〉 and the

mapping ϕ : A → Pi(X(A)) defined by ϕ(a) = {P ∈ X(A) | a ∈ P}. For a

proof of the next theorem, see [7] or [2].

Theorem 2.5. Let A be Hilbert algebra. Then A is isomorphic to the subal-

gebra ϕ[A] = {ϕ(a) | a ∈ A} of 〈Pi(X(A)),⇒, X(A)〉.

3. A simplified representation for Hilbert algebras

In this section, we will simplify the topological representation for Hilbert

algebras given in [5]. First, we will recall some topological notions.

Let X = 〈X, T 〉 be a topological space. The closure of a set Y ⊆ X is

denoted by cl(Y ). The interior of a set Y is denoted by int(Y ). We recall

that the specialization order of X is defined by x � y if x ∈ cl({y}) = cl(y).

The relation � is reflexive and transitive, and it is a partial order if X is

T0. The dual order of � is denoted by ≤, i.e., x ≤ y if y ∈ cl(x). We note

that cl(x) = [x), and that an open (resp. closed) subset is a decreasing (resp.

increasing) subset with respect to ≤.

An arbitrary non-empty subset Y of a topological space X is irreducible

if Y ⊆ Z ∪ W for closed subsets Z and W implies Y ⊆ Z or Y ⊆ W . A

topological space X is sober if for every irreducible closed set Y , there exists a

unique x ∈ X such that cl(x) = Y . Notice that a sober space is automatically

T0. From now on, for every sober space X, we will consider the order ≤. A

subset Y ⊆ X is saturated if it is an intersection of open sets, or equivalently,

if Y is a decreasing set in the order ≤. The saturation sat(Y ) of a subset Y is

the smallest saturated set containing Y . We note that sat(Y ) = (Y ].

In [5], we introduced the dual space of a Hilbert algebra as an ordered

topological space satisfying certain additional conditions as stated below.

Definition 3.1. An ordered Hilbert space is a structure 〈X,≤, TK〉 such that:

(1) K is a basis of open, compact, and decreasing subsets for the topology TK
defined on X.

(2) For every A,B ∈ K, sat(A ∩ Bc) ∈ K.
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(3) For every x, y ∈ X, if x � y, then there exists U ∈ K such that x /∈ U

and y ∈ U .

(4) If Y is a closed subset and L ⊆ K is a dually directed set such that

Y ∩ U = ∅ for every U ∈ L, then
⋂
{U | U ∈ L} ∩ Y = ∅.

Remark 3.2. Let 〈X, TK〉 be a topological space with a basis K of open and

compact subsets such that (A ∩ Bc] ∈ K for every A, B ∈ K. Consider the

set D(X) = {U ⊆ X | U c ∈ K}. It is easy to prove that 〈D(X),⇒, X〉 is a

Hilbert algebra where the implication ⇒ is defined by

U ⇒ V = (sat(U ∩ V c))c = (U ∩ V c]c

for each U, V ∈ D(X). We also note that 〈D(X),⇒, X〉 is a subalgebra of the

Hilbert algebra 〈HK(X),⇒, X〉 defined as in Example 2.3. In this case, the

H-set is the triple 〈X,≤,K〉 where the order ≤ is the dual of the specialization

order.

We will give an equivalent definition of ordered Hilbert spaces without using

the order. This allows us to give a simplified topological duality. Before hand,

we will give some necessary concepts and show the equivalence between sober

spaces and the last two conditions of the definition given above.

Theorem 3.3. Let 〈X, TK〉 be a topological space with a base K of open and

compact subsets for the topology TK on X. Suppose that for every A, B ∈ K,

sat(A ∩ Bc) ∈ K. Then the following conditions are equivalent:

(1) X is T0, and for each closed subset Y and for each subset L ⊆ K dually

directed such that Y ∩U = ∅ for all U ∈ L, one has
⋂
{U | U ∈ L}∩Y = ∅.

(2) X is T0, and εX : X → X(D(X)), where εX(x) = {U ∈ D(X) | x ∈ U}

for each x ∈ X, is onto.

(3) 〈X, TK〉 is sober.

Proof. (1) ⇒ (2): Let P ∈ X(D(X)). Consider L = {U c
j | Uj /∈ P} ⊆ K. We

note that L is dually directed because P is an irreducible deductive system.

The set Y =
⋂
{Vi | Vi ∈ P} is closed and Y ∩U c

j = ∅ for each U c
j ∈ L because,

otherwise, there exists U c
j ∈ L such that U c

j ⊆
⋃
{V c

i | Vi ∈ P}. Since U c
j is

compact, U c
j ⊆ V c

1 ∪V c
2 ∪· · ·∪V c

n , i.e., (V1 ⇒ (V2 ⇒ · · · (Vn ⇒ Uj) · · · ) = X. It

follows that Uj ∈ P , which is a contradiction. Then Y ∩
⋂
{U c

j | Uj /∈ P} = ∅,

i.e., there exists x ∈
⋂
{Vi | Vi ∈ P} ∩

⋂
{U c

j | Uj /∈ P}, which implies that

P = εX(x).

(2) ⇒ (3): Let Y be an irreducible closed subset of X. Let us consider the

set PY = {U ∈ D(X) | Y ⊆ U}. It is easy to see that PY is a deductive system

of D(X). We prove that PY is irreducible. Let U, V /∈ PY . Hence, Y � U and

Y � V ; as Y is irreducible, Y � U∪V . So, there exists x ∈ Y such that x ∈ U c

and x ∈ V c. As U c, V c ∈ K and K is a base of open and compact subsets for

the topology TK, there exists W ∈ D(X) such that x ∈ W c ⊆ U c ∩ V c. So,

Y � W . Thus, W /∈ PY , and PY is an irreducible deductive system of D(X).

Since X is T0, εX is injective, and as εX is onto, there exists a unique y ∈ X
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such that εX(y) = PY . Now it is easy to check that Y = cl(y). Thus, 〈X, TK〉

is sober.

(3) ⇒ (1): Let Y be a closed subset of X and let L = {Ui | i ∈ I} be

a dually directed subfamily of K such that Y ∩ Ui = ∅ for all i ∈ I. Since

Y c is an open subset and K is a basis, Y =
⋂
{V | V ∈ B ⊆ D(X)}. Let

us consider the set H = {U c
i | Ui ∈ L} ⊆ D(X). Since L is dually directed,

the subset (H] = {W ∈ D(X) | W ⊆ U c
i for some U c

i ∈ H} is an order-ideal

of D(X). Let 〈B〉 be the deductive system generated by B. We prove that

〈B〉 ∩ (H] = ∅. Suppose the contrary. Then there exists U c
k ∈ H and there

exist V1, . . . , Vn ∈ B such that V1 ⇒ (V2 ⇒ · · · (Vn ⇒ U c
k) · · · ) = X. Since

Y ∩Uk = ∅, there exists x ∈ X such that x ∈ Y and x ∈ Uk. As x ∈ V1, . . . , Vn

and V1 ⇒ (V2 ⇒ · · · (Vn ⇒ U c
k) · · · ) = X, we deduce that x ∈ U c

k , which is

a contradiction. Thus, there exists P ∈ X(D(X)) such that 〈B〉 ⊆ P and

P ∩ (H] = ∅. Consider the set Z =
⋂
{V | V ∈ P}. Then Z ⊆ Y . It is easy to

see that Z is an irreducible set. As 〈X, TK〉 is sober, there exists x ∈ X such

that Z = cl(x). Thus, x ∈
⋂
{U | U ∈ L} ∩ Y . �

Definition 3.4. A Hilbert space or H-space is a topological space 〈X, TK〉

such that:

H1. K is a base of open and compact subsets for the topology TK on X.

H2. For every A,B ∈ K, sat(A ∩ Bc) ∈ K.

H3. 〈X, TK〉 is sober.

Remarks 3.5. (1) The order ≤ implicitly defined in every H-space is the dual

of the specialization order. Since an H-space is sober and T0, we get that for

each x ∈ X, the set [x) is the closure of {x}.

(2) It is clear that in every H-space 〈X, TK〉, every closed subset F is an

increasing subset of the poset 〈X,≤〉. Also, for the condition H2 of Definition

3.4, and since K is a base for the topology TK, εX(x) = {U ∈ D(X) | x ∈ U}

is an irreducible deductive system for each x ∈ X.

(3) If 〈X, TK〉 is an H-space, then D(X) = 〈D(X),⇒, X〉, where D(X) is

defined as in Remark 3.2, is a Hilbert algebra called the dual Hilbert algebra

of the H-space 〈X, TK〉. Moreover, 〈X,≤,K〉 is an H-set, and by Example 2.3,

we have that 〈HK(X),⇒, X〉 is a Hilbert algebra. Since every element of K is

a decreasing set, it is easy to see that D(X) ⊆ HK(X) ⊆ Pi(X).

Taking into account these facts, it is easy to see that the Definition 3.4 of

H-space given here is equivalent to the Definition 3.1 given in [5].

Lemma 3.6. Let 〈X, TK〉 be an H-space. Then 〈X, TK〉 is compact iff D(X)

is a bounded Hilbert algebra.

Proof. We note that 〈X, TK〉 is compact iff X ∈ K iff ∅ ∈ D(X). �

Let A be a Hilbert algebra. In [5], it was proved that the family

KA = {ϕ(a)c | a ∈ A} ⊆ P(X(A))
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is a basis for a topology TKA
defined on X(A). The topological space X(A) =

〈X(A), TKA
〉 is called the dual space of A. We note that P ⊆ Q iff Q ∈

cl({P}) =
⋂
{ϕ(a) | a ∈ P} for all Q,P ∈ X(A), i.e., the dual of the special-

ization order of 〈X(A), TKA
〉 is the inclusion relation ⊆.

Theorem 3.7 ([5]). Let A be a Hilbert algebra. Then 〈X(A), TKA
〉 is an

H-space and D(X(A)) = {ϕ(a) | a ∈ A} is a Hilbert algebra isomorphic to A.

Theorem 3.8 ([5]). Let 〈X, TK〉 be an H-space. Then the topological spaces

〈X, TK〉 and 〈X(D(X)), TKD(X)
〉 are homeomorphic by means of the mapping

εX : X → X(D(X)).

Definition 3.9 ([5]). Let A,B be two Hilbert algebras. A mapping h : A → B

is a semi-homomorphism if for every a, b ∈ A,

(1) h(a → b) ≤ h(a) → h(b),

(2) h(1) = 1.

A homomorphism from a Hilbert algebra A into a Hilbert algebra B is a

semi-homomorphism h such that h(a) → h(b) ≤ h(a → b) for a, b ∈ A.

Let us denote by HS the category whose objects are Hilbert algebras

and whose morphisms are semi-homomorphisms between Hilbert algebras.

Similarly, let HH be the category of Hilbert algebras with homomorphisms.

Clearly, HH is a subcategory of HS.

Definition 3.10 ([5]). Let 〈X1, TK1
〉 and 〈X2, TK2

〉 be two H-spaces. Let us

consider a relation R ⊆ X1 ×X2. We say that R is an H-relation if it satisfies

the following properties:

(1) R−1(U) ∈ K1, for every U ∈ K2,

(2) R(x) is a closed subset of X2, for all x ∈ X1.

We say that R is an H-functional relation if R is an H-relation and it satisfies

the following condition:

(3) If (x, y) ∈ R, then there exists z ∈ X1 such that x ≤ z and R(z) = [y).

In [5], it was proved that the H-spaces as objects and the H-relations as

arrows form a category denoted by SR. Similarly, the H-spaces as objects

and the H-functional relations as arrows form a category denoted by SF .

Let 〈X1, TK1
〉 and 〈X2, TK2

〉 be two H-spaces. Let R ⊆ X1 × X2 be an H-

relation. Then the mapping hR : D(X2) → D(X1) defined by hR(U) = {x ∈

X1 | R(x) ⊆ U} is a semi-homomorphism. If R is an H-functional relation,

then hR is a homomorphism.

Let A,B be two Hilbert algebras. Let h : A → B be a semi-homomorphism.

Define a binary relation Rh ⊆ X(B) × X(A) by (P, Q) ∈ Rh iff h−1(P ) ⊆ Q,

where h−1(P ) = {a ∈ A | h(a) ∈ P}. In [5], we proved that Rh is an

H-relation, and that if h is a homomorphism, then Rh is an H-functional

relation. Moreover, the categories SR and HS are dually equivalent and the

categories SF and HH are dually equivalent.
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4. Hilbert algebras with supremum

Now we will study the class of Hilbert algebras where the associated order

is a join-semilattice. We note that this class of algebras is a particular class of

some BCK-algebras with lattice operations studied by P. M. Idziak in [9].

Definition 4.1. An algebra 〈A,→,∨, 1〉 of type (2, 2, 0) is a Hilbert algebra

with supremum or H∨-algebra if

(1) 〈A,→, 1〉 is a Hilbert algebra,

(2) 〈A,∨, 1〉 is a join-semilattice with greatest element 1,

(3) for all a, b ∈ A, a → b = 1 if and only if a ∨ b = b.

By HS∨we denote the category whose objects are H∨-algebras and whose

morphisms are Hilbert semi-homomorphisms that preserve the operation ∨.

Example 4.2. Let us recall that a Tarski algebra is a Hilbert algebra 〈A,→, 1〉

such that (a → b) → a = (b → a) → a for all a, b, c ∈ A. It is known that A

is a join-semilattice under the operation ∨ defined by a ∨ b = (a → b) → a.

Thus, A is a Hilbert algebra with supremum.

Example 4.3. In every join-semilattice 〈A,∨, 1〉 with greatest element 1, it

is possible to define the structure of a Hilbert algebra with supremum by

considering the implication → defined by the order, i.e., a → b = b if a � b,

and a → b = 1 if a ≤ b.

Example 4.4. The Boolean lattice with two atoms B2 = {0, a, b, 1} and

with the implication → defined by the order is a Hilbert algebra where the

supremum exists for any pair of elements, but is not a Heyting algebra.

The class of H∨-algebras is indeed a variety. This result follows from the

results on BCK-algebras with lattice operations given by P. M. Idziak in [9].

Theorem 4.5. Let us consider an algebra 〈A,→,∨, 1〉 of type (2, 2, 0). Then

〈A,→,∨, 1〉 is an H∨-algebra if and only if

(1) 〈A,→, 1〉 is a Hilbert algebra,

(2) 〈A,∨, 1〉 is a join-semilattice with greatest element 1,

(3) A satisfies the following equations:

(a) a → (a ∨ b) = 1,

(b) (a → b) → ((a ∨ b) → b) = 1.

5. Representation and duality for Hilbert algebras with supremum

In this section, we shall define the dual space of an H∨-algebra as an H-

space with an additional condition. First, we will give a representation theorem

for H∨-algebras, and will further develop the topological duality.

Let A = 〈A,→,∨, 1〉 be an H∨-algebra and let D ∈ Ds(A). We say that D

is prime if and only if D = A and for every a, b ∈ A such that a∨ b ∈ D, either
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a ∈ D or b ∈ D. It is easy to prove that a deductive system D is irreducible

if and only if D is prime.

Lemma 5.1. Let 〈A,→,∨, 1〉 be an H∨-algebra. Then ϕ : A → Pi(X(A)),

given by ϕ(a) = {P ∈ X(A) | a ∈ P}, is an injective homomorphism of

H∨-algebras.

Proof. That ϕ is an injective homomorphism of H-algebras was proved in [5].

Let a, b ∈ A and P ∈ X(A). We need to prove that ϕ(a ∨ b) = ϕ(a) ∪ ϕ(b).

Let P ∈ X(A). Suppose that P ∈ ϕ(a ∨ b). So, a ∨ b ∈ P . As P is prime,

a ∈ P or b ∈ P . Thus, P ∈ ϕ(a) ∪ ϕ(b). Now, we suppose that P ∈ ϕ(a) or

P ∈ ϕ(b). So, a ∈ P or b ∈ P . As a ≤ a ∨ b, b ≤ a ∨ b, and P is an increasing

subset of A, so a ∨ b ∈ P . Thus, P ∈ ϕ(a ∨ b). �

Now, we will introduce the definition of H∨-space.

Definition 5.2. Let 〈X, TK〉 be an H-space. Then 〈X, TK〉 is an H∨-space if

U ∩ V ∈ K for all U, V ∈ K.

Proposition 5.3. If 〈X, TK〉 is an H∨-space, then D(X) = 〈D(X),⇒,∪, X〉

is a Hilbert algebra with supremum.

Proof. This is immediate by the definition of H∨-space. �

We will prove a characterization of H∨-spaces. First, we note that if 〈X, TK〉

is a topological space with a basis K of compact and open subsets, then in X we

can define another topology TD(X) by taking the family D(X) = {U | U c ∈ K}

as subbasis. We will denote this space by 〈X, TD(X)〉. The following result is

part of folklore, but for the sake of completeness we will give a proof here.

Proposition 5.4. Let 〈X, TK〉 be a topological space with a base K of open

and compact subsets for the topology TK such that U ∩V ∈ K for all U, V ∈ K.

Then the following conditions are equivalent:

(1) Every closed subset of 〈X, TK〉 is a compact subset of the topological space

〈X, TD(X)〉.

(2) If Y is a closed subset and L ⊆ K is a dually directed set such that

Y ∩ U = ∅ for every U ∈ L, then
⋂
{U | U ∈ L} ∩ Y = ∅.

Proof. (1) ⇒ (2): Let Y be a closed subset of 〈X, TK〉 and let L be a dually

directed subset of K such that Y ∩U = ∅ for each U ∈ L. We need to prove that

Y ∩
⋂
{U | U ∈ L} = ∅. To the contrary, suppose that Y ⊆

⋃
{U c | U ∈ L}.

As the sets U c are open subsets of the topological space 〈X, TD(X)〉 and Y

is compact in this space, there exists a finite set {U1, . . . , Un} ⊆ L such that

Y ⊆ U c
1 ∪ · · · ∪ U c

n. As L is a dually directed subset of K, there exists U ∈ L

such that U ⊆ U1 ∩ · · · ∩ Un. Thus, Y ∩ U = ∅, which is a contradiction.
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(2) ⇒ (1): Let Y be a closed subset of 〈X, TK〉. Let J = {Ui | i ∈ I} ⊆

D(X) such that Y ⊆
⋃
{Ui | i ∈ I}. Let us consider the family J̃ of sets

V ⊆ X such that there exists a finite subfamily {U1, . . . , Un} of J such that

V = U1 ∪ · · · ∪ Un. It is clear that J ⊆ J̃ and that
{
V c | V ∈ J̃

}
is a dually

directed subset of K because K is closed under ∩. Since Y ∩
⋂{

V c | V ∈ J̃
}

=

∅, and as 〈X, TK〉 satisfies condition (4) of Definition 3.1, we get that there

exists V = U1 ∪ · · · ∪Un ∈ J̃ such that Y ∩ V c = ∅, i.e., Y ⊆ U1 ∪ · · · ∪Un for

U1, . . . , Un ∈ D(X). Thus, Y is a compact subset of the space 〈X, TD(X)〉. �

Corollary 5.5. Let 〈X, TK〉 be a topological space with a base K of open and

compact subsets for the topology TK. Then 〈X, TK〉 is an H∨-space iff it satis-

fies the following conditions:

(1) A ∩ B ∈ K for all A,B ∈ K.

(2) For every A,B ∈ K, sat(A ∩ Bc) ∈ K.

(3) Every closed subset of 〈X, TK〉 is a compact subset of the topological space

〈X, TD(X)〉.

Proof. This follows from Definition 5.2, Proposition 5.4, and Theorem 3.3. �

Theorem 5.6. Let A be an H∨-algebra. Then 〈X(A), TKA
〉 is an H∨-space

and the mapping ϕ : A → D(X(A)) is an isomorphism of H∨-algebras.

Proof. We know that 〈X(A),KA〉 is an H-space. From Lemma 5.1, it follows

that U ∩ V ∈ KA for all U, V ∈ KA. Thus, 〈X(A),KA〉 is an H∨-space. By

Proposition 5.3, we get that D(X(A)) = 〈D(X(A)),⇒,∪, X(A)〉 is an H∨-

algebra. �

Proposition 5.7. Let X be an H∨-space. Then εX : X → X(D(X)) is a

homeomorphism between the spaces X and X(D(X)).

Proof. By Theorem 3.8, the mapping εX is a homeomorphism between the

topological spaces X and X(D(X)). By Proposition 5.3, if X is an H∨-space,

then D(X) is an H∨-algebra, and by Lemma 5.1, it follows that X(D(X)) is

an H∨-space. �

Definition 5.8. Let A, B be H∨-algebras. A semi-homomorphism h : A → B

is called a join-semi-homomorphism, or ∨-semi-homomorphism, if h(a ∨ b) =

h(a) ∨ h(b) for all a, b ∈ A.

Similarly, if h is a homomorphism that preserves the join, it will be called

a ∨-homomorphism.

Now we shall study the duals of ∨-semi-homomorphisms.

Definition 5.9. Let X1 and X2 be two H-spaces. Let us consider a relation

R ⊆ X1 × X2. We shall say that R is irreducible if for each x ∈ X1, R(x) is

an irreducible closed subset of X2 when R(x) = ∅.
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Theorem 5.10. Let A, B be two H∨-algebras and let h : A → B be a semi-

homomorphism of Hilbert algebras. Then the following conditions are equiva-

lent:

(1) h preserves the operation ∨.

(2) The relation Rh is irreducible.

(3) For all P ∈ X(B), h−1(P ) ∈ X(A) or h−1(P ) = A.

Proof. (1) ⇒ (2): Let P ∈ X(B). Assume that Rh(P ) = ∅. Let Z and W

be two closed subsets of 〈X(A), TKA
〉 such that Rh(P ) ⊆ Z ∪ W , Rh(P ) � Z

and Rh(P ) � W . So, there exist Q,D ∈ X(A) such that Q ∈ Rh(P ) − Z and

D ∈ Rh(P )−W . Thus, there exist a, b ∈ A such that Z ⊆ ϕ(a) with Q /∈ ϕ(a),

and W ⊆ ϕ(b) with D /∈ ϕ(b). So, a, b /∈ h−1(P ). Since Rh(P ) ⊆ ϕ(a ∨ b), we

get that P ∈ hRh
(ϕ(a∨ b)). By Lemma 3.5 of [5], hRh

(ϕ(a∨ b)) = ϕ(h(a∨ b)).

So, h(a ∨ b) ∈ P . As P is prime, h(a) ∈ P or h(b) ∈ P , i.e., a ∈ h−1(P ) or

b ∈ h−1(P ), which is a contradiction. Thus, Rh(P ) is irreducible.

(2) ⇒ (3): Let P ∈ X(B). By Theorem 3.2 of [2], h−1(P ) ∈ Ds(A).

Suppose that h−1(P ) = A. Let a ∨ b ∈ h−1(P ). So, a ∨ b ∈ Q for all

Q ∈ Rh(P ). Hence, Rh(P ) ⊆ ϕ(a ∨ b) = ϕ(a) ∪ ϕ(b), and as Rh(P ) is

irreducible, we deduce that Rh(P ) ⊆ ϕ(a), or Rh(P ) ⊆ ϕ(b), i.e., h(a) ∈ P or

h(b) ∈ P . Thus, h−1(P ) ∈ X(A).

(3) ⇒ (1): To show that h preserves the operation ∨, let a, b ∈ A. As h is

monotonic, we have h(a)∨h(b) ≤ h(a∨b). Suppose that h(a∨b) � h(a)∨h(b).

So, there exists P ∈ X(B) such that h(a ∨ b) ∈ P and h(a) ∨ h(b) /∈ P .

Hence, h(a) /∈ P and h(b) /∈ P . That is, a, b /∈ h−1(P ). By hypothesis,

h−1(P ) ∈ X(A). Thus, a ∨ b /∈ h−1(P ), and so h(a ∨ b) /∈ P , which is a

contradiction. �

Corollary 5.11. Let A,B be Hilbert algebras with supremum. If h : A → B

is a semi-homomorphism of Hilbert algebras, then the mapping h is a ∨-

homomorphism iff Rh is an irreducible H-functional relation.

Proof. This follows from Theorem 3.3 and Theorem 3.6 in [5] and from the

previous Theorem. �

Theorem 5.12. Let 〈X1, TK1
〉, 〈X2, TK2

〉 be H∨-spaces. Let R ⊆ X1 ×X2 be

an H-relation. Then hR : D(X2) → D(X1) preserves the operation ∪ if and

only if R is irreducible.

Proof. We suppose that R is an irreducible H-relation. From Theorem 3.4 in

[5], we get that hR is a semi-homomorphism of Hilbert algebras. We will prove

that hR(U ∪ V ) = hR(U) ∪ hR(V ) for all U, V ∈ D(X2). Let x ∈ X1 be such

that x ∈ hR(U ∪V ). So, R(x) ⊆ U ∪V . Suppose that R(x) = ∅. As R(x) is an

irreducible subset of X2, R(x) ⊆ U or R(x) ⊆ V . So, x ∈ hR(U)∪hR(V ). The

converse is immediate. Therefore, we get that hR preserves the operation ∪.

Conversely, let x ∈ X1 be such that R(x) = ∅. We will prove that R(x)

is irreducible. Let F1, F2 be closed subsets of X2 such that R(x) ⊆ F1 ∪ F2,
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R(x) � F1, and R(x) � F2. So, there exists y1 ∈ R(x)−F1 and y2 ∈ R(x)−F2.

Thus, there exist U1, U2 ∈ D(X2) such that F1 ⊆ U1, F2 ⊆ U2, y1 /∈ U1, and

y2 /∈ U2. So, R(x) ⊆ U1 ∪U2 and, in consequence, x ∈ hR(U1)∪hR(U2). Then

R(x) ⊆ U1 or R(x) ⊆ U2, which is a contradiction because y1, y2 ∈ R(x). �

Corollary 5.13. Let 〈X1, TK1
〉, 〈X2, TK2

〉 be H∨-spaces. If R ⊆ X1 × X2 is

an H-relation, then hR : D(X2) → D(X1) is a homomorphism of H∨-algebras

if and only if R is an irreducible H-functional relation.

Proof. This follows from Theorem 3.3 and Theorem 3.6 in [5] and from the

previous Theorem. �

Let HS∨ be the category of H∨-algebras with ∨-semi-homomorphisms, and

let HH∨ be the category of H∨-algebras with ∨-homomorphisms. Let SR∨

be the category of H∨-spaces whose morphisms are irreducible H-relations.

Let SF∨ be the category of H∨-spaces with irreducible H-functional rela-

tions. From the previous results, we immediately see that the categories SR∨

and HS∨ are dually equivalent, and the categories SF∨ and HH∨ are dually

equivalent.

6. H-partial functions

We will show now that irreducible H-functional relations between H∨-

spaces can be characterized by means of special partial functions between

H∨-spaces.

Definition 6.1. Let 〈X1, TK1
〉, 〈X2, TK2

〉 be H∨-spaces. Let f : X1 → X2 be

a partial map. Let dom(f) be the domain of f . We shall say that f is an

H-partial function if the following conditions are satisfied:

(1) [f(x)) = f([x)) for each x ∈ dom(f),

(2) x ∈ dom(f) iff there exists y ∈ X2 such that f([x)) = [y),

(3) if U ∈ K2, then (f−1(U)] ∈ K1.

Let 〈X1, TK1
〉 and 〈X2, TK2

〉 be two H∨-spaces and R ⊆ X1 × X2 be an

irreducible H-functional relation. Let x ∈ X1 such that R(x) = ∅. As R(x) is

a closed irreducible subset and 〈X2, TK2
〉 is sober, there exists a unique y ∈ X2

such that R(x) = cl(y) = [y). We define a partial function fR : X1 → X2 as

follows. We set dom(fR) = {x ∈ X1 | R(x) = ∅}, and for each x ∈ dom(fR),

we set fR(x) = y, i.e., fR(x) = y iff R(x) = cl(y) = [y).

Lemma 6.2. Let 〈X1, TK1
〉 and 〈X2, TK2

〉 be two H∨-spaces and R ⊆ X1×X2

an H-relation. Then ≤1 ◦ R = R.

Proof. Let x, y ∈ X1 and z ∈ X2. It is clear that R ⊆ ≤1 ◦ R. Assume

that x ≤1 y and (y, z) ∈ R. If z /∈ R(x), as R(x) is a closed subset of

〈X2, TK2
〉, there exists U ∈ D(X2) such that z /∈ U and R(x) ⊆ U . Then

x ∈ hR(U) ∈ D(X1). So, y ∈ hR(U), i.e., R(y) ⊆ U , which is a contradiction

because z /∈ U . �
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Lemma 6.3. Let 〈X1, TK1
〉 and 〈X2, TK2

〉 be two H∨-spaces and R ⊆ X1×X2

an irreducible H-functional relation. Then fR is an H-partial function.

Proof. We will prove that [fR(x)) = fR([x)) for each x ∈ dom(fR). Let

z ∈ [fR(x)) = R(x). As R is an H-functional relation, there exists w ∈ X1

such that x ≤1 w and R(w) = [z). So, w ∈ [x) and fR(w) = z. Then

z ∈ fR([x)). Conversely, let z ∈ fR([x)). Hence, there exists a ∈ [x) such

that fR(a) = z. So, x ≤1 a and z ∈ cl(z) = R(a). By Lemma 6.2, we have

≤1 ◦ R = R. Then (x, z) ∈ R. Thus, z ∈ R(x) = [fR(x)).

It is clear that x ∈ dom(fR) iff there exists y ∈ X2 such that fR([x)) = [y).

We will show that R−1(V ) = (f−1
R (V )] for all V ∈ K2. Let x ∈ R−1(V ). So,

there exists w ∈ V such that w ∈ R(x) = [fR(x)). Thus, fR(x) ∈ V and,

consequently, x ∈ f−1
R (V ). So, x ∈ (f−1

R (V )]. Conversely, if x ∈ (f−1
R (V )],

then V ∩[fR(x)) = V ∩ R(x) = ∅. So, x ∈ R−1(V ). Thus, we proved that fR

is an H-partial function. �

Let 〈X1, TK1
〉 and 〈X2, TK2

〉 be two H∨-spaces and f : X1 → X2 be an

H-partial function. The binary relation Rf ⊆ X1 × X2 can be defined as

follows:

Rf (x) =

{
[f(x)) if x ∈ dom(f),

∅ if x /∈ dom(f),

for each x ∈ X1.

Lemma 6.4. Let 〈X1, TK1
〉 and 〈X2, TK2

〉 be two H∨-spaces and f : X1 → X2

an H-partial function. Then Rf is an irreducible H-functional relation.

Proof. We will prove that Rf is an H-functional relation. Let x ∈ dom(f).

By Remark 3.5, Rf (x) = [f(x)) = cl(f(x)) is a closed subset of 〈X2, TK2
〉. If

x /∈ dom(f), then Rf (x) = ∅. So, Rf (x) is a closed subset of 〈X2, TK2
〉 for

every x ∈ X1. Let U ∈ K2. We are able to prove that R−1
f (U) ∈ K1, showing

that R−1
f (U) = (f−1(U)]. Let x ∈ R−1

f (U). So, there exists w ∈ U such that

w ∈ Rf (x). Hence, f(x) ≤2 w. Thus, f(x) ∈ U because U is a decreasing

subset of X2. So, x ∈ f−1(U) and consequently, x ∈ (f−1(U)]. Conversely, if

x ∈ (f−1(U)], then [x) ∩ f−1(U) = ∅. So, [f(x)) ∩ U = U ∩ Rf (x) = ∅, i.e.,

x ∈ R−1
f (U). So, we get that R−1

f (U) = (f−1(U)]. Thus, by condition (3) of

Definition 6.1, R−1
f (U) ∈ K1 for all U ∈ K2.

Let x ∈ dom(f) and suppose that (x, y) ∈ Rf . Then y ∈ Rf (x) = [f(x)),

and since f is an H-partial function, [f(x)) = f([x)). So, there exists z ∈ [x)

such that y = f(z). So, x ≤1 z and [y) = [f(z)) = Rf (z). Thus, Rf is an

H-functional relation.

If x ∈ dom(f), then Rf (x) = ∅. So, to show that Rf is an irreducible rela-

tion, it only remains to prove that Rf (x) is an irreducible subset of 〈X2, TK2
〉

for every x ∈ dom(f). Let Z,W be two closed subsets of 〈X2, TK2
〉 such that

Rf (x) ⊆ Z∪W . So, [f(x)) ⊆ Z∪W . Therefore, f(x) ∈ Z or f(x) ∈ W . Since

Z,W are increasing subsets of X2, [f(x)) ⊆ Z or [f(x)) ⊆ W . So, Rf (x) ⊆ Z

or Rf (x) ⊆ W . Thus, Rf is an irreducible H-functional relation. �
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Figure 1

Corollary 6.5. There exists a dual equivalence between the category of

H∨-algebras with homomorphisms that preserve suprema and the category of

H∨-spaces with H-partial functions.

7. Ideals of Hilbert algebra with supremum

Let us recall that an order-ideal of a Hilbert algebra 〈A,→, 1〉 is a decreasing

subset I of A such that for each a, b ∈ I, there exists c ∈ I such that a ≤ c

and b ≤ c. Recall that the set of all order-ideals of 〈A,→, 1〉 will be denoted

by Id(A). Now, if A is an H∨-algebra, then the usual notion of ideal in a

join-semilattice coincides with the notion of order-ideal, as is established in

the following lemma.

Lemma 7.1. Let 〈A,→,∨, 1〉 be an H∨-algebra. A subset I of A is an ideal

of 〈A,∨, 1〉 iff I is an order-ideal of A.

Let A be an H∨-algebra. In Id(A), we define the lattice operations � and

�, and an implication � in the following way:

I � J = I ∩ J,

I � J = {x ∈ A | ∃i ∈ I ∃j ∈ J (x ≤ i ∨ j)},

I � J = {x ∈ A | ∀i ∈ I ∃j ∈ J (x ≤ i → j)},

for all I, J ∈ Id(A).

Unlike the case of deductive systems of a Hilbert algebra, a non-empty

intersection of a family of ideals may not be an ideal, as the following example

shows.

Example 7.2. Figure 1 shows a finite Hilbert algebra 〈A,→, 1〉 with five

elements A = {a, b, c, d, 1}; the operation → is given by the order. The sets

(c] and (d] are clearly ideals, but (c] ∩ (d] = {a, b} is not an ideal.

If A is bounded, i.e., there exists 0 ∈ A such that 0 ≤ a for all a ∈ A, then

the element 0 belongs to any ideal. Then I∩H = ∅ for any I, H ∈ Id(A). But,
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if A is not bounded, there may be ideals I and H such that I ∩H = ∅. In this

case, we will consider the set Id(A)∪{∅}. By known results on join-semilattices

(see [6]), we get the following result.

Theorem 7.3. Let A be an H∨-algebra. Then 〈Id(A) ∪ {∅},�,�, A〉 is a

lattice.

The next example shows that the lattice 〈Id(A) ∪ {∅},�,�, A〉 need not be

distributive.

Example 7.4. Figure 2 shows a finite Hilbert algebra whose universe is A =

{a, b, c, 1}; the operation → is given by the order. We consider the ideals (a],

(b], and (c]. Then (a]∩((b]�(c]) = (a]∩(1] = (a], but ((a]∩(b])�((a]∩(c]) = ∅.

Proposition 7.5. Let A be an H∨-algebra. Then:

(1) I � J ∈ Id(A) for all I, J ∈ Id(A).

(2) I � J = A iff I ⊆ J for all I, J ∈ Id(A).

(3) J ⊆ I � J for all I, J ∈ Id(A).

(4) If I � J = A and J � I = A then, I = J for all I, J ∈ Id(A).

(5) If I ⊆ J � Z then I ∩ J ⊆ Z for all I, J, Z ∈ Id(A).

Proof. (1): First, we will prove that I � J is a decreasing subset of A. Let

a, b ∈ A such that a ∈ I � J and b ≤ a. As a ∈ I � J for all i ∈ I, there exists

j ∈ J such that a ≤ i → j. As b ≤ i → j, so b ∈ I � J . Let a, b ∈ I � J . So,

for every i ∈ I, there exists j ∈ J such that a ≤ i → j, and for every i ∈ I,

there exists h ∈ J such that b ≤ i → h. As J ∈ Id(A) and h, j ∈ J , there

exists t ∈ J such that h ≤ t and j ≤ t. As for all i ∈ I, i → h ≤ i → t and

i → j ≤ i → t, we can conclude a ≤ i → t and b ≤ i → t. Thus, for all i ∈ I,

there exists t ∈ J such that a ∨ b ≤ i → t. So, a ∨ b ∈ I � J where a ≤ a ∨ b

and b ≤ a ∨ b. Therefore, we get that I � J is an ideal of A.

(2): If I � J = A, then x ∈ I � J for all x ∈ A. In particular, 1 ∈ I � J .

So, for all i ∈ I, there exists j ∈ J such that 1 ≤ i → j. Thus, i → j = 1.

Hence, i ≤ j for all i ∈ I. As J is a decreasing subset, i ∈ J for all i ∈ I.

Thus, I ⊆ J . Conversely, we suppose that I ⊆ J and that I � J = A. So,

there exists x ∈ A such that x /∈ I � J . That is, there exists i0 ∈ I such

that for all j ∈ J , we have x � i0 → j. As I ⊆ J , we obtain that i0 ∈ J . So,

x � i0 → i0 = 1, which is a contradiction.
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Figure 3

(3): We will prove that J ⊆ I � J . Let j ∈ J . Since j ≤ i → j for all

i ∈ I, we have j ∈ I � J and consequently, J ⊆ I � J .

(4): Let I � J = A and J � I = A. Applying (2), we get I = J .

(5): Suppose that I ∩ J = ∅. Let I ⊆ J � Z and x ∈ I ∩ J . As x ∈ I,

x ∈ J � Z. So, for all j ∈ J , there exists z ∈ Z such that x ≤ j → z. In

particular, for x ∈ J , we get x ≤ x → z and so, 1 = x → (x → z) = x → z.

So, x ≤ z. As Z is a decreasing subset of A, x ∈ Z. Thus, I ∩ J ⊆ Z. �

Unfortunately, the set of ideals of an H∨-algebra with the implication � is

not a Hilbert algebra, as shown in the following example.

Example 7.6. Figure 3 shows a finite Hilbert algebra whose universe is A =

{a, b, 1}; the operation → is given by the order. If we consider the ideals

I = (a], J = (b], and Z = (a], then it is easy to see that I � J = {b},

(I � J) � Z = {a}, and as I � Z = A, (I � J) � (I � Z) = A. So,

(I � J) � Z = (I � J) � (I � Z).

Remark 7.7. Let A be an H∨-algebra. In general, 〈Id(A) ∪ {∅},�,�, A〉

is not an implicative semilattice. We consider the Boolean lattice with two

atoms A = {0, a, b, 1}; the operation → is given by the order. Considering the

following ideals: I = (a], J = (b], and Z = (0], we have that I ∩ J ⊆ Z, but

I ⊆ J � Z.

Theorem 7.8. Let A be an H∨-algebra. Then the mapping α : A → Id(A) de-

fined by α(a) = (a] for each a ∈ A is order-preserving and preserves supremum

and implication.

Proof. It is clear that α is order-preserving and preserves supremum. Let

a, b ∈ A. We will prove that α(a → b) = α(a) � α(b). Let x ∈ α(a → b).

So, x ≤ a → b. As i ≤ a for every i ∈ α(a), we have a → b ≤ i → b. Hence,

for each i ∈ α(a), one has x ≤ i → b. So, x ∈ α(a) � α(b). Now, suppose

that x ∈ α(a) � α(b). So, for every i ∈ α(a) there exists j ∈ α(b) such that

x ≤ i → j. In particular, for i = a, we get that x ≤ a → j. Since j ≤ b, we

get that a → j ≤ a → b. So, x ∈ α(a → b). �



 Hilbert algebras with supremum 253

8. Ideals and open directed subsets

In this section, we show how the duality developed in the previous sections

works by establishing a dual description of the notion of ideal.

Let 〈X, TK〉 be an H∨-space. Let Y ⊆ X, and let B ⊆ D(X). The following

notations will be used. Denote {X − U | U ∈ B} = {U c | U ∈ B} by B,

and {U ∈ D(X) | U ⊆ Y } by I(Y ). We note that I(Y ) is an ideal of D(X).

Recall that 〈X, TD(X)〉 is the topological space defined on X considering the

set D(X) = {U c | U ∈ K} as subbase of the topology TD(X). Let intD(X)(Y )

be the interior of the set Y ⊆ X in the topological space 〈X, TD(X)〉.

Definition 8.1. Let 〈X, TK〉 be an H∨-space. We shall say that Y ⊆ X is

open directed iff there is B ⊆ D(X) such that Y =
⋃
{U | U ∈ B} =

⋃
B.

Let Od(X) be the set of all open directed subsets of 〈X, TK〉.

Remarks 8.2. (1) Let 〈X, TK〉 be an H∨-space. Let Y ∈ Od(X), and let

B ⊆ D(X) be such that Y =
⋃
{U | U ∈ B} =

⋃
B. It is clear that B ⊆ I(Y ).

As Y =
⋃
B ⊆

⋃
I(Y ) ⊆ Y , we get that Y =

⋃
I(Y ). We can conclude that

Y ⊆ X is open directed iff Y =
⋃

I(Y ).

(2) It is clear that
⋃

I(O) ⊆ O for every open subset O of 〈X, TD(X)〉.

However, not every open subset of 〈X, TD(X)〉 can be written as
⋃

I(O) because

D(X) is only a subbase of 〈X, TD(X)〉.

Proposition 8.3. Let 〈X, TK〉 be an H∨-space. Then Od(X) is closed under

unions of sets and under the operations of infimum and implication defined by

Y � Z =
⋃

I(Y ∩ Z),

Y � Z =
⋃

{U ∈ D(X) | U ⊆ Y c ∪ Z} =
⋃

I(Y c ∪ Z),

for each Y, Z ∈ Od(X).

Proof. Let Y, Z ∈ Od(X). By definition, it is clear that Y � Z and Y � Z

belong to Od(X). We are able to show that Y ∪ Z ∈ Od(X), proving that

Y ∪Z =
⋃

I(Y ∪Z). Clearly,
⋃

I(Y ∪Z) =
⋃
{U ∈ D(X) | U ⊆ Y ∪Z} ⊆ Y ∪Z.

As Y ⊆ Y ∪Z, we have that I(Y ) ⊆ I(Y ∪Z). So, Y =
⋃

I(Y ) ⊆
⋃

I(Y ∪Z).

Similarly, Z ⊆
⋃

I(Y ∪ Z). Thus, Y ∪ Z ⊆
⋃

I(Y ∪ Z), which completes the

proof. �

Theorem 8.4. Let 〈X, TK〉 be an H∨-space. Then 〈Od(X),�,∪, X〉 is a lat-

tice, and for all Y,Z ∈ Od(X):

(1) Y ⊆ Z iff Y � Z = X.

(2) Z ⊆ Y � Z.

(3) If Y � Z = X and Z � Y = X, then Y = Z.

Proof. It is clear that 〈Od(X),�,∪, X〉 is a lattice.
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(1): If Y ⊆ Z, then Y c ∪ Z = X. So, Y � Z =
⋃

I(Y c ∪ Z) = X. Now

suppose that Y � Z = X and Y � Z. So, there exists a ∈ Y such that a /∈ Z.

Since a ∈ X and Y � Z = X, there exists U ∈ D(X) such that a ∈ U and

U ⊆ Y c ∪ Z. So, a ∈ Y c ∪ Z, which is a contradiction.

(2): If U ∈ D(X) such that U ⊆ Z, then U ⊆ Y c ∪ Z. Consequently,⋃
I(Z) ⊆

⋃
I(Y c ∪ Z). That is, Z ⊆ Y � Z.

(3): If Y � Z = X and Z � Y = X, (1) makes it obvious that Y = Z. �

Proposition 8.5. Let A be an H∨-algebra. Then β : Id(A) → Od(X(A))

defined by

β(I) = {P ∈ X(A) | P ∩ I = ∅}

for each I ∈ Id(A) is a lattice-isomorphism that preserves implication.

Proof. Clearly, β is well defined because β(I) =
⋃
{ϕ(a) | a ∈ I} ∈ Od(X(A))

for every I ∈ Id(A).

We will prove that I ⊆ J iff β(I) ⊆ β(J) for each I, J ∈ Id(A). Let I ⊆ J .

Suppose that P ∈ β(I). So, there exists a ∈ I and a ∈ P . As I ⊆ J , a ∈ J ∩P

and consequently, P ∈ β(J). So, β(I) ⊆ β(J). Now, let β(I) ⊆ β(J) and we

suppose that I � J . There exists a ∈ I such that a /∈ J . So, there exists

Q ∈ X(A) such that a ∈ Q and Q ∩ J = ∅. Then Q /∈ β(J) and Q ∈ β(I).

Thus, β(I) � β(J). Thus, β is an order-isomorphism and consequently, β is

injective.

By this fact, β is a lattice homomorphism, i.e., β(I ∩ J) = β(I) � β(J) and

β(I � J) = β(I) ∪ β(J), for all I, J ∈ Id(A).

We prove that β is surjective. Let Y ∈ Od(X(A)), i.e., there exists B ⊆ A

such that Y =
⋃
{ϕ(a) | a ∈ B}. We will see that there exists I ∈ Id(A) such

that β(I) = Y . Consider the ideal generated by B, i.e.,

(B] = {x ∈ A | ∃{b1, . . . , bn} ⊆ B (x ≤ b1 ∨ · · · ∨ bn)}.

We will prove that β((B]) = Y . Let P ∈ β((B]) =
⋃
{ϕ(b) | b ∈ (B]}. There

exists b ∈ (B] such that P ∈ ϕ(b). So, there exist b1, . . . , bn ∈ B such that

b ≤ b1 ∨ · · · ∨ bn. As P ∈ X(A), bi ∈ P for some bi ∈ {b1, . . . , bn}. So,

P ∈ ϕ(bi), i.e., P ∈
⋃
{ϕ(b) | b ∈ B} = Y . Now let P ∈ Y . There exists b ∈ B

such that P ∈ ϕ(b). So, P ∩ (B] = ∅, i.e., P ∈ β((B]). Thus, Y = β((B]).

We prove that β(I � J) = β(I) � β(J) for all I, J ∈ Id(A). Let P ∈ X(A)

be such that P ∈ β(I � J). Then P ∩ (I � J) = ∅. There exists a ∈ A such

that a ∈ P and a ∈ I � J . We suppose that P /∈ β(I) � β(J). So,

P ∈
⋂

{ϕ(b)c | ϕ(b) ⊆ β(I)c ∪ β(J)}.

As a ∈ P , ϕ(a) � β(I)c ∪ β(J). Thus, there exists Q ∈ X(A) such that

Q ∈ ϕ(a) and Q /∈ β(I)c ∪ β(J). It follows that a ∈ Q, Q ∩ I = ∅ and

Q ∩ J = ∅. As Q ∩ I = ∅, there exists i0 ∈ I such that i0 ∈ Q. As a ∈ I � J

for all i ∈ I, there exists j ∈ J such that a ≤ i → j. In particular, a ≤ i0 → j.

Since a ∈ Q, i0 → j ∈ Q, and by modus ponens, j ∈ Q. This is a contradiction

because Q ∩ J = ∅. Thus, β(I � J) ⊆ β(I) � β(J).
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To show that β(I) � β(J) ⊆ β(I � J), let P ∈ X(A) be such that

P ∈ β(I) � β(J) =
⋃
{ϕ(a) | ϕ(a) ⊆ β(I)c ∪ β(J)}. So, there exists a ∈ A

such that P ∈ ϕ(a) and ϕ(a) ⊆ β(I)c∪β(J). We suppose that P∩(I � J) = ∅.

As a ∈ P , a /∈ I � J . Therefore, there exists i0 ∈ I such that a � i0 → j for

all j ∈ J . So, i0 → j /∈ 〈a〉 for all j ∈ J . Hence, j /∈ 〈{a, i0}〉 for all j ∈ J . So,

〈{a, i0}〉 ∩ J = ∅. Thus, there exists Q ∈ X(A) such that 〈{a, i0}〉 ⊆ Q and Q

∩J = ∅. As a ∈ Q, Q ∈ β(I)c ∪ β(J). So, I ∩ Q = ∅, which is a contradiction

because i0 ∈ Q and i0 ∈ I. So, we get that β(I) � β(J) = β(I � J) for every

I, J ∈ Id(A).

Thus, we have that 〈Id(A),�, A〉 is isomorphic to 〈Od(X(A)),�, X(A)〉

by means of β. �
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[10] Monteiro, A.: Sur les algèbres de Heyting symétriques. Portugal. Math. 39 (1980)

Sergio A. Celani
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