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Some stochastic H H-divergences in information theory
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Abstract. In this paper, we introduce the concept of stochastic H H-divergences based on
convex stochastic processes. As an application, we propose some inequalities related to sto-
chastic H H-divergences for convex stochastic processes. Our result extends H H-divergence
in the class of f-divergence to the class of convex stochastic processes.
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1. Introduction

In information divergence, the Kullback—Leibler divergence [10] is a well-known
concept in difference problems, information theory and statistics. f-divergence
is a class of generalized divergences for a convex function f [7]. In 1991, Lin [11]
introduced a new divergence in the class of f-divergences. As a result of Lin’
divergence, the Hermite-Hadamard (H H-) divergence was introduced in [13]
based on convex functions. Then upper and lower bounds for H H-divergence
were obtained by the Hermite-Hadamard inequality for convex functions.
Let x be a set and p be a o-finite measure on y. Consider

A= {pp:xw, plz) >0, /Xp(x)du(x) - 1},

as the set of all probability densities on p. f-divergence [7] is defined as

Dsr.a) = [ alo)s [zg;] du(®), g W

where f is a nonnegative convex function such that f(1) = 0.
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For arbitrary probability densities p(z) and g(z), the Kullback—Leibler di-
vergence [6, pp. 342] is defined as follows:

Dkr(p,q) == /

X

p(x)
p(z)log []duw, D, q €A,
(@)1og | 223 dita)
where log is on base 2.
Next, in the class of f-divergences, Lin [11] introduced the following diver-

gence

o]
Dirin(p;q) _/Xp(x) s {ép(x)—i-%fZ(x)

By the Kullback-Leibler divergence, Lin’s divergence is given by:

] du(z),  p.g€A.

1 1
Drin(p,q) = Dk (p, 5P + 2q> .

As a generalization of Lin’s divergence, the following divergence, called
Hermite-Hadamard (H H)-divergence was introduced [6,13]:

p(z)
q(x)
Dy (p,9) :=/Q(w)Wdﬂ(x), p.q € A. (2)

X q(z)

Some new inequalities for H H-divergence in information theory were proved
by Barnett et al. [5].

Recently, the three concepts of fractional HH-divergence were studied in [3],
which generalizes the HH-divergence (2). Recall that the Riemann-Liouville
fractional HH f-divergence of order v > 0 is defined as [3]:

[(H‘ﬂf) (B9) 4 (13, 1) (1)}

q(z)
p@) )"
2 (q(w) )
where the left- and the right-side Riemann-Liouville fractional integrals of
order v >0 of a real function f are defined by:

(20 @) = a5 | w0t (@l (@ > ),

Dl (1) ::/Q(:v) du@),  paer (3)

and

b
(1 /) <x>:ﬁ / (t— o) f(B)dt,  (x<b),

respectively and I'(«) is the Gamma function. Clearly when o = 1, (3) coin-
cides to the HH f-divergence (2).

Convex stochastic processes and some of their properties were presented
by Nikodem [12] in 1980. Let 2 be a probability measure space. A stochastic
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process X : I x  — R is called convex, if for all A € [0,1] and a,b € I, the
inequality

X (Aa+(1=Nb,-) <AX(a,) + (1= NX(b,) (ae.), (4)

is satisfied. The concept of stochastic divergence is based on convex stochastic
processes. The following definition gives us the concept of stochastic divergence
for convex stochastic processes.

Definition 1. Let X : I x 2 — R be a convex stochastic process in the interval
I C (0,00) such that X (1,-) = 0. Stochastic divergence for v,d € A is defined

as:
SDx(7,) i /X 5(w)X (gg) dp(w).

Stochastic processes play important roles in different fields of mathematics.
For example, Kotrys in [9] proposed the Hermite-Hadamard inequality for
convex stochastic processes. In [1], some refinements of mean-square stochastic
integral inequalities on convex stochastic processes were proved. Recently, some
fractional stochastic inequalities for convex stochastic processes were proposed
in [2]. Also, the authors introduced the concepts of generalized stochastic mean
square fractional integrals and comonotonic stochastic processes in [4].

In this paper, we introduce the concept of stochastic H H-divergence based
on convex stochastic processes. Then its upper and lower bounds are obtained.
Moreover, we introduce fractional stochastic H H-divergence which is a gener-
alization of stochastic H H-divergence.

Now, we recall some basic definitions that are needed to prove our results.

Definition 2. Let X : I x Q2 — R be a stochastic process with E [ X2 (¢,-)] < oo
for all t € I, where FE [X (t,-)] denotes the expectation value of X (¢,-). Let
[a,b] C I, a =1y <t <tg < -+ < t, = b be a partition of [a,b] and
O € [tk—1,tx) for all k = 1,...,n. A random variable Y : Q — R is called the
mean-square stochastic integral of the process X on [a, b], if for all sequences
of partitions of the interval [a,b] and for all ©y € [tx_1,tx) forallk=1,... n
we have

n—oo

lim F (iX (@k, ) (tk - tkfl) - Y) =0.
k=1

Then we write
b

Y(~):/ X (s,-)ds  (a.e.).

In 2004, Hafiz [8] introduced the following definition of stochastic mean-
square fractional integral.
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Definition 3. For the stochastic process X : I x Q — R, the concept of sto-
chastic mean-square fractional integrals SFI;, and SFI;_ of X of order o > 0
is defined by

1

SFIG, [X](t) = ()

t
/(t—s)a_lX(s,.)ds (a.e.), t>a,
and
SFIC_ [X] () = — /b( 0o X (s, )ds (ae.), t<b
- = —— s — s,.)ds  (a.e.), .
L(a) J;
Here I" (o) is the Gamma function.

The paper is organized as follows: In Sect. 2, stochastic H H-divergences
are presented. Next, we prove some inequalities related to stochastic H H-
divergences. In Sect. 3, we introduce the concept of fractional stochastic H H-
divergence with some results. Finally, we add some conclusions.

2. Main results

In this section, we first propose the concept of stochastic Hermite-Hadamard
(HH-) divergence. Then, we prove some inequalities for stochastic
H H-divergence on convex stochastic processes. Throughout this paper, X :
I x Q@ — R is a convex stochastic process in the interval I C (0, 00) such that
X(1,-) =0.

Definition 4. Let v,0 € A. For a convex stochastic process X : I x Q0 — R, the
stochastic Hermite-Hadamard (H H) divergence is defined as:

y(w)
5 ,
503 (1.0) = [ sl T (W(jf (_t’lidtdu(x) (n.c.). )

o(x)

Theorem 5. Let v,0 € A. Then we have the inequality

1 1

Proof. First, we recall the following Hermite-Hadamard inequalities for convex
stochastic processes [9]:

b . .
X(T) < (bia)/a x ()< HLERD we)

Taking a = 1,b = ;’g; in (7), we obtain

~y(x

x

>
—
+
|2
00
VAN
—_
|
—
~—
::“‘->
>
=~
=
VAN
b
=
+
<
—~
=
&
~——
=
)
~—



Vol. 92 (2018) Some stochastic HH-divergences in information theory 1055

Since X(1,.) = 0, we get
* (7(;62)5?1:(;(3:)") ) (3 x)l_ 1) /1

()
X () dt < %X (7(””) ) (a.c.).

5(x)’
o (z)
(8)
Multiplying both sides of (8) by d(xz) > 0, z € x and integrating on x, we
have
y(x)
YO X (t, ) dt
/5(@)( <7(x)+5(m),> du(z) < / 5(@@@4@
o(x)
1 V()
5 /Xé(x)X (5(3:)’ )du(w) (a.e.).
By Definitions 1 and 4, we obtain (6). O

Theorem 6. Let v,6 € A. Then for any A € [0,1], the following inequality

1 1 1
37+ 30.8) IOV < SDiy (1:0) < L) < 3SDx (1) (ne)

¢
(9)

holds where

I(\) == ASDx (54—/2\(7—6),5) +(1-\) SDx (7'2“5+ ; (y— 5),5)

and

L) = 5 [SDx (+ (1= 1) 6,8) + (1 ) SDx (7,5)].

Proof. By applying the following refinement of Hermite-Hadamard’s inequal-
ities for convex stochastic processes in [1], we have

X(“;b ) AX(WV)+(1_)‘)X((1+)\)b—£(1_>\)a")

1 b 1
< (bfa)/a X ()t < 5 [X Qb+ (1= X)a,) + AX (@) + (1= ) X (b,)]
gw (a.c.). (10)

Puta=1,b= ém) in (10). Then

4
x (A0 ) (i (B0 )0 )

20(2) 20(r)
1(w) +8(x) | Arla) — o(x))
+a-x (Mg 20 )
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< [x (TG oo v (G5 )
< % (X(1,~) +X <g(<3)> (a.c.). (11)

Multiplying both sides of (11) by d(z) > 0 and integrating on ¥, since X (1,-) =
0, we obtain

X o(x)
< [ o()x (2@ AQ((?(S) — (=) ) du(x)
F-a [ oy (20 265D Y o
y(x)
‘]‘16(m> X (tv )dt
< [ o) dp(x)
R ey
< [ st (LA )
+%(1 —A)/ 5(z)X (gg )d (2)
1 ()
< 2/)(5( )X (5(3:)’ ) du(x) (a.e.).
By Definitions 1 and 4, we can obtain inequality (9). O

3. Further discussions: fractional stochastic H H-divergence

First, we introduce the fractional stochastic Hermite-Hadamard (H H-) diver-
gence on a convex stochastic process X : I x Q — R in the interval I C (0, c0),
such that X (1,-) = 0, which is generalization of the stochastic H H-divergence
obtained in Definition 4. Then, a general version of inequality (6) for fractional
stochastic H H-divergence is given.

Definition 7. For a convex stochastic process X : I x Q — R, the fractional
stochastic Hermite-Hadamard (H H) divergence of order « > 0 is defined as:
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[wﬁ+wM%“)+wgu X10)

)
x 2(33 -)°

where SFI® is defined in Definition 3.

Remark 8. If o = 1, then Definition 7 becomes Definition 4.

*SDXp (1,8):=T(a+1) [ &) du(z) (ae.),

Theorem 9. Let v,0 € A. Then we have the inequality

1 1 1
SDx (27 + 56, 5) “SDA L (7,0) < §SDX (7,0) (a.e.). (12)
Proof. We recall the following Hermite-Hadamard inequalities via stochastic

mean-square fractional integrals of order a for a convex stochastic process
X:IxQ—Rin [2:

X (“”,.) < L@F D) 1spre [x)(b) + SFIL [X] (a)]

2 2(b—a)
< w (a.e.), (13)

where a,b € I. If we choose a =1, b = }(3 in ( 13), then we get

1+ 39 T(a+1) o (@)
e (2,. < N {SMH [X] (5(97)) +SFlh e [X] (1)}

N
)
=
o
N—

since X (1,-) = 0, we have

Y(z) +6(x) [(a+1) o V(z)
X( 25 ) < 2 (3 - 1)a {SFHH [X] (5(@) +SFI9e) _ [X] (D]
1, ()
< §X (CU)’> (a.e.). (14)
Multiplying both sides o

)
f (14) by é(x) > 0 and integrating on x, we obtain
/ﬁ ( *5“X)dmm
26(x)
F'(a+1) /5 = dp(x)
2 (’Y(l') _ 1)

< ;/X(S(x)X (Zg;) du(z) (ac.).

The proof is completed by Definitions 1 and 7. 0
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Remark 10. In Theorem 9, if o = 1, then we obtain Theorem 5.

4. Conclusions

We have introduced the concept of stochastic Hermite-Hadamard (HH-) di-
vergence based on convex stochastic processes. Then, the upper and lower
bounds of stochastic H H-divergence are proposed. Next, we have improved
the result of Theorem 5 for stochastic H H-divergence obtained in Theorem 6.
Also, we have introduced fractional stochastic H H-divergence of order o which
is a generalization of stochastic H H-divergence. Thus, we have extended some
previous results on H H-divergence in the class of f-divergence to the class of
convex stochastic processes.
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