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Summary. Let X be a linear space over a commutative field K. Under some additional as-
sumptions we determine a description of the general solution of the equation

fl@+ M(f(z)y) = f(=z)o f(y),
where f: X - K, M : K — K and o : K2 — K are unknown functions.
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The paper concerns a description of the general solution of the equation

fle+ M(f(z))y) = f(z)o f(y), (1)

where f: X — K, M : K — K and o : K? — K. We also give some applications
of this description. Equation (1) has been studied first by J. Brzdek (cf. [9]-[10]).
It is a generalization of the well known Gotab—Schinzel functional equation

f@+ f(@)y) = f(2)f(y), (2)

which has been considered by many authors in various classes of functions. For
the details concerning (2), its generalizations and applications, we refer e.g. to
[1]-[5], [11]-[15] and [17]-[21].

J. Brzdek [6, 8] has studied the following generalization of the Golab—Schinzel
equation

[+ f(2)"y) = f(@)f(y). (3)

In his survey paper (see [11]), J. Brzdek posed a question which result obtained
for (3) can be carried over to the case of (1). We give a partial solution to this
problem, namely it is easily seen that there are similarities between the description
of the general solution of equation (3) and the description presented in this paper.
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We consider equation (1) assuming that:
(Al) f: X —>K, M:K—Kando: K? — K;
(A2) M~1({0}) = {0};

(A3) o : K? — K is commutative.

The inverse of an element x of K is denoted by 916
We start with some lemmas.

Lemma 1. Assume that conditions (A1)—(A3) are valid, f,M,o salisfy equa-
tion (1) and put e = f(0). Then we have

(i) f(x) = f(z)oe for xz € X;

(ll) () (x)of(M(jz )fO'I“Z.’L'EX f( )7é
(iii) e = f(z) o f( f(m)))fm”xéX fz) #0;
(iv) f(z) = f(M(e)x) for v € X;

(v) ife=0, then f =0.

Proof. (i) Setting y = 0 in equation (1), we have

f(x) = f(z+ M(f(2))0) = f(z) o f(0) = f(x)oe for z€X.
(ii) Tt suffices to put y = M (ey 1 (1).
(iii) It is enough to apply (ii) with z = 0.
)

(iv) Fix x € X. By (1), (A3) and (i) we get
f(@) = f(z)oe=eo f(z) = f(0)o f(z) = f(O+ M(f(0))z) = f(M(e)z).
(v) Assume that e = 0. Then, on account of (A2), we have by (iv),

f(z)=f(0)=0 forzeX. O

Lemma 2. Assume that conditions (A1)~(A3) hold, f,M,o satisfy equation (1)
and f #20. Let e := f(0), T := f~*({e}) and W := f(X)\ {0}. Then we have

(i) T\ {0} is the set of periods of f;
(ii) T 4s an additive subgroup of X;
) M(a)T C T foraeW;
Yy—a €T for every x,y € X with f(z) = f(y) #0.

(iii

(iv

Proof. (i) If w is a period of f, then e = f(0) = f(0+ w) = f(w), sow € T.
Now take w € T. On account of Lemma 1 (i), (iv) and (A3), we get
flw+M(e)x) = f(w+ M(f(w))zx) = f(w) o f(x)
=co f(x) = f(z) = f(M(e)x) for x € X. (4)
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Moreover, Lemma 1 (v) and (A2) imply M(e) # 0, thus for every y € X there
exists € X such that y = M(e)z. Consequently, in view of (4), f(y +w) = f(y)
fory € X.

(ii) This follows from (i) and the definition of T'.

(ili) Fix a € W. There exists zo € X with a = f(x¢) # 0. For every z € T, by
Lemma 1 (i), we obtain

f(xo) = f(wo) o e = f(x0) o f(2) = f(wo + M(f(20))2).
This implies

F(M(f(x0))z) = f <I0 + M(f(x0))z + M(f(xo + M(f(x0))z)) <M(Tff;0)))>

= flzo + M(f(z0))z) o f <M(fo0 )

(0))

:f(xo)of(M(f( ))) for z€T.
(ii
) =

Now it follows from Lemma 1 (iii) that f(M(f(x0))z) =e for z € T.
(iv) Take z,y € X with f(z) = f(y) # 0. Let us note that by (A2), M(f(z)) =
M(f(y)) # 0. Next, in view of (1) and Lemma 1 (iii), we have

fly—a) = f(y+M(f( ))M(f ))> f(y+M(f( ))M(ng(cx)))

- ( ) ( <x>>) -

This means that y —z € T. 0

Lemma 3. Let conditions (A1)—(A3) be fulfilled, f, M,o satisfy (1), f £ 0, and
the operation o be associative. Put e := f(0), T := f~*({e}) and W := f(X)\{0}.
Then we have

M(@)T =T for acW.

Proof. Fix a € W. There exists o0 € X with a = f(x0) # 0, by (A2) also
M(f(z0)) # 0. In view of Lemma 2 (iii), it suffices to show that T C M (a)T. Let
z € T. From Lemma 2 (i) we derive

flxo)=flzo+2)=f (xo + M(f(IO))M(f(xo))) = f(zo)o f (M(f(xo))> :

Thus, in view of Lemma 1 (iii), we get

=169 (oo ) = (69 Carista ) 2 Carston)

Consequently, from Lemma 1 (i), (iii) we derive

c=/ (M(fz(a:o))> ° (f e d (M(Tf:(es’o))»
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1 Cartstaon) 7= (o)
This means that ,, 7, ) €T, and so z = M(f(x0)) M(f(zo)) € M(f(xo))T. O

Lemma 4. Assume that conditions (A1)—(A3) are valid, f,M,o satisfy (1) and
the operation o is associative. Then

f@)ofly) =06 f2)f(y) =0 for z,yecX. ()

Proof. Let xz,y € X and f(x)f(y) = 0. Since o is commutative, it is enough to
consider the case where f(x) = 0. Then M (f(x)) = 0, whence f(z) o f(y) =

fl@+M(f(z))y) = f(x) = 0.
We have proved that
f@)fly)=0= f(x)o f(y) =0 for z,yeX. (6)

Now take z,y € X with f(x)o f(y) = 0 and f(z) # 0. Then, by (1), f(z +
M(f(z))y) = 0, whence in view of (6), we get

U@ 1o 1 (4t ) = Fet M@ T (40 ) =0

Thus, on account of Lemma 1 (iii), we obtain
-z

o=@ e e s (40 ) =10 (F@er (00 )) = 1w

where e := f(0). Hence, from Lemma 1 (i) we derive f(y) = 0. This completes
the proof. O

In the sequel, we need the following definition.

Definition 1. A commutative groupoid (A,x) with neutral element is called a
loop if for every x,y € A there exists ¢ € A such that x = cxy.

The following four theorems are the main results of the paper.

Theorem 1. Assume that conditions (A1)—(A3) and (5) hold, f,M, o satisfy
equation (1), f # 0 and put W := f(X)\ {0}. Then (W,o|w=2) is a loop with
neutral element f(0) # 0. Moreover, there exist an additive subgroup T of X and
a function w: W — X such that

M@)T CT for aeW, (7)
w(aob) — M(a)w() —w(a) €T for a,be W; (8)
wH(T) = {f(0)}; 9)

for z e X. (10)

0 otherwise

f(x):{a’ ifr cw(a)+T and a € W;
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Proof. From (1), (5) and Lemma 1 (i), (ii), (v), we see that (W, o|y2) is a loop with
neutral element f(0) # 0. On account of Lemma 2 (ii), the set T := f~1({£(0)})
is an additive subgroup of X. By Lemma 2 (iii) we get (7).

The axiom of choice implies that there exists a function w : W — X such that
w(a) € f~1({a}) for every a € W. It is easily seen that condition (9) is valid.
In virtue of Lemma 2 (i), (iv), we have f~1({a}) = w(a) + T for a € W, so we
get (10).

It remains to prove that (8) holds. So, let us fix a,b € W. On account of (1)
and (5) we obtain f(w(a) + M(a)w(b)) = aob # 0. On the other hand we have
f(w(aobd)) =aob. Now from Lemma 2 (iv) we infer that w(a o b) — M (a)w(b) —
w(a) € T. This completes the proof. O

If we replace the inclusion in condition (7) by equality, we can get a result
converse to the above one.

Theorem 2. Let conditions (A1)~(A3) and (5) be fulfilled and suppose that there
exists a set W C K \ {0} such that (W,o|w=) is a loop with neutral element e.
Moreover, assume that there exist an additive subgroup T of X, and a function
w: W — X such that conditions (8), (10) hold and

M@)T =T for acW, (11)

w™H(T) = {e}. (12)
Then f, M, o satisfy equation (1).

Proof. First we show that f is well defined. Take a,b € W and suppose that there
exist x,y € T such that
w(a) +z =w(b) +y. (13)
Since (W, o|w2) is a loop, there exists ¢ € W with a = boc. On account of (8)
and (13) we get
y— 2= Mw(e) = w(a) — M(bw(c) — w(b)
=w(boc) — M(b)w(c) —w(b) € T.

Thus M (b)w(c) €T, because T is an additive group. By (11), we see that w(c) €T,
so (12) yields ¢ = e. This means that a = b.

It remains to prove that f, M, o satisfy equation (1). Hence fix z,y € X.
If f(z) = 0, then from (A2) and (5) we infer that f(z)o f(y) = 0 = f(z) =
[+ M(f(x))y)-

Now assume that f(z) # 0 and consider two cases:

L f(y) # 0;

2. f(y)=0.
Case 1. According to (10) there exist a,b € W with z € w(a)+T and y € w(b)+T.
From (8) and by the fact that T is an additive group, we obtain

w(a) + M(a)w(b) € w(aob) +T.
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Consequently, in virtue of (10) and (11), we have
z+M(f(x)y=z+ M(a)y € w(a) +T + M(a)w(b) + M(a)T € w(aob) +T.

Thus
flz+M(f(z))y) =aob= f(z)o f(y).

Case 2. From (5) it follows that f(x)o f(y) = 0. To obtain a contradiction,
suppose that f(z+ M (f(z))y) # 0. Then, on account of (10), there exist a,b € W
such that x € w(a) + T and = + M (f(z))y € w(b) + T'. Since (W, o|y2) is a loop,
s0 b = a o c for some ¢ € W. Therefore from (8) and (10) we derive

M(a)yy=M(f(z))y € wb) —xz+T =w(aoc) —w(a) + T = M(a)w(c) + T.

This and (11) yield y € w(c) + T. Consequently f(y) = ¢ # 0, which brings the
contradiction. Finally f(x 4+ M (f(z))y) =0 = f(z) o f(y). O

In the following two theorems we assume associativity of the operation o, in-
stead of condition (5).

Theorem 3. Assume that conditions (A1)—(A3) hold, the operation o is associa-
tive, 0 ¢ f(X) and M(f(X))\ {1} # 0. Then f, M, o satisfy (1) iff there exists
e € K\ {0} such that f =e andeoe =e.

Proof. Assume that f, M, o satisfy (1). In view of Theorem 1 it is easily seen that
f(X) is a subgroup, with neutral element e := f(0), of the semigroup (K, o). The
inverse of an element f(z) in this subgroup will be denoted by f(z)~!.

First, we show that M(f(z)) = M(e) for every z € X. Suppose that there
exists zg € X with M(f(xo)) # M(e). Since 0 ¢ f(X), we get M (e) # 0. Define
the function M; : K — K by

M
M(z) = MZ; for z € K.
It is clear that M; *({0}) = {0} (i.e. M, satisfies (A2)). Further, on account of
Lemma 1 (iv), for every z,y € X, we obtain

_ M(f(x)) \ _ vy o\ _

s wnr@n) = 1 (o ) <o s (1)) = 1@ 00
This means that f, M7, o satisfy equation (1). Next, observe that M (f(zo)) # 1.
Let yo := 17M1””(‘}.(10)). Then

f(zo) © f(yo) = f(zo + Mi(f(z0))yo) = f(yo),
and
flxo) = (f(z0) © f(yo)) o (f(y0) ™" = flyo) o (f(yo) " =
Hence M (f(x0)) = M(e), which brings a contradiction with M (f(x)) # M(e).
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Now write d := M (e). Since M(f(X))\ {1} # 0, we have d # 1. Let = € X,
y:=,%,. Since M(f(z)) = d, equation (1) implies

f@)o st =St = £ (a+a, " ) = 100

Thus
f@)=(f@) o f)e(fy) " =fy)o(fly) ' =e

Consequently f(z) = e for x € X. Moreover, in view of (1), we see that
eoe=e.
Since the converse is obvious, this completes the proof. O

Theorem 4. Assume that conditions (A1)—(A3) hold, M(f(X))\ {1} # 0, the
operation o is associative and f # const. Then f, M, o satisfy equation (1) iff there
exist an additive subgroup T of X, a subgroup W C K \ {0}, with neutral element
e, of the semigroup (K, o) and a function w: W — X such that

M(@)T =T for ae W, (14)

w(aob) — M(a)w() —w(a) €T  for a,be W, (15)

w™H(T) = {e}; (16)

f@) :{a, ifrew(a)+T and a € W;

e X; 17
0 otherwise for @ (17)

uo0=0 for uweWU{0}. (18)

Proof. First assume that f, M, o satisfy (1) and put W := f(X)\ {0}. On account
of Lemma 4 condition (5) is valid and according to Theorem 3, we have 0 € f(X).
Theorem 1 and associativity of the operation o imply that W is a subgroup, with
neutral element e := f(0), of the semigroup (K,o). Moreover, there exist an
additive subgroup T' of X and a function w : W — X such that conditions (7)-
(10) hold. Consequently, we obtain conditions (15)—(17). Clearly, equivalence (5)
yields equation (18). Next, from (16) and (17) we derive T = f~!({e}), whence,
in virtue of Lemma 3, we get (14).

For the converse, note that (W, o|yy2) is a loop with neutral element e. Moreover
(17) implies that W = f(X) \ {0}, hence by (18) we obtain (5). Finally, in view
of Theorem 2, f, M, o satisfy equation (1). O

In the following example we consider equation (1) for the operation o:R? —R
defined by u o v := min{u, v}.

Example 1. Let f: X = R, M : R — R, o: R? — R be defined by uov :=
min{u, v} and condition (A2) be valid.

Assume that f, M, o satisfy equation (1) and f #£ 0. Let W := f(X) \ {0}.
Clearly the operation o is commutative and associative, whence, on account of
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Lemma 4, condition (5) holds. Next, in view of Theorem 1, the set W is a subgroup,
with neutral element f(0), of the semigroup (R,o0). Moreover, there exist an
additive subgroup T of X and a function w : W — X such that conditions (7)-
(10) are valid. Setting e := f(0) we get

a=aoe=nmin{a,e} for aeW,

and

1

e=aoa ' =min{a,a”'} for a € W.

This implies that a < e and e < a for a € W, so W = {e}. By (9) and (10) we
have T = f~1({e}), and according to Lemma 3, M (e)T = T. If 0 € f(X), then
from (5) we infer that 0 = e 0 0 = min{e,0}, thus as e € W C R\ {0}, we get
e > 0.

Finally, if f, M, o satisfy (1), then one of the following two assertions holds.

a) f = e for some e € R.

b) There exists e > 0 and an additive subgroup T of X such that M(e)T =T

and
fa) = e, ifxeT, " cx
YN0, ifrex\T ST

Conversely, it is easily seen that if one of the conditions a)-b) is valid, then f, M, o
satisfy equation (1).

Similarly as in Example 1, we could consider equation (1) for o : R? — R defined
by one of the formulas wov:= max{u, v}, uov:= min{|ul, |v|}, vov:= max{|ul, |v|}.

If conditions (A1)—(A3) hold and the function X \ f~1({0}) 2 = — f(z) € K
is injective, then, under some additional assumptions, we get a useful description
of the general solution of equation (1). It has been applied in [16].

First we introduce the following definition.

Definition 2. We say that a function f: X — K is trivial iff f(X \ {0}) = {0}.

Theorem 5. Assume that conditions (A1)—~(A3) and (5) hold, f is not trivial,

M(f(X))\{0,1} # 0 and the function X \ f~1({0}) 2 = — f(x) € K is injective.

Then f, M, o satisfy equation (1) iff there exist a multiplicative subgroup D # {1}
of K\ {0}, an injective function h : DU {0} — K, and o € X \ {0} such that

h(0) = 0; (19)

M(y)=h""(y) for yeh(DU{0}); (20)

f(x)_{h(d), if z = (d—1)zo and d € D;

0 otherwise

for z e X; (21)

aob=nh(h" a)h 1 (b)) for a,be h(DU{0}). (22)
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Proof. First assume that f, M, o satisfy (1) and put W := f(X) \ {0}. Since
M(f(X))\{0,1} # 0, we see that f Z 0. In view of Theorem 1, (W, o|y2) is a
loop with neutral element f(0) # 0. Moreover, there exist an additive subgroup
T of X and a function w : W — X such that conditions (7)—(10) are valid. The
function X \ f~1({0}) 2 = — f(z) is injective, so, taking into account (10), we get
T = {0} and

a, if x = w(a) and a € W;
flx) = . for x € X. (23)
0 otherwise
From (8) we infer that
w(aob) — M(a)w(d) —w(a) =0 for a,beW (24)
and
w(boa)— M(bw(a) —w() =0 for a,beW. (25)

Subtracting (25) from (24) we have
M(b)w(a) + w(b) — M(a)w((d) —w(a) =0 for a,be W,
$0
w(a)(M((b) —1) =w((b)(M(a) —1) for a,be W. (26)

Suppose that M(a) = 1 and a # f(0) for some a € W. Then, by (23), w(a) # 0,
which in view of (26), implies M (b) = 1 for every b € W. This contradicts our
assumption that M (f(X))\ {0,1} # 0. Consequently

M(a)#1 for ae€ W,a# f(0).
Thus, according to (26), we obtain
w(a) w(b)
= =: fi beW 0)}.
Such an element x( is well defined, because f is not trivial and so there exists
bo € W\ {f(0)}. Moreover, by (23), we get w(by) # w(f(0)) = 0. Thus we see

that w # 0 and zg # 0.
We have proved that there exists o € X \ {0} with

w(a) = (M(a) —1)zo for a € W\ {f(0)}. (27)

Now, setting a = f(0) and b = by in (26), we have M(f(0)) = 1. Consequently
w(f(0)) =0= (M(f(0)) — 1)zo. This, (27) and (23) imply that

) = { a, if v = (M(a) — 1)z and a € W;

fi c X. 28
0 otherwise o (28)

From this and (A2) we derive that the function My := M| x) is injective.
Now we show that

aob= My (My(a)My(b)) for a,be f(X). (29)
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Take a,b € f(X). By equation (1) we get aob € f(X). If ab = 0, then from (5),
we obtain My(a ob) = 0 = My(a)My(b), and further a o b = My * (Mo (a)My(b)).
It remains to consider the case where ab # 0. Then there exist z,y € X with
f(z) =a and f(y) =b. By (28) we infer that

z+ Mo(f(2))y =z + Mo(a)y
= (Mo(a) — 1)&[:0 + MQ(G/)(MQ(b) — 1)&[:0 = (Mo(a)Mo(b) - 1)$0.

On the other hand
f(@+ Mo(f(z))y) = f(z)o fly) =aocb#0.

Consequently, taking into account (28), we get
(Mo(a)Mo(b) — 1);[:0 = (Mo(a (@) b) — 1)$0.

Thus Mo(a)Mo(b) = Mo(aob), so aob= M (My(a)My(b)).

Next we prove that D := My(W) is a multiplicative subgroup of K \ {0}. By
the definition of W and (A2) we obtain D C K \ {0}. From (29) and by the fact
that (W, o|y2) is a loop one can easily see that D is a multiplicative subgroup of
K\ {0}. Clearly D # {1}.

By (29) the operation o is associative on the set f(X). We define the operation
x: K2 - K by

for a,b € K.

aob, if a,be f(X);
axb= :
0 otherwise

It is easily seen that the operation * is commutative and associative. Moreover
f, M, satisfy equation (1).

Suppose that 0 ¢ f(X). Then 0 ¢ M(f(X)), whence by the assumption
M(f(X))\{0,1} # 0, we get M(f(X))\ {1} # 0. Consequently, in view of
Theorem 3, f = ¢ for some ¢ € K \ {0}. This contradicts the assumption that
the function X \ f~!'({0}) > = — f(z) € K is injective. We have shown that
0 € f(X).

Now, from the definition of the set D and the condition (A2), we obtain
Mo(f(X))=DuU{0}. Let h: DU{0} — K be given by

h(t) = My '(t) for t € DU{0}.

Then f(X) = h(D U {0}) and W = h(D), so on account of (28) and (29) we
get (21) and (22). Conditions (19) and (20) we derive from the definition of the
function h.
For the converse, let us set W := h(D), T := {0} and define the function
w:W — X by
w(a) = (M(a) — 1)xg for acW.

In view of (22), one can check that (W, o|y-2) is a loop with a neutral element h(1).
Further, by (19), we have W C K\ {0}. Clearly, conditions (10) and (11) are valid.
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We show that (12) holds. Let w(a) € T = {0} for some a € W = h(D). Then
(M(a) — 1)xg =0, so M(a) = 1. Hence, according to (20), a = h(1). Moreover

w(h(1)) = (M(h(1)) = Dzo = (L = 1)zo =0 €T,

which ends the proof of (12). One can easily check that condition (8) is valid.
Finally, in virtue of Theorem 2, f, M, o satisfy equation (1). O
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