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Abstract. Let X be an infinite-dimensional Banach space, and B(X) be
the algebra of all bounded linear operators on X. A map A, from B(X)
into a closed subsets of C is said to be d-spectrum if (o (T")) C A(T) C
o(T) for all T € B(X). Here, o(T) is spectrum of T" and 9(co(T")) the
boundary of o(7T'). In this paper, we determine the forms of all surjective
maps ¢ from B(X) into itself that satisfy either A(¢(T)p(S)) = A(T'S)
forall T, S € B(X) or A(¢(T)d(S)o(T)) = A(TST) for all T, S € B(X).
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1. Introduction and Preliminaries

Let X be an infinite-dimensional Banach space with dual space X* and B(X)
be the algebra of all bounded linear operators on X. The identity operator
on X (resp X*) will denote by I (resp Ix+).

For z € X\{0} and f € X*\{0}, we denote by ® f the bounded linear
rank one operator defined by (z® f)y = f(y)x for all y € X. Note that every
operator on X of rank one can be written as x ® f for some z € X\{0} and
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x € X*\{0}. Note that o(z ® f) = {0, f(z)}, and that  ® f is a nilpotent
operator if and only if f(x) = 0. The set of all rank one operators, the set of
all nilpotent operators and the ideal of all finite rank operators in B(X) are
denoted by F;(X), N1(X) and F(X), respectively.

For T € B(X), we denote by R(T), N(T), T*, o(T), o(T), o,(T),
Osur(T), 0ap(T) and O(o(T')), the the range, the kernel, the adjoint, the spec-
trum, the left spectrum, the right spectrum, the surjectivity spectrum, the
approximate point spectrum and the boundary of spectrum of 7', respectively.
The hyper-range of T' € B(X) is defined by T°°(X) := (1, .y T(X™).

Counsider the map A : B(X) — {closed set of C} with A(.) is any one
of the spectral functions o(.), 0;(.), 0,(.), Gap(.) OF Tgyr(.). It is known that
these spectral functions satisfy

A(o(T)) CA(T) Co(T) for all T € B(X).

In general, a map A : B(X) — {closed subsets of C} is said to be 0-
spectrum if

9(a(T)) € A(T) € o(T), (L.1)

for all T € B(X); see [15, Def 3.2]. Note that if A is d-spectrum, then for
every T € B(X), A(T) is non-empty and

A(T) is countable <= o(T) is countable,
and in this case, we have A(T) = o(T). In particular,
Alz® f)=oc(x® f) ={0; f(x)}, forall z € X and f € X*.

An operator T' € B(X) is called Kato operator (or semi-regular) if R(T)
is closed and N(T) C T°°(X), the set ox(T) = {\ € C/T — A is not kato
operator} is called the Kato spectrum. Mbekhta and Ouahab [16] proved
that

9(o(T)) C ox(T) € a(T),

for all T' € B(X), and thus ok (.) is O-spectrum.

Note that there are other spectra satisfying property (1.1), namely the
generalized spectrum o4(T) of operator T', the Saphar spectrum o,.(T"). For
more information about these spectra, we refer the reader to [13,19].

The problem of characterizing maps on matrices or operators that pre-
serve certain functions, subsets and relations has attracted the attention of
many mathematicians in the last decade; see for example [1,4-6,8,11,12,14,
15,20,22].

In [6], Cui and Hou showed that if A is a d-spectrum, and ¢ is a linear
map from a semisimple Banach algebra 4 onto another one B such that

A(®(T)) Cc A(T), TEeA,

then ¢ is idempotent preserving and ¢(I) = I.

In the last decades, many authors, investigated maps preserving a cer-
tain property of the product or triple product without assuming linearity or
additivity. We refer the interested reader to [2-4,9,10,17,18,23].
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In [18], Molndr described maps preserving the spectrum of product of
operators. In particular, he showed that a surjective map ¢ : B(H) — B(H)
(H is an infinite-dimensional complex Hilbert space) satisfies

a(¢(T)¢(5)) = o(TS), T,S € B(H),

if and only if there exists an operator invertible A € B(H) such that either
&(T) = ATA ! for all T € B(H) or ¢(T) = —ATA~! for all T € B(H). He
obtained, in the same paper, a similar result by considering the surjectivity
spectrum and the point spectrum instead the usual spectrum.

Instead of the usual product, certain authors investigated maps pre-
serving spectra of triple product of operators or matrices; See for instance
[7,9,23]. In [23], Zhang and Hou gave the form of maps ¢ : B(X) — B(X)
satisfying

or(d(T)p(S)p(T)) = ox(T'ST), T,S € B(H),
where 0.(T) := {A € o(T)/ | A |= r(T)} is the peripheral spectrum of
T € B(H).

Our objective of this paper is to study nonlinear maps preserving any
part of the spectrum, which contains the boundary of the spectrum (0-
spectrum), of the product of operator. We thus obtain Molnér’s main results
in the case of an arbitrary Banach space using a different approach. We also
obtain the form of any surjective map preserving the 9-spectrum of the triple
product of operators. Our proofs are inspired by those of the main results of
the papers [2,3].

Throughout this paper, let A be a 0-spectrum map.

2. Maps Preserving the 9-Spectrum of Product of Operators

The following theorem is our main result in this section which characterizes
nonlinear maps preserving a d-spectrum A(.) of the product of operators.

Theorem 2.1. Let ¢ : B(X) — B(X) be a surjective map satisfying
A(p(T)p(S)) = A(TS) forall T, S € B(X), (2.1)

then there exists a scalar o = £1 and either there is a bounded invertible
operator A : X — X such that

H(T) = aATA™! for all T € B(X), (2.2)
or there is a bounded invertible operator C' : X* — X such that

H(T) = aCT*C™* for all T € B(X). (2.3)
In the last case, X is automatically reflexive.

Before embarking on the proof, we need several lemmas. The first one
was proved in [20].
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Lemma 2.2. [20, Theorem 3.3] Let ¢ : F(X) — F(X) be a bijective linear
map preserving rank one operators in both directions. Then, either there are
linear bijective mappings A: X — X or B: X* — X™ such that

dx® f)=Az@Bf (re X, feX"), (2.4)

or, there are linear bijective mappings C : X* — X and D : X — X* such
that

dz®f)=Cf®Dr (zeX,feX). (2.5)

For the remaining lemmas and the proofs of the main theorems, we will
need the following notation—

ey _ JAM)NA{0} if A(T) # {0}
AT = {{o} if A(T) = {0}, (2:6)

where A is 0-spectrum and 7' € B(X). In particular, we have A*(z ® f) =
{f(x)} for all x € X and f € X*.

The next lemma gives necessary and sufficient conditions for two oper-
ators to be equal in term of d-spectrum.

Lemma 2.3. LetT, S € B(X). Then the following statements are equivalent.

1. T=S5.
2. A(TR) = A(SR) for all R € F1(X).
3. A*(TR) = A*(SR) for all R € F1(X).

Proof. We only need to prove that the implication (3) = (1) holds.
Assume that A*(TR) = A*(SR) for all R € F1(X) and let € X and
f € X*. We have

{f(Tz)} = A*(T(x @ f)) = A%(S(z @ f)) = {f(52)}

and thus Tx = Szx. By the arbitrariness of z, clearly T'=S.
O

The following lemma gives a characterization of rank one operators in
term of 0— spectrum.

Lemma 2.4. Let R € B(X) \ {0}. The following statements are equivalent:

1. R has rank one.
2. A*(TR) is a singleton for all operator T € B(X).

Proof. Note that, for any T' € B(X), if A*(T) is a singleton, then A*(T) =
o(T). Thus, this Lemma is an immediate consequence of [17, Lemma 2.1].
O

Lemma 2.5. Let T, S € B(X). Then for every R € F1(X), we have

A*((T + S)R) = A*(TR) + A*(SR).
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Proof. Let R € F1(X) such that R =2 ® f where x € X, f € X*. Note that
TR=Tz® f and SR= Sz ® f. Then
A(T+ S)R) = {f((T + 9)z)}
={f(Tx) + f(Sx)}
={f(Tx)} + {f(52)}
= A*(TR) + A*(SR).

Proof of Theorem 2. 1.. We will prove the theorem in five steps—
Step 1. ¢ is injective, ¢! also satisfies (2.1) and ¢(0) = 0.
Let A, B € B(X) such that ®(A) = ®(B). For every R € F1(X), we have
A(AR) = A(¢(A)¢(R)) = A(¢(B)p(R)) = A(BR).

By Lemma 2.3, we get A = B which proves that ¢ is injective. It follows that
¢ is a bijection and it is obvious that ¢! satisfies (2.1).
For any T € B(X), we have

A*(0¢(T) = {0} = A™(0T) = A™(¢(0)¢(T)).
Since ¢ is surjective, lemma 2.3 implies that ¢(0) = 0.
Step 2. ¢ preserves rank one operators in both directions.
Let R € F1(X) such that R =  ® f where x € X and f € X*. For
every T € B(X) there exists S € B(X) such that T = ¢(S). We have
A*(@(R)T) = A™(p(R)H(S))
= A*(RS)
={/(5z)}.
Then A*(¢(R)T) has one element for all T € B(X). By Lemma 2.4, we see
that ¢(R) € F1(X). In addition, since ¢ is bijective and ¢! satisfies (2.1),
¢ preserves rank one operators in the both direction.
Note also that ¢ preserves non-nilpotent rank one operators in both

directions. Indeed, let R = = ® f where x € X and f € X* with f(x) # 0.
Then ¢(R) =y ® g where y € X and g € X*. On the other hand, we have

{f*(@)} = A*(f(x)z ® f)
— AY(RY)
= A" (¢(R)?)
=A"(g(y)y@9)
={*W)}
Since f(z) # 0, then g(y) # 0. It follows that ¢(R) € F1(X)\WN1(X). The
reverse direction is obvious since ¢ is bijective.
Step 3. ¢ is a linear map preserving finite rank operators in both direc-
tions.
Let T, S € B(X). For every R € F;(X) we have
A% (o(T + S)p(R)) = A*((T + S)R)
= A*(TR+ SR)
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= A*(TR) + A*(SR)
= A%(o(T)o(R)) + A™(4(5)(R))
= A%((¢(T) + ¢(5))o(R)).
Using Lemma 2.3, we conclude that ¢(T' 4+ S) = ¢(T) + ¢(S). Let A € C and
T € B(X), let us prove that ¢(AT) = A¢(T).
If A =0, Then ¢(07) = ¢(0) = 0 = 0¢(T).
If A0, let R e F(X),
A(P(AT)p(R)) = A(ATR)

= o(ATR)

= Mo (TR)

= MA(TR)

= AMA(¢(T)p(R))

— Ao (B(T)0(R))

=a(X(T)¢(R))

= AQG(TI(R)).
By Lemma 2.3 and the surjectivity of ¢, we conclude that ¢p(AT) = \p(T),
which proves that ¢ is linear. Finally, since every T € F(X) is a finite linear
combination of rank one operators and ¢ preserves F1(X) in both directions,
by linearity we find that ¢ preserves finite rank operators in both directions.

Step 4. ¢(I) = al where o = 1.

Suppose, by the way of contradiction, that ®(I) and I are linearly indepen-
dent, then there exists a nonzero vector x € X such that ¢(I)z and z are
linearly independent. Let f € X* such that f(x) = 1 and f(¢(I)z) = 0.
For R = z ® f € F1(X)\N1(X), by step 2 and surjectivity of ¢, there is
T € Fi(X)\WN1(X) such that ¢(T) = R and T = y ® g where y € X and
g € X* with g(y) # 0. Therefore,

={f(6(I)x)}.
Thus g(y) = 0. This contradiction shows that ®(I) = al for some non-zero
scalar a € C.
On the other hand, we have

{1} = A(?) = A(e(1)*) = A(e®]) = {a”}.
Which implies that a? = 1; as desired.
Step 5. ¢ has the desired form.
Let  := a~'¢, note that ¢ satisfies (2.1) and p(I) = I. It follows, from Step
3 and Lemma 2.2, that ¢ takes either form (2.4) or form (2.5).
Suppose that (2.4) holds. Let z € X and f € X*, and note that

{f@)} =A%z f)
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= A%(p(D)e(z @ f))
= A*(Az ® Bf)
= {Bf(Ax)}.
Then
Bf(Az) = f(x).

Now, we are ready to prove that A is bounded and B = (A*)~!

Let (z,,), be a sequence of elements of X and x,y € A such that lim,, o 2, =
x and lim,, .., Az, =y. We show that Ax = y.

For every f € X*, we have

Bf(y) = Bf(lim Az,)= lim Bf(Az,)= lim f(z,)= f(z) = Bf(Ax).
Since B is bijective, then f(Az) = f(y) for all z € X and all f € X*. By

Hahn—Banach theorem, we conclude that Az = y. The closed graph theorem
shows that A is bounded. Moreover,

Bf(Az) = f(z) = f(x) = A*Bf(x) forall f€ X~
= A*B = Ix,
= B=(A")"!
Therefore, for every z € X and f € X* we have
plrRf)=Ar @A) 'f=A@xo f)A!
Then
©(R) = ARA™ for all R € Fi(X).
Now, let T' € B(X) and R € F;(X), we have
A(p(T)p(R)) = A(TR)
A(ATRA™Y)
= A(ATAT'ARA™Y)
= A(ATA ' p(R)).
Since ¢ is surjective, by Lemma 2.3, we conclude that
o(T) = ATA™! for all T € B(X).

Finally, ¢(T) = «ATA™! with o =1 for all T € B(X).
Now, suppose that ¢ takes the second form (2.5). Let f € X* and
z € X, we have

{f@)} =A%z f)

A*(e(D)e(z @ f))
A*(Cf ® Dx)
{Dz(C[)}

This shows that
Dz(Cf) = f(x).
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Consequently, by similar reasoning as the first case and using the closed graph
theorem, separately for each of C' and D, we conclude that these operators
are bounded. Therefore, both C* : X* — X** and D* : X* — X* are
invertible. Moreover, if 7 is the canonical embedding of X in X** then we
have D* o o C' = Ix- which implies that jo C = (D*)~!. Since both C
and (D*)~! are surjective, 7 is also surjective and hence X is reflexive. By
identifying X with X**, we conclude that D* o C' = Ix+ and C* o D = I.
Which implies that D = (C*)~1 = (C~1)* and

©(R) = CR*C™" for all R € Fi(X).
Let T € B(X). Then for every f € X* and z € X, we obtain

AY(T(x® f)) = A" (e(T)p(x @ f))
= A*(p(D)(Cx® f)*CT)
= A% (p(T)(Cf @ (CT1)a)).
By identifying X with X**, we get ((C~1)*z)(o(T)(Cf)) = f(Tz). Thus, for
every f € X* and x € X, we have C~1p(T)C f(x) = T* f(x). Therefore,
o(T) = CT*C™" for all T € B(X).

Finally, we get ¢(T) = aCT*C~! with a®> = 1, and the proof is thus
complete. 0

3. Surjective Maps Preserving the d-Spectrum of Triple
Product of Operators

In this section, we will study maps (without assuming linearity or additiv-

ity) preserving the 9-spectrum of triple product of operators. We begin this

section with the following identity principal which will be used frequently in
the proof of Theorem 3.4.

Lemma 3.1. If T, S € B(X), then the following statements are equivalent.

1. T=25.
2. A(RTR) = A(RSR) for all R € F1(X) \ N1(X).
3. A*(RTR) = A*(RSR) for all R € Fy(X)\ N1(X).

Proof. We only need to prove that (3 = 1). Assume that A*(RTR) =
A*(RSR) for all R € Fi(X)\ Ni1(X).
Let R = 2 ® f, where x € X\{0} and f € X*. If f(x) # 0, note that
RTR = f(Tz)x ® f and RSR = f(Sz)x ® f. Then
A*(RTR) = A*(RSR) = A" (f(Tz)z ® f) = A*(f(Sz)z ® f).
= {f(Tz)f(x)} = {f(Sz)f(x)}
= f(Tx) = f(Sx).
Now, if f(z) =0, let g € X* such that g(x) # 0. Then by the first case

(f +9)(Tx) = (f + 9)(Sx) and g(Tx) = g(Sx).
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Then
f(Tz) + g(Sz) = f(Tz) + g(Sz)
= (f+9)(Tz)
= (f+9)(5)
= f(Sz) + g(Sx).

Which implies that f(Tz)) = f(Sz) in this case too. Therefore, by Hahn-
Banach theorem, Tx = Sx for all € X, which proves that T'= S. 0

The second result provides necessary and sufficient condition for an
operator to be rank 1 in term of J-spectrum.

Lemma 3.2. Let R € B(X)\ {0}, the following statements are equivalent.

1. R has rank one.
2. A*(TRT) is a singleton for all operator T € B(X).

Proof. This is an immediate consequence of [23, Lemma 2.2]. O

The next lemma will be used to show that if a surjective map ¢ from
B(X) into itself preserves the d-spectrum of triple product of operators, then
it’s automatically additive.

Lemma 3.3. Let T, S € B(X). Then, for every R € F1(X), we have
A*(R(T + S)R) = A*(RTR) + A*(RSR).
Proof. Let R € F1(X) such that R = 2 ® f where z € X, f € X*. Then
R(T+S)R=f((T+ S)z)xr® f, and
AY(R(T + S)R) = {f(x) f((T + S)x)}
={f(@)f(Tz) + f(x)f(5z)}
)/ (

={f(@)f(Tx)} +{f(x)f(Sz)}
= A*(RTR) + A*(RSR).

O

Now, we are in a position to give the second main results in this paper.

Theorem 3.4. Let ¢ : B(X) — B(X) be a surjective map satisfying
A(S(T)d(S)p(T)) = A(TST) for all T, S € B(X). (3.1)

Then there exists a scalar o € C with o® = 1 and either there is a bounded
invertible operator A : X — X such that

$(T) = aATA™! for all T € B(X), (3:2)
or there is a bounded invertible operator C : X* — X such that
¢(T) = aCT*C~" for all T € B(X). (3.3)

In the last case, X is automatically reflexive.
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Proof. We break down the proof into several steps—

Step 1. ¢ is injective and ¢(0) = 0.
Let A, B € B(X) such that ¢(A) = ¢(B). Then for every R € F(X)\N1(X),
we have

A(RAR) = A(¢(R)¢(A)p(R)) = A(¢(R)(B)$(R)) = A(RBR).

By Lemma 3.1, we establish that A = B which proves that ¢ is injective.
Consequently ¢ is a bijection and it is easy to show that ¢! satisfies the Eq.
3.1.

Let us prove that ¢(0) = 0. For every T' € B(X), we have

AY(@(T)09(T)) = {0} = AY(TOT) = A™(¢(T)p(0)p(T))-

By Lemma 3.1, we see that ¢(0) = 0.

Step 2. ¢ preserves rank one operators in both directions.

Let R € F1(X), then Card(A*(TRT)) = 1 for all T € B(X). Which
implies that Card(A*(¢p(T)p(R)p(T)) = 1 for all T € B(X). Its follows, by
surjectivity of ¢ and Lemma 3.2, that ¢(R) € F1(X). Since ¢ is a bijection
and ¢! satisfies (3.1), ¢ preserves F;(X) in both directions.

Now, we show also that ¢ preserves non-nilpotent rank one operators
in both directions. Indeed, let R = x ® f where x € X and f € X* with
f(x) #0. Then ¢(R) = y ® g where y € X and g € X*. We have

{FP@)} =A% (f(x)r® f)
= A*(R?)
= A*(¢(R)%)
=A"(¢*(y)y® 9)
={s’v)}-
Since f(x) # 0, then g(y) # 0. It follows that ¢(R) € F1(X)\N1(X) and ¢
preserves F1 (X )\N1(X).
Step 3. ¢ is a linear map.
Let T, S € B(X) and R € F1(X)\WN1(X). We have
A" (¢(R)p(T + S)¢(R)) = A*(R(T + S)R)
= A"(RTR) + A*(RSR)
— A GR)HTIO(R)) + A" (B(R)O(S)H(R)
= A% (@(R)(&(T) + ¢(5))o(R)).
Since R € F1(X) is arbitrary and ¢ is surjective, by Lemma 3.1, we get ¢(T'+
S) = ¢(T) + ¢(S). Let T € B(X) and A € C. For every R € F1(X)\N1(X),
we have
A(p(R)o(AT)p(R)) = A(ARTR)
= o(ARTR)
= Mo (RTR)
= MA(RTR)
= AA(¢(R)o(T)p(R))
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= Ao (¢p(R)H(T)p(R))
—a(Mb( )o(T)$(R))
A((R)AG(T)p(R)).

By Lemma 3.1 and the surjectivity of ¢, we get ¢(AT) = A\p(T'), which proves
that ¢ is a linear map.

By linearity, we conclude that ¢ preserves finite rank operators in both
directions.

Step 4. ¢(I) = ol for some scalar a € C such that o = 1.
Suppose that ¢(I) and I are linearly independent. Let = € X \ {0} such that
¢(I)x and x are linearly independent and let f € X* such that f(z) = 1
and f(¢(I)z) = 0. For R = = ® f, step 2 and surjectivity of ¢ ensures the
existence of a non-nilpotent kank one operator 7' = y ® g, where y € X and
g € X* with g(y) # 0 such that ¢(T) = R. Therefore,

{g°()} = A*(1?)
= A% (@(T)o(1)(T))
= A% (Ro(I)R)
=AYz @ flo()(z @ [))

)
={f(o(I)x) f(x)}
= {0}.
Thus g(y) = 0. This contradiction shows that ¢(I) = al where o € C*.
On the other hand, we have

{1} = A(1) = A((1)*) = A(@’I) = {a?}.
This implies that o = 1, as desired.
Step 5. ¢ has the desired form.
Let ¢ := a~l¢, and note that ¢ satisfies the Eq. (3.1) and o(I) = I.
It follows, from Step 3 and Lemma 2.2, that ¢ takes either the form (2.4) or
the form (2.5).
Suppose (2.4) holds. Let € X and f € X*, we have

{f(2)} =A™z f)
=A"I(z® f)I)
= A%(e(e(z @ fe(l))
= A"(Az ® Bf)
= {Bf(Ax)}.
We get
Bf(Az) = f(z).

By applying the closed graph theorem, we conclude that A is bounded. More-
over, Bf(Az) = f(z) implies that A*B = Ix,. Thus, B = (A*)~t = (A71)*.
So, for every x € X and f € X*, we have

Pr@f)=Az@Bf=Az@ (A7) f=Alz® f)A™"
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Then
o(R) = ARA™ for all R € Fi(X).
Now, let T' € B(X) and R € F;(X), we have

Alp(R)e(T)¢(R)) = A(RTR)

(ARTRA™)
(ARA"'ATA'ARA™)
(

A
—A
A(p(R)ATA™'(R)).

Since ¢ is surjective, Lemma 3.1 implies that
o(T) = ATA™! for all T € B(X).

Consequently ¢(T) = aATA™! with o =1 for all T € B(X).
In a similar way, we will treat the case where ¢ takes the form (2.5).
We get

Dx(Cf) = f(x).

Using the closed graph theorem, separately for C' and D, we conclude that
these operators are bounded. Therefore, both C* : X* — X** and D* :
X** — X* are invertible.

Moreover, by a similar way as in the proof of Theorem 2.1, we show
that X is reflexive and D = (C*)~! = (C~!)*. Therefore,

©(R) = CR*C™" for all R € Fi(X).
Let T be an arbitrary operator in B(X). For every R € F1(X) we have

Alp(R)p(T)p(R))

A(RTR)

R*T*R*)

CR*T*R*C™")
CR*C~'CT*C 'CR*C™Y)

= A(
= A(
= A(
A(p(R)CT*C™ o(R)).

By Lemma 3.1 and surjectivity of ¢, we conclude that o(T) = CT*C~! for
all T € B(X). This implies that ¢(T) = aCT*C~? for all T € B(X) with
a® =1, and finishes the proof. O
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