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Abstract. Let R be a non-commutative prime ring of characteristic dif-
ferent from 2 with extended centroid C, F �= 0 a generalized skew deriva-
tion of R, and n ≥ 1 such that [F (x), x]n = 0, for all x ∈ R. Then there
exists an element λ ∈ C such that F (x) = λx, for all x ∈ R.
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1. Introduction

Let R be a prime ring of characteristic different from 2 with center Z(R),
extended centroid C, right Martindale quotient ring Qr and symmetric Mar-
tindale quotient ring Q.

An additive mapping d : R → R is a derivation on R if d(xy) = d(x)y
+ xd(y) for all x, y ∈ R. Let a ∈ R be a fixed element. A map d : R → R
defined by d(x) = [a, x] = ax − xa, x ∈ R, is a derivation on R, which is
called inner derivation defined by a. Many results in literature indicate how
the global structure of a ring R is often tightly connected to the behaviour
of additive mappings defined on R. A well-known result of Posner [20] states
that if d is a derivation of R such that [d(x), x] ∈ Z(R), for any x ∈ R, then
either d = 0 or R is commutative. In [15] Lanski generalizes the result of
Posner to a Lie ideal. Later in [2] the authors prove the following:

Theorem 1. Let R be a prime ring of characteristic different from 2, L a
non-central Lie ideal of R, d a non-zero derivation of R such that [d(u), u]n ∈
Z(R), for any u ∈ L. Then R satisfies s4.

In particular, if d satisfies [d(u), u]n = 0, for any u ∈ L, then R is
commutative.

More recently in [9] the author considers a similar situation in the case
the derivation d is replaced by a generalized derivation. More specifically an
additive map G : R → R is said to be a generalized derivation if there exists
a derivation d of R such that, for all x, y ∈ R, G(xy) = G(x)y + xd(y). Basic
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examples of generalized derivations are the usual derivations on R and left or
right R-module mappings from R into itself. An important example is a map
of the form G(x) = ax + xb, for some a, b ∈ R; such generalized derivations
are called inner.

Generalized derivations have been primarily studied on operator alge-
bras. Therefore, any investigation from the algebraic point of view might be
interesting (see for example [12,16]).

In [9] the author proves the following:

Theorem 2. Let R be a prime ring of characteristic different from 2 with right
quotient ring U and extended centroid C, G �= 0 a generalized derivation of
R, L a non-central Lie ideal of R and n ≥ 1 such that [G(u), u]n = 0, for
all u ∈ L. Then there exists an element a ∈ C such that G(x) = ax, for all
x ∈ R, unless when R satisfies s4 and there exist b ∈ U , β ∈ C such that
G(x) = bx + xb + βx, for all x ∈ R.

In particular, if [G(x), x]n = 0, for all x ∈ R, then there exists an
element a ∈ C such that G(x) = ax, for all x ∈ R.

In [21], Wang considers a similar situation in the case the derivation d
is replaced by a non-trivial automorphism σ of R and proves the following:

Theorem 3. Let R be a prime ring with center Z, L a noncentral Lie ideal
of R, and σ a nontrivial automorphism of R such that [uσ, u]n ∈ Z for all
u ∈ L. If either char(R) > n or char(R) = 0, then R satisfies s4.

Here, we continue this line of investigation and we examine what hap-
pens in case F �= 0 is a generalized skew derivation of R such that [F (x), x]n =
0 for all x ∈ R, and n ≥ 1. More specifically, let α be an automorphism of
a ring R. An additive map D : R → R is called an α-derivation (or a skew
derivation) on R if D(xy) = D(x)y+α(x)D(y) for all x, y ∈ R. In this case α
is called an associated automorphism of D. Basic examples of α-derivations
are the usual derivations and the map α − id, where id denotes the identity
map. Let b ∈ Q be a fixed element. Then a map D : R → R defined by
D(x) = bx − α(x)b, x ∈ R, is an α-derivation on R and it is called an inner
α-derivation (an inner skew derivation) defined by b. If a skew derivation D
is not inner, then it is called outer.

An additive mapping F : R → R is called a generalized α-derivation
(or a generalized skew derivation) on R if there exists an additive mapping
D on R such that F (xy) = F (x)y + α(x)D(y) for all x, y ∈ R. The map D is
uniquely determined by F and it is called an associated additive map of F .
Moreover, it turns out that D is always an α-derivation (see [17,18] for more
details).

Let us also mention that an automorphism α : R → R is inner if there
exists an invertible q ∈ Q such that α(x) = qxq−1 for all x ∈ R. If an
automorphism α ∈ Aut(R) is not inner, then it is called outer.

The result we obtain is the following:

Theorem 4. Let R be a non-commutative prime ring of characteristic �= 2
with extended centroid C, F �= 0 a generalized skew derivation of R, and
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n ≥ 1 such that [F (x), x]n = 0, for all x ∈ R. Then there exists an element
λ ∈ C such that F (x) = λx, for all x ∈ R.

2. Preliminaries

We denote the set of all skew-derivations on Q by SDer(Q). By a skew-
derivation word we mean an additive map Δ of the form Δ = d1d2 . . . dm,
with each di ∈ SDer(Q). Then a skew-differential polynomial is a gener-
alized polynomial, with coefficients in Q, of the form Φ(Δj(xi)) involving
noncommutative indeterminates xi on which the derivations words Δj act as
unary operations. The skew-differential polynomial Φ(Δj(xi)) is said a skew-
differential identity on a subset T of Q if it vanishes for any assignment of
values from T to its indeterminates xi.

To prove our result, we need to recall the following known facts:

Fact 1. In [8] Chuang and Lee investigate polynomial identities with skew
derivations. More precisely in [8, Theorem 1] they prove that if D is an
outer skew derivation of R which satisfies the generalized polynomial identity
Φ(xi,D

k(xj)), then:
1. If D is not left-algebraic modulo inner skew derivations, then R satis-

fies the generalized polynomial identity Φ(xi, ykj), where xi and ykj are
distinct indeterminates.

2. If D is algebraic modulo inner skew derivations such that the minimal
order m of such algebraic dependence is strictly bigger than k, then R
satisfies the generalized polynomial identity Φ(xi, ykj), where xi and ykj

are distinct indeterminates.
As a consequence of this result, we would like to point out that, if k = 1,
that is Φ(xi,D(xj)) is a generalized polynomial identity for R, then, in any
case, Φ(xi, yj) is also a generalized polynomial identity for R, where xi and
yj are distinct indeterminates.

Fact 2. Let R be a prime ring and I a two-sided ideal of R. Then I, R and
Q satisfy the same generalized polynomial identities with coefficients in Q
(see [4]). Furthermore, I, R and Q satisfy the same generalized polynomial
identities with automorphisms (Theorem 1 in [6]).

Fact 3. Recall that, in case char(R) = 0, an automorphism α of Q is called
Frobenius if α(x) = x for all x ∈ C. Moreover, in case char(R) = p ≥ 2,
an automorphism α is Frobenius if there exists a fixed integer t such that
α(x) = xpt

for all x ∈ C. In [6, Theorem 2] Chuang proves that if Φ(xi, α(xi))
is a generalized polynomial identity for R, where R is a prime ring and α ∈
Aut(R) an automorphism of R which is not Frobenius, then R also satisfies
the non-trivial generalized polynomial identity Φ(xi, yi), where xi and yi are
distinct indeterminates.

Fact 4. Let R be a domain and α ∈ Aut(R) an automorphism of R which is
outer. In [14] Kharchenko proves that if Φ(xi, α(xi)) is a generalized polyno-
mial identity for R, then R also satisfies the non-trivial generalized polyno-
mial identity Φ(xi, yi), where xi and yi are distinct indeterminates.
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Finally, let us mention that if R is a prime ring satisfying a non-trivial
generalized polynomial identity and α an automorphism of R such that
α(x) = x for all x ∈ C, then α is an inner automorphism of R [1, Theo-
rem 4.7.4].

3. The Inner Case

In this section, we assume there exist a, b ∈ Q and F : R → R, such that
F (x) = ax+α(x)b, for all x ∈ R. In particular, we would like to consider the
case [ar + α(r)b, r]n = 0 for all r ∈ R. We first prove the case when there
exists an invertible element q ∈ Q such that α(x) = qxq−1, for all x ∈ R. To
do this, we also need the following lemma (the result is contained in [10]):

Lemma 1. Let F be a infinite field and n ≥ 2. If A1, . . . , Ak are not scalar
matrices in Mn(F ) then there exists some invertible matrix P ∈ Mn(F ) such
that each matrix PA1P

−1, . . . , PAkP−1 has all non-zero entries.

Proposition 1. Let R be a prime ring of characteristic different from 2, and
a, b, q ∈ Q. If q is an invertible element of Q and there exists a fixed integer
n ≥ 1 such that

[ar + qrq−1b, r]n = 0 (1)
for all r ∈ R, then one of the following holds:
1. a, b, q ∈ C;
2. both q−1b ∈ C and a + b ∈ C.

Proof. First, we notice that in case q−1b ∈ C, then, by (1), we get [(a +
b)r, r]n = 0, for all r ∈ R, and by [9], it follows a + b ∈ C. Moreover, in case
q ∈ C, we also have [ar+rb, r]n = 0, for all r ∈ R, and the conclusion follows
again by [9] (see Theorem 2).

Hence, in the following we may assume that both q−1b /∈ C and q /∈ C,
so (1) is a non-trivial generalized polynomial identity for R. By Fact 2 and
if we denote p = q−1b in (1), it follows that Q satisfies

[ax + qxp, x]n. (2)

Hence, by [19] Q is a primitive ring, which is isomorphic to a dense subring
of the ring of linear transformations of a vector space V over C, containing
nonzero linear transformations of finite rank. Suppose first that dimCV ≥ 3.
Since p /∈ C, there exists v ∈ V such that {v, pv} are linearly C-independent.
Moreover, since dimCV ≥ 3, there is w ∈ V such that {v, pv, w} are linearly
C-independent vectors. By the density of Q, there exists r ∈ Q such that

rv = 0, rw = v, rpv = q−1w.

Hence

0 = [ar + qrp, r]nv = (−1)nv �= 0

which is a contradiction.
Finally, we consider the case: dimCV ≤ 2. Of course if dimCV = 1, then

Q is commutative, a contradiction. Thus, we may assume dimCV = 2, that
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is Q = M2(C), the ring al 2 × 2 matrices over the field C. Of course in this
case, we may assume that M2(C) satisfies

[ax + qxp, x]2. (3)

Assume first that C is infinite. Since both q /∈ C and p /∈ C, by Lemma 1
there exists some invertible matrix A ∈ M2(C) such that each matrix
AqA−1, ApA−1 has all non-zero entries. Moreover, it is easy to prove that

[
(AaA−1)x + (AqA−1)x(ApA−1), x

]2

is still a generalized identity for M2(C).
Denote eij the usual matrix unit, with 1 in the (i, j)-entry and zero else-

where and AaA−1 = a′, AqA−1 = q′ =
∑

qlmelm, ApA−1 = p′ =
∑

plmelm,
for suitable qlm, plm ∈ C. Let r = eij , for any j �= i, therefore, by (3), we
have that (−eijqeijp)2eij = 0, which implies the contradiction qjipji = 0.

Assume now that C is finite. Let K be an infinite field which is an exten-
sion of the field C and let R = M2(K) ∼= R⊗C K. The generalized polynomial
identity [ax + qxp, x]2 is homogeneous of degree 4 in the indeterminate x.

Hence its complete linearization is a multilinear generalized polynomial
identity Θ(x1, y1, z1, t1) in 4 indeterminates, moreover,

Θ(x1, x1, x1, x1) = 4[ax1 + qx1p, x1]2.

Clearly, the multilinear polynomial Θ(x1, y1, z1, t1) is a generalized polyno-
mial identity for R and R too. Since char(C) �= 2, we obtain [ar+qrp, r]2 = 0,
for all r ∈ R, and the conclusion follows from the above argument. �

Lemma 2. Let R be a non-commutative prime ring of characteristic different
from 2, α : R → R an automorphism of R, such that [α(x), x]n = 0 for all
x ∈ R. Then, α is the identity map on R.

Proof. By Main Theorem in [5], the ring R satisfies a generalized polyno-
mial identity. We notice that if there exists an element q ∈ Q such that
α(x) = qxq−1, for all x ∈ R, then the conclusion follows from Proposition 1.
Therefore, we assume that α is an outer automorphism of R and prove that
a number of contradictions occurs.

By Theorem 1 in [6] R and Q satisfy the same generalized polynomial
identities with automorphisms and hence [α(x), x]n is also an identity for Q.
Since R is a GPI-ring, by [19] Q is a primitive ring, which is isomorphic to a
dense subring of the ring of linear transformations of a vector space V over
a division ring D.

In case Q is a domain, by Fact 4, we have that Q satisfies [y, x]n, which
leads to the contradiction that Q is commutative. Thus, we may assume that
dimDV ≥ 2.

By [13, p. 79], there exists a semi-linear automorphism T ∈ End(V )
such that α(x) = TxT−1 for all x ∈ Q. Hence, Q satisfies [TxT−1, x]n.

We notice that, if for any v ∈ V there exists λv ∈ D such that T−1v =
vλv, then, by a standard argument, it follows that there exists a unique λ ∈ D
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such that T−1v = vλ, for all v ∈ V (see for example Lemma 1 in [7]). In this
case

α(x)v = (TxT−1)v = Txvλ

and

(α(x) − x)v = T (xvλ) − xv = T (T−1xv) − xv = 0

which implies the contradiction that α is the identity map, since V is faithful.
Therefore, there exists v ∈ V such that {v, T−1v} are linearly D-

independent.
Consider first the case dimDV ≥ 3. Thus, there exists w ∈ V such that

{w, v, T−1v} are linearly D-independent. Moreover, by the density of Q, there
exists r ∈ Q such that

rv = 0, rT−1v = T−1w, rw = −v.

Hence, by the main assumption we get again the contradiction

0 = (TrT−1r − rTrT−1)nv = v �= 0.

Therefore, we have just to consider the case when dimDV = 2.
Note that there exists w ∈ V such that w /∈ vD and Tw /∈ vD: In fact,

on the contrary, for all w ∈ V we have that either w ∈ vD or w ∈ (T−1v)D.
Then it follows that V = (vD) ∪ (T−1v)D is union of two proper subspaces,
but this is a contradiction since Q is not a domain and dimDV �= 1.

Thus, there exist w ∈ V , λ, μ, η, θ ∈ D (where μ �= 0 and θ �= 0) such
that

w = vλ + (T−1v)μ (4)

Tw = vη + (T−1v)θ (5)

moreover, by applying the semi-linear automorphism T on (4), we also get

Tw = (Tv)τ(λ) + vτ(μ) (6)

where τ : D → D is the automorphism of D associated to T . Notice that
τ(μ) �= 0, since μ �= 0.

Comparing (6) with (5) we have

v(η − τ(μ)) + (T−1v)θ − (Tv)τ(λ) = 0

where τ(λ) �= 0, since θ �= 0 and {v, T−1v} are D-independent. Denote τ(μ) =
μ′ and τ(λ) = λ′, so that

Tv =
(
v(η − τ(μ)) + (T−1v)θ

)
λ′−1.

By the main assumption, we also know that Q satisfies [T (x+y)T−1, x+
y]n, that is Q satisfies

(TxT−1x − xTxT−1 + TyT−1x − xTyT−1

+ TxT−1y − yTxT−1 + TyT−1y − yTyT−1)n
(7)

By the density of Q, there exist r1, r2 ∈ Q such that

r1v = 0, r2v = 0, r1T
−1v = −v, r2T

−1v = 0.
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It follows that

r1(Tv) = vθλ′−1

r2(Tv) = 0

(Tr1T
−1r1 − r1Tr1T

−1 + Tr2T
−1r1 − r1Tr2T

−1

+ Tr1T
−1r2 − r2Tr1T

−1 + Tr2T
−1r2 − r2Tr2T

−1)v = vθλ′−1

and by (7) we have the following contradiction

0 = (Tr1T
−1r1 − r1Tr1T

−1 + Tr2T
−1r1 − r1Tr2T

−1

+ Tr1T
−1r2 − r2Tr1T

−1 + Tr2T
−1r2 − r2Tr2T

−1)nv = v(θλ′−1)n �= 0.

�

Lemma 3. Let R be a non-commutative prime ring of characteristic differ-
ent from 2, b, c ∈ Q, α : R → R an outer automorphism of R, such that
[bx + α(x)c, x]n = 0 for all x ∈ R. Then b ∈ C and c = 0.

Proof. In the following, we assume that either b /∈ C or c �= 0.
Hence, by [5] R is a GPI-ring and Q is also GPI-ring by [4]. By Mar-

tindale’s theorem in [19], Q is a primitive ring having non-zero socle and its
associated division ring D is finite dimensional over C. Hence Q is isomorphic
to a dense subring of the ring of linear tranformations of a vector space V
over D, containing non-zero linear transformations of finite rank.

As remarked in Lemma 2, there exists a semi-linear automorphism T ∈
End(V ) such that α(x) = TxT−1 for all x ∈ Q. Hence, Q satisfies [bx +
TxT−1c, x]n.

We notice that, if for any v ∈ V there exists λv ∈ D such that T−1cv =
vλv, then, by a standard argument it follows that there exists a unique λ ∈ D
such that T−1cv = vλ, for all v ∈ V . In this case,

(bx + α(x)c)v = (bx + TxT−1c)v = bxv + T (xvλ)

bxv + T ((xv)λ) = bxv + T (T−1cxv)

bxv + cxv = (b + c)xv.

Hence, for all v ∈ V ,

(bx + α(x)c − (b + c)x)v = 0

which implies bx+α(x)c = (b+c)x, for all x ∈ Q, since V is faithful. Therefore,
we have both [(b+c)x, x]n = 0 and α(x)c = cx, for all x ∈ Q. Thus, b+c ∈ C
follows from Theorem 2. Moreover, since Q satisfies α(x)c = cx and α(x)-
word degree is 1 then, by Theorem 3 in [6], yc − cx is an identity for Q. This
implies c ∈ C. Therefore, b ∈ C and either c = 0 or α(x) = x for all x ∈ Q,
that is α is the identity map on Q. In any case, we get a contradiction.

In light of the previous argument, we may suppose there exists v ∈ V
such that {v, T−1cv} are linearly D-independent.
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Consider first the case dimDV ≥ 3. Thus, there exists w ∈ V such that
{w, v, T−1cv} are linearly D-independent. Moreover, by the density of Q,
there exists r ∈ Q such that

rv = 0, rT−1cv = T−1w, rw = −v.

Hence, by the main assumption, we get the contradiction

0 = (br2 + TrT−1cr − rbr − rTrT−1c)nv = v �= 0.

Therefore, we have just to consider the case when dimDV ≤ 2.
If C is finite, then D is also finite. Thus D is a field by Wedderburn’s

Theorem. Note that, if dimDV = 1 then Q ∼= D and so Q is commutative, a
contradiction.

On the other hand, if dimDV = 2, then Q ∼= M2(D), for D a field.
Of course in this case Q satisfies [bx + α(x)c, x]2. Therefore, the α(x)-word
degree is strictly less than char(R), when char(R) �= 0. By Theorem 3 in [6],
Q satisfies [bx + yc, x]2 and again by Theorem 2, we get b, c ∈ C. Moreover,
if c �= 0, we also have [α(x), x]2 = 0 for all x ∈ Q and by Lemma 2, α is the
identity map on Q, which is again a contradiction.

In light of the previous argument, in all that follows we may consider C
infinite.

If α is not Frobenius, then, by Fact 3, one has that R satisfies [bx +
yc, x]n = 0. In particular, for x = y, we get b, c ∈ C by Theorem 2. From
this we also have c[y, x]n = 0, which implies the contradiction that R is
commutative, since c �= 0.

Let now α be Frobenius. Note that if char(R) = 0, we have α(x) = x
for all x ∈ R since α is Frobenius. By [1, Theorem 4.7.4] this implies that α
is inner, a contradiction. Thus, we may assume that char(R) = p > 2 and
α(γ) = γpt

, for all γ ∈ C and some nonzero fixed integer t. Moreover, there
exists λ ∈ C such that λpt �= λ, that is λpt−1 �= 0.

In particular, we choose γ ∈ C such that γ = λpt−1 �= 0. In the main
relation we replace x by λx and obtain that R satisfies

[b(λx) + λpt

α(x)c, λx]n

that is

λ2n
(
[bx, x] + γ[α(x)c, x]

)n
.

If denote Φ(x) = [bx, x] and Ω(x) = [α(x)c, x], it follows that
(Φ(r) + γΩ(r))n = 0 for all r ∈ R. Expanding the last one, we get

n∑
i=0

γi

⎛
⎝ ∑

(i,n−i)

ϕ1 · ϕ2 · · · ϕn

⎞
⎠ = 0

where the inside summations are taken over all permutations of n−i terms of
the form Φ(x) and i terms of the form Ω(x). This means that each summation
inside has exactly n − i terms of the form Φ(x) and i terms of the form Ω(x)
but in some different order. For any j = 0, . . . , n, denote yj =

∑
(j,n−j) ϕ1 ·
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ϕ2 . . . ϕn, then we can write

y0 + γy1 + γ2y2 + · · · + γnyn = 0. (8)

Replacing in the previous argument λ successively by 1, λ, λ2, . . . , λn, the Eq.
(8) gives the system of equations

y0 + y1 + y2 + · · · + yn = 0

y0 + γy1 + γ2y2 + · · · + γnyn = 0

y0 + γ2y1 + γ4y2 + · · · + γ2nyn = 0

y0 + γ3y1 + γ6y2 + · · · + γ3nyn = 0
· · · · · · · · · · · ·
y0 + γny1 + γ2ny2 + · · · + γn2

yn = 0.

(9)

Moreover, since C is infinite, there exist infinitely many λ ∈ C such that
λi(pt−1) �= 1 for i = 1, . . . , n, that is there exist infinitely many γ = λpt−1 ∈ C
such that γi �= 1 for i = 1, . . . , n. Hence, the Vandermonde determinant
(associated with the system (9))

∣∣∣∣∣∣∣∣∣∣

1 1 · · · · · · 1
1 γ γ2 · · · γn

1 γ2 γ4 · · · γ2n

· · · · · · · · · · · · · · ·
1 γn γ2n · · · γn2

∣∣∣∣∣∣∣∣∣∣
=

∏
0≤i<j≤n

(γi − γj)

is not zero. Thus, we can solve the above system (9) and obtain yi = 0
(i = 0, . . . , n). In particular, y0 = 0, that is [br, r]n = 0 for all r ∈ R.
Applying again the result in Theorem 2, we have b ∈ C. In light of this, to
prove our result, in what follows we can assume c �= 0. Therefore, by the main
assumption, it follows that R satisfies [α(x)c, x]n. Now, replace x by x + λ,
so that R satisfies [α(x)c + λpt

c, x]n, that is for all r ∈ R

([α(r)c, r] + λpt

[c, r])n = 0.

Here, denote μ = λpt

, Δ(r) = [α(r)c, r], Ψ(r) = [c, r], thus, (Δ(r)+μΨ(r))n =
0, for all r ∈ R. Expanding this last, we get

n∑
i=0

μi

⎛
⎝ ∑

(i,n−i)

χ1 · χ2 · · · χn

⎞
⎠ = 0

where, as in the above argument, the summations inside are taken over all
permutations of n − i terms of the form Ψ(x) and i terms of the form Δ(x).
For any j = 0, . . . , n, denote zj =

∑
(j,n−j) χ1 · χ2 . . . χn, then we can write

z0 + μz1 + μ2z2 + · · · + μnzn = 0. (10)
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Replacing in the previous argument λ successively by 1, λ, λ2, . . . , λn, the Eq.
(10) gives the system of equations

z0 + z1 + z2 + · · · + zn = 0

z0 + μz1 + μ2z2 + · · · + μnzn = 0

z0 + μ2z1 + μ4z2 + · · · + μ2nzn = 0

z0 + μ3z1 + μ6z2 + · · · + μ3nzn = 0
· · · · · · · · · · · ·
z0 + μnz1 + μ2nz2 + · · · + μn2

zn = 0.

(11)

By repeating the same process above, there exist infinitely many λ ∈ C such
that λipt �= 1 for i = 1, . . . , n, that is there exist infinitely many μ = λpt ∈ C
such that μi �= 1 for i = 1, . . . , n. Hence, the Vandermonde determinant
(associated with the system (11))∣∣∣∣∣∣∣∣∣∣

1 1 · · · · · · 1
1 μ μ2 · · · μn

1 μ2 μ4 · · · μ2n

· · · · · · · · · · · · · · ·
1 μn μ2n · · · μn2

∣∣∣∣∣∣∣∣∣∣
=

∏
0≤i<j≤n

(μi − μj)

is not zero. Thus, we can solve the above system (11) and obtain zi = 0
(i = 0, . . . , n). In particular, z0 = 0, that is [c, r]n = 0 for all r ∈ R. By
Theorem 2, in [11], c ∈ C. Since c �= 0, it follows that R satisfies [α(x), x]n and
by Lemma 2, we conclude that α is the identity map on R which contradicts
the hypothesis that α is an outer automorphism of R. �

4. The Proof of Main Result

Here, we can finally prove the main Theorem of this paper. We remark that
Chang, in [3] shows that any (right) generalized skew derivation of R can be
uniquely extended to the right Martindale quotient ring Qr of R as follows:
a (right) generalized skew derivation is an additive mapping F : Qr −→ Qr

such that F (xy) = F (x)y + α(x)δ(y) for all x, y ∈ Qr, where δ is a skew
derivation of R and α is an automorphism of R. Notice that there exists
F (1) = a ∈ Qr such that F (x) = ax + δ(x) for all x ∈ R.

4.1. Proof of Theorem 4

As we said above and by our main assumption, R satisfies [ax + δ(x), x]n.
Assume first that δ is an outer skew derivation. By Fact 1, R also satisfies

[ax+y, x]n and in particular the component [ax, x]n. By Theorem 2, it follows
that a ∈ C, therefore, [y, x]n is an identity for R, that is R is commutative,
a contradiction.

Let now δ be an inner skew derivation, that is there exists b ∈ Q such
that δ(x) = bx−α(x)b, for all x ∈ R. Hence R satisfies [(a+ b)x−α(x)b, x]n.

In case there exists an invertible element q ∈ Q such that α(x) = qxq−1,
then by Proposition 1 we get:
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1. either a, b, q ∈ C, that is F (x) = ax.
2. or q−1b ∈ C and F (x) = ax, with a ∈ C.
On the other hand, if α is an outer automorphism of R, then, by applying
Lemma 3 we get:
1. either a ∈ C and b = 0, that is F (x) = ax;
2. or a, b ∈ C, α is the identity map on R and F (x) = ax.
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