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Foreword

Bacterial resistance to antibiotics and the critical need to curtail this global
public health problem have reached wide awareness among healthcare
providers, hospital administrators, public health officials, and even the public.
The professional and lay literature continues to report the consequence of
antibiotic misuse and the rise in strains resistant to antibiotics. When trying to
understand drug resistance and develop ways to control the mounting public
health problem, there are many factors to consider, which have both health and
ecologic considerations. This book addresses that challenge.

The major thrust of the authors is to define the problem and offer global
and multidisciplinary approaches to resolve it as drug resistance confronts
individuals, hospitals and communities. What do we need to know to help 
clinicians and public health officials correct the situation? What theories
should be entertained and what policies and practice can be engaged to pro-
duce a change? These are some of the questions asked and discussed from a
variety of viewpoints. Using theory, an understanding of practice, and the fac-
tors involved in creating and perpetuating the problem, the authors suggest
policies and guidelines which target reversing drug resistance.

Antibiotic use, both in terms of quantity and length of application, is the
major contributor to the selection and propagation of resistant strains. While
some antibiotic resistance may emerge with each treatment, the steady rise in
resistance frequency in an environment generally implies prolonged use and/or
use at a concentration which is too low to effect cure, but high enough to
encourage growth of resistant strains. Besides antibiotic use, other factors,
including epidemiology, gene transfer, and even other drugs, influence the resis-
tance phenomenon. Understanding and quantifying the relationship between
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drug use and resistance represent an on-going quest and are critical, not only
for finding ways to reduce resistance, but also for improving quality of care in
the treatment of infectious diseases.

The composition and breadth of information provided make this volume
different from other books which deal more with the phenomenon of this
infectious disease issue and less with its resolution. In a single volume, one
learns about the extent of the problem in different geographic settings, the 
factors involved, and how this information can help develop guidelines and
policies which, when put into practice, can lead to change.

One prevalent theme is the need to address drug resistance locally, nation-
ally, and internationally. The importance of international cooperation and com-
pliance is stressed. Such a public health endeavor would benefit the resident
peoples as well as the whole world, since bacteria and other microorganisms
travel so easily from country to country. The problem certainly necessitates
altering physician and patient behaviors as well as establishing guidelines
which can be accepted by the providers. Such changes will only succeed if the
healthcare provider and/or system sees the need for change and seeks to imple-
ment it. Emphasis is placed on local monitoring and surveillance of drug use
and susceptibility data, which help to pinpoint conditions geographically and
define what means can effectively improve the situation. There is a potential
role for pharmacists in overseeing appropriate drug prescription and usage, but
this role is not generally appreciated. The inclusion of the pharmacist in efforts
to improve antibiotic use and curtail resistance is just one of many suggestions
in the authors’ multidisciplinary approach.

Infection prevention and its impact on the resistance problem is examined
in both the hospital and community environments. The appropriate use of dis-
infection and antisepsis needs to be appreciated better in both environments.
Misuse of surface antibacterials, such as overuse in healthy homes, could
affect the efficacy of the products needed to protect vulnerable patients and
potentially increase the risk of antibiotic resistance. If used appropriately,
antibacterials should control spread of infections, leading to fewer antibiotic
prescriptions and consequently, decreased resistance.

Costs of resistance have been estimated in billions of US dollars, but 
financial resources to effect change and save money are limited. So, despite
concerted interest, the means to obtain necessary data and to develop policy for
change are lacking. Inroads into providing these sources of revenue are criti-
cally needed.

This book is a comprehensive, fact-filled, and welcomed addition to the
library of public health officials, healthcare providers and research scientists.
While it focuses chiefly on bacterial pathogens, it also addresses the resistance
problem as it relates to viruses and fungi. The chapters are written by noted
experts in the field who bring forth both their own medical and scientific 
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experience as well as wide knowledge of the field. Together, the contributors
produce a well-described composite of the resistance problem and the poten-
tial for its resolution.

Stuart B. Levy, M.D.
Director

Professor of Molecular Biology and Microbiology
Professor of Medicine

Tufts University School of Medicine
President, Alliance for Prudent Use of Antibiotics

Foreword vii



Preface

Antibiotics have been a tremendous success story for over 50 years but this
very success has led to major problems with antibiotic resistance. There is
increasing interest in policies and guidelines to reduce antibiotic use and
improve quality of prescribing and consequently, patient outcome. Much of
this activity is concentrated in hospitals where antibiotic resistance problems
are greatest due to the intensity of antibiotic use complicated by cross infec-
tion. Greater volumes of antibiotics are consumed in the community in patients
and animals and key issues there, are also addressed.

Issues regarding the interaction between resistance and consumption are
explored in detail such as control of resistance by modifying and/or reducing
consumption, analysis of associations between resistance and consumption,
developments in surveillance of resistance and consumption and statistical
models.

Modern concepts of evidence medicine are explored as they apply to inter-
ventions to reduce antibiotic resistance and improve antibiotic use. The latest
evidence about how to design, implement, and evaluate policies and guidelines
is described. As well as dealing with the theory, several chapters will give prac-
tical advice as to how to implement the latest ideas in antibiotic stewardship.

Issues critical and unique to developing countries are explored as well.
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MILAN ČIŽMAN and BOJANA BEOVIĆ
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Chapter 1

Antibiotic Policies—A Historical Perspective

Ian Phillips
Calle Cabello 7, Málaga 29012, Spain

1. ORIGINS OF ANTIBIOTIC POLICIES

1.1. The pioneers

In 1945, at the end of World War II, Professor Sir Alexander Fleming (as he
had then become) was asked by Butterworth, the medical publishers, to write a
book on penicillin. He refused, on the grounds that he was too busy and that as
a laboratory worker, he would have been unable to place penicillin therapy in a
proper perspective in relation to other forms of medical and surgical treatment.
However, he did agree to edit a book—and produced a volume (Fleming,
1946a) which is now something of a rarity—bringing together contributions
from many of those who had gained experience of the compound during its
early years of scarcity. Furthermore, he wrote an introductory chapter in which
he overcame his modesty and set out some general rules for penicillin treat-
ment (Fleming, 1946b). First, he wrote, it should be used only for the treat-
ment of those infections caused by penicillin-sensitive microbes. His list of
these runs: staphylococci, Streptococcus pyogenes, Streptococcus viridans,
some anaerobic streptococci, pneumococcus, gonococcus, meningococcus,
and so on. He also points out the importance of acquired resistance even
though there was little of it at the time. However, despite the many casualties
on this list, the principle remains sound. Second, the antibiotic must be given
by an appropriate route, in adequate dosage, for an appropriate period of
time—and despite uncertainties, the principles again remain true. En passant,



he made a plea that doctors should resist patients’ and press demands for peni-
cillin to be used for a variety of inappropriate purposes, and listed cancer,
tuberculosis, rheumatoid arthritis, psoriasis, and almost all the virus diseases
among the many conditions that he had personally been asked to treat. Patients
and the media may now be better informed, but irrational demands continue.
He also mentions the problem of toxicity, dismissing it promptly in the context
of penicillin, although L. P. Garrod gives a more balanced account in an other
chapter (Garrod, 1946). Finally, Fleming discusses the assay of penicillin in
blood, cerebrospinal fluid, urine, pus, and sputum and so can even be consid-
ered to have indicated the importance of pharmacokinetics (Fleming, 1946c).
It seems to me that in his book, albeit in the somewhat discursive manner 
characteristic of the times, Fleming had defined rational therapy in terms of
the infection to be treated, the causative organism and its in vitro antibiotic
susceptibility and the importance of pharmacology including toxicity.

One more aspect of Fleming’s book deserves attention in the context of the
development of the concepts of antibiotic policies. In a chapter on the prophy-
lactic use of penicillin, Porritt and Mitchell (1946) discuss the comparative
merits of sulfonamides and penicillin for the prevention of infection in war
wounds. The clinical trial conducted to clarify the issue would not nowadays
commend itself to those who regulate most of the day-to-day relevance out of
such things, but it did lead to the abandonment of sulfonamides and their
replacement by penicillin, a policy that I found still in operation 40 years later!
Was this indeed the first antibiotic policy?

1.2. Early developments

In a chapter that I wrote in 1979 (Phillips, 1979), I argued that an antibiotic
policy assumes that antimicrobial therapy will be rational for the individual
patient—“that the antibiotic chosen is likely to cure or prevent infection; that
the pathogen is sensitive to it in vitro; that the risk of side effects is minimised;
and that pharmacological and pharmaceutical properties are appropriate.”
Many guides based on these considerations were produced in the 1970s (Bint
and Reeves, 1978; Geddes, 1977; Wise, 1977). A policy is something superim-
posed on such rational use, taking into account the risk of development of
resistance, cost, simplicity, and the personal preferences of the prescribing
clinician (Figure 1). It depends on pragmatic consensus, but even that should
not prevent a clinician ignoring it in what he believes to be the best interest of
an individual patient.

This point of view represents the teaching of Fleming and the early pio-
neers as digested and passed on by my own teachers at St Thomas’ Hospital,
notably Professor Ronald Hare (who wrote his own version of the discovery of
penicillin, based on a ring-side seat at St Mary’s Hospital in the 1920s) and
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Dr Mark Ridley (who sadly died at a young age). Their views were in turn
much influenced by the work of Dr Mary Barber, initially in Hare’s department
at St Thomas’ and later at The Hammersmith Hospital, and co-author with 
L. P. Garrod of an influential textbook “Antibiotic and Chemotherapy,” first
published in 1963 (Barber and Garrod, 1963).

There seems little doubt that the first civilian antibiotic policies came into
being with the emergence of the “Hospital Staphylococcus” in the late 1950s
(Garrod and O’Grady, 1971; Phillips, 1979). At St Thomas’ Hospital a Sepsis
Committee was set up in 1959 “to review hospital infection and to suggest meth-
ods for its prevention” (Phillips, 1979). One of the major approaches to control,
related to the use of antibiotics and the recommendations were based to a large
degree on the specific experience of Mary Barber and her colleagues (Barber
and Burston, 1955; Barber and Dutton, 1958; Barber and Garrod, 1963; Barber
and Rozwadowska-Dowzenko, 1948; Barber et al., 1958). For example, she rec-
ommended the use of erythromycin only in combination, as did Lowbury
(Lowbury, 1957), and for a number of years our clinicians prescribed it only with
a full dose of novobiocin. It is of interest that none of these clinicians complained
about the toxicity of novobiocin and whether their patients did must be a matter
of conjecture! The policy for the treatment of Staphylococcus aureus infection in
operation from 1960 until 1967 (Phillips and Cooke, 1982) involved the use of
penicillin for the 30–35% of hospital-isolates still susceptible to penicillin, and
erythromycin plus novobiocin for the remainder unless there was resistance to
either of them, in which case methicillin or later cloxacillin was to be used. Thus
in the years 1959–60 we moved from a policy of free use of any antistaphylo-
coccal agent, to restriction (of erythromycin and then methicillin/cloxacillin)
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Figure 1. Components of an antibiotic policy (based on Phillips, 1979).



to use of combinations (erythromycin plus novobiocin). Prof. (later Sir) Robert
Williams and his colleagues, in their influential book “Hospital Infection,
Causes and Prevention” (Williams et al., 1960) listed restriction, diversification,
rotation, and combination as the measures available to those who devise anti-
biotic policies, and we had in some measure used all four. By 1967, it had
become clear that, after its first appearance in the early 1960s, methicillin resis-
tance, despite its early recognition, had not become a problem (Cookson and
Phillips, 1988; Jepsen, 1986), and so erythromycin and novobiocin, and, for
good measure, fusidic acid were restricted and methicillin, cloxacillin or, later,
flucloxacillin were made freely available.

Did policies of the kind introduced in my own hospital overcome the prob-
lem of staphylococcal resistance? We and others, in many parts of the world,
thought so (Barber et al., 1958, 1960; Goodier and Parry, 1959; Hinton and
Orr, 1957; Kirby and Ahern, 1953; Lepper et al., 1954; Lowbury, 1955;
Phillips, 1979; Phillips and Cooke, 1982; Ridley et al., 1970; Shooter, 1957,
1981; Wallmark and Finland, 1961)! Rosendal and her colleagues in Denmark,
attributed the changes to a diminished use of streptomycin and tetracycline for
the treatment of staphylococcal infection (Rosendal et al., 1977). At its worst,
the “Hospital Staphylococcus” was resistant to penicillin, streptomycin, tetra-
cycline, chloramphenicol, erythromycin, novobiocin, and neomycin, and if
fusidic acid was used, it often became resistant to that too. It was never resis-
tant to methicillin, although other less common and less multiresistant strains
were (Figure 2).

The early restriction of erythromycin was accompanied by a fall in resist-
ance rates from 18% to 4%, returning to 20–25% only after 3-years use of
erythromycin and novobiocin, an example, we thought, of the delaying effect on
the emergence of resistance due to antibiotic combination. Restriction of methi-
cillin/cloxacillin had, again we believed, resulted in our having less than 2%
(and usually much less) of isolates resistant to these drugs. However, it was then
made clear to me by the Director of the National Staphylococcal Reference
Laboratory, Dr M. T. Parker, that similar events had been occurring nationally
even in hospitals that had no antibiotic policies (Parker, 1971). The subsequent
demise of the “Hospital Staphylococcus” from the mid-1960s onwards (Ayliffe
et al., 1979; Bulger and Sherris, 1968; Gransden et al., 1982; Shooter, 1981), in
the context of a relaxation of our policies reinforced the conclusion that much of
what we observed had more to do with the natural waning of an epidemic than to
our infection control and antibiotic policy interventions. Prof. Mouton and his
colleagues were not alone in drawing attention to paradoxes (Mouton et al.,
1976). The unwisdom of attributing past events to uncontrolled and assumed
causes was an early lesson which continues to be ignored (Phillips, 1998a, b)!
This is not to say that some resistance was not driven by antibiotic use. Another
personal experience relates to chloramphenicol-resistant staphylococci which
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 Year                   
 1958 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77
P 80 62 75 63 72 63 72 75 62 73 75 72 78 74 79 82 81 79 85 83
PST 20 32 35 25 31 32 18 24 14 9 5 7 7 8 5 4 3 0.4
M        0.1 0.2   0.5        1 2 1 1 1 2 1 0.4 0.4 0.05
E 18 4 4 2 20 24 15 17 4 3 4 9 3 3 2.5 5 4.5 5 6 7
L              0 0.3 0.3 1 0.5 0.4 0.5
F             0 2 2.5 2 2 2.6 3.4 4
Policy 1 2 3       4    5    6  
                    
 Year                   
 1978 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97
P 85 85 84 86 76 63 92 84 88 81 50  83 92 90 89 93 95 84 87
M 0 1.2 0.9 0.9 3 0 21 8 3 0 0  0 6 3 2 10 39 49 42
E 4 6 7 6.4 8 5 25 16 6 3 5  10 10 15 7 13 45 46 47
G 2 1.8 1 2 8 0 17 4 6 3 0  4 4 5 4 20 26 13 10
C   0 0 3 0 0 0 0 0 0  6 6 10 2 5 44 43 44
Policy       7       8      

Figure 2. Trends in antibiotic resistance of Staphylococcus aureus isolated from inpatients in
St Thomas’ Hospital 1958–97 and antibiotic policy changes.

Notes: Policy: (1) free use; (2) erythromycin restricted; (3) penicillin, erythromycin plus
novobiocin, and methicillin/cloxacillin; (4) penicillin and methicillin/cloxacillin, ery-
thromycin, novobiocin, and fusidic acid restricted; (5) relaxation with increasing use of 
clindamycin and fusidic acid; (6) decreasing use of clindamycin because of pseudomembra-
nous colitis; (7) increased use of vancomycin because of MRSA; and (8) further increased
use of vancomycin due to successive epidemics of MRSA.

Antibiotic resistance (each figure represents the % resistant during the year): P, penicillin;
PST, penicillin, streptomycin, and tetracycline combined (The Hospital Staphyloccus); 
M, methicillin (MRSA methicillin/multiply-resistant S. aureus); E, erythromycin; L, 
lincomycin; F, fusidic acid; G, gentamicin; C, ciprofloxacin.

Sources: Based on Phillips, 1980 (1958–77), Gransden et al., 1982 (1978–81), Phillips and
King, 1979 hospital bacteraemia isolates only, unpublished (1982–1997).

were isolated only in the wards of a particular surgeon who regularly used the
drug (with no untoward effects on his patients) and which disappeared immedi-
ately upon the surgeon’s retirement.

1.3. Extension of policies

The work of Dr Maxwell Finland and his colleagues in Boston (Finland,
1970; Finland and Jones, 1956; Finland et al., 1959) and work in specialised
units such as the Birmingham Accident Hospital (Lowbury, 1955) extended
interest to the development of resistance among Gram-negative organisms. One
of the best known examples of control of resistant organisms by total antibiotic
restriction—klebsiella infection in a neurosurgical unit—was reported by Price
and Sleigh (1970). This expansion of interest in organisms other than S. aureus,
together with the introduction of new classes of antibiotics, at ever increasing



costs, in the 1950s and 1960s, led to a further justification for the introduction
of antibiotic policies based on the understandable confusion of clinicians in the
face of so many similar or to them apparently identical drugs. As early as 1955,
Prof. L. P. Garrod concluded that “the choice is now so wide, and the indica-
tions are so complex, that few clinicians can keep fully abreast of knowledge
about them” (Garrod, 1955).

These developments had already led to the creation of yet another type of
committee, often called the Antibiotics Committee, which, at St Thomas’, was
set up in 1960 to “consider, continually review, recommend and give informa-
tion on antibiotic policy in the hospital” (Phillips and Cooke, 1982). It contin-
ued to do this for 30 years, taking all of the considerations so far mentioned
into account, including costs, until its work was taken over by a more general
Use of Drugs committee, an example of a general Formulary Committee.
I believe that it is fair to say that antibiotics were not high on the agenda of such
committees since the amount expended on them was relatively little in com-
parison with drugs used to control chronic ill health, both physical and mental:
in 1980, antibiotics accounted for only 13.4% of hospital drug costs (Cooke
et al., 1983). Whether for that or other reasons, the amount of effort given to
controlling antibiotic use declined, and there was a hiatus before the renewed
efforts described elsewhere in this volume, largely related to the increasing
prevalence of resistance and an increased perception that it was a problem.

There were sceptics in relation to the ethics of antibiotic policies through-
out. Selkon (1980) agreed with many that general policies involving restriction
were an intolerable affront to clinical freedom, led to suboptimal treatment for
individual patients, and had “rapidly lost credibility.” He further argued that
they complicated antimicrobial chemotherapy. Finally he described the policy
in Newcastle where clinicians reserved the right to prescribe whatever antibi-
otics they thought appropriate, with the pharmacist informing the microbiolo-
gists of potentially harmful prescribing, and the microbiologists intervening on
an individual basis. Perhaps the more laissez faire attitude that we developed in
the 1970s (Figure 2) when there were few problems, was not very different
from this.

1.4. Policies for all

The original antibiotic policies, arising as they did from problems of
control of infection with resistant bacteria in hospitals, were strictly for appli-
cation within the individual hospitals that produced them. They were often
amplified by policies specific to units within hospitals. The Burns unit in the
Birmingham Accident Hospital was one of the pioneers (Lowbury, 1955;
Lowbury et al., 1957). One of our first restricted policies was developed for
use within our Renal Unit: a specific example from that policy was the use of
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vancomycin administered in weekly dosage to anephric patients with staphylo-
coccal infections around indwelling shunts for renal dialysis (Eykyn et al.,
1970), together with minimal use of the first-generation cephalosporin,
cephaloridine, and of gentamicin for other severe infections (Phillips,1981).
Interestingly, we had no vancomycin-resistant enterococcal infections at the
time of their first description in a neighbouring teaching hospital and for many
years thereafter. Later we produced a policy for our Urology Unit (Casewell
et al., 1981).

A final addition to our Antibiotic Committee was a general practitioner, when
it became clear that resistance was becoming a problem in the community—for
example, that Escherichia coli was becoming resistant at a rate of 1% per annum,
to what had been considered first line agents for urinary tract infection (Phillips
et al., 1990). It also had become generally recognised that most antibiotics were
used in the community, and, furthermore, were not particularly rationally used
(Cooke et al., 1985).

The apparent success of particular policies led to demands for their dis-
semination to other hospitals and even to NHS Regions. Ridley produced his
“Pocket Guide to Antimicrobial Chemotherapy” based on the St Thomas’ guide
and policy in 1971 (Ridley, 1971), and the microbiologists of the South East
Thames Regional Health Authority produced their “Guide to the use of antimi-
crobial drugs” in 1977 (SETRHA, 1997). However, many felt that a lack of
local ownership of such guides, and the need to compromise, made them little
more than the guides they purported to be and not true policies. Lowbury
summed up the problem when he pointed out in 1975, that “in Dudley Road
Hospital (Birmingham) a severe wound infection could be treated with
kanamycin (whereas) in the Burns Unit of Birmingham Accident Hospital,
kanamycin would be an incorrect choice,” arguing for purely local policies
(Lowbury, 1957). Nevertheless, at the other extreme, some countries, such as
Czechoslovakia (Modr, 1978), developed and applied national policies.

1.5. A fundamental approach

In the 1960s, there was some discussion of the possibilities for alternative
approaches to the control of resistance. Pollock (1960) suggested that as well as
reducing selection pressures, we might try to prevent mutation and recombina-
tion. There have been other calls for reversal of resistance by genetic means,
although I have expressed reservations in relation to potential methods involving
genetic engineering (Phillips, 1998a, b). I hope that I shall be proved wrong!

I have also called for fundamental rethinking about the possibility of con-
trolled trials of antibiotic policies. Too often are we satisfied by our attribu-
tions of epidemiological trends in resistance to arbitrarily chosen—even if
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apparently logical—trends in antibiotic usage (Phillips, 1998a). Perhaps a few
more charts relating increases in antibiotic resistance to sales of bananas and
the like, might be helpful.

2. PRACTICAL APPLICATION OF POLICIES

2.1. Surveillance of antibiotic usage and resistance

Surveillance of resistance grew out of such studies as those carried out by
Finland and his colleagues at the Boston City Hospital (Kislak et al., 1964;
McGowan and Finland, 1974a; Wallmark and Finland, 1961), followed up by
specific surveys of antibiotic usage and resistance in many parts of the world
(Kayser, 1978; Lawson and MacDonald, 1977; Moss et al., 1981; Mouton et al.,
1976; Sheckler and Bennett, 1970; Swindell et al., 1983). O’Brien and his col-
leagues reported specifically international comparisons (O’Brien et al., 1978).

Having been appointed Infection Control Officer at St Thomas’ Hospital in
1963, I was responsible for the collection of statistics on wound infection, visit-
ing all of the hospital wards weekly as well as carrying out myself the phage typ-
ing of all hospital S. aureus isolates. My main finding was that although the
prevalence of hospital staphylococcal infection did not decline, the prevalence
of multiply resistant S. aureus certainly did! Whether this “result” fulfilled the
expectations of the Sepsis Committee must be doubtful. However, another of
the essential features of a policy had been put in place—the collection of statis-
tics on the prevalence of resistance (Figure 2), continued from 1958 until my 
retirement in 1996 (Gransden et al., 1982; Phillips, 1980; Phillips and King,
unpublished; Ridley et al., 1970). Something else was learned from this exercise,
that the collection of statistics has absolutely no effect to the good on the preva-
lence of resistance, and this probably led to the addition of an Infection Control
Nurse to a nascent Infection Control Team, as part of a national development.

For a time during the 1970s we too collected statistics on antibiotic usage
and attempted to relate them to the prevalence of resistance (Gransden et al.,
1982). This turned out to be a period of respite when epidemigenic strains of
S. aureus virtually disappeared from our wards (Gransden et al., 1982) and
there appeared to be little correlation between usage and resistance, and so we
abandoned the collection—just before epidemic methicillin-resistant strains
returned, apparently to stay (Figure 2).

2.2. Ensuring compliance

The Antibiotics Committee learned a great deal about the development and
application of antibiotic policies and their audit (Phillips and Cooke, 1982).
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Mary Barber, a formidable lady, showed us the importance of authority and
leadership! We further recognised the importance of the inclusion on the com-
mittee of influential physicians and surgeons on the staff of the hospital. They
were very important in ensuring support from the staff in general, who were
always consulted formally in full committee, on changes in policy, especially
in relation to new drugs. It was this general support that allowed the hospital
Pharmacist to stock only those drugs that were approved by the Antibiotics
Committee, although it was always made clear that clinicians had the right to
ignore policy if they felt that it jeopardised their patient. In fact, they seldom
did this, preferring to discuss their problems with microbiologists, who, inci-
dentally had to be available when the problems arose and not at their leisure. It
is of interest that two physicians always voted against acceptance of policies
since they were held to limit their clinical freedom (see Selkon, 1980), but in
effect always followed recommendations. Incidentally, our surgeons commonly
made no objections but were more likely to try to evade recommendations!
A single psychiatrist complained when our policy substituted amoxycillin for
ampicillin, but did not persist! It remains important in setting up policies to
minimise what may be seen as unethical interference with a clinician’s choice
of drug, something that seems sometimes to be ignored in the international
policies that are currently the vogue.

It will be clear that we recognised the importance of enforcing our policies.
First we made available to all hospital medical staff, information on rational
antibiotic use in the context of our policies, and this became a small, easily
portable booklet in 1966. Many others produced similar guidelines or com-
mented on their usefulness (Bint and Reeves, 1978; Geddes, 1977; Williams
1984; Wise, 1977). This emphasises the advice on the importance of education
from colleagues such as Harold Neu in the United States (Neu and Howrey,
1975). We constantly reviewed the sources of information and education in the
1980s, including the important contribution of the pharmaceutical industry,
whose representatives were encouraged to speak to members of our Antibiotics
Committee before approaching other doctors (Cooke et al., 1980, 1985).
Second, pharmacists were asked to draw major aberrations of prescribing to
the attention of the laboratory doctors who would then intercede with their
colleagues, a process that might have been simplified by the availability of
data from computerised prescribing, which we constantly expected but never
attained. The development of ward pharmacy helped this goal. Third, the
microbiology laboratory was authorised to practice selective testing and
reporting, a practice advocated by others (Gould, 1960; Grüneberg, 1980). For
example, of the eight agents that might be tested against staphylococci only
three might be routinely reported, for example. This practice was helped by
the increasing sophistication of microbiology laboratory computing (Phillips,
1978) but it was later compromised by the development of a hospital market
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place, in which clinicians had their own budgets and their own priorities for
spending them. For some reason they never discovered the full extent of our
activities on their behalf! Finally, with their strong infectious diseases tradi-
tion, physicians in the United States emphasised the importance of involving
such experts in prescribing (Kunin et al., 1973; McGowan and Finland, 1974b,
1976) whereas in the United Kingdom we used our medically qualified clinical
microbiologists for the same purpose (Gransden et al., 1990; Grüneberg, 1980).

2.3. Measuring compliance with policies

Despite the great efforts put into the enforcement of antibiotic policies,
there was little formal indication that prescribing physicians actually followed
them. Audit of policy application developed from audits of the rationality
of use, for example, in the United States (Kunin, 1977a, b), where such audits
became one of the bases of hospital accreditation (Counts, 1977). Other exam-
ples have already been mentioned in relation to audits of rational use.

Having appointed a pharmacist with expertise in information science
specifically for the purpose, we conducted a number of prevalence surveys to
assess the degree to which our policies were followed. We found that the antibi-
otics allowed by the policy were those actually in use. For example, in 1980, in
a 1-day prevalence survey involving 120 patients receiving systemic antibi-
otics, we found 135 prescriptions for freely available drugs, 38 for restricted
drugs (requiring the approval of a senior clinician), and only 5 for strictly
restricted drugs (requiring discussion with microbiologists). However, in many
cases, the drugs, especially those that were freely available, were given at the
wrong time and for the wrong duration (this applied particularly to prophy-
laxis) and in inappropriate dosage. Findings in 1983 were similar (Cooke et al.,
1983, 1985; Phillips and Cooke, 1985). We concluded that more education was
needed—“knowing when to use an antibiotic is as important as knowing which
antibiotic to choose.”

3. CONCLUSIONS

Antibiotic policies had their origins in the experiences of those who intro-
duced penicillin into clinical practice. At first, they were little more than
guides to rational therapy for the individual patient, but with the increas-
ing problem of acquired antibiotic resistance, they were extended with the 
intention of minimising this problem. As more and more agents reached the
marketplace, an attempt was made to simplify prescribing while in more cost-
concious days, economy of use was added. The more sensitive among us saw
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the need not to hamper clinical freedom unduly. All this was in place by the
1970s, and in terms of concept, little has been added.

Without doubt, the application of the principles of rational antimicrobial
chemotherapy has made a major contribution to human health. Unfortunately,
this was at a cost, since even the most rational therapy can lead to the emer-
gence of resistance. It seems impossible to dissect out in retrospect, the relative
contributions of rational and irrational use, and to determine the overall effect
of antibiotic policies. It could be argued that the proper application of policies
led to the solving of many particular problems—battles have been won—but
it must also be acknowledged that on a universal scale, the problem of resis-
tance intensifies—the war is being lost. Whether this is because the concept of
antibiotic policies as a means of avoiding or minimising resistance was wrong,
or because the application of a fundamentally sound concept was inadequate,
also seems impossible to determine in retrospect. What was once a problem for
large hospitals has now spread to the whole community, and shows no sign of
abating. We should now ask the question whether what we did—and continue
to do—was and is, appropriate. It is to be hoped that the answer to the question
will be sought by the rigorous application of sound microbiological and
epidemiological science.
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Chapter 2

Guideline Implementation: It is Not 
Impossible

Peter A. Gross
Department of Internal Medicine, Hackensack University Medical Center, 
30 Prospect Avenue, Hackensack, New Jersey 07601, USA

In an effort to implement appropriate practices for antibiotic prescribing,
changing physician behavior is often cited as one of the key approaches.

I would like to begin this chapter by reviewing the science of changing
physician and other provider behavior. Interestingly, much has been written
about this over the years. A review of the subject is contained in a summary of
a meeting on guideline implementation held at Leeds Castle, England in 1999
by Gross et al. The findings are based on a number of Cochrane Collaboration
reviews summarized by Grol and Grimshaw as well as other reviews cited in
Further Reading at the end of this chapter. We will consider which methods of
behavior change are generally ineffective, variably effective and generally
effective.

1. GENERALLY INEFFECTIVE STRATEGIES

The generally ineffective measures include several types of passive educa-
tional efforts. Ironically, these are the main methods that are still used to
inform providers and change their behavior. Passive educational approaches
include publication of research findings and dissemination of guidelines.
While they are important to raise awareness of the diagnosis and management



of diseases, they typically do not change behavior, as would be manifest by
using newer approaches to diagnosis and management of diseases. Lectures
and so-called Grand Rounds are also passive educational approaches. In these
didactic sessions, usually a single speaker describes an approach and renders
an opinion. Because of lack of significant interchange with the audience, these
didactic sessions are ineffective in changing provider performance. It is now
clear that we should not rely on passive educational approaches to effect
change, although they can still be used to inform. We need other methods to
effect change.

2. VARIABLY EFFECTIVE STRATEGIES

There are a number of implementation strategies that have been shown to
be variably effective in changing behavior. First, audit and feedback may be
helpful. In this instance, an individual provider’s performance is monitored
and that performance is compared confidentially with that of a peer group.
This type of provider profiling is most effective when it is used for prescribing
and test ordering. The feedback is most likely to be accepted without contro-
versy when it is confidential, though some investigators have compared the
individual to other peers by name. The latter approach is more likely to cause
political problems and undermine the whole process of improvement.

The use of local opinion leaders and local consensus conferences often has
been shown to be effective. Persons who are considered to be educationally
influential by their peers would serve as local opinion leaders and they may
encourage others to emulate their behavior. Local consensus conferences for
adapting and adopting guidelines will be successful as they most often bring
together the local opinion leaders and other major players. The other people to
include in such groups are providers who are expected to be early adopters of
change. Occasionally, providers who have shown resistance to change may be
favorably affected by being included in a consensus conference. If it does not
compromise the quality of care, adapting a new guideline or policy to the local
medical climate will encourage local adoption.

Another variably effective approach is consumer education. Providing
patients with information about their healthcare needs has been shown to have
a positive effect. The effect, however, is small and varies from one clinical
condition to another.

Finally, nothing replaces an inquisitive patient to help drive the healthcare
provider toward a new, perhaps more appropriate direction. By involving the
patient in the clinical decision-making, the care is more patient centered. By
acknowledging the patient’s wishes and needs, the provider is more likely to
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adapt his approach to management to meet these needs and the patient’s satis-
faction is likely to be greater.

3. GENERALLY EFFECTIVE STRATEGIES

There are a number of implementation strategies for behavioral change that
are effective most of the time. Reminders to healthcare providers are one such
strategy. These reminders, however, have to be used sparingly; otherwise, they
will be ignored if used too frequently.

Computer information systems can be helpful in a number of ways.
Computerized physician order entry (CPOE) will avoid many of the problems
associated with trying to decipher physicians’ illegible handwriting and
thereby make what the doctor has ordered clear to the nurse, pharmacist, and
other healthcare providers. Errors in medication ordering and ordering of other
tests should be significantly reduced.

In addition, computer checks can be programmed into a hospital’s informa-
tion system to provide reminders, warnings, and other suggestions to facilitate
appropriate ordering of therapeutic and preventive treatments. Importantly,
this type of feedback will offer the provider an incentive to use the system if
the computer checks are not too numerous and annoying.

Educational outreach is another effective strategy. For example, in acade-
mic detailing, there is a one-on-one dialog that occurs between the expert
detailer and the provider to discuss a new form of therapy or a new procedure.
The detailer may be another provider or a pharmaceutical representative. The
exchange tends to be interactive (i.e., the flow of information is in both direc-
tions) rather than didactic. The issue of asking “foolish questions” is usually
not present. The provider being detailed can discuss the matter with the acade-
mic detailer until the provider feels he understands the issue.

Barrier-oriented interventions are critical. They must be tailored to 
specific local barriers. Examples of possible local barriers are:

● disagreement among experts,
● availability of alternative practices,
● inapplicability of guidelines to certain patient subgroups,
● patient refusal to comply,
● ceiling and power effects that relate to already high levels of compliance,
● institutional inertia,
● vested interests,
● ineffective continuing medical education, and
● uncertainty about when and how to apply evidence-based medicine measures.
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The last generally effective strategy to consider is multifaceted interven-
tions. This is probably the most important intervention strategy. Whenever
change is being attempted, more than one strategy should be applied. Multiple
strategies are likely to be more successful than one.

Inadequate studies have been done to permit us to describe what combina-
tion of strategies to use in different clinical situations. The key point is to use a
number of the above-described change strategies to assure success.

4. THEORIES OF FACILITATING CHANGE

Insight into the theories of managing change will help us apply the above
strategies more effectively as outlined by Grol and Grimshaw.

1. Educational theories point out that change is driven by one’s desire to
learn and be professionally competent. Learning should be interactive. When
a local group meets to reach local consensus, “buy-in” is facilitated.

2. Epidemiological theories purports that we are rational human beings 
who will arrive at a rational decision when the best evidence is presented.
Creation of evidence-based guidelines by national professional organizations
is an example.

3. Marketing theories assume that we will be favorably affected by an
attractive marketing package. Which media channel is used will depend on
who we want to influence—innovators, early adopters, or late adopters. In a
healthcare organization, the media channels may be local opinion leaders, 
academic detailers, or mass media advertising.

4. Behaviorist theories propose that change is influenced by external 
factors applied before, during, and/or after the targeted objective. The above
strategies that apply are audit and feedback as well as reminders before, 
during, or after ordering a medication. Financial or recognition incentives and
sanctions are other behaviorist approaches that could be applied.

5. Social influence theories emphasize the importance of social group
recognition for implementing change. The group is composed of peers and/or
opinion leaders. By feeding back the individual’s performance in comparison
with that of peers, the effect on changing behavior can be significant because a
provider wants to successfully compete with his peers.

6. Organizational theories promote improvement by changing the system
of care. The emphasis here is on the “bad system,” not the “bad apple.” These
theories view healthcare as a series of interrelated processes and view the 
participants—the providers—as members of a team that can reach the prede-
termined goal. This point of view becomes more and more important as efforts
to improve care repeatedly come back to the point that it is the system that has
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to be changed and the provider must work as part of a larger team of many
healthcare professionals.

7. Coercive theories promote the idea that exerting pressure and control
will accomplish the desired changes. Healthcare regulations from external
reviewing agencies or rules imposed internally are the change tools.

Comparisons with the airline industry are relevant to an extent. The airline
industry uses checklists to assure that the right thing is done at the right time in
the right place. The healthcare industry can certainly learn from this example.
Medical care has become complicated enough that one physician cannot
remember everything that has to be done for a particular problem. A healthcare
checklist, therefore, should be helpful. For example, it can be a set of pre-
printed orders for a particular disease such as acute myocardial infarction or
community-acquired pneumonia. The checklist can still be individualized to
the particular patient because each order on the order sheet has to be checked
off before it is executed. This approach is not “cookbook medicine,” but “team
medicine” using a collaborative approach. The dilemma is getting all providers
to accept the fact that they are not all knowing and will not perform perfectly
all of the time. The airline pilot’s acceptance of imperfection is a lesson for
healthcare providers to emulate. The healthcare challenge of this decade and
beyond is for the provider to come to the realization that using external
resources such as a checklist or a professional team of different healthcare
providers will allow them all to perform more perfectly.

An example of using the above information follows:

1. A medical or surgical disorder is selected where improvement in care
would have a high impact on disease management, outcome, or cost contain-
ment. Community-acquired pneumonia (CAP) is a frequently used example
where quality improvement efforts have been applied successfully.

2. A national CAP guideline is selected. In this case, there are at least three
or four available from national professional organizations.

3. A local consensus group is gathered together. Champions who are local
opinion leaders are selected. Other members of the group may include innova-
tors and early adopters in care changes. Late adopters can be included to get
the full spectrum of opinions. One or more of the guidelines is selected or 
in the case of CAP, performance measures from Medicare (i.e., The Centers 
for Medicare and Medicaid Services, CMS) and the Joint Commission on
Accreditation of Healthcare Organizations (JCAHO) are considered.

4. Performance measures can be viewed as the best part of guidelines where
the measures represent the best of evidence-based medicine. Performance
measures should leave out those recommendations that are based on expert
opinion alone or poorly conducted research studies.
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5. The consensus group should then decide which recommendations to
implement. The group may have a problem with one or more of the recom-
mendations. In that case, unless the science behind it is incontrovertible, the
group should make the change so that the group feels ownership of the out-
come by locally adapting the recommendation.

6. The CMS and JCAHO measures used which improve outcome are:

(a) Antibiotics should be administered within 4 hr of admission to the health-
care facility.

(b) The recommended antibiotics should be used and no others.
(c) Blood cultures, if drawn, should be drawn before antibiotics are given.
(d) The patients should be screened for receipt of influenza and pneumococ-

cal vaccine before discharge.

7. Other measures can be added that improve efficiency, patient satisfac-
tion, and reduce length of stay. For example:

(a) Intravenous (IV) antibiotics should be switched to oral antibiotics as the
patient is stabilizing according to the Ramirez criteria.

(b) The patient can be discharged to home when the social conditions permit
and no other acute conditions need hospital management.

8. An admission order sheet can include the CMS and JCAHO perfor-
mance measures written in the form of orders that the provider checks off.

9. Nurse practitioners or other personnel as case managers can be made
part of the team and help physicians implement the measures. The nurse 
practitioners or discharge planners can be made aware of the switch therapy
recommendations from IV to oral antibiotics and the discharge criteria,
thereby helping to facilitate their implementation.

10. Once all these approaches are determined by the consensus group and
approved by the medical staff, the medical and nursing staff should be
informed of the plans and the reasoning behind them. Their assent to the pro-
gram is critical. Then the program can be implemented.

11. Additional personnel who have to be hired to implement this program
would most likely easily be paid for by the financial gains from a reduction in
length of stay and the more efficient utilization of resources. Consequently,
awareness of the financial impact of these improvement efforts is important.

The multifaceted intervention described for CAP takes advantage of many
of the implementation strategies described and uses most of the theories of
facilitating change described. In addition, adding measures that assure the
business case for quality improvement will help gain administrative support
for the additional resources, such as personnel, required to accomplish the
task. In the end, patient care is drastically improved, patient satisfaction is
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higher and the providers learn that working as part of a healthcare team is 
significantly easier and more effective.
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1. INTRODUCTION

The culture of searching for evidence in medicine has revolved around
three areas—the systemic-pathophysiological, the individual-clinical, and
statistico-analytic approach (Trohler, 2001). The origin of the first lies with
Socrates (c. 400 BC) and Galen (c. 200 AD), the second with the long evolution
of the process we call “medical judgement” and the last with the work of
a number of pioneers such as James Lind, a Scottish Naval Surgeon (1716–94)
who validated his intuition about the best treatment for scurvy by undertaking
a prospective randomised study on board a British Naval Ship (Trohler, 1981).
This and other works, were the beginnings of systematic and analytic evalua-
tion of evidence as a basis for clinical practice. The analytic and evidence-
based culture has been prevalent and ascendant in UK practice of the last
decade and forms the basis of the clinical effectiveness cycle (Figure 1). This
process underpins the core components of ensuring good quality clinical prac-
tice. This chapter is based on a paper published in the Journal of Antimicrobial
Chemotherapy (Nathwani, 2003). It aims to synthesise issues related to clini-
cal effectiveness by addressing the development of evidence-based guidelines
and the standards used to evaluate the quality of care, with emphasis on
antimicrobial prescribing in hospitals. Although some aspects of this chapter
may overlap with other chapters, they are in general complementary and pro-
vide the readers with a distinctly UK and Scottish perspective on the subject.



2. EVIDENCE-BASED GUIDELINES

In 1992, the proponents of modern day evidence-based medicine (EBM)
published their recommendations (EBM Working Group, 1992). EBM de-
emphasises institutional, unsystematic clinical, and pathophysiological rationale
as sufficient grounds for clinical decision making and stresses the examination
of evidence from clinical research. Since this one key publication, evidence-
based practice has grown exponentially and has stimulated evidence-based clini-
cal practice guidelines. They have been defined as systematically developed
statements to assist practitioner and patient decisions about appropriate health-
care for specific clinical circumstances (Field and Lohr, 1990). Importantly, they
must also reflect the routine working practices of most doctors for them to be
accepted as a gold standard that most doctors will accept or admire. In the United
Kingdom, clinical guidelines supported by the NHS Management Executive
(1993), have been highlighted as a key tool to promote best practice and improve
clinical effectiveness, although they cannot be used to mandate, authorise, or
outlaw treatment options (Hurwitz, 1999). The criteria for successful develop-
ment and implementation have subsequently been published by the Nuffield
Institute for Health Publication (1994) and the Scottish Intercollegiate Guideline
Network (SIGN) in 1993 (http://www.sign.ac.uk; SIGN 50) (SIGN, 2001).

3. TYPE AND SOURCES OF INFECTION
GUIDELINES IN THE UK

In the last decade, the numbers and sources of guidelines have proliferated
to an unimaginable level, including those in infection. For example, in the field
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of infection, UK-based therapeutic guidelines exist for a range of clinical
infections, for chemoprophylaxis and immunisation and for infection control.
In order for the guideline to be effective, the rigour of development should be
transparent and subject to scrutiny. It is important for the reader to appreciate
current criteria for the quality of guideline development. This is discussed
below. To enhance the dissemination of information related to the effectiveness
of treatments or interventions, many sources are available. The following web-
sites, amongst many, are particularly useful for guidelines on the web from the
UK: National Institute for Clinical Excellence (http://www.nice.org.uk); SIGN
(http://www.sign.ac.uk); and others http://www.healthcentre.org.uk/hc/library/
guidelines.htm; http://www.sghms.ac.uk/phs/hceu/nhsguide.htm; Eguidelines
(http://www.eguidelines.co.uk/link.acgi?index.htm) is a useful source that
summarises a range of clinical guidelines, albeit for primary care, but also 
provides information regarding quality such as the development sources and
commendation by various independent and respected authorities. The latter is
particularly useful to the busy clinician who does not have the time to appraise
the quality of a particular guideline.

4. RECOMMENDED GUIDELINE 
DEVELOPMENT METHODOLOGY

One of the key components of a successful or good guideline is the rigour of
the development process (Feder, 1998). Unfortunately, most of the guidelines
produced by specialist societies do not meet the basic principles of guideline
development. One important study reported that 67% did not report any
description of the type of stakeholders, 88% gave no information on searches
for published studies, and 82% did not give any explicit grading of the strength
of the recommendations (Grilli et al., 2000). Of the 431 eligible guidelines con-
sidered between January 1988 and July 1998, very few appeared to be for infec-
tion although the exact numbers were not explicit in the paper. Another study
(Shaneyfely et al., 1999) revealed that the methodological quality of guidelines
is generally poor and often exhibits great variation and conflicting recommen-
dations. This study of 279 guidelines published from 1985 to 1997 revealed
a mean (standard deviation, SD) adherence to methodological standards on
guideline development of 51.1%. There is clearly a need for a common, inter-
national, valid and transparent approach to develop good clinical practice
guidelines (Cluzeau, 2000; SIGN, 2001). The Appraisal of Guidelines, Research
and Evaluation for Europe (AGREE; http://www.agreecollaboration.org) col-
laboration have developed a European agreed generic methodology to assess
the quality of guidelines and the guideline development process. The SIGN
(http://www.sign.ac.uk) has long adopted the majority of these criteria and has
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recently updated many aspects of SIGN methodology which are consistent with
the agree criteria. SIGN 50 is an excellent and commendable resource to the
guideline process for any group wishing to embark upon this (SIGN, 2001). All
information is available on these websites. A more recent comparison of 18
clinical guideline programmes has confirmed a significant improvement in
guideline development from around the globe but once again the data empha-
sises the importance of a continuing international effort to globalise this
process (Burgers et al., 2003). Guideline developers in the infection community
worldwide need to be encouraged to broadly embrace this process and consider
these issues when planning future guidelines. The current guidelines for hospi-
tal and ventilator-associated pneumonia being undertaken by a working group
of the British Society for Antimicrobial Chemotherapy (BSAC) appear to have
taken on board these important considerations.

5. OTHER APPROACHES TO GUIDELINE
DEVELOPMENT

Unfortunately, old habits die hard and many clinicians or organisations
persist with supporting nonstandardised ad hoc statements or reviews, usually
from expert bodies—this undesirable methodology or GOBSAT (Good Old
Boys Sat Around a Table) should no longer be valid or encouraged (Miller and
Petrie, 2000). These discussions are based on received wisdom, clinical judge-
ment, and experience rather than current scientific evidence; lack an explicit
decision-making process; and may be biased by undeclared conflicts of inter-
est (Miller and Petrie, 2000). A good example of this was the guidelines for
improving the use of antimicrobial agents in hospitals—a statement by the
Infectious Diseases Society of America (IDSA) published in 1988 (Marr et al.,
1988). Although commendable in their efforts at aiming to promote good qual-
ity prescribing and that it remains a well-respected document, the development
process was not evidence based as it was drafted by three authors with subse-
quent review by 43 multidisciplinary members of the IDSA. Other deficien-
cies of this document were the rather unhelpful format, lack of summary of the
evidence, and no linkage of this to the ultimate recommendations. This chapter
highlights a typical example of development methodological flaw before
appreciation of EBM methodology became widespread.

“Consensus”-based statements (Murphy et al., 1998) are popular and
involve a broad-based panel which listens to the scientific data presented by
experts, weighs the information, and then composes a consensus statement
that addresses a set of questions previously posed to the panel. Once again
within a relatively small group, the interactions are such that some members
will have a significant impact on the overall decisions. Other sources of bias
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include the type of questions set, the composition of the panel, and the selec-
tion of the experts and literature. Examples of such a process is the consensus
panel recommendations for managing serious candidaemia (Edwards et al.,
1997), or synthesising a consensus strategy for combating the prevention and
control of antimicrobial resistance microorganisms in hospitals (Goldman
et al., 1996). The latter document is worthy of recognition as a good consensus
statement—it aims to synthesise a strategy from expert opinion, experience,
and key existing evidence. It is explicit in its intention and development process
and recognises its inherent deficiencies. This document is widely acknowledged
as pivotal in the process of building a subsequent evidence-based approach to
preventing antimicrobial resistance in hospitals. This is recognised in the sub-
sequent guidelines on this subject by the Society for Healthcare Epidemiology
of America (SHEA) and the IDSA Joint Committee on the Prevention of
Antimicrobial Resistance (Shlaes et al., 1997). This approach, although valu-
able, does not follow the AGREE or SIGN developmental methodology. When
the AGREE Instrument for appraising the quality of this guideline is applied
to this report (www.agreecollaboration, June 2001), one identifies a number
of deficiencies in the areas of stakeholder involvement, rigour of development,
and clarity of presentation. This guideline takes much more the form of a
specialist but not systematic review, with only one table presented linking
four recommendations to evidence. Greater uniformity with AGREE by such
North American approach to guidelines would be welcomed. A more struc-
tured consensus approach to gathering expert opinion is the classic delphi
panel. This technique has merits in that the process is structured, has a number
of stages that lead ultimately to a convergence of opinion, and is coordinated
by a central person who summarises and feeds the information back from the
panel whose responses are anonymous (Evans, 1999).

6. VARIABILITY OF QUALITY OF INFECTION
PRACTICE GUIDELINES

In infection practice over many years, we have seen a plethora of docu-
ments from speciality societies or other well-respected bodies which have
claimed “guideline status” despite a significant absence of methodological
rigour. Although one may argue that some of these documents have been well
accepted by the broad infection community, for example, the first British
Thoracic Society Community Acquired Pneumonia Guidelines (BTS, 1993),
and the BSAC Endocarditis Guidelines (Shanson, 1998), both of which have
considerably influenced “standard” practice (Woodhead and McFarlane,
2000), one has to question the evidence base of some of these recommenda-
tions. This has recently been highlighted for the management of bacterial
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endocarditis (Graham and Gould, 2002). However, more encouraging signs 
are appearing. In the last 3 to 4 years, prominent infection and associated
groups are showing signs of embracing the EBM approach. These have been
highlighted in the IDSA guideline development standards (Kish, 2001) for
a plethora of evidence-based guidelines, the updated BTS guidelines for
community-acquired pneumonia (CAP) (BTS, 2001) and the SIGN guidelines
on acute sore throat and tonsillectomy (SIGN 34), management of genital
Chlamydia trachomatis infection (SIGN 42), surgical antibiotic prophylaxis
guidelines (SIGN 45), and those for management of lower respiratory tract
infection (SIGN 59). Guidelines for the management of adult urinary tract infec-
tions are in the developmental phase. The follow up IDSA guideline for man-
aging candidiasis confirmed the adoption of this approach in North America
(Rex et al., 2000). This more evidence-based approach has been augmented by
greater appreciation amongst clinicians of their value. For example, in an
important study by Farquhar et al. (2002), clinicians attitudes to clinical prac-
tice guidelines were found to be generally favourable as they believed they
were educational and would improve quality.9 A recent survey of Australian
Intensivists and ID physicians revealed similar positive attitudes towards a
more evidence-based antibiotic use approach in critical care (Sintchenko et al.,
2001). However, in the Farquhar systematic review (Farquhar et al., 2002), sig-
nificant concerns were expressed about guideline practicality, their role in
cost-cutting and their potential for increasing litigation. Indeed, Italian physi-
cians (Formoso et al., 2001) in secondary and primary care, particularly share
these concerns and appear to suggest poor attitude towards guidelines in gen-
eral and particularly the proposed methodology for guideline development.
One fears that this scepticism may not be confined to Italian physicians only.

7. GUIDELINE IMPLEMENTATION

How best EBM guidelines are implemented is a crucial question so that
a desired change in practice is made and sustained. The determinants of chang-
ing physician behaviour are multifactorial and appear to be dependent on an
improvement in knowledge, a change in attitude, and a number of organisa-
tional, social, and personal factors (Cabana et al., 1999). The implementation
strategies which may be most effective at bringing about a positive response to
antibiotic guidelines have been the subject of two recent reviews (Brown,
2002; Davey et al., 2003).

Strategies that aim to provide frequent reminders supported by education,
provision of interactive and meaningful educational workshops and undertak-
ing a multifaceted approach to guideline implementation have shown to be the
most effective (Grol and Grimshaw, 2003; Moulding et al., 1999).
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Ultimately, regardless of the optimal implementation strategy, if we believe
guidelines improve the clinical and cost effectiveness of healthcare (Davey
et al., 2003), then we need to ensure good compliance using internal and exter-
nal quality assurance systems within any organisation. Therefore, one may
conclude that clear implementation strategies with audit criteria should be con-
sidered in parallel with the development of the guideline and should be given
equal importance.

8. QUALITY ASSURANCE AND DEVELOPMENT
OF STANDARDS

Practice guideline programmes, are one of many types of quality programme,
which are increasingly being used to improve the quality of care (Ovretveit and
Gustafson, 2003). One of the key components of a guideline programme is
identification of or setting of key standards and criteria for audit. These clini-
cal standards, based on existing evidence, would be used subsequently as the
criterion for evaluating the quality of care provided by an organisation or indi-
vidual unit or department. Such quality assurance may be undertaken through
an internal or external peer review or through an accreditation process (Del
Mar, 2001; Steel, 2001). In the United Kingdom, as in Australia, guidelines
and clinical standards underpin much of the quality, or more recently, the
clinical governance agenda (Scally and Donaldson, 1998). This process aims
to make it a statutory responsibility for each organisation to be accountable
for ensuring the monitoring and improvement of the quality of healthcare it
provides (Scally and Donaldson, 1998).

Clinical standards primarily enable identification of the essentials that
need to be right in the treatment of particular conditions if outcomes for the
patients are to be optimised. Standards can be set at several levels: minimal,
normative, and exemplary or may be deemed essential or desirable (Del Mar,
2001). It is important to recognise which level should be applied to any stan-
dard as minimal standards are primarily aimed at promoting basic levels of
care by identifying those areas or professionals who perhaps require remedial,
or in rare cases even punitive action. Outcome-related standards are deemed as
the “gold standard” of performance measurement but in reality they are diffi-
cult to capture, particularly in the short term (Davies and Crombie, 1997;
Goddard et al., 2002). Increasingly, process or to a lesser extent structure mea-
sures are deemed more attractive especially if they are linked through evidence
to outcomes (Crombie and Davies, 1998). Indeed, guidelines or care pathways
will outline intervention or processes of care that lead to a desired outcome
(Nathwani et al., 2001). The timely (within 4–8 hr of admission) administra-
tion of appropriate intravenous antibiotics for patients with severe CAP is
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regarded as a key quality indicator (Nathwani et al., 2001, 2002). This inter-
vention is regarded as an important, validated, credible, consistent, simple, and
measurable process standard based on evidence that is valued by clinicians,
quality administrators, and patients (Nathwani et al., 2002). A CAP audit in
Tayside used this as one of the key performance indicators in prospectively
evaluating pneumonia care. This study revealed that a significant 39% of
patients admitted with severe CAP did not receive antibiotics within the appro-
priate timeframe. Indeed, 29% did not receive intravenous antibiotics within
24 hr of hospital admission (Marrie et al., 2000). Poor performance on a
process measure gives a clear indication of the remedial action that is required
and this can be linked to an incentive to bring about positive change. This audit
in Dundee stimulated broad educational feedback and the development and
implementation of a care pathway for CAP (Marrie et al., 2000) which will be
subject to further evaluation (G. Barlow, personal communication). The path-
way implementation is supported by a number of proactive educational and
feedback interventions. On the other hand, a commonly used crude outcome
marker of death is more difficult to interpret as it is insensitive to the quality of
healthcare received and can be influenced by a range of other factors (Mant
and Hicks, 1995). In our CAP audit (Nathwani et al., 2002), compliance with
the unit protocol did appear to correlate to a reduction in mortality but the
association was by no means robust.

9. DEVELOPMENT OF CLINICAL STANDARDS
IN SCOTLAND

In Scotland, the development of Clinical Standards has been undertaken by
the NHS Quality Improvement Scotland (www.nhshealthquality.org) are sub-
ject to audit by means of an internal self-assessment followed by external
review. This process aims to increase and promote greater public confidence in
the overall standard of care (Steel, 2001).

Standards represent an agreed level of performance and this level should be
determined by those who are involved in delivery or receipt of the service. The
criteria attached to each standard provide more detailed and practical informa-
tion on how to achieve the standard and can be described as structure, process,
and outcome criteria. These standards focus on the patient journey, the care and
treatment the patient receives, and relate very closely to patient outcome;
are underpinned by evidence base; may be specific or generic; and are cate-
gorised as being desirable or essential (Steel, 2001). An evaluation of national
performance against healthcare acquired infection standards has recently been
published (www.nhshealthquality.org). The methodology adopted in develop-
ing these standards is worthy of greater attention and should form the core
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principles of any future standards developmental methodology. This methodology
(Figure 2) has three distinct phases of setting and describing the standards,
measuring the performance followed by recording, analysing, and disseminat-
ing the findings. This model may form the “gold standard” methodology but is
clearly resource intensive. Therefore, other methods of developing a consensus
of recommendations based on evidence and/or good practice are also popular
and valued. An example of such work is the standards of care for patients with
invasive fungal infections recently published by the British Society for
Medical Microbiology (Dennig et al., 2003). The Scottish Infection Standards
and Strategy Group (SISS; available on the www.rcpe.ac.uk site), a broad
infection specialty subgroup (microbiologists, ID physicians, genito-urinary
medicine physicians, public health physicians, epidemiologists, infection con-
trol nurses, and pharmacists) of the Bicollegiate Quality of Care Committee,
has recognised this and other methodology and has developed good practice
recommendations for optimising quality prescribing in hospitals. These rec-
ommendations adopt and adapt work based on existing evidence and national
strategies aimed at optimising antibiotic prescribing in hospitals (Goldman
et al., 1996; Shlaes et al., 1997). They represent a mixture of good practice
statements supported by verification criteria aimed at evaluating the process
and organisational interventions related to hospital antibiotic prescribing.
Further development and validation of “traditional” standards and introducing
more “patient based” outcomes are clearly desirable and necessary in the
future (Barlow et al., 2003). The SISS good practice guidance statements by
no means represent the final product but form the basis of a process that will
continue to evolve and adapt in line with validated standard development
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methodology. We hope that such standards will become an established national
tool for benchmarking the quality of antibiotic prescribing in hospitals with
the objective of encouraging change where suboptimal practice is identified.
This process is a key requirement of the UK Antimicrobial Resistance Strategy
(see references).

10. CONCLUSION

The infection community needs to embrace evidenced-based guideline
methodology as a means of ensuring one of the key components of the validity
and success of guidelines. However, one must not underestimate the pivotal
role of guideline dissemination and implementation in bringing about positive
change (Finch and Low, 2002). Indeed, a recent survey (Implementation of
SIGN Guidelines in NHS Scotland; Clinical Resources and Audit Group
[CRAG], June 2002) of the implementation of a range of noninfection SIGN
guidelines in Scotland, revealed significant variability and only 52% imple-
mentation at best. This study identified a number of factors and barriers behind
successful implementation. These include local/national priority, high level of
evidence or recommendations, local champion/lead, resources, intended but
not done, and “too complex.” The value of such surveys cannot be underesti-
mated as they identify targets for change related to specific disease areas or
geographical locations. The discovery of such critical factors for successful
change has also been identified as an important research strategy for inform-
ing quality programmes (Ovretveit and Gustafson, 2003). Consensus-based
approaches may be useful in specific situations, especially where adequate
evidence does not exist, but one must avoid the continuing attraction of GOB-
SAT statements regardless of the stature of the specialist body or its members.
The use of consensus as a means of gathering expert opinion and experience
has proven to be valuable in informing good practice statements or guidance.
Implementation strategies ought to be developed in parallel with this process
so that they are effective at the clinical coal face. Standards of care emerging
from evidence-based clinical practice guidelines or consensus-based good
practice recommendations for antibiotic prescribing in hospitals are a helpful
basis for quality assurance nationally and within each organisation. Audit of
antibiotic policies in South East England, using such standards, recently
revealed considerable variation in content and quality across policies and
a clear lack of evidence base (Wiffen and Mayon-White, 2001). The infection
community needs to develop existing standards further so they are applicable
nationally, if not internationally, but with the important caveat that they ought
to be realistic and achievable locally. Measuring compliance with standards
ought to be promoted through audit, education, and feedback, but may require
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to be enforced through internal or external systems of governance. The devel-
opment of an outcome-based national hospital prescribing database or registry
(McKee, 1993) using readily available clinical and microbiological datasets
for this purpose should underpin this process.
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1. INTRODUCTION

Community-acquired pneumonia (CAP) is a common reason for admission to
hospitals worldwide and is associated with considerable mortality, morbidity, and
use of healthcare resources. For example, it has been estimated that the direct
healthcare costs of CAP in the United Kingdom and the United States are in the
order of £441 million (Guest and Morris, 1997) and $8.4 billion (Niederman 
et al., 1998) per year, respectively. Over the last decade there has been a global
proliferation in national CAP guideline development and in local and regional
quality improvement (QI) initiatives. It is likely that this has been due to a combi-
nation of factors, such as the recognition of unexplained variation in clinical prac-
tice, the drive towards cost-effective healthcare provision, concern regarding
litigation and both the guideline and evidence-based medicine movements.

During this period there has also been increased research activity relating
to CAP. This has led to: an improved understanding of aetiology, for example,
the emergence of Chlamydia pneumoniae as an independent and co-infecting
pathogen (Lim et al., 2001); prognostic and clinical-decision support tools
(Fine et al., 1997), such as the Pneumonia Severity Index (PSI); understanding
of the link between process of care and clinical (Meehan et al., 1997) and eco-
nomic outcomes (Gleason et al., 1997); evidence regarding the safety of 
intravenous (IV) to oral switch therapy (Castro-Guardiola et al., 2001); 
markers of clinical stability to guide hospital discharge (Halm et al., 2002);
and new antibiotics, such as fluoroquinolones with enhanced activity against



Streptococcus pneumoniae (File et al., 1997). We have also seen the emergence
of the spectre of penicillin and multidrug resistant pneumococcal infection
(Pallares et al., 1995). To accommodate this knowledge, changes in the frame-
work of healthcare provision and to counter concerns about the overuse of antibi-
otics in respiratory tract infections, most of the early CAP guidelines (Bartlett 
et al., 1998; British Thoracic Society, 1993; Mandell and Niederman, 1993;
Niederman et al., 1993), which were largely based on expert opinion, have been
updated using evidence-based methodology (American Thoracic Society, 2001;
Bartlett et al., 2000; British Thoracic Society, 2001; Mandell et al., 2000).
Despite this expanding evidence and guidance base, many important questions
remain unanswered. One important question is:

How should healthcare professionals and managers implement national recommenda-
tions in order to optimise process of care and outcomes that are important to patients,
physicians, and policymakers?

This chapter will review: (1) the QI interventions that have been studied in
CAP, (2) the importance of the link between process and outcomes in QI, (3) the
evidence that QI interventions can impact on process of care and clinical, patient-
centred, and economic outcomes in CAP, and (4) the important steps to consider
in the development, implementation, and evaluation of a CAP QI initiative.

2. WHICH QI INTERVENTIONS HAVE BEEN
STUDIED IN CAP?

There is little evidence to suggest that any of the specialist society guide-
lines developed over the past decade have improved the management of CAP
at a national level, although a number of studies have demonstrated that adher-
ence with certain aspects of guidelines is associated with improved outcomes
(Battleman et al., 2002; Gordon et al., 1996; Menendez et al., 2002). In the
United Kingdom, for example, it is unlikely that the British Thoracic Society
(BTS) guidelines will have a nationwide impact on the quality of CAP care
until they are widely and appropriately implemented in primary and secondary
care. Researchers have used a range of interventions, incorporating various
aspects of specialist society guidelines, at a local or regional level, however,
to try and improve the quality of CAP healthcare. The majority of these studies
are from North America and many have been published in the health manage-
ment or QI literature (e.g., Florida Medical Quality Assurance, Inc., 1998;
Fortune et al., 1996; Gottlieb et al., 1996; Halley, 2000; McGarvey and Harper,
1993; Phillips and Crain, 1998; Reddy et al., 2001; Rollins et al., 1994;
Ross et al., 1997; Sperry and Birdsall, 1994), which is generally inaccessible to
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practising European clinicians. Details of the studies published in the English
language medical literature are summarised in Tables 1 and 2.

The objective of most of these studies has been to optimise healthcare
process while maintaining or improving clinical or economic outcomes. Only
a few studies have measured the impact of QI interventions on patient-centred
outcomes and none have assessed cost-effectiveness. All appear to have used
a multidisciplinary development process and complex (multifaceted) interven-
tions. While interventions and implementation strategies have varied, common
threads are seen in the use of: (1) practice guidelines/protocols, care pathways,
or decision support and (2) presentations to healthcare professionals. Research
nurses have sometimes been used to support interventions, which is unlikely to
be sustainable in the long term. Audit and feedback, reminders and academic
detailing (Solomon et al., 2001) have also been used in some studies.

Unfortunately, these studies provide little data on the clinical effectiveness
and costs of the single components of multifaceted interventions and there is
little information therefore about which single interventions and implementa-
tion strategies provide the best value for money. Additionally, the health policy
implications of many of these studies are limited because of the common use
of uncontrolled observational study designs. For example, the positive results
seen in many studies could simply be due to regression to the mean or prevail-
ing temporal trends (American College of Physicians–American Society of
Internal Medicine, 1999), such as the known decreasing trend in the length of
hospital stay for CAP patients in the United States (Metersky et al., 2000).
Because of the predilection of authors and journals to publish positive data,
there is also likely to be publication bias.

Particularly in North America, care pathways are commonly used interven-
tions to try and optimise the management of CAP. Care pathways were first
developed as an industry tool to identify and manage the rate limiting steps of
industrial processes. Over the past two decades they have increasingly been
used in healthcare, initially to improve the efficiency of resource use in man-
aged care systems and more recently to improve the quality of healthcare
(Pearson et al., 1995). The National Pathway Association (2001) of the United
Kingdom defines a care pathway as:

An integrated care pathway determines locally agreed, multidisciplinary practice based
on guidelines and evidence where available, for a specific patient/user group. It forms
all or part of the clinical record, documents the care given and facilitates the evalua-
tion of outcomes for continuous quality improvement.

The main distinguishing feature from guidelines is that care pathways
inform the healthcare professional about an optimal timing and sequence of
key healthcare events rather than purely instructing on, for example, the 
indications for ordering a specific test.
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Often embedded in care pathways, or provided to healthcare professionals
in other formats, is decision support. There are now a number of evidence-
based decision support “rules” to guide important clinical management deci-
sions in CAP. These include severity prediction rules, for example, PSI (Fine
et al., 1997), to guide the decision about an appropriate site of care (i.e., inpa-
tient vs outpatient), criteria for admission to intensive care (Ewig et al., 1998),
and markers of clinical stability for IV to oral switch and discharge from 
hospital (Halm et al., 2002). As demonstrated by their moderate sensitivity and
specificity, however, none of these rules are perfect and they should all be used
in combination with clinical judgement (Angus et al., 2002). Further details
are provided in Table 3.

3. LINKING PROCESS OF CARE
TO OUTCOMES IN QI

“Process of care” is the collective term given to all the activities that con-
tribute to healthcare (Crombie and Davies, 1998). For a QI intervention to
improve outcomes, it must first impact on process. But which aspects of
process are important in CAP? The process of managing any acute medical
condition can be described in the form of a pathway or patient journey. Each
journey can be broken down into a series of critical control points or “cross-
roads,” at which important healthcare decisions (i.e., process of care) are made
(Figure 1). Critical control points for CAP can be determined using hazard
analysis methodology (Bryan, 1981; Macdonald and Engel, 1996). QI pro-
grammes should target processes that are either known to or that are likely to
impact on outcomes. Identified critical control points should therefore be
“tested” using relevant criteria of causality: (1) strength of association, (2) con-
sistency with other studies and evidence, (3) biological or economic credibility,
(4) temporal association, and (5) biological or economic gradient (Hill, 1965).

For example, the antibiotic prescription is an important component in the
management of CAP. Although there are many potential hazards in antibiotic
prescribing (e.g., anaphylaxis), two important hazards that are likely to impact
on outcomes for most patients, and that are potentially remediable by an educa-
tional intervention, are: (1) delay in administration and (2) inappropriate ther-
apy. A number of studies have shown a statistical association between the timely
administration of appropriate antibiotics and lower mortality and length of hos-
pital stay in CAP (Battleman et al., 2002; Meehan et al., 1997). Both of these
aspects of process (i.e., delivery and appropriateness) have biological credibil-
ity in that they are consistent with the current understanding of the pathogene-
sis of CAP. There is a temporal association in that the process must occur first
to impact on outcomes. Finally, there is a biological gradient in that the longer
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Severity Assessment
(Based on the BTS guideline)

Low Risk High Risk

Administration of Pre-Admission Antibiotics &
Prompt Transfer to Hospital 

Initial Hospital Assessment & Management
(Confirmation of diagnosis, reassessment of severity, early delivery of 

antibiotics and, when required, respiratory and cardiac support)

Antibiotics for 
Low-Risk Patients

(BTS guideline)

Antibiotics for 
High-Risk Patients

(BTS guideline)

IV to Oral Switch & 
Discharge Planning

Post-Admission Follow-Up & Management
(Including early referral to high dependency or intensive care units)

Follow-Up & 
Outpatient Discharge

Home Therapy
(Social circumstances 

permitting)

Intermediate Risk

Clinical Judgement

Recovery#Death

Patient-Centred 
Outcomes* 

Recovery

Length of Stay

Diagnosis of CAP

Patient Presents to 
Primary or Secondary Care

Figure 1. Based on the Tayside Community-Acquired Pneumonia Project (TAYCAPP), the
pathway shows important critical control points and outcomes for CAP. Critical control
points are shown in bold boxes. Processes of care measures are shown in shaded boxes.
Outcomes are shown in patterned boxes. #Time to clinical stability. *Patient-centred out-
comes should be measured at a fixed-point post-admission (e.g., at 30 days).
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the time to administer antibiotics (Battleman et al., 2002; Meehan et al., 1997)
and the more inappropriate the therapy (e.g., the extent of under-dosing, lack of
“atypical” cover [Stahl et al., 1999] or the use of oral therapy in a severely ill
patient), the poorer the outcomes are likely to be.

The failure to draw a blood culture prior to antibiotic therapy is also a
potential hazard that is potentially remediable by an educational intervention.
While this process is undoubtedly of importance, for example, to detect bacter-
aemia and rationalise antibiotic therapy, there is little biological credibility to
the hypothesis that the act of drawing a blood culture is likely to lead to
improved outcomes. Additionally, there is no obvious biological gradient and
there is doubt about the impact of microbiological investigations on outcomes
(Campbell et al., 2003; Sanyal et al., 1999). The association found in some
observational studies (Meehan et al., 1997) is likely to be due to confounding
by the overall higher quality of care, including the efficient delivery of appro-
priate antibiotics and other therapy, provided by physicians who decide to take
a blood culture prior to administering antibiotics. For a QI intervention to
impact on outcomes therefore, it is important to target processes of care that
determine outcome.

3.1. What are the advantages of process of care
measures in QI?

Achievement of important aspects of process (e.g., door to antibiotic time)
can be measured as part of QI initiatives instead of or as well as outcome mea-
sures, such as 30-day mortality and quality of life. There are a number of advan-
tages in this approach. In contrast to many outcome measures, process of care
measures are: easier to measure and interpret; less prone to the effects of case-
mix; indicate the aspects of care that need to change; and are more sensitive to
the quality of care (Crombie and Davies, 1998; Goddard et al., 2002; Mant and
Hicks, 1995). For example, the lack of sensitivity of mortality as an indicator of
quality has previously been demonstrated for myocardial infarction (Mant and
Hicks, 1995) and is illustrated in CAP by the following example. Waterer et al.
recently found single effective therapy (SET) to be less effective than dual
effective therapy (DET) in the treatment of severe bacteraemic pneumococcal
pneumonia (patients receiving SET had a mortality of 18% vs 7% for those receiv-
ing DET). If this data is used in a hypothetical model with the assumption that
DET is the “standard of care” and that hospital A is 100% adherent with DET
(mortality � 7%) and hospital B is 50% adherent with DET (mortality � 13%),
and that case-mix and process in hospitals A and B are otherwise identical, to
statistically detect (P � 0.05 with 80% power) the difference in quality of care
by using mortality (i.e., 7% vs 13%), both hospitals would need to have data



from 338 patients with severe bacteraemic pneumococcal pneumonia. In 
contrast, to statistically detect the difference in quality of care by measuring the
process, that is, adherence with DET (100% vs 50%), both hospitals would
require data from only 8 patients (Sample sizes calculated using CLINSTAT,
Martin Bland, St. George’s Hospital Medical School, London, UK, 1996).

4. WHAT IS THE EVIDENCE THAT QI
INITIATIVES IMPROVE PROCESS
OF CARE IN CAP?

Process of care measures may be more pragmatic endpoints than “tradi-
tional” outcomes (e.g., mortality) in CAP research or QI. Process measures,
however, should be linked to clinical, patient-centred, or economic outcomes.
This section will review the evidence that QI interventions improve process of
care in CAP.

4.1. Aspects of process that are likely to impact on
clinical and patient-centred outcomes

In a cleverly designed controlled before–after study, Chu et al. (2003)
showed that feedback from an external QI agent resulted in a higher proportion
of patients receiving antibiotics within 4 hr of admission at intervention com-
pared to control hospitals (69% vs 57%). This change appears to have been
mediated through the use of either clinical pathways or standing orders. When
control hospitals were subsequently exposed to the intervention, delivery of
antibiotics at these sites also improved (66% vs 53%). This evidence is sup-
ported by three uncontrolled studies. Benenson et al. (1999) used a before–
after study with the use of two post-implementation cohorts to evaluate the
impact of a care pathway that emphasised the importance of the early diagno-
sis and delivery of antibiotic therapy. Door to antibiotic time decreased from
315 to 175 min and 171 min at 1 and 3 years post-implementation, respec-
tively. Although uncontrolled, this is an interesting finding as there has been
concern about the sustainability of QI interventions. Meehan et al. (2001)
found that a locally customised statewide care pathway improved the delivery
of antibiotics within 8 hr of admission to hospital from 83% to 89%. Lawrence
et al. (2002) used an educational intervention with monthly audit and feedback
to reduce door to antibiotic time from 413 to 291 min. In some of these studies
(Chu et al., 2003; Lawrence et al., 2002), sputum and blood culture procure-
ment have also increased. As discussed above, however, it is debatable if these
processes of care have an impact on outcomes.
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In another uncontrolled study, Suchyta et al. (2001) used a practice guide-
line incorporating the American Thoracic Society’s (ATS’s) antibiotic guidance
to increase the use of recommended antibiotics from 45% to 72%. Using a wide
range of interventions and in the largest published controlled CAP QI study
to date; Dean et al. showed an improvement in overall use of guideline antibi-
otics in study hospitals from 28% to 56% (Dean et al., 2001). In the only UK study,
Al-Eidan et al. (2000) described a reduction in the diversity of antibiotics used
in CAP (from 12 to 3) following implementation of a practice guideline.

4.2. Aspects of process that are likely to impact
on economic outcomes

In an uncontrolled before–after study, Atlas et al. (1998) found that the use of
the PSI as admission decision support, increased low-risk patients managed as
outpatients from 42% to 57%. The intervention included a study nurse during
weekday working hours, enhanced outpatient services, and the use of oral clari-
thromycin. These findings were subsequently confirmed in the only randomised
CAP QI trial. A care pathway, which incorporated the PSI with levofloxacin,
reduced the proportion of low-risk patients admitted to hospital from 49% to
31% without impacting on patients’ quality of life or clinical outcomes (Marrie
et al., 2000). Using an adapted version of the ATS admission guidance, Suchyta
et al. (2001) also safely reduced hospital admission from 14% to 6%.

An early switch from IV to oral therapy and subsequent discharge from
hospital has been shown to be a safe and cost-effective strategy for CAP in
randomised controlled trials (Castro-Guardiola et al., 2001; Paladino et al.,
2002). Only a few studies have evaluated this strategy, however, as part of a QI
intervention. Al-Eidan et al. (2000) demonstrated a reduction in IV antibiotic
administration from 6 to 2 mean days. In contrast, Rhew et al. (1998) were
unable to demonstrate a significant change in guideline adherence following
the implementation of physician decision support for this aspect of care. This
study was underpowered, however, to detect clinically important changes.
In another small study (not shown in the tables), Weingarten et al. (1996)
found similar results.

5. WHAT IS THE EVIDENCE THAT QI
INITIATIVES IMPROVE OUTCOMES IN CAP?

While it may be necessary to extrapolate improvements in evidence-based
process of care measures to clinical, patient-based and economic outcomes, most
patients, physicians, and policy-makers would prefer to see “hard evidence.”
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This section will review the evidence that QI interventions improve outcomes
in CAP.

5.1. Clinical outcomes

Relatively few studies have shown any change in clinical outcomes follow-
ing the implementation of a CAP QI initiative. This is probably due to the 
large amounts of data required to demonstrate clinically important changes 
in “traditional” clinical endpoints, for example, mortality. An exception to 
this was a study that used statewide databases to include 28,661 patients
(Dean et al., 2001). Following implementation of a care pathway, 30-day
mortality decreased from 13.4% to 11% in hospitalised patients managed by
physicians affiliated to pathway using hospitals. During the corresponding
period, mortality in patients managed by physicians affiliated to non-pathway
hospitals increased from 13.2% to 14.2%. Al-Eidan et al. (2000) also demon-
strated a significant reduction in “treatment failure” from 31% to 8%. How-
ever, this result may have been biased by the use of a non-objective outcome
measure. Mortality in the same study also decreased from 8% to 3%, but this
was not statistically significant.

5.2. Patient-based outcomes

Clinical outcome measures provide important information to clinicians
and policy-makers, but do not necessarily reflect aspects of outcome that
are important to patients. Patient-based outcomes refer to measures of subjec-
tive well-being, such as quality of life, symptoms and satisfaction with
care. The widespread recognition of the need to evaluate the “complete state of
physical, mental and social well-being and not merely the absence of disease
or infirmity” (World Health Organisation, 1947) means that clinical audit
and research is now considered inadequate if patients’ experiences of outcome
have not been assessed. Few studies have used patient-based outcomes, how-
ever, to measure the impact of a CAP QI intervention. Although Atlas et al.
(1998) showed an increase in low-risk patients managed as outpatients,
patients appeared to be less satisfied with care, as measured by a non-validated
outcome measure, when compared to a comparable cohort from the
Pneumonia Outcomes Research Team (PORT) study. In contrast, the cluster-
randomised trial by Marrie et al. (2000) did not show any difference in
patients’ quality of life (as measured by SF-36) between intervention and con-
trol hospitals, despite a higher number of low-risk patients being managed as
outpatients at intervention-using hospitals. There is currently no evidence
therefore, to suggest that CAP QI initiatives improve patient-based outcomes.



The best evidence is that care pathways can be used to optimise resource use,
without affecting patients’ quality of life.

5.3. Economic outcomes

There have been no cost-effectiveness analyses of CAP QI initiatives.
A number of studies have shown decreases in either surrogate markers of
resource use or direct healthcare costs. In the cluster-randomised trial by
Marrie et al. (2000), bed-days per patient managed (BDPM), a surrogate
marker of resource use, decreased from 4.4 to 6.1 days. In a subsequent eco-
nomic paper, Palmer et al. (2000) found a cost saving per patient of between
$457 and $994. Suchyta et al. (2001) demonstrated a reduction in mean anti-
biotic costs (from $186 to $141) and direct costs per patient (from $678 to
$319) as a result of an outpatient QI intervention. Al-Eidan et al. (2000) calcu-
lated dramatic total cost savings, from £2024 to £1020 per patient, in the
United Kingdom. In a small Australian study, which compared two hospitals
using penicillin and cephalosporin-based antibiotic regimens, the antibiotic
costs per patient were found to be lower in the hospital using penicillin, with-
out an apparent impact on clinical outcomes (Dobbin et al., 2001).

The main problem with all of these studies, however, is that they fail to link
the costs of developing the intervention, the direct costs of care (e.g., anti-
biotics) and the indirect costs of CAP (e.g., time of work) with improvements
in either provider (e.g., length of hospital stay) or patient status (e.g., quality of
life). If the costs of the intervention and/or the direct costs as a result of it are
high therefore, it is possible that the gain in terms of, for example, the cost per
additional low-risk patient managed as an outpatient, may not be worthwhile.
There is also concern that costs may simply be shifted from secondary to 
primary care.

6. IMPROVING THE MANAGEMENT OF CAP:
EXPERIENCES FROM TAYCAPP

A number of publications provide useful overviews of QI approaches
applicable to CAP. In particular, the Medical Research Council (MRC) frame-
work for the development and evaluation of RCTs for complex interventions 
to improve health (www.mrc.ac.uk), the Cochrane Effective Practice and
Organisation of Care checklist (www.epoc.uottawa.ca/checklist2002.doc) and
a recent series of articles in the British Medical Journal (Campbell et al., 2003;
Øvretveit and Gustafson, 2003; Wensing and Elwyn, 2003) are recommended
reading. Although some of these are written from a research perspective, the
described principles can be adapted to routine QI. This section will discuss the
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development, implementation and evaluation of QI initiatives for CAP by
reflecting on the Tayside Community-Acquired Pneumonia Project (TAYCAPP).
This ongoing initiative is a multifaceted quality improvement programme,
which aims to improve the delivery and appropriateness of antibiotic prescrib-
ing in CAP patients requiring hospitalisation. The intervention has primary
care, accident and emergency (A&E) department, and acute medical admis-
sions unit components.

6.1. Establishing the problem

There is little point in attempting to improve a process of care that is
already highly achieved. For example, is trying to improve oxygenation assess-
ment within 24 hr of admission likely to be cost-effective, when it is already
performed in 94% of patients? Before embarking on QI therefore, it is essen-
tial to consider the question: “What is currently happening and do we need to
improve it?” Surprisingly, this is not always done. In many UK hospitals, the
clinical governance agenda is largely being achieved by the local development
and implementation of treatment algorithms that have not been informed by
pre-implementation audit. Even if a multidisciplinary approach to develop-
ment is used, which is not always the case, there is a risk that the resulting
intervention may focus on areas of ongoing good practice, while neglecting
important processes of care that are sub-optimally achieved. The decision
about which aspects of process to measure in CAP has been discussed above
and is helped by the expanding evidence-base linking process of care to out-
comes; evidence-based process of care measures are shown in Table 3. In
TAYCAPP, pre-implementation audit of process of care measures showed that
half of all patients received appropriate antibiotics within 4 hr (the BTS rec-
ommend within 2 hr) of hospital admission. Of patients with severe CAP (as
defined by the BTS guidelines), 30% did not receive IV antibiotics within 24 hr.
In contrast, 17% of all patients were receiving unnecessarily intensive or
expensive antibiotic therapy, an important consideration given current con-
cerns about antibiotic resistance and cost-efficient healthcare.

It is also important to understand how patients pass through the healthcare
system (i.e., the patient journey). In TAYCAPP, identification of the pre-
implementation pathway of care showed that one-third of CAP patients are
admitted via the A&E department. A&E involvement in the development and
implementation process was therefore deemed essential. An A&E pathway
(Figure 2) and educational session were subsequently developed with the aim
of increasing the proportion of CAP patients receiving antibiotics before trans-
fer to the acute medical admissions unit. We were also able to identify that
relatively few patients have a delayed discharge because of non-medical rea-
sons (e.g., the need for physiotherapy). We concluded that length of hospital
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stay was more likely to be reduced for the majority of patients by focusing on
the early management of CAP, where deficits clearly existed, rather than
addressing issues (e.g., rehabilitation services provision) that were unlikely to
be changed by an initiative for a single acute medical condition.
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  NO 

YES

The Tayside Critical Care Pathway for the Management of Community-Acquired Pneumonia 
ACCIDENT & EMERGENCY PATHWAY 

PATIENT with SUSPECTED/PROVEN COMMUNITY-ACQUIRED PNEUMONIA 

NO ADVERSE 
PROGNOSTIC FEATURES 

ALL OTHER PATIENTS: 
USE CLINICAL JUDGEMENT 

TWO OR MORE 
CORE FEATURES

CONSIDER HOME
THERAPY IF: 

Oral route available
Satisfactory social situation
Consider the Early Supportive 
Discharge Service (9am–5pm) 
OR a Community-Hospital bed 
(if available/appropriate)

HOME THERAPY 
• 1st  CHOICE: AMOXICILLIN

500mg x3/day PO for 7-days 
• ALTERNATIVE:

ERYTHROMYCIN 500mg 
x4/day PO for 7-days OR
CLARITHROMYCIN 500mg 
x2/day PO (or MR 1g x1/day) 
for 7-days
(Minimum doses are stated) 

• Oral fluids
• Antipyretics/analgesia 
• Smoking advice 
• GIVE ALL PATIENTS A CAP 

INFORMATION LEAFLET POST DISCHARGE FOLLOW-UP
• CXR at 6-weeks for all patients at risk of lung cancer (e.g. smokers and/or age

>50 years).
• Consider further investigation for those with persistent symptoms/signs 
• HOSPITAL to ORGANISE FOLLOW-UP ARRANGEMENTS 
• Influenza/pneumococcal vaccination for those at risk (see CMO guidance) 
• Smoking advice 

NON-SEVERE, BUT NEEDS 
HOSPITAL MANAGEMENT 

SEVERE PNEUMONIA 

GIVE PRE-ADMISSION ANTIBIOTICS

• SEVERE – CO-AMOXICLAV 1.2g IV
(ALLERGY: Levofloxacin 500mg IV) 

• NON-SEVERE – AMOXICILLIN 1.0g PO 
(ALLERGY: Erythromycin OR Clarithromycin 500mg PO) 

• OXYGEN and IV FLUIDS according to clinical need 

ADMIT to ACUTE MEDICAL ADMISSIONS UNIT 
(BLEEP 4691)

ADVICE
ONLY

Respiratory 
Team (9–5pm)
or Medical SpR 

(5pm-9am,
bleep 4691)   

ASSESS SEVERITY of PATIENT’S PNEUMONIA
CORE Adverse Prognostic Features

• CONFUSION (New onset, MSQ ≤ 8/10)
• UREA >7mmol/l (if available)  
• RESPIRATORY RATE ≥ 30/minute
• BP < 90mmHg systolic or ≤ 60mmHg diastolic 

PREEXISTING Adverse Prognostic Features
• Age ≥ 50 years  
• Significant coexisting chronic illness 

ADDITIONAL Adverse Prognostic Features
• Pulse oximetry < 92% on any FiO2 (if available) 
• Bilateral or multi-lobar changes on CXR (if available) 

ADVICE
ONLY

Respiratory
Team (9–5pm)
or Medical SpR 

(5pm–9am,
bleep 4691)

PENICILLIN ALLERGY = RASH and/or ANAPHYLAXIS 

Review  Date: 
August 2003

Figure 2. The TAYCAPP A&E pathway.
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6.2. Understanding the problem

Understanding why things go wrong is subtly different to knowing how
things go wrong. None of the published QI initiatives for CAP appear to have
been informed by studies of why certain aspects of process are not achieved.
While multidisciplinary teams may think that they understand a problem and
know how to correct it, such teams usually consist of local experts or senior
members of staff who may be removed from, or not participating in, the day-
to-day delivery of acute medical care. In the United Kingdom, for example, the
“gate-keepers” of the initial delivery of appropriate antibiotics in acute medi-
cine are usually junior members of the medical and nursing team, who may not
have the necessary knowledge and experience to achieve satisfactory process
of care. Involving these healthcare professionals in the development process is
therefore essential to understanding why process is not achieved and to design-
ing successful interventions. Failure to explore this question is more likely to
lead to an unsuccessful intervention and, in the future, routine or research-
based QI programmes are less likely to be funded if this question is not studied
or already understood.

A variety of methods are available to explore why things go wrong in
healthcare process. Prior to TAYCAPP, we suspected that there was a lack
of understanding of the link between severity assessment and appropriate
antibiotic therapy amongst physicians, which then resulted in suboptimal
process of care. We initially explored this by performing a structured survey of
junior and middle grade physicians’ attitudes and knowledge. A previously
published model of clinician adherence with clinical practice guidelines
(Cabana et al., 1999) and other published evidence (Halm et al., 2000; Tunis
et al., 1994), informed the design and content of this survey. This showed
that suboptimal undergraduate and postgraduate training experiences, poor
working environment, lack of familiarity with the BTS guidelines, and lack of
knowledge regarding severity assessment and antibiotic prescribing were all
potential barriers to the efficient delivery of appropriate antibiotics. In con-
trast, attitudes towards guidelines in general and CAP appeared to be positive.

We went on to explore the identified barriers in more detail by performing
a small number of qualitative in-depth interviews. Qualitative methods are ide-
ally suited to exploring complex phenomena, such as the efficient delivery of
antibiotics. In order to ascertain a range of views and experiences, physicians
were purposively sampled from the cohort of physicians who had completed
the quantitative survey. The aim was to gain a better understanding of phenom-
ena that were related to the efficient delivery of appropriate antibiotics and 
to identify reasons for non-adherence with local and national guidance and
potential interventions. A number of other qualitative methods (e.g., focus
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groups or observational methods) could have been used. For example, it would
have been more appropriate to perform a case-based or critical-incident analy-
sis (i.e., the interviewing of healthcare professionals involved in the care of
patients receiving delayed or inappropriate antibiotic therapy). However, prob-
ably because of the long and intensive shifts on the acute medical admissions
ward, physicians working in this environment were reluctant to be interviewed.
In contrast, physicians who had recently finished this part of their post,
and who were working in less busy areas of the Medical Unit, were more
enthusiastic.

It is also legitimate to use qualitative enquiry to inform the domains and
design of questions for a quantitative survey, which is then administered to a
larger number of respondents. If qualitative methods are to be used, because of
the interviewing and analysis skills required, it is vital to seek expert advice.
Good starting points include the Scottish Consensus Statement on Qualitative
Research in Primary Health Care (Dowell et al., 1995), Greenhalgh (2001),
Pope and Mays (2000), and Pope et al. (2000).

The combination of quantitative and qualitative enquiry allowed the
development of a local model of the delivery of antibiotic therapy for CAP. One
of the interesting and surprising findings was that respondents’ confidence and
perception in their ability to manage CAP appeared to relate to their previous
clinical experience. For example, when starting as a house officer confidence in
their ability to manage CAP was low. As their experience of seeing CAP
increased so did respondents’ confidence and their perception that they were
able to manage it well. However, this is a double-edged sword. While respon-
dents’ confidence may lead to a timely diagnosis and early delivery of antibi-
otics, the appropriateness of therapy depends on the knowledge acquired during
their clinical experience. For example, some respondents’ believed themselves
to be managing CAP according or close to recommended practice. When their
answers in the quantitative survey, which were performed before the in-depth
interviews, were checked, this was not always the case.

This finding suggests that CAP guidance is most likely to be used by junior
or inexperienced physicians and highlights the importance of ongoing reflec-
tion in clinical practice. These data were subsequently used in interactive 
educational sessions with physicians and other healthcare professionals to
emphasise these issues. Additionally, we have been able to concentrate on
other identified correctible barriers (e.g., knowledge about the link between
severity assessment and appropriate antibiotic therapy) rather than barriers that
we perceived to be important. The model has also identified barriers generic to
acute medicine (e.g., ward organisation) that cannot be resolved as part of
TAYCAPP. This means that a “ceiling effect” is likely to exist on the extent to
which certain process of care measures can be achieved.
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6.3. Designing and implementing a CAP intervention

A multidisciplinary team should oversee the design and implementation of
the intervention. The team will need to include representation from local opin-
ion leaders and all the major stakeholders (including patients), and may need to
include persons with specific expertise, such as in behavioural psychology and
statistics. Prior to deciding on which interventions are to be used and how they
are to be implemented, the potential impact and costs of each component of any
complex intervention and how these components interrelate should be under-
stood. This can be achieved by review of the literature, modelling (e.g., of the
economic costs), and small qualitative and/or quantitative studies, as described
above. Ideally, components that appear likely to succeed at reasonable cost
should then be tested in small intervention studies to establish, for example, the
incremental effectiveness of each component, actual costs, and appropriate con-
trol groups (MRC framework for the development and evaluation of RCTs for
complex interventions to improve health; www.mrc.ac.uk). The latter is
unlikely to be feasible, however, for routine QI or small research projects.

In TAYCAPP, the results of the described quantitative and qualitative studies
suggested that multiple and complex barriers to any new intervention were
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Figure 3. The TAYCAPP model of the micro-determinants of the delivery and appropriate-
ness of antibiotic therapy in the acute medical admissions unit. The model is based on the
qualitative and quantitative surveys described above. It should be noted, however, that 
sample sizes were small and the model was designed to inform TAYCAPP alone. Boxes
show barriers to either the delivery or appropriateness of antibiotic therapy. Shaded boxes
appear to be the more important barriers in Dundee.
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likely to exist and that a multifaceted intervention would be most likely to 
succeed. For example, we recognised that an educational programme targeting
the link between severity assessment and antibiotic therapy may well improve
clinicians’ knowledge. However, the qualitative interviews identified the pres-
ence of a potentially negative attitude towards CAP, in that it is considered 
less important than some other acute medical problems. For example:

I guess the same for myocardial infarction, we can do a lot for it and minutes mean
muscle to coin a phrase, whereas in pneumonia it’s just pneumonia … It’s the attitude
to it that I see. (Verbatim text from an in-depth interview)

We recognised that potentially this attitudinal barrier could prevent a change
in physician behaviour and thereby process of care, even if knowledge did
improve. We therefore attempted to upgrade the importance of CAP by empha-
sising the high mortality and morbidity and marketing a “door to needle time”
ethos in all aspects of the programme. The use of a multifaceted approach was
supported by a previously published systematic review that found that multi-
faceted interventions (i.e., two or more of audit and feedback, reminders, a local
consensus process, and marketing) and interactive educational meetings
(participation of healthcare providers in workshops that include discussion or
practice) were more consistently effective in promoting behaviour change
in healthcare professionals than, for example, single interventions, such as
paper-based educational materials (Bero et al., 1998). In light of the literature
review and emerging local evidence, interventions, and implementation strate-
gies subsequently included: (1) strategically sited management pathways
based on the BTS recommendations and adapted to local practice, (2) posters
marketing the BTS severity assessment criteria and a “door to needle time”
ethos, (3) dissemination of implementation packs, which contained an expla-
nation of the programme, a pocket-sized laminated management algorithm 
and an interactive educational workbook focusing on the link between severity
assessment and appropriate therapy, (4) interactive educational meetings
emphasising the severity assessment–appropriate antibiotic therapy link, and
(5) continuous audit and monthly feedback.

6.4. Evaluation

Cluster-randomisation is the “gold-standard” methodology for research-
based evaluations of organisation level interventions. This methodology, 
however, requires enough hospitals willing to participate and considerable
resources. The Cochrane Effective Practice and Organisation of Care (EPOC)
Review Group suggest alternative robust methodologies, controlled before–
after studies and interrupted time series (ITS) analysis; methodological 
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Figure 4. Longitudinal measurement of outcome by ITS analysis. At the intervention site there
is a change in both the level and gradient of the slope post-intervention, indicating a change in
outcome due to the intervention. In contrast, at the control site the gradient of the slope contin-
ues unchanged. The downward gradient at the control site indicates change due to a prevailing
temporal trend. The slopes can be statistically evaluated using regression analyses.

considerations for these designs are considered at: www.epoc.uottawa.ca/
checklist2002.doc. A good example of how a controlled before–after design
can be used to evaluate a QI intervention can be seen in the paper by Chu et al.
(2003). To evaluate an intervention by interrupted time series, process or out-
comes are measured longitudinally before and after an intervention (for a short
time series at least three data periods are required before and after). The longi-
tudinal nature of this methodology is particularly suited to clinical perfor-
mance measurement, but can also be used to evaluate research-based projects
(Bloor et al., 2003; Wagner et al., 2002). Although not essential, results can 
be compared with control data from other hospitals and/or national databases
to increase external validity. Providing the internal validity (e.g., case selection
and recording at the intervention site) is maintained throughout data collection
and there are no relevant interventions at the control sites, any statistically sig-
nificant changes in the level and gradient of the slope (see Figure 4), not mir-
rored in the control cohorts, are likely to be due to the intervention.

Another important consideration in evaluating a QI initiative is the
outcome measures to be used. Most of the outcome measures that have been
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used in CAP QI initiatives have not been formally validated for reliability,
validity, responsiveness, and acceptability. Additionally, “traditional” clinical
endpoints, such as 30-day mortality and length of hospital stay, although
important, have fundamental flaws. For example, as discussed above, mortality
is an insensitive indicator of healthcare quality and length of hospital stay is
subject to factors (e.g., clinician practice style and social services provision)
that vary from patient to patient (McCormick et al., 1999) and, if measurable,
require risk adjustment during statistical analyses. Alternatives to traditional
outcomes include process of care and patient-based measures; a patient-based
symptom questionnaire (CAP-Sym) has recently been validated for use in out-
patient CAP (Lamping et al., 2002). An important missing link in outcome
measurement, however, is the lack of a validated educational outcome measure
for CAP. Such a tool would allow the assessment of the impact of an inter-
vention on, for example, clinicians’ knowledge and attitudes. A similar educa-
tional outcome measure to assess training in evidence-based medicine has
recently been validated (Ramos et al., 2003).

The Outcome Measures for Arthritis Clinical Trials (OMERACT) (1998)
group have developed a useful paradigm that could be used to assess 
the appropriateness of non-validated outcome measures during project 
development:

1. Truth (validity)—Is the measure truthful? Does it measure what is
intended? Is it unbiased and relevant?

2. Discrimination (reliability and sensitivity to change)—Does the measure
discriminate between situations of interest? The situations can be states
at one time (for classification and prognosis) or states at different times (to
measure change).

3. Feasibility (acceptability)—Can the measure be applied easily, given 
constraints of time, money, and interpretability?

Table 3 shows validated and evidence-based process of care and outcome
measures for use in CAP research or clinical performance measurement and
that are likely to be of importance to patients, clinicians, policy-makers, and
drug regulators. How these measures are used is likely to depend on the objec-
tives of the project and the application of the results (e.g., to assess patients,
to evaluate practice at an organisational level, or to determine research or
resource priorities), resources, and data availability.

The evaluation of TAYCAPP is currently ongoing. Process of care data
will be compared against a local hospital, which has not been exposed to an
intervention (i.e., a controlled before–after design). Mortality will be compared
to an ICD-10 selected cohort from national databases using ITS analysis. 
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Cost-effectiveness will be established using recommended methodology.
While this design is not “gold-standard,” it is pragmatic, relatively inexpensive
and we have carefully attempted to minimise the known validity threats to
quasi-experimental observational studies, for example, regression to the mean
and temporal trends (American College of Physicians–American Society of
Internal Medicine, 1999).

Although the statistical evaluations are still awaited, the continuous audit
component of the study shows some evidence of success. For example,
before implementing TAYCAPP few patients received pre-admission antibi-
otics, as recommended by the BTS guidelines, either from an admitting gen-
eral practitioner or in the A&E department. Post-implementation, 20%
of patients now receive pre-admission antibiotics from the admitting general
practitioner and 80% of patients admitted via A&E are receiving antibi-
otics prior to transfer to the acute medical admissions unit. Additionally, the
appropriateness of antibiotic therapy prescribed on the acute medical admis-
sions ward has increased from 67% in the first month post-implementation to
100% in the fifth month.

6.5. Long-term surveillance

There have been concerns about the long-term sustainability of QI initia-
tives in the “real-world” environment. In the United Kingdom, this is due, at
least in part, to the lack of QI infrastructure and supporting resources in NHS
trusts. For example, many United Kingdom hospitals rely on the “good-will”
of healthcare staff to collect and analyse audit data in their own time. It is
therefore desirable to embed both the interventions and the evaluation process
in “usual practice.” For example, the educational sessions for junior house
officers in TAYCAPP have been incorporated into an ongoing cycle of pro-
tected teaching sessions. Additionally, the developed management algorithms
have been included in the undergraduate curriculum and, hopefully, medical
students will therefore be aware of this guidance prior to commencing the 
pre-registration year. The monthly audit and feedback process, which requires
considerable effort, will be converted to a simpler postal reminder system.
Poster-based educational materials and management algorithms have all been
laminated to limit long-term “wear and tear” and are also available in elec-
tronic format. These materials will also be distributed in the induction packs
given to new members of the Medical Unit staff. Finally, evaluation will 
continue on a yearly basis when a small set of case-notes (e.g., 40) will be 
randomly selected for audit. This data will be added to an ongoing ITS 
analysis to assess the long-term impact.
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7. CONCLUSIONS

There have been many studies of complex QI interventions to improve the
management of CAP. Many of these have used uncontrolled designs and
the health policy implications of these studies are therefore limited. The best
evidence comes from three large controlled studies. One study showed a posi-
tive impact on the delivery of antibiotics and the procurement of microbiologi-
cal tests. The only randomised trial demonstrated reduced resource utilisation
without compromising clinical or patient-centred outcomes. The largest study
showed a positive impact on mortality. There is little evidence, however, about
what single interventions work and at what cost. Additionally, can QI initiatives
improve patient-centred outcomes and what is the link between educational out-
comes, process of care, and patient-based, clinical, and economic outcomes?

In the development of CAP QI initiatives, considerable efforts should be
given to first establishing and then understanding the problem. This informa-
tion is vital in the cost-effective design, implementation and evaluation of
targeted interventions. However, in the resource-limited environment of many
healthcare systems, the challenge to healthcare professionals and policy-
makers is to incorporate and evaluate developed interventions as part of everyday
practice and on a long-term basis.
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Chapter 5

Collecting, Converting, and Making Sense of
Hospital Antimicrobial Consumption Data

Stephanie Natsch
Clinical Pharmacologist, Department of Clinical Pharmacy, University Medical Center
Nijmegen, The Netherlands

1. INTRODUCTION

Various methods are available to quantify drug use in hospitals. Sound data
on the use of antibiotics are crucial for the interpretation of prescribing habits,
the evaluation of compliance with clinical guidelines, and the linkage with
antimicrobial resistance data. Quantification of drug use does not only com-
prise collection and registration of data. Before starting this process, it should
be considered in which way the data will be described and interpreted. The
goal of the use of the data should be established beforehand. Clear decisions
have to be taken on the methodology applied to this epidemiological surveil-
lance. The data must provide the ability to measure variation in quality and
quantity of use. Care has to be taken on the reliability and completeness of the
data as well as the feasibility of the data collection. Methods of assessment
need to be simple, rapid, and inexpensive.

Requirements for the establishment of an efficient surveillance programme
include authority from the highest level of the hospital management, complete
and free access to all relevant information, and clarity as to the ownership of
the data generated.

Facilities must tailor surveillance systems to balance the availability of
resources with priorities for data collection, population needs, and institutional
objectives. Integrating the surveillance system within the framework of the



institution’s other quality improvement efforts can facilitate functional collab-
oration between and among programmes working to improve patient care.
Readily available quantitative methods provide significant information on pat-
terns of use and an efficient basis for planning definitive studies. This chapter
describes various sources of data, different units of measurement, considera-
tions on the frequency of data collection as well as the level of aggregation
of data.

2. SOURCES OF DATA

Several sources of data are available for quantification of hospital drug use,
each with its advantages and disadvantages (Chaffee et al., 2000; Eckert et al.,
1991).

Pharmacy purchases can be determined from invoices or delivery docu-
ments. They allow for an overall assessment of the use in a specific institution.
Data can be presented in terms of costs, number of packages purchased, or
defined daily doses (DDDs). Care has to be taken as to the accuracy of the data
if a pharmacy purchases for more than one institution or if there are other
sources of delivery such as trial medication or free samples. Time courses of
use are difficult to assess if purchases are done in large quantities at the same
time. Data may overestimate use in the case where considerable quantities of
drugs are returned to the manufacturer or discarded because the expiry date
is reached before use. Nevertheless, purchase data are very easily accessible as
they are usually readily available as management data from the finance depart-
ment. They provide a rough estimate of overall use.

Pharmacy deliveries to wards or units within an institution as a source 
of data allow for more detailed presentation of the data. If hospital wards
reflect particular groups of patients, for example, ICU-unit or oncology, deliv-
ery data reflect specific patterns of usage in these patient categories. Data 
can be presented in terms of costs, number of packages purchased, or DDDs.
Time courses of usage are more easily detected as wards usually do not 
keep large stocks in advance but order drugs when needed. Again, data 
may not reflect actual use as drugs can be returned to the pharmacy or
exchanged with other wards within the institution without administrative 
correction of the transaction. Also, pharmacies must be able to select 
specific wards for data presentation, in order to avoid spoiling of the data 
with deliveries to third parties, nursing homes, psychiatric institutions, or 
other clients. In most instances, pharmacy delivery data will be the most
accessible and most accurate level of data source that is readily available in a
timely fashion.
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Patient prescription profiles as a source of data give an even more accurate
picture of the actual use. They can be performed either as cohort studies or as
complete registration of all filled prescriptions. Clearly, data collection is more
labour intensive than the above-mentioned methods. However, they provide a
lot more detail on patient features and actual patterns of prescribing and use.
Linkage with information about indication for use and laboratory values pro-
vides even greater insight. Up to date, not many hospitals are ready to provide
such detailed data, but rapid advancement of computerisation will allow more
easy access to data on prescription levels in due future.

On a regional or national level, other sources of data may be available.
Sales data from wholesalers to hospital pharmacies are used, often through
commercial databases. Also, in this case, careful evaluation concerning the
completeness of the data is necessary. Parallel import of drugs and direct
deliveries to hospital pharmacies can lead to underestimation of the total use of
drugs. Another useful source of data may be data from reimbursement through
insurers. However, the high variability in reimbursement schemes in different
countries may make interpretation and comparison of the available data more
than cumbersome. Completeness of data will depend on the system and accu-
racy of declaration of expenses by hospitals.

3. MEASUREMENT UNITS

Different measurement units can be used to evaluate drug use. As numera-
tor, costs, number of packages, volume in grams, number of prescriptions, or
DDDs can be used.

Costs allow for an overall analysis of drug expenditures or prescription
analysis of one single drug. But there are many disadvantages. Price differ-
ences between alternatives confuse the analysis. Comparisons between differ-
ent institutions or countries are not possible because of different price levels.
Each setting may negotiate local prices through direct negotiations. Indexing
in the case of long-term studies is necessary.

Number of packages may be independent of sales prices, but may still dif-
fer depending on the manufacturer or the country of purchase. This will greatly
complicate comparisons.

Assessment of the quantitative volume of use in terms of grams allows only
evaluation of the use of one drug at a time. Drugs with a low potency have a larger
fraction of the total, not reflecting actual greater use or more frequent prescribing.

The number of prescriptions gives an accurate reflection of the number of
patients exposed to a drug, and allows for evaluation of the frequency with which
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certain drugs are prescribed. It is also a valuable measure when evaluating
prophylactic use of antibiotics. A major disadvantage is that, often, the amount
of drug used is not known. Also calculations are done more than once for
patients receiving more than one prescription or multiple drug regimens.

The use of DDDs as a unit of measurement helps to avoid many of the
above-mentioned drawbacks. (Natsch et al., 1998). The system of DDDs has
been developed by the World Health Organisation (WHO, 2003). It provides
a convenient tool that allows comparisons between different settings, regions,
or even countries. A DDD is assigned to every chemical substance, reflecting
an international compromise based on the average dosage for the most
common indications in adult patients with normal organ function. This is a
technical unit of measurement and does not necessarily reflect the recom-
mended or actual dose used. The quality of the results is completely depen-
dent upon strict adherence to the method. Therefore, the system must be used
without any adaptations. But the method is independent of sales prices or
package sizes and allows for long-term epidemiological studies. Also with
DDDs, there are some disadvantages. For some antimicrobials, there are still
no DDDs defined; also, for combination preparations, this is a problem. For
some antimicrobials, different DDDs are assigned, depending on the route
of administration. Conclusions on prescribed dosages and duration of treatment
may not be made, particularly not in children or patients with impaired organ
function. Also, in the case of prophylactic use of antimicrobials, the use
of DDDs has its drawbacks. For amoxicillin and amoxicillin/clavulanic
acid, the DDD differs greatly from the actually prescribed doses in inpa-
tients. High consumption of these two antibiotics can, therefore, consider-
ably influence the total use expressed in DDDs. The Collaborating Centre
for Drug Statistics of WHO revises the DDDs once in a while. While this
allows adjustments in the case of great differences of DDDs from actually
prescribed dosages, it makes it difficult to follow data for longer periods
of time. Therefore, when using DDDs, it is very important to always state
which edition of the DDD system has been applied for calculating the data.
The most recent information can be currently found easily on the Internet
(http://www.whocc.no/atcddd/).

As denominator, in the community, usually DDDs/1,000 inhabitants/day
are calculated. In hospitals, usually DDDs/100 bed-days are used. For better
comparison, it is now being discussed that we should calculate in-hospital use
per 1,000 bed-days. In either case, the number of bed-days has to be calculated
with great care.

There are two ways to do so:

1. Number of beds � occupancy rate
2. Number of hospitalisations � length of stay
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But also for length of stay, different definitions are used:

1. the day of admission as well as the day of discharge count each for an
extra day

2. the day of admission plus the day of discharge count together for one
extra day

These calculations give an estimate of the ecological pressure of antimicro-
bials as they quantify overall use in the population. A simple calculation 
program named ABC Calc—Antibiotic Consumption Calculator—has been
developed and can be downloaded from the Internet free of charge (http://
www.escmid.org/sites/index.asp and go to: study groups; ESGAP; News &
activities) For measuring patient exposure, the percentage of patients exposed
to antimicrobials can be evaluated. Alternatively, the number of prescriptions
gives a rough estimate of exposure. Another measure for exposure is the 
calculation of the number of days that patients are on antimicrobial treatment,
calculated per 1,000 patient-days.

Whatever denominator is chosen, the total population has to be defined
clearly. For reasons of comparison of data between different settings, it is very
important that all variables are defined as carefully as possible.

4. FREQUENCY OF DATA COLLECTION

Whatever source of data is used, a decision has to be taken as to which data
are collected as an ongoing process. This is preferably done as part of a wider
quality assurance programme. As an alternative, subsets of data could be col-
lected. In this case, it should be carefully evaluated if the dataset is represen-
tative of the overall use, allowing for extrapolation of the data to the total
population studied. Careful validation of this process is a prerequisite for high
quality data.

Another point to consider is the time interval in which data are collected
and presented. Most hospitals will only be able to present consumption data on
a yearly basis. This is usually the unit, in which management and financial data
are presented. Some, however, are able to present data on a more detailed level
like quarterly or monthly units. This is more laborious to deal with, but for a
close link to resistance data, more detailed data are preferred (Lopez-Lozano
et al., 2000; Monnet et al., 2001). A major disadvantage is that sample sizes
will become very small and this can affect validity of the data in a negative
way. It will allow performance of time-series analysis and modelling and
forecasting development of resistance linked to antibiotic consumption. If pre-
scription or consumption data are taken as the basis for data collection, data
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will primarily be generated on a daily basis. This will need a lot of computer
memory to store and handle data. When aggregating the data and discarding
the original source, consequences for future analysis have to be carefully
analysed well in advance.

5. LEVEL OF AGGREGATION OF
ANTIMICROBIALS

Besides DDDs, the WHO collaborating centre for drug statistics has devel-
oped the Anatomical Therapeutical Chemical Classification system (ATC). This
is a comprehensive and logical classification system developed to categorise
drug substances, which were divided into different groups according to the organ
or system on which they act (anatomic), and then according to their therapeutic,
pharmacological, and chemical characteristics. It leads to a 5-level hierarchical
code assigned to each chemical substance. An example is shown below.
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ATC code ATC level Description

J Main anatomic group General anti-infective agents for systemic use
J01 Therapeutic group Antibacterial agents for systemic use
J01M Pharmacological group Quinolone antibacterial agents
J01MA Pharmacological subgroup Fluoroquinolones
J01MA02 Chemical substance Ciprofloxacin

Computer systems should allow for aggregation of data on different levels
according to the research question. If use of a single chemical substance is
analysed, analysis on ATC-level 5 should be possible, whereas if a whole phar-
macological (sub)group is analysed, aggregation on ATC-level 3 or 4 should
be possible.

A major disadvantage of the system is that its first level is based on an
anatomical classification. As a consequence, substances used for different dis-
ease states are classified in different categories and therefore get more than
one ATC code. This is especially relevant in the case of antimicrobials. ATC
group J comprises systemic use of antimicrobial agents. Agents specifically
used for gastrointestinal or genitourinary diseases are classified in the respec-
tive ATC groups. Antimicrobials also used for skin-, eye-, or ear-diseases are
also classified in these ATC groups. In general, most interest is focused on sys-
temic use of antimicrobial agents, as this is believed to be most relevant in
relation to development of resistance. While performing data collection, it is
important to clearly state which categories are excluded from analysis. Despite
some disadvantages, and alternatives proposed (Bjornsson, 1996; Pahor et al.,
1994), the ATC classification is now widely used and should be chosen as
a major classification system.



Besides aggregation based on chemical and anatomical classification,
use of antimicrobials can be classified and aggregated according to other cri-
teria. Within a hospital, it is advisable to at least subclassify use per ward or
department, preferably linked to special patient categories. Allocation accord-
ing to the medical specialist gives even more insight into the prescription
patterns. Other classifications may be done into prophylactic and therapeutic
use, or into parenteral, oral, and local use of antimicrobials. The most sophis-
ticated classification is a registration per indication. But this asks for a link-
age with an electronic patient profile, which is not yet widely and easily
available in hospitals. In outpatients, these systems become more easily avail-
able, often through prescription registration of pharmacies, general practition-
ers, or insurers. Hospitals should focus on rapid development of these systems
in the future.

6. CONCLUSIONS

Data will be used for surveillance of use and feedback to prescribers. They
can support development of policies and guidelines. Thereafter, data collec-
tions can help monitoring adherence to them and help identify weaknesses in
the system or the implementation process.

Increasingly, healthcare institutions are being asked to benchmark or com-
pare their performance data to other similar institutions. This may be a more
complex and difficult undertaking than is immediately obvious, because the
data may be affected by a variety of factors, some of which, such as the under-
lying health status of the population served by the institution, are outside the
control of the institution. However, ongoing monitoring and benchmarking
have been used to implement quality improvement activities. The influence of
case-mix and severity-of-illness of the population being studied has to be
controlled. Variations in length of stay can also have great influence on inter-
pretation of data, as it can reflect less severely ill-patients but also more
intense treatment and earlier discharge in case of shortage of hospital beds.
In the latter case, use will increase per bed-day, but not if calculated per patient
or admission. Possibly risk stratification can be applied to correct for these
influences. The consequences of these effects for the ecological pressure of
antimicrobials and selection of resistance are discussed in other chapters.
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Chapter 6

How Do Measurements of Antibiotic Consumption
Relate to Antibiotic Resistance?

Roger L. White
Department of Pharmaceutical Sciences, Medical University of South Carolina,
280 Calhoun Street, Charleston, SC, USA

1. INTRODUCTION

Currently, we are confronting an epidemic of resistance to antimicrobials.
Although the spread of antimicrobial resistance is often due to lack of adher-
ence to infection control measures, selection of resistance due to inappropriate
use of antimicrobials may also play a large role. However, antimicrobial resis-
tance is not a new phenomenon, with Staphylococcus aureus demonstrating
resistance to penicillin soon after its introduction in the 1940s. Initially, resis-
tance was usually related to only a few antimicrobials; however, multidrug
resistance is increasingly common. The societal costs of antimicrobial resis-
tance, in terms of morbidity and mortality, are substantial (Lucas et al., 1998;
Meyer et al., 1993). In monetary costs, antibiotics are commonly prescribed
drugs and the annual costs to the US healthcare system exceed $7 billion.

Antimicrobial resistance is an incredibly complex problem with no simple
solutions. Clonal spread of resistance is facilitated by increased use of 
day-care centers, international travel, and the transfer of patients to and from
hospitals and nursing homes. Antibiotics contribute to selection pressure for
resistance due to overuse and misuse of antimicrobials in both inpatient and
outpatient settings. In addition, routine use of antimicrobials in the animal hus-
bandry industry is also a factor in resistance. (Smith et al., 2002). Multiple
drug resistance and delays in development of resistance add to the complexity



of assessing relationships between antimicrobial use and resistance (Friedrich
et al., 1999).

Proving a causal relationship between the use of antimicrobials and devel-
opment of resistance is very difficult; however they have been linked by a
substantial amount of evidence. Unfortunately, there are many confounding
factors and most of the studies that have examined relationships between
antibiotic use and resistance have been hampered by inability to control con-
founding variables (Austin et al., 1999a; Levin, 2001; Lipsitch et al., 2000a).
Therefore, changes in resistance patterns seen after changes in antimicrobial
usage patterns may be due to other factors such as changes in infection control
measures that may prevent detection of these relationships. Although direct evi-
dence is lacking, there is compelling evidence that resistance is proportional to
antimicrobial usage. McGowan, (1983) and Archibald et al. (1997) found resis-
tance to be proportional to antimicrobial usage for Enterococci, Staphylococci
and Pseudomonads in studies that compared antibiotic use and resistance in an
intensive care unit (ICU) to other patient-care areas of the institution.
Moreover, controlling antibiotic use has been shown to reverse trends in resis-
tance (Arason et al., 1996; McNulty et al., 1997; Rahal et al., 1998; Seppala 
et al., 1997).

Although one might attempt to prevent or reverse antimicrobial resistance
by interventions in infection control and antimicrobial use as separate entities,
this approach may be too simplistic. In modeling relationships between antimi-
crobial use and resistance with vancomycin-resistant enterococci (VRE) in
an ICU, Austin et al. (1999a) found infection control measures such as hand-
washing and cohorting of nursing staff closely linked with antimicrobial use
control. This analysis suggested that the impact of infection control measures
might be negated by inappropriate antibiotic use. Furthermore, antibiotic use
is related to infection control since antibiotics can affect the transmission of
organisms. 

Thus, it is not surprising that it has been recommended that more attention
be paid to monitoring antibiotic usage. Indeed, the Society for Healthcare
Epidemiology of America (SHEA) suggests measuring antibiotic usage to
compare usage trends, to provide a benchmark for costs analyses and to facili-
tate the assessment of relationships with both adverse events and the develop-
ment of resistance. Guidelines by SHEA and the Infectious Diseases Society
of America (IDSA) (Shlaes et al., 1997) suggest monitoring use of antimicro-
bials by hospital location or prescribing service as well as monitoring the 
relationship between antibiotic use and resistance.

Historically, as resistance has developed to an antimicrobial, we have been
able to depend on the development of new antimicrobials. However, we are
now in an era of minimal development of new antimicrobials, especially those
directed at Gram-negative aerobic infections. Therefore, we must pay close
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attention to the proper use of infection control measures and the appropriate
use of antimicrobials.

Quantitative relationships between antibiotic use and resistance have not
been well studied. However, defining these relationships is important because
antibiotic use is one variable upon which we may be able to exert some control.
Various measures of antimicrobial use such as the defined daily dose (DDD),
grams purchased or administered, days of antimicrobial therapy, the mean
daily dose, and the number of doses administered have been utilized in assess-
ing drug use-susceptibility relationships. Differences in these measures and
evidence of their relationships with resistance will be discussed.

2. ANTIMICROBIAL USAGE DATA

Most investigations of antimicrobial use have been performed in hospitals,
where access to usage data may be readily available. However, some studies
have examined antimicrobial usage in the community, and yet others have
involved nationwide antibiotic use. In hospitals, antibiotic usage data is usu-
ally obtained from either hospital purchase or pharmacy dispensing records, or
drug administration records on individual patients. Although dispensing or
administration records may record patient-specific information, these data are
often aggregated for a specific drug. This is referred to as aggregate or “group
level” data. When related to cumulative susceptibility data, relationships
between antimicrobial use and resistance are often referred to as ecological
studies. Purchase records, which have no patient-specific information, always
fall into this category. However, non-aggregated dispensing or preferably,
administration records are patient-specific data. This distinction is important
since studies have revealed divergent results when these two types of data 
have been evaluated. Harbarth et al. (2001) studied both individual patient 
data such as days of antibiotic exposure and the average number of doses per
day and aggregate data, reported as DDDs over a 5-year period in a single
institution. The studies evaluated whether resistance of nosocomial isolates 
of Enterobacteriaceae or Pseudomonas species was related to in-hospital 
exposure to fluoroquinolones, third-generation cephalosporins, ampicillin/
sulbactam, or imipenem. With aggregate level data, increases in DDDs of flu-
oroquinolones, third generation cephalosporins and ampicillin/sulbactam were
noted; however, the proportion of isolates that were susceptible was stable.
Relationships between antibiotic use and resistance were weak and only signif-
icant for ampicillin/sulbactam at the specific hospital ward level. In contrast,
with patient level data, each drug or drug class evaluated was found to be a
strong risk factor for resistance to that drug class. In studies involving patient
level data, selection of the proper control group may be important (Harris,

Relation of Antibiotic Consumption to Resistance 77



2002) and reliance on patients with susceptible isolates as a control group may
be insufficient.

With either type of data, one must decide if all use of a specific drug will
be included. For example, only antibiotics selected for therapeutic use may be
evaluated or those used for prophylaxis may be included. Furthermore, non-
systemic uses such as antibiotics used in surgical repair materials or for topical
administration may be included. Most evaluations have assumed that all of an
administered drug is available systemically; however, exposure to antibiotics
with low oral bioavailability may be overestimated unless corrected for
bioavailability. Furthermore, those drugs with poor bioavailability may main-
tain higher concentrations in the gastrointestinal tract and have a significant
impact on alterations of flora. Thus, depending on the type and location of
organisms, the systemic availability of antimicrobials should be considered.
In addition, high protein binding can limit the concentration of the unbound,
pharmacologically active concentration of an antimicrobial. Thus, correction
for protein binding may be important for highly bound drugs.

2.1. Patient-specific data

Patient-specific or patient-level antimicrobial use data, used in case control
studies, includes collection of the dose, dosing interval and the length of the
dosing regimen (Table 1). Depending on the purpose of the study this informa-
tion may be collected before or after the event of interest. For example, one
might study the impact of antecedent antimicrobial use for a fixed period of
time prior to detection of a resistant organism. With these data, one could
make the distinction between empirical antimicrobial use and that used for
directed therapy. Most studies have gathered these data from retrospective
chart review, review of pharmacy dispensing records, or medication adminis-
tration records. With the increasing use of electronic medical records, collec-
tion of these data should be less time consuming.

Patient-specific data has several advantages over aggregate data. Most
importantly, it allows analysis of the development of resistance that may be
due to antecedent and/or concurrent antimicrobial therapy. When other data
are collected such as patient demographics, underlying disease states, and the
infecting pathogen, one can assess the appropriateness of antimicrobial ther-
apy. Patient-specific data also allows the evaluation of multiple antimicrobial
therapy whereas aggregate data usually examines only a single drug. Since a
patient’s location within a healthcare setting (e.g., an ICU) is known, patient-
specific data also facilitates evaluation in specific patient-care areas within an
institution. Lastly, since patient-specific data can always be aggregated, com-
parisons of the relationships with patient-specific and aggregate antimicrobial
use data on resistance can be studied. When patient-specific data are analyzed
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without concomitant evaluation of aggregate data, there are some potential
disadvantages when compared to aggregate data. In a case control study in
which patients are selected based on the occurrence of a specific pathogen, the
impact of an antimicrobial on emergence of resistance in other patients, and
especially with other organisms, will be missed. In addition, the total amount
of selective pressure exerted by an antimicrobial within an institution may be
missed if use of that antimicrobial in other patients is not analyzed.
Antimicrobial use outside of the patient ward, often referred to as floor stock,
such as surgical prophylaxis and dosing in patients undergoing hemodialysis
may be excluded if the dispensing records are separate from the primary phar-
macy dispensing records. Furthermore, evolving concerns about patient pri-
vacy may limit the collection and analysis of patient-specific data (U.S. Office
of the Federal Register, 1996).

2.2. Aggregate data

Antimicrobial use data that has been summarized for a group of patients,
in which the patient-specific dose, dosing interval, and length of therapy is no
longer discernable are referred to as aggregate or group-level data. Aggregate
data is most often derived from antimicrobial purchases, but may also be sum-
marized from patient-specific data.

There are several advantages of aggregate antimicrobial use data when
compared to patient-specific data. Since aggregate use should capture all of the
exposure to an antimicrobial in a healthcare setting, it may better relate to the
total microbiological ecology of that setting. Thus, development of resistance to
commensal organisms, often called “collateral damage” related to antimicrobial
use might be detected with aggregate ecological studies. Purchase data, the
most common source of aggregate antimicrobial use data, are usually readily
available, and thus, easier to benchmark vs use in other institutions. Furthermore,
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Table 1. Example of raw antimicrobial use data in specific patients and calculations that
may be performed to study aggregate antimicrobial use

Raw data Calculations

Dosing Length of Grams per
Dose (g) interval (hr) therapy Doses per Grams per course of

Patient (days) day day therapy

1 1 8 10 3 3 30
2 2 8 7 3 6 42
3 1 12 8 2 2 16

Mean 1.3 9.3 8.3 2.7 3.7 29.3

Total 25.0 88.0



when simultaneous pharmacoeconomic studies are a consideration, purchase
data may be desirable.

A number of disadvantages exist for aggregate antimicrobial use data.
A major limitation is that no distinction can be made between antecedent use
prior to the development of a resistant isolate and that administered thereafter,
thus precluding assessment of resistance due to poor infection control rather
than inappropriate antimicrobial use. Aggregate data, if obtained at the nation-
wide level, may not allow distinction of antimicrobial use that is not used for
treatment of infection (e.g., antimicrobials used in the animal husbandry and
horticultural industries) from that used in patients. Since all antimicrobials
purchased or dispensed are not administered, aggregate data derived from pur-
chases data may overestimate exposure of an antimicrobial in a specific
healthcare setting. When aggregate data are derived from patient-specific data,
one can evaluate the impact of antimicrobial use within a specific patient-care
area such as an ICU; however, purchase data would preclude such assessment.
Lastly, aggregate data apportions antimicrobial use over an entire population of
patients, potentially masking the true intensity of antimicrobial exposure.

2.3. Sources of antimicrobial use data

2.3.1. Antimicrobial purchases

Purchase records to estimate antimicrobial use may be obtained from a spe-
cific institution, a wholesale distributor, or from government records in countries
with nationalized health plans. Through use of purchase records, antimicrobial
use in an institution, a community, or a larger geographic region may be
assessed. Purchase data may have an advantage over other types of data collec-
tion in that total antimicrobial use within a healthcare setting may be captured.
Purchase data, often expressed as grams purchased, can also be linked to acqui-
sition costs of antimicrobials; thus, economic analyses will capture total acquisi-
tion costs. The major disadvantage of using purchase data to estimate drug
exposure in patients is that the drug may never be administered to the patient.
Antimicrobials that are purchased may not be dispensed or administered due to
wastage after preparation, changes in a prescriber’s orders, or destruction of a
drug that has exceeded its expiration date. Therefore, purchase data represent the
least sophisticated, but most readily available, method of estimating antimicro-
bial exposure.

2.3.2. Antimicrobial dispensing records

Antimicrobial pharmacy dispensing records may represent a more accurate
assessment of antimicrobial use than drug purchases since all antimicrobials
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that are purchased are not dispensed. Dispensing records, in which antimicro-
bials that are dispensed but not administered to a patient are recorded properly,
may accurately assess antimicrobial use in a patient population. However, since
some of these “returns” may not be recorded, dispensing records are likely to
overestimate actual antimicrobial exposure in patients. In some settings, these
data are readily available and are preferred over purchase records as a measure
of drug use.

2.3.3. Patient administration records

Within an institution, patient administration records may be readily available
as an estimate of antimicrobial use. Theoretically, these records should exactly
mirror drug use; however, the accuracy of the records should be verified. For
example, a dose of an antimicrobial may be charted, yet the drug is still not
administered to the patient due to discovery of a drug allergy or difficulty in
establishing venous access. In some cases, a partial dose might be administered
before an adverse event (e.g., extravasation) is recognized. Although administra-
tion records have been difficult to obtain in many settings, increasing use of elec-
tronic medical record data may make this information more readily available.

3. ANTIMICROBIAL USAGE MEASURES

From the records described above, one may use or calculate a variety of
measures, or metrics, to quantify antimicrobial use. There may be no single
ideal measure of antimicrobial use. Indeed, one may choose a measure over
another depending on the purpose of the analysis. There may be no single ideal
measure that can be used for each drug, drug class, and relationship with resis-
tance. Measures based on patient-specific data allow more flexibility in the
analysis of relationships between antimicrobial use and resistance and can also
be used to calculate aggregate data.

3.1. Patient-specific measures

Depending on the type of study relating antimicrobial use and resistance,
several patient-specific measures have been utilized. In some case control stud-
ies, these measures are non-quantitative. For example, one may assess as a bino-
mial variable whether a patient received a specific antimicrobial during a
specified period of time without regard to quantity. However, most patient-
specific studies assess quantitative antimicrobial use. These measures include
the mean daily dosage, the number of antibiotic orders, doses administered,
days of therapy, or the number of grams administered to an individual patient.
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Measures that include the intensity of the dose, such as mean daily dose or grams
administered may be preferred over measures such as the number of doses or
number of prescriptions that fail to account for dose intensity. Thus, the mean
daily dose, also referred to as the prescribed daily dose (PDD) may be useful.

Other measures such as the number of days of antimicrobial therapy may
be independent of dose; thus, allowing assessment of dosage independent of
length of therapy. Integrated, or hybrid, measures such as the total number of
grams administered to a patient may account for both of these independent fac-
tors, daily dosage and length of therapy (calculation in Table 1). This may be
useful since it is plausible that development of resistance with specific organ-
isms may be due primarily to either the length of antimicrobial exposure or the
intensity of the daily dose rather than a hybrid measure such as total grams. If
one calculates the average length of therapy from days of therapy in individual
patients, antibiotic stop order policies may create a problem. For example, if 
an institution uses a stop order policy that could discontinue a planned 10-day
regimen after only 5 days, continuation of the drug regimen may result in 
a new antibiotic order. In this situation, it would appear that there were two
drug orders, each with a 5-day length of therapy. Many hospital information
systems would not indicate that the length of therapy in that patient was actu-
ally 10 days. Although total grams of an antimicrobial administered to a
patient can be derived from patient-specific data, grams of use are usually
obtained from purchase records and will be discussed as an aggregate marker
of drug usage.

3.2. Aggregate measures

As mentioned above, one may derive patient-specific data from dispensing
or administration records and then use either averages or totals of aggregate
data to describe antimicrobial use. Although the average daily dose and aver-
age length of therapy have been used as antimicrobial use measures, most
aggregate data involve total measures.

3.2.1. Number of prescriptions

Aggregate measures such as the total number of prescriptions, doses, vials,
or packages have been used to estimate antimicrobial use; however, these mea-
sures provide no direct information on antimicrobial exposure in patients.
In limited situations however, these measures may sufficiently estimate use
when all patients are given a fixed dose and/or fixed dosing interval. In an
analysis by White (2002) over a 9-year period in a large teaching hospital, the cor-
relation between the number of orders for ceftazidime with grams administered
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was strong (R2 � 0.757) (see Figure 1). Although correlations of these mea-
sures and a more quantitative measure such as grams may be strong, grams as
a measure of use provide more quantitative information.

3.2.2. Expenditures

Historically, antimicrobial expenditures were used to estimate antimicrobial
usage. Although this measure may still be a reasonable approximation of use in
some circumstances, it may differ significantly from actual usage (Rifenburg et al.,
1999). The major limitation with expenditures is that the acquisition cost of
an antimicrobial may change over time. In a longitudinal analysis of antimicro-
bial use, or when use is related to the development of resistance, substantial
changes in acquisition costs during the period of analysis significantly limit the
usefulness of this measure. However, expenditure may be one of the easiest
measures to obtain.

3.2.3. Grams

Although total grams of an antimicrobial used in a healthcare setting in a
fixed period of time can be derived from patient-specific data, grams used are
usually obtained from purchase data. As mentioned above, grams can be con-
sidered to be a hybrid, rather than independent measure of use since the daily
dosage and the length of therapy are either used in the calculation of grams or
inherent in the measure if purchased grams are used. If one is analyzing use of
only a single drug over time, total grams is a valid measure of use. However,
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Figure 1. Plot of the number of grams used vs the number of orders for ceftazidime between
1992–2000 at a large teaching institution (White, 2002).



when one compares the use of two or more antimicrobials with different daily
gram dosages, problems arise. For example, if a drug that is given in a higher
gram dosage (e.g., imipenem) is compared to a drug with a lower gram dosage
(e.g., ciprofloxacin), differences in use are difficult to discern (Figure 2). Thus,
a measure to normalize drugs with different gram daily dosages was needed,
especially when evaluating total antimicrobial use for a class of antimicrobials.
The DDD was established to alleviate this problem. When one compares
grams from one institution to another in an attempt to benchmark antimicro-
bial use, the source of the data for the grams used may be important. In a com-
parison of antimicrobial use among 10 hospitals, the source of the grams
reported varied from grams dispensed (5 hospitals) to grams purchased (4 hos-
pitals) to grams removed based on storeroom records (Lesch et al., 2001).
Obviously collection of data from these varied sources makes meaningful sur-
veillance of drug use among multiple institutions more difficult.

3.2.4. Defined daily dose (DDD) method

The DDD method is used to measure and compare antimicrobial use within
a population of patients. It has primarily been used to assess antibiotic con-
sumption within an institution, but has also been used to estimate non-hospital
consumption within a specific geographic region or country (Ruiz-Bremon
et al., 2000). In the calculation of DDDs as a measure of antimicrobial use,
the total grams used are divided by the DDD, which represents a typical adult
daily dosage. This calculation is usually reported as a normalized value of
DDD/1,000 patient or inhabitant-days.
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Example calculation of the defined daily dose (DDD) assuming the following:

Grams of use � 600 g
DDD � 3 g per day
Patient days during that time period � 2,000 days
Then, DDD/1,000 patient-days � (600 g/3 g per day)/2,000 days � 1,000

� 100

The DDD has been in use since the 1970s, when it was originated by
Norwegian researchers. Those researchers, who collaborated with the Norwegian
Medical Depot (NMD), developed a system known as the Anatomic Therapeutic
Chemical (ATC) classification. They developed a unit of measurement called 
the DDD that was intended to be used in drug utilization evaluations (World
Health Organization, 2002). In 1981, the ATC/DDD system was recommended
as a drug use measure by the WHO office in Europe. In 1982, the WHO
Collaborating Centre for Drug Statistics Methodology was established to oversee
the use of the DDD method. In 1996, this responsibility was transferred to WHO
world headquarters in Geneva to promote the DDD as an international standard.
Currently, the WHO International Working Group for Drug Statistics advises the
WHO Collaborating Centre for Drug Statistics Methodology on use of DDD
methodology. In this method, the DDD is the assumed average maintenance 
dose per day (in grams) for a drug used for its main indication in adults. DDDs
are usually based on the monotherapy dosage and on treatment rather than
prophylaxis. Furthermore, if a drug is used for more than one indication, differ-
ent DDDs may be assigned for each indication, thus introducing some potential
confusion regarding the appropriate DDD value. DDDs are assigned only for
drugs that have been given an ATC code and are reviewed periodically.
Antimicrobials are not reviewed and assigned a DDD by the WHO Collaborating
Centre until requested from a user of the system (manufacturers, regulatory
agencies, and researchers), so DDDs of antimicrobials may not be assigned in a
timely manner. Also, since access to DDD values has been expensive, some
organizations and authors have utilized non-WHO defined daily doses in DDD
calculations (CDC, 2001). With DDD values becoming more accessible, perhaps
these problems will subside.

The major advantage of the DDD method is that comparisons of antimicro-
bial consumption in a population are more meaningful than when simple com-
parisons of grams are used (Figure 2).

In recent years, the DDD method has become the standard for benchmark-
ing antimicrobial use among institutions or geographic areas. Since DDDs are
additive, one may examine total antibiotic exposure within and between drug
classes, institutions, regions, and countries.
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Although the DDD methodology has much utility in evaluating antimicro-
bial use, there are several drawbacks that make it less than ideal. A criticism of
the method is that the DDD may represent a dose that is seldom used in com-
mon clinical practice. Indeed, this can be the case since the DDD may actually
represent an average of two or more dosages that are commonly used. Also,
since adult doses are the basis for the DDD, these calculations are not as mean-
ingful when used with pediatric antimicrobial use data. Since the DDD is
based on the typical adult dose, there is no provision for drug dosages that
need to be altered in patients with reduced renal function. When investigators
have compared the average daily dosages of antimicrobials (also known as the
prescribed daily dose, or PDD) in their institutions, there have been large dif-
ferences between those dosages and those recommended for calculation of
DDDs. Although the DDD is a standard that is useful for benchmarking, the
PDD may better represent local usage patterns. Moreover, if the PDD is lower
than the DDD, then DDD calculations will underestimate the number of doses
or days of therapy (Resi et al., 2001).

In a study to compare DDD values to PDD values, Paterson et al. (2002) stud-
ied piperacillin/tazobactam, levofloxacin, and cefepime over a 2-month period
in a large medical center with over 100 ICU beds. Mean PDD were 60% of the
DDD for cefepime (2.4 vs 4 g), 85% for intravenous levofloxacin (0.4 vs 0.5 g),
203% for oral levofloxacin (0.4 vs 0.2 g), and 92% for piperacillin/tazobactam
(12.35 vs 13.5 g). PDDs were lower in the ICU than the non-ICU setting for
piperacillin/tazobactam. The author suggested that the differences observed were
likely due to dosage adjustments for renal dysfunction and the DDD values for
oral use. Similar variations between the PDDs and DDDs were reported by White
(2002), see Table 2.

Although DDD changes over time are not common, there have been some
changes that have occurred with antimicrobials (Table 3). Obviously, this
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Table 2. Comparison of DDD and mean daily dose values at a large teaching hospital

Drug DDD (g/day), Mean daily dose (g), Mean daily
NNIS MUSC dose/DDD (%)

Ceftazidime 3.0 3.7 123
Cefotaxime 3.0 4.4 146
Imipenem 2.0 1.7 85
Nafcillin 4.0 9.6 240
Piperacillin/tazobactam 13.5 11.9 88
Vancomycin 2.0 1.6 80

Note: NNIS � National Nosocomial Infection Surveillance System, MUSC � Medical
University of South Carolina.
Source: CDC (2001); White (2002).



makes assessment of trends in antimicrobial use more difficult (Ronning et al.,
2000). Since DDD calculations do not take repeated courses of treatment into
account, Resi et al. (2001) have proposed a “therapeutic course” metric as a
complement to the DDD system. In this system, the therapeutic course system
would account for all prescriptions within a given time frame as the same
course of therapy. Although this may be a useful adjunct to DDD calculations,
selection of the time frame that would constitute a therapeutic course would
likely be a point of much debate.

3.2.5. Pharmacokinetic estimates of antimicrobial exposure

Given that there are known relationships between antimicrobial exposure
and both clinical outcome and resistance (Craig and Andes, 1996; Drusano,
2003; Thomas et al., 1998), it would be desirable to measure or estimate
antimicrobial exposure in individual patients. The measures of antimicrobial
use that have been reviewed fail to account for differences in drug exposure in
patients due to intrapatient and interpatient variability. For example, when
grams are used (or DDDs as a derivation of grams), the calculations assume
that any gram of an antimicrobial administered to a patient will have the same
impact on the development of resistance as any gram administered at a differ-
ent time to that same patient. Furthermore, those calculations assume that the
same dose of an antimicrobial will have the same impact on resistance in dif-
ferent patients. These assumptions are invalid due to known interpatient and
intrapatient variability in pharmacokinetic profiles. Ultimately, estimations of
drug use may be replaced by estimates of drug exposure in patients. To this
end, one needs either direct measurements of drug concentrations in individual
patients or precise estimations of drug exposure using population pharmacoki-
netic estimates. These estimates are unlikely to be made in large populations
since assays of antimicrobial concentrations sufficient to estimate drug expo-
sure are invasive and costly. Estimates of drug exposure from population 
pharmacokinetic values is more likely to occur, but may be prone to error if
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Table 3. Example of some antimicrobials for which the DDD has
been changed over time

WHO DDDs (g/day)

Drug Pre-1992 1992–2000 Post-2000

Cefoperazone 2 6 4
Ceftazidime 4 6 4
Cefuroxime IV 2 4 3

Source: WHO (2002).



population pharmacokinetic studies are not representative of the underlying
populations of interest. A potential disadvantage of this method is that drug con-
centrations at sites of contact with organisms that may develop resistance may
be poorly characterized. For example, if a drug has low systemic concentrations
due to poor oral absorption and serum concentrations are measured, drug con-
tact with organisms in the gastrointestinal tract may be underestimated.

4. NORMALIZATION OF USE DATA

It is common practice to normalize aggregate antimicrobial use data to
account for differences in census within an institution or geographic area. This
is usually accomplished by correcting the use data so that it reflects a rate of
use per unit of time, for example, 1,000 days. This day term is often referred to
as patient-days since one calculates this denominator by multiplying the num-
ber of patients within the institution in a given period of time by the length of
hospitalization (in days) and correcting it to a value such as 1,000. Patient-days
are also referred to as occupied bed-days. Correction for changes in the popu-
lation in this manner allows one to see “true” changes in rates of antimicrobial
use rather than fluctuations that may simply reflect changes in the population
over time or differences in two or more populations. Although it is always use-
ful to normalize the data to detect the true rate of use, normalization is of little
value when small changes in census occur. For example, census changes in
smaller patient-care areas may be very important whereas institution-wide
fluctuations in census may be minimal; thus, normalization may have only a
minimal impact (Figure 3). Obviously, if there are no changes in the number of
patient-days over time, non-normalized measures (e.g., grams) and the nor-
malized measures (e.g., grams/patient-day) would perfectly correlate. These
calculations mathematically spread the use over the entire population rather
than the population that actually received the antimicrobial of interest. Thus
normalized values such as grams per patient-day will not reflect average grams
per day doses of an antimicrobial.

The most common denominator for normalizing antimicrobial use within an
institution in the United States is 1,000 patient-days. In Europe, the European
Surveillance of Antimicrobial Consumption (www.ua.ac.be/main.asp?c�*ESAC)
recommends use of bed-days, which are calculated by multiplying the number
of beds by the occupancy by the length of time of the study. The denominator
for use in primary healthcare settings and thus, within a geographic region, is
usually inhabitant-days per unit of time, which is calculated by multiplying
the number of inhabitants in an area by the number of days studied. For exam-
ple, 7 DDD/inhabitant/year is equivalent to each inhabitant of an area receiv-
ing a 7-day course of that antimicrobial during a 1-year period. If certain
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antimicrobials are used only in patients of specific ages, one can utilize the
number of inhabitants in that age range when those data are available. The
number of admissions or discharges can also be used to estimate the percent-
age of patients exposed to antimicrobials. Other factors that have been used to
calculate rates of use are use per number of beds or occupied beds. However,
factors that fail to take length of stay into account are probably less useful; thus
patient-days, bed-days, and inhabitant-days are preferred. When patient-
specific antimicrobial use data are available, there is no need to normalize the
data since the antimicrobial exposure reflects only the patients who received
antimicrobials.

5. RELATIONSHIPS BETWEEN MEASURES OF
ANTIMICROBIAL USAGE AND RESISTANCE

Establishing a causal relationship between antimicrobial exposure and devel-
opment of resistance is very difficult since a myriad of factors other than antimi-
crobial use may contribute to the emergence of resistance (McGowan, 1983).
Although the spread of resistant organisms from patient to patient is important,
selection pressure from antimicrobials may largely contribute to the emergence
of resistance. Levy (1994) suggests that the intensity of antimicrobial use in
a population is the most important factor in the selection of resistance and that a
threshold may exist that may differ for a specific patient as compared to a popu-
lation. Furthermore, this threshold may differ among various populations. Since
prospective randomized controlled trials of the development of resistance are not
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performed and would be unethical, most studies are observational and retrospec-
tive. Thus, lack of control of confounding variables is a major limitation in these
studies and most studies involve a small number of patients and are performed in
a single institution. Furthermore, these evaluations have utilized different mea-
sures of antibiotic use such as DDDs, grams, days of therapy, and the number of
prescriptions over various periods of time. Although antimicrobial use is usually
evaluated in discrete time intervals, cumulative use data may be more likely to
detect relationships with changes in susceptibility (White and Bosso, 2003).

Statistical evaluation of antimicrobial use-susceptibility relationships has
included linear, multiple and logistic regression analysis (Bonapace et al.,
2000a, b; Burgess and Jones, 2002; Enzweiler et al., 2000a; Friedrich et al.,
1999; Johnson et al., 2002a, b; Polk et al., 2002) as well as time-series 
analysis (Monnet and Lopez-Lozano, 2002). Mathematical modeling of rela-
tionships between antimicrobial use and resistance and the relative contribu-
tion of infection control measures has greatly enhanced our understanding 
of the complexity of the relationships. (Austin and Anderson, 1999; Austin 
et al., 1999b; Levin et al., 1997; Lipsitch et al., 2000b; Lipsitch and Samore,
2002).

Although we often refer to studies of resistance, many studies evaluate the
relationship between antimicrobial use and changes in the percentage of iso-
lates categorized as susceptible rather than resistant. This is not surprising
given that antibiograms, the basis for most institutional surveillance studies,
report percentage susceptibility rather than percentage resistance. Due to the
intermediate category, susceptibility and resistance do not necessarily trend in
opposite directions and evaluations with one category may not result in the
same conclusions as using another category. Aggregate studies using antibi-
ogram data undoubtedly combine data from pathogens as well as colonizing
organisms, which may complicate evaluation of relationships between antimi-
crobial use and resistance. In an evaluation of 10 years of data in a large teach-
ing hospital, Enzweiler et al. (2002c) found that changes in percentage
resistance were often more useful than tracking of percentage susceptibility. In
that study, clinically relevant changes were detected earlier, in some cases,
years earlier, when using percentage resistance rather than percentage suscep-
tibility. Moreover, institution-wide rather than unit-specific data are usually
used to assess relationships between antimicrobial use and resistance.
Although clinically relevant relationships may be detected, institution-wide
data may mask important relationships occurring in specific patient-care areas
within the institution (White et al., 2000).

Adding to the complexity of detection of relationships between antimicrobial
use and resistance may be the pattern of use in a specific institution. For exam-
ple, one institution may use an antimicrobial as monotherapy while another con-
sistently uses it as part of combination therapy. This may be important since in
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mathematical models, combination therapy is better than antimicrobial cycling
in prevention of resistance. Typically, the rise in resistance is faster than the
decline when selection pressure is removed since the costs of resistance in the
absence of antimicrobial pressure is less than the benefit of resistance when
pressure is present. Thus, declining susceptibility due to increasing antimicro-
bial use may be easier to detect than increasing susceptibility when antimicro-
bial use declines (Bonhoeffer et al., 1997). Further complicating detection of
relationships between use and susceptibility is simultaneous resistance to mul-
tiple antimicrobials. In a study evaluating the relationship between multiple
antimicrobials and resistance in Gram-negative aerobes, Friedrich et al. (1999)
found that with relationships involving increasing antimicrobial use with
declining susceptibility, more than one antimicrobial was statistically associ-
ated with the changes in susceptibility (mean 1.7, range 1–14) to any single
agent. When combinations of resistance mechanisms are present, associations
between antimicrobial use and resistance may be quite complex. Ryan et al.
(2002) reported on the relationships between fluoroquinolone and carbapenem
use with resistance of P. aeruginosa. Meropenem and ciprofloxacin, but not
imipenem, susceptibility patterns were associated with carbapenem and fluo-
roquinolone use (p � 0.0001). Although not directly evaluated in this study,
the authors attributed these effects to a combination of mutations, changes in
porins, or drug efflux mechanisms.

5.1. Relationships based on patient-specific data

Patient-specific data are used in case control studies in which antecedent
antimicrobial use is associated with the development of resistance. In the case
control studies, resistant isolates are identified and risk factors are examined.
In other prospective studies, the antimicrobials that may increase the risk of
colonization with resistant isolates are examined. In these studies, antimicro-
bial use may be quantitative (e.g., number of antibiotic courses, grams, number
of days of therapy, etc.) or non-quantitative (e.g., binomial data regarding drug
exposure of a certain intensity or length of therapy). Since the length of drug
exposure prior to development of resistance is not known and whose ascertain-
ment may be the purpose of the study, the length of time for the evaluation of
antecedent drug use is not standardized.

Numerous studies have evaluated prior antibiotic use and development of
resistance. In investigations of the association of antecedent vancomycin use
and development of vancomycin-resistant enterococci (VRE), several studies
found relationships between vancomycin and development of VRE coloniza-
tion or infection (Ena et al., 1993; Frieden et al., 1993; Yates, 1999). In a meta-
analysis of 20 studies of vancomycin use and the selection of resistance in
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enterococci, there was however, no statistically significant relationship. The
author suggested that the design of the individual studies and differences in con-
trol group selection, length of hospital stay, and publication bias, likely had a
great impact on whether such an association was detected (Carmeli et al., 1999).
Exposure to broad-spectrum antimicrobials without activity against enterococci
was found to be strongly related to colonization with VRE. In this study, the total
number of days of antimicrobial exposure was correlated with the prevalence of
VRE (Tokars et al., 1999). Yet others have suggested that antimicrobials with
significant activity against anaerobes, rather than vancomycin use, may be
important in selection of VRE (Donskey et al., 2000; Yates, 1999).

In a prospective, observational study, Chow et al. (1991) evaluated the emer-
gence of resistance during antibiotic therapy in 129 patients with Enterobacter
bacteremia. Previous administration of a third generation cephalosporin was
more likely than other antimicrobials to be associated with multiresistant
Enterobacter isolates in an initial blood culture ( p � 0.001). Emergence of
resistance to a third generation cephalosporin was more frequent than to amino-
glycosides ( p � 0.001) or other �-lactam agents ( p � 0.002). In a 5-year case
control study of piperacillin-tazobactam resistant P. aeruginosa, Harris et al.
(2002a) found a number of factors and antimicrobials associated with resis-
tance. The length of time a patient was at risk for the development of resis-
tance, a transfer from one patient-care area to another, ICU stay, and the
number of admissions in the previous year were risk factors for the develop-
ment of P. aeruginosa resistant to piperacillin-tazobactam. The odds ratio (OR)
for several antimicrobials including piperacillin-tazobactam, OR 6.82,
imipenem, OR 2.42, broad-spectrum cephalosporins, OR 2.38, aminoglyco-
sides, OR 2.18, and vancomycin, OR 1.87 indicated an association with resis-
tance. Interestingly, in almost half of the cases of piperacillin-tazobactam
resistant P. aeruginosa, the patient did not receive piperacillin-tazobactam. In
contrast, in an evaluation of the impact of broad-spectrum antibiotics on detec-
tion of resistant isolates, Richard et al. (2001) found that fluoroquinolones
were associated with the development of fluoroquinolone-resistant Gram-neg-
ative bacilli in gastrointestinal flora. This study illustrate the complexity of
relationships between antimicrobial use and resistance and the value in exam-
ining patient-specific antecedent antimicrobial use.

5.2. Relationships based on aggregate usage

Many studies have examined the relationship between aggregate antimicro-
bial use and resistance. (Arason et al., 1996; Ballow and Schentag, 1992;
Chen et al., 1999; Dahms et al., 1998; Enzweiler et al., 2002a, b; Janoir et al.,
1996; Lopez-Lozano et al., 2000; McNulty et al., 1997; Polk et al., 2001;
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Rahal et al., 1998; Rice et al., 1996; Seppala et al., 1997; Tokars et al., 1999;
Tornieporth et al., 1996). As one might expect, most of these have been con-
ducted in hospital settings; however, several have been analyses of nationwide
data. In these studies, various measures of antimicrobial use have been
utilized; however, the DDD is the most common metric.

In a nationwide analysis conducted in Finland, resistance of Group A
Streptococci was associated with macrolide use expressed in DDD/1,000
patient-days. Erythromycin resistance increased from 5% in 1988 to 19% in
1993 while macrolide use increased 3-fold. Upon reduction of macrolide 
use by 50%, resistance to Group A Streptococci also declined by approximately
9% (Seppala et al., 1997). In a similar analysis in Canada, Chen et al. (1999)
evaluated the resistance of Streptococcus pneumoniae to fluoroquinolones.
Fluoroquinolone use, rose from 0.8 prescriptions/person/year in 1988 to 5.5
prescriptions/person/year in 1997. During that time, S. pneumoniae with
reduced susceptibility to fluoroquinolones (ciprofloxacin MIC � 4 mg/L)
increased from 0% in 1988–93 to 1.7% in 1997–8. Janoir et al. (1996) also
evaluated the relationship between fluoroquinolone use, as DDD/1,000 inhabi-
tants and fluoroquinolone resistance with S. pneumoniae. As fluoroquinolone
use increased from 0.9 DDD/1,000 inhabitants in 1985 to 2.2 DDD/1,000
inhabitants in 1997, ciprofloxacin-resistant S. pneumoniae increased from 0.9%
to 3%. In another evaluation of resistance to S. pneumoniae, Arason et al.
(1996) examined the relationships between total antibiotic use, expressed as
DDD/inhabitant and drug-resistant S. pneumoniae (DRSP) after the percent 
of DRSP increased to 20% and total antibiotic use increased to 23.2 DDD/
inhabitant. From 1992 to 1995, antibiotic use decreased to 20.2 DDD/inhabitant
while the percentage DRSP decreased by 5%.

In a study involving 18 hospitals, Ballow and Schentag (1992) studied
the relationships between ceftazidime use and susceptibility of Enterobacter
cloacae to ceftazidime. There was covariance in susceptibility of E. cloacae to
ceftazidime, piperacillin, mezlocillin, cefotaxime, and ceftriaxone. Although
only 10 of the 18 hospitals individually showed a linear relationship between cef-
tazidime use, expressed as grams/quarter/bed and susceptibility of E. cloacae to
ceftazidime, overall the relationship was significant ( p � 0.02). In two hospitals
there was a relationship between declining ceftazidime use and increasing sus-
ceptibility of E. cloacae. Using a multiple hospital database, Polk et al. (2001)
evaluated total fluoroquinolone use and resistance. Using total fluoroquinolone
use as DDD/1,000 patient-days, there was a strong relationship with the preva-
lence of ciprofloxacin-resistant P. aeruginosa (r � 0.54, p � 0.01).

In a study of ceftazidime-resistant Klebsiella pneumoniae, ceftazidime 
use was found to be a risk factor for development of resistance. In this study,
there was a strong association between ceftazidime use in a specific patient-
care area, in grams, and prevalence of ceftazidime-resistant K. pneumoniae
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(Rice et al., 1990). In response to an outbreak of ceftazidime-resistant
extended-spectrum �-lactamase (ESBL) producing K. pneumoniae, the use of
cephalosporins was restricted. Although the restriction program was success-
ful in reducing cephalosporin use and reducing ceftazidime-resistant ESBL 
K. pneumoniae infections by 44%, imipenem use increased and imipenem-
resistant P. aeruginosa increased by 57% (Rahal et al., 1998). In an evaluation
of antimicrobial use over a 10-year period in a single institution, Enzweiler 
et al. (2002a) found numerous strong linear relationships between antimicro-
bial use, in DDD/1,000 patient-days, and percentage susceptibility. Of these
relationships, most occurred when antimicrobial use was increasing while sus-
ceptibility was decreasing; however, relationships were also found where
antimicrobial use was declining while susceptibility was increasing.

In the examples above, relationships with resistance were demonstrated
with various measures of antimicrobial use. Since many of these measures are
highly correlated, it is not surprising that various measures may lead one to the
same conclusions. However, these studies did not evaluate which measure may
have resulted in the strongest relationship with resistance.

5.2.1. Comparison of various measures of antimicrobial use

Although there have been numerous studies using both patient-specific and
aggregate antimicrobial use measures, only a few have compared these mea-
sures to each other or with respect to relationships to resistance (Bonapace
et al., 2000b; Burgess and Jones, 2002; Enzweiler et al., 2001, 2002b; Johnson
et al., 2002b; Polk et al., 2002). Each of these studies is discussed below.

Using 8 years of data from a single institution, Bonapace et al. (2000b) 
evaluated the relationships between four measures of antimicrobial use for 
19 antimicrobials (13 �-lactams, 3 aminoglycosides, 2 fluoroquinolones, and 
trimethoprim/sulfamethoxazole) and changes in susceptibility to eight Gram-
negative aerobes (A. baumannii, E. coli, E. aerogenes, E. cloacae, P. mirabilis,
P. aeruginosa, S. marcescens, K. pneumoniae). Using hospital-wide patient-
specific antimicrobial use data, aggregate measures of antimicrobial use were
calculated and included total grams, grams/patient-day, days of antimicrobial
therapy, and the mean daily dose. Relationships between each of these mea-
sures and percentage susceptibility for each organism were assessed by linear
regression and only the strongest relationships (R2 � 0.5) were further evalu-
ated. Discordance was defined as a regression line slope in the opposite direc-
tion from the relationships found with the other measures of drug use (Figure
4). Of the 142 relationships that met the study criteria, in 39% of instances,
there was concordance (agreement in the regression line slope) among all four
measures of use. When one of the four measures was discordant with the oth-
ers, it most frequently occurred with the mean daily dose (57% of discordant
occurrences). Interestingly, although the mean daily dose was most frequently
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discordant, it was most strongly correlated with changes in susceptibility.
There were no apparent trends of discordance among specific antimicrobials
or organisms. As expected, some measures of use were highly correlated with
each other. Positive correlations between measures of use were strong for total
grams vs total grams/patient-day (r � 0.985) and days of antibiotic therapy (r
� 0.943). Days of antibiotic therapy were also highly correlated with total
grams/patient-day (r � 0.928). However, the mean daily dose was negatively
and poorly correlated to each of the other measures of use.

In another study assessing differences in measures of antimicrobial use,
Enzweiler et al. (2001) evaluated correlations among five measures of use.
From patient-specific antimicrobial use data collected from 1992–9 in seven
ICUs, the combined ICU, the non-ICU area, and hospital-wide data, the fol-
lowing aggregate measures of use were calculated for 34 antimicrobials:
grams, grams/patient-day, DDD/1,000 patient-days, days of antibiotic therapy,
and the mean daily dose. Using DDD/1,000 patient-days as a standard, the cor-
relation of the other measures to DDD/1,000 patient-days was assessed. In all
instances, grams, grams/patient-day, and days of antibiotic therapy were posi-
tively correlated with DDD/1,000 patient-days. Since DDD calculations are
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Figure 4. Example of relationships between different aggregate measures of antimicrobial
use and percentage susceptibility. (GPD � grams/patient-day, MDD � mean daily dose, 
TG � total grams, DOT � days of antibiotic therapy) (Bonapace et al., 2000b).



derived from grams and then normalized for patient-days, the correlation
between DDD/1,000 patient-days and grams/patient-day was 1.00. Similarly,
with grams, although not normalized to patient-days, the correlation with
DDD/1,000 patient-days was high (r � 0.8	1.0) with only 3% of correlations
with r � 0.9. Days of antibiotic therapy were not as highly correlated to
DDD/1,000 patient-days (r � 0.23	0.99); however, only 7% of the correla-
tions were lower than 0.7. Correlations between the mean daily dose and
DDD/1,000 patient-days were poor and were negatively correlated in 33% of
the comparisons.

The relationship between four different measures of antimicrobial use and
percentage susceptibility were evaluated using 10 years of data in a large
teaching hospital. Enzweiler et al. (2002a) evaluated 32 antimicrobials with 
7 Gram-positive and 8 Gram-negative organisms. From patient-specific anti-
microbial use data, the following aggregate use measures were evaluated:
grams/1,000 patient-days, days of antibiotic therapy/1,000 patient-days, DDD/
1,000 patient-days, and the mean daily dose. Relationships between each of
these measures of use and hospital-wide percentage susceptibility calculated
on a quarterly, semi-annual, and an annual basis were assessed by linear regres-
sion. Only relationships with R2 � 0.5 were further analyzed. Using relation-
ships with DDD/1,000 patient-days as a standard and the slope of the
regression line as the basis for agreement, there was agreement of the four
measures with DDD/1,000 patient-days in less than 50% of the relationships
assessed. With both grams/1,000 patient-days and days of antibiotic ther-
apy/1,000 patient-days, there was good agreement with DDD/1,000 patient-
days (100% and 77% of occurrences, respectively); however, the mean daily
dose agreed poorly with DDD/1,000 patient-days (44% of occurrences).

Johnson et al. (2002b) examined the relationships between aggregate fluo-
roquinolone use in communities surrounding 35 hospitals in a surveillance
network with the prevalence of ciprofloxacin-resistant P. aeruginosa in 1999
and 2000. Antimicrobial use measures included prescriptions/1,000 popula-
tion, total grams/1,000 population, and DDD/1,000 population. Significant
linear relationships were found using only DDD/1,000 population for total 
fluoroquinolone use (R2 � 0.25, p � 0.02) and levofloxacin use (R2 � 0.33,
p � 0.01) in 1999 and levofloxacin use (R2 � 0.17, p � 0.04) in 2000.
Although this study did not directly compare the measures of use, only
DDD/1,000 population was found to correlate with resistance.

In a hospital surveillance network, Polk et al. (2002) evaluated the relation-
ship between fluoroquinolone use and the prevalence of ciprofloxacin-resistant
P. aeruginosa. Linear regression was used to assess the relationship between
use and resistance. Antimicrobial use, expressed as DDD/1,000 patient-days,
was more strongly associated with resistance (R2 � 0.486, p � 0.001) than
were grams/1,000 patient-days (R2 � 0.237, p � 0.017).
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In a large teaching hospital, Burgess and Jones (2002) examined biannual
drug usage data from 1998–2001 in 12 hospital units for 18 antibiotics and 6
organisms. Linear regression was used to assess relationships between antimi-
crobial use and percentage susceptibility. Antimicrobial use measures for each
drug included: total milligrams, total milligrams/patient-day, DDD, and
DDD/1,000 patient-day. Clinically relevant relationships were defined as hav-
ing an R value of greater than 0.7 with greater than 70% susceptibility. Using
these criteria, there were 143 clinically relevant relationships using total mil-
ligrams, 136 using DDD, 138 using total milligram/patient-day, and 141 using
DDD/1,000 patient-days. In 47% of occurrences, clinically significant rela-
tionships were found by all four measures of use.

6. SUMMARY AND RECOMMENDATIONS

It is evident from the comparisons of the antimicrobial use measures dis-
cussed above, that several measures are highly correlated. Since DDD calcula-
tions are derived from grams, it is not surprising that there is a high degree of
covariance among these measures when a specific antimicrobial is evaluated.
However, the advantage of the DDD calculation over the use of grams is the
ability to calculate antimicrobial use within a drug class, a patient-care area, an
institution, a region, or a country. With regard to normalization of data use of
patient-days or inhabitant days, may help to establish the true rate of antimi-
crobial use.

In several of the reports described above, the mean daily dose, the number
of days of antimicrobial therapy, grams, and DDDs were compared. Grams and
thus DDDs, since they are derived from grams, should be considered hybrid
measures of antimicrobial use since they may be calculated from the dose, the
dosing interval (comprising the daily dose), and the number of days of antimi-
crobial therapy. Although it seems intuitive that one would want to use a mea-
sure that was derived from both drug dose intensity (daily dose) and the length
of therapy, it is very plausible that, with some antimicrobial/organism combi-
nations, one of the measures, daily dose, or length of therapy may be more
closely associated with the development of resistance than the other. In that
scenario, use of a hybrid measure such as grams or DDDs could potentially
mask these relationships. In the reports above, the mean daily dose consis-
tently disagreed with other measures. This is likely due to the amount of rela-
tive influence that the daily dose and length of therapy (or days of antibiotic
therapy) have on the calculation of total grams. Since the number of days that
a patient receives an antimicrobial usually numerically exceeds the daily dose,
it should be expected that days of therapy would be in closer agreement with
grams and DDDs than would the mean daily dose.
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Interestingly, for some antimicrobials, the correlation between the mean
daily dose and days of therapy may be inversely related (White, 2002; Figure 5).
This is what one might expect with an antimicrobial in which efficacy is related
to dose intensity and thus the area under the serum concentration–time curve
(AUC)/MIC relationship (Craig and Andes, 1996). Importantly, it may suggest a
relationship that clinicians can manipulate to reduce the length of antimicrobial
therapy. Relationships such as this would go undetected if only hybrid measures
were analyzed. Therefore, it would be prudent to continue to evaluate these
measures as separate entities while also evaluating hybrid measures such as the
DDD. Ultimately, the ideal marker may be either direct measurement or an esti-
mate of drug exposure (e.g., AUC).

The ideal marker(s) of antimicrobial use will be selected on the basis of the
relative strength of the relationships between various markers and develop-
ment of resistance. To determine this, improvements in antimicrobial usage
data collection and additional research are required. It is likely that no single
marker will be optimal for all purposes and may depend on whether one uses it
for surveillance of a specific antimicrobial or comparisons with other antimi-
crobials and whether associations with toxicity or changes in susceptibility are
being investigated.

ACKNOWLEDGMENT

The author would like to thank Dr. Deanna S. Jackson for her invaluable assis-
tance on this manuscript.

98 Roger L. White

Ciprofloxacin Usage 
(MUSC 1992–1999)

0.80

0.82

0.84

0.86

0.88

0.90

0.92

0.94

0 2000 4000 6000 8000 10000 12000
Days of Therapy

M
ea

n 
D

ai
ly

 D
os

e
(G

ra
m

s)

Figure 5. Relationship between total days of therapy with ciprofloxacin and the mean daily
dose of ciprofloxacin using 8 years of data at a large teaching hospital (White, 2002).



REFERENCES

Arason, V. A., Kristinsson, K. G., Sigurdsson, J. A., Stefansdottir, G., Molstad, S., and
Gudmundsson, S., 1996, Do antimicrobials increase the carriage rate of penicillin resis-
tant pneumococci in children? Cross sectional prevalence study. BMJ, 313, 387–391.

Archibald, L., Phillips, L., Monnet, D., McGowan, Jr., J. E., Tenover, F., and Gaynes, R.,
1997, Antimicrobial resistance in isolates from inpatients and outpatients in the United
States: Increasing importance of the intensive care unit. Clin. Infect. Dis., 24, 211–215.

Austin, D. J. and Anderson, R. M., 1999, Studies of antibiotic resistance within the patient,
hospitals and the community using simple mathematical models. Phil. Times R. Soc.
Lond. B, 354(1384), 721–738.

Austin, D. J., Bonten, M. J. M., Weinstein, R. A., and Slaughter, S., 1999a, Vancomycin-
resistant enterococci in intensive-care hospital settings: Transmission dynamics, persis-
tence, and the impact of infection control programs. Proc. Natl. Acad. Sci., USA, 96,
6908–6913.

Austin, D. J., Kristinsson, K. G., and Anderson, R. M., 1999b, The relationship between the
volume of antimicrobial consumption in human communities and the frequency of resis-
tance. Proc. Natl. Acad. Sci., USA, 96, 1152–1156.

Ballow, C. H. and Schentag, J. J., 1992, Trends in antibiotic utilization and bacterial resis-
tance: Report of the National Nosocomial Resistance Surveillance Group. Diagn.
Microbiol. Infect. Dis., 15, 37S–42S.

Bonapace, C. R., Lorenz, K. R., Bosso, J. A., and White, R. L., 2000a, Quantitation of
increasing resistance to fluoroquinolones in N. America, Europe and Asia, 1982–2000.
In, Program and Abstracts of the 40th Interscience Conference on Antimicrobial Agents
and Chemotherapy (Toronto, Ontario), Washington, DC, American Society for
Microbiology, abstract 99, 403.

Bonapace, C. R., Lorenz, K. R., Bosso, J. A., and White, R. L., 2000b, Use of different 
measures of drug usage in assessing antibiotic use/susceptibility relationships. In,
Program and Abstracts of the 40th Interscience Conference on Antimicrobial Agents and
Chemotherapy (Toronto, Ontario), Washington, DC, American Society for
Microbiology, abstract 98, 403.

Bonhoeffer, S., Lipsitch, M., and Levin, B. R., 1997, Evaluating treatment protocols to 
prevent antibiotic resistance. Proc. Natl. Acad. Sci., USA, 94; 12106–12111.

Burgess, D. S. and Jones, B. L., 2002, Effect of different antimicrobial usage markers on
clinically significant susceptibility vs drug use relationships. In, 2002 Spring Practice
and Research Forum Program and Abstracts, (Savannah, GA), Kansas City, MO,
American College of Clinical Pharmacy, abstract 61, 345.

Carmeli, Y., Samore, M. H., and Huskins, C., 1999, The association between antecedent 
vancomycin treatment and hospital-acquired vancomycin-resistant Enterococci. A meta-
analysis. Arch. Intern. Med., 159, 2461–2468.

CDC (Centers for Disease Control) and Prevention NNIS System, 2001, National
Nosocomial Infections Surveillance (NNIS) system report, data summary from January
1992-June 2001, Issued August 2001. AJIC Am. J. Infect. Control, 29, 404–421.

Chen, D. K., McGeer, A., Azavedo, J. C., and Low, D. E., 1999, Decreased susceptibility of
Streptococcus pneumoniae to fluoroquinolones in Canada. N. Engl. J. Med., 341, 233–239.

Chow, J. W., Fine, M. J., Shlaes, D. M., Quinn, J. P., Hooper, D. C., Johnson, M. P. et al.,
1991, Enterobacter bacteremia: Clinical features and emergence of antibiotic resistance
during therapy. Ann. Intern. Med., 115, 585–590.

Craig, W. A. and Andes, D., 1996, Pharmacokinetics and pharmocodynamics of antibiotics
in otitis media. Pediatr. Infect. Dis. J., 15, 255–259.

Relation of Antibiotic Consumption to Resistance 99



Dahms, R. A., Johnson, E. M., Statz, C. L., Lee, J. T., Dunn, D. L., and Beilman, G. J., 1998,
Third-generation cephalosporins and vancomycin as risk factors for postoperative van-
comycin-resistant Enterococcus infection. Arch. Surg., 133, 1343–1346.

Donskey, C. J., Chowdhry, T. K., Hecker, M. T., Hoyen, C. K., Hanrahan, J. A., Hujer, A. M.,
Hutton-Thomas, R. A., Whalen, C. C., Bonomo, R. A., and Rice, L. B., 2000, Effect of
antibiotic therapy on the density of vancomycin-resistant enterococci in the stool of col-
onized patients. New Engl. J. Med., 343, 1925–1932.

Drusano, G. L., 2003, Prevention of resistance: A goal for dose selection for antimicrobial
agents. Clin. Infect. Dis., 36(Suppl. 1), S42–S50.

Ena, J., Dick, R. W., Jones, R. N., and Wenzel, R. P., 1993, The epidemiology of intravenous
vancomycin usage in a university hospital. A 10-year study. JAMA, 269, 598–602.

Enzweiler, K. A., Lorenz, K., Bosso, J., and White, R., 2001, Agreement among different
markers of antibiotic use over an eight-year period. In, Program and Abstracts of the 41st
Interscience Conference on Antimicrobial Agents and Chemotherapy (Chicago, IL),
Washington, DC, American Society for Microbiology, abstract K-1199, 410.

Enzweiler, K. A., Bosso, J. A., and White, R. L., 2002a, Assessment of relationships between
antibiotic use and susceptibility rates over a 10-year period. In, Abstracts of the 40th
Annual Meeting of the Infectious Diseases Society of America (Chicago, IL),
Alexandria, VA, Infectious Diseases Society of America, abstract 105, 63.

Enzweiler, K. A., White, R. L., and Bosso, J. A., 2002b, Qualitative and quantitative differ-
ences among antimicrobial usage markers in assessing antibiotic use/susceptibility
relationships. In, Program and Abstracts of the 42nd Interscience Conference on
Antimicrobial Agents and Chemotherapy (San Diego, CA), Washington, DC, American
Society for Microbiology, abstract O-1001, 418.

Enzweiler, K. A., Bosso, J. A., and White, R. L., 2002c, Percent susceptible versus percent
resistant: should both markers be used in surveillance of susceptibility. In, Proceedings
of the Annual Meeting of the American College of Clinical Pharmacy, (Albuquerque,
NM), Kansas City, MO, American College of Clinical Pharmacy, abstract 166, 63.

European Surveillance of Antimicrobial Consumption (ESAC). Universiteit Antwerpen.
http://www.ua.ac.be/main.asp?c�*ESAC

Frieden, T. R., Munsiff, S. S., Williams, G., Faur, Y., Kreiswirth, B., Low, D. E. et al., 1993
Emergence of vancomycin-resistant enterococci in New York City. Lancet, 342; 76–79.

Friedrich, L. V., White, R. L., and Bosso, J. A., 1999, Impact of use of multiple antimicro-
bials on changes in susceptibility of gram-negative aerobes. Clin. Infect. Dis., 28,
1017–1024.

Harbarth, S., Harris, A. D., Carmeli, Y., and Samore, M. H., 2001, Parallel analysis of indi-
vidual and aggregated data on antibiotic exposure and resistance in gram-negative
bacilli. Clin. Infect. Dis., 33, 1462–1468.

Harris, A. D., Samore, M. H., Lipsitch, M., Kaye, K. S., Perencevich, E., and Carmeli, Y.,
2002a, Control-group selection importance in studies of antimicrobial resistance:
Examples applied to Pseudomonas aeruginosa, Enterococci, and Escherichia coli. Clin.
Infect. Dis. 34, 1558–1563.

Harris, A. D., Perencevich, E., Roghmann, M. C., Morris, G., Kaye, K. S., and Johnson, J. A.,
2002b, Risk factors for piperacillin-tazobactam-resistant Pseudomonas aeruginosa
among hospitalized patients. Antimicrob. Agents Chemother., 46(3), 854–858.

Janoir, C., Zeller, V., Kitzis, M. D., Moreau, N. J., and Gutmann, L., 1996, High-level fluoro-
quinolone resistance in Streptococcus pneumoniae requires mutations in parC and gyrA.
Antimicrob. Agents Chemother., 40, 2760–2764.

Johnson, C. K., Polk, R., Edmond, M., and Wenzel, R., 2002a, Association between fluoro-
quinolone use and prevalence of methicillin-resistant Staphylococcus aureus in U.S.

100 Roger L. White



Hospitals: A SCOPE-MMIT report. In, Program and Abstracts of the 42nd Interscience
Conference on Antimicrobial Agents and Chemotherapy (San Diego, CA), Washington,
DC, American Society for Microbiology, abstract 399.

Johnson, C. K., Tomes, H., and Polk, R. E., 2002b, Community fluoroquinolone use and its
relationship to hospital rates of ciprofloxacin resistant Pseudomonas aeruginosa:
A SCOPE-MMIT report. In: Program and Abstracts of the 42nd Interscience Conference
on Antimicrobial Agents and Chemotherapy (San Diego, CA), Washington, DC,
American Society for Microbiology, abstract K-1088, 321.

Lesch C. A., Itokazu, G. S., Danziger, L. H., and Weinstein, R. A., 2001, Multi-hospital analysis
of antimicrobial usage and resistance trends. Diagn. Microbiol. Infect. Dis., 41, 149–154.

Levin, B. R., Lipsitch, M., Perrot, V., Schrag, S., Antia, R., Simonsen, L. et al., 1997, The
population genetics of antibiotic resistance. Clin. Infect. Dis., 24(Suppl. 1), S9–16.

Levy, S. B., 1994, Balancing the drug-resistance equation. Trends Microbiol., 2, 341–342.
Lipsitch, M., Bergstrom, C. T., and Levin, B. R., 2000a, The epidemiology of antibiotic

resistance in hospitals: Paradoxes and prescriptions. Proc. Natl. Acad. Sci., USA, 97(4),
1938–1943.

Lipsitch, M., Bacon, T. H., Leary, J. J., Antia, R., and Levin, B. R., 2000b, Effects of 
antiviral usage on transmission dynamics of Herpes simplex virus Type 1 and on antiviral
resistance: Predictions of mathematical models. Antimicrob. Agents Chemother., 44(10),
2824–2835.

Lipsitch, M. and Samore, M. H., 2002, Antimicrobial use and antimicrobial resistance:
A population perspective. Emerg. Infect. Dis., 9(4), 347–354.

Lopez-Lozano, J. M., Monnet, D. L., Yague, A., Burgos, A., Gonzalo, N., Campillos, P. et al.,
2000, Modelling and forecasting antimicrobial resistance and its dynamic relationship to
antimicrobial use: A time series analysis. Int. J. Antimicrob. Agents, 14, 21–31.

Lucas, G. M., Lechtzin, N., Puryear, D. W., Yau, L. L., Flexner, C. W., and Moore, R. D.,
1998, Vancomycin-resistant and vancomycin-susceptible enterococcal bacteremia:
Comparison of clinical features and outcomes. Clin. Infect. Dis., 26, 1127–1133.

McGowan, Jr, J. E., 1983, Antimicrobial resistance in hospital organisms and its relation to
antibiotic use. Rev. Infect. Dis., 5, 1033–1048.

McNulty, C., Logan, M., Donald, I. P., Ennis, D., Taylor, D., Baldwin, R. N. et al. 1997,
Successful control of Clostridium difficile infection in an elderly care unit through use of
a restrictive antibiotic policy. J. Antimicrob. Chemother., 40, 707–711.

Meyer, K. S., Urban, C., Eagan, J. A., Berger, B. J., and Rahal, J. J., 1993, Nosocomial out-
break of Klebsiella infection resistant to late-generation cephalosporins. Ann. Int. Med.,
19, 353–358.

Monnet, D. L. and Lopez-Lozano, J. M., 2002, Application of time series analysis to antimi-
crobial resistance and other surveillance data. In, Program and Abstracts of the 42nd
Interscience Conference on Antimicrobial Agents and Chemotherapy (San Diego, CA),
Washington, DC, American Society for Microbiology, abstract 395, 447.

Paterson, D. L., Muto, C. A., Gross, P., Ndirangu, M. W., Kuznetsov, D., and Harrison, L. H.,
2002, Does the “Defined Daily Dose” adequately measure antibiotic utilization in hospi-
talized patients in tertiary medical centers? In, Program and Abstracts of the 42nd
Interscience Conference on Antimicrobial Agents and Chemotherapy (San Diego, CA),
Washington, DC, American Society for Microbiology, abstract O-1002, 418.

Polk, R. E., Johnson, C., Edmond, M., and Wenzel, R., 2001, Trends in fluoroquinolone pre-
scribing in 35 U.S. hospitals and resistance for P. aeruginosa: A SCOPE-MMIT report.
In, Program and Abstracts of the 41st Interscience Conference on Antimicrobial Agents
and Chemotherapy (Chicago, IL), Washington, DC, American Society for Microbiology,
abstract UL-1, 1 (“up-to date” late-breaker poster sessions).

Relation of Antibiotic Consumption to Resistance 101



Polk, R., Johnson, C., Edmond M, and Wenzel, R., 2002, Relationship of ciprofloxacin-
resistant P. aeruginosa and quinolone exposure, measured by DDD/1000PD A Grams/
1000PD, in U.S. hospitals. In, The 12th Annual Meeting of The Society for Healthcare
Epidemiology of America (Salt Lake City, UT), Mt. Royal, NJ.

Rahal, J. J., Urban, C., Horn, D., Freeman, K., Segal-Maurer, S., Maurer, J. et al., 1998, Class
restriction of cephalosporin use to control total cephalosporin resistance in nosocomial
Klebsiella. JAMA, 280, 1233–1237.

Resi, D., Castelvetri, C., Vaccheri, A., and Montanaro N., 2001, The therapeutic course as a
measure complementary to defined daily doses when studying exposure to antibacterial
agents. Eur. J. Clin. Pharmacol., 57, 177–180.

Rice, L. B., Eckstein, E. C., DeVente, J, and Shlaes, D.M, 1996, Ceftazidime-resistant
Klebsiella pneumoniae isolates recovered at the Cleveland Department of Veterans
Affairs Medical Center. Clin. Infect. Dis., 23, 118–124.

Rice, L. B., Willey, S. H., Papanicolaou, G. A., Medeiros, A. A., Eliopoulos, G.M.,
Moellering, R.C. et al. 1990, Outbreak of ceftazidime resistance caused by extended-
spectrum �-lactamases at a Massachusetts chronic-care facility. Antimicrob. Agents
Chemother., 34, 2193–2199.

Richard, P., Delangle, M. H., Ralfi, F., Espaze, E., and Richet, H., 2001, Impact of fluoro-
quinolone administration on the emergence of fluroquinolone-resistant gram-negative
bacilli from gastrointestinal flora. Clin. Infect. Dis., 32, 162–166.

Rifenburg, R. P., Paladino, J. A., Bhavnani, S. M., Den Haese, D., and Schentag, J. J., 1999,
Influence of fluoroquinolone purchasing patterns on antimicrobial expenditures and
Pseudomonas aeruginosa susceptibility. Am. J. Health-Syst. Pharm., 56, 2217–2223.

Ronning, M., Blix, H. S., Harbo, B. T., and Strom, H., 2000, Different versions of the
anatomical therapeutic chemical classification system and the defined daily dose—are
drug utilisation data comparable? Eur. J. Clin. Pharmacol., 56, 723–727.

Ruiz-Bremon, A., Ruiz-Tovar, M., Gorricho, B. P., Diaz de Torres, P., and Rodriguez, R. L.,
2000, Non-hospital consumption of antibiotics in Spain: 1987–1997. J. Antimicrob.
Chemother., 45, 395–400.

Ryan, K. A., Steward, C. D., Tenover, F. C., and McGowan Jr., J. E., 2002, Association
between carbapenem and fluoroquinolone resistance among project ICARE (Intensive
Care Antimicrobial Resistance Epidemiology) Pseudomonas aeruginosa isolates. In,
Program and Abstracts of the 42nd Interscience Conference on Antimicrobial Agents and
Chemotherapy (San Diego, CA), Washington, DC, American Society for Microbiology,
abstract C2-306, 91.

Seppala, H., Klaukka, T., Vuopio-Varkila, J., Muotiala, A., Helenius, H., Lager, K. et al.,
1997, The effect of changes in the consumption of macrolide antibiotics on erythromycin
resistance in Group A Streptococci in Finland. N. Engl. J. Med., 337, 441–446.

Shlaes, D. M., Gerding, D. N., John, J. F., Craig, W. A., Bornstein, D. L., Duncan, R. A. et al.,
1997, Society for Healthcare Epidemiology of America and Infectious Diseases Society of
America joint committee on the prevention of antimicrobial resistance: Guidelines for the
prevention of antimicrobial resistance in hospitals. Clin. Infect. Dis., 25, 584–599.

Smith, D. L., Harris, A. D., Johnson, J. A., Silbergeld, E. K., and Morris Jr., J. G., 2002,
Animal antibiotic use has an early but important impact on the emergence of antibiotic
resistance in human commensal bacteria. Proc. Natl. Acad. Sci., USA, 99(9), 6434–6439.

Thomas, J. K., Forrest, A., Bhavnani, S. M., Hyatt, J. M., Cheng, A., Ballow, C. H. et al.,
1998, Pharmacodynamic evaluation of factors associated with the development of bacte-
rial resistance in acutely ill patients during therapy. Antimicrob. Agents Chemother., 42,
521–527.

102 Roger L. White



Tokars, J. I., Satake, S., Rimland, D., Carson, L., Miller, E. R., Killum, E. et al., 1999, The
prevalence of colonization with vancomycin-resistant Enterococcus at a Veterans’Affairs
Institution. Infect. Control Hosp. Epidemiol., 20, 171–175.

Tornieporth, N. G., Roberts, R. B., John, J., and Riley, L. W., 1996, Risk factors associated
with vancomycin-resistant Enterococcus faecium infection or colonization in 145
matched case patients and control patients. Clin. Infect. Dis., 23, 767–772.

United States Office of the Federal Register, National Archives and Records Administration,
1996, Health Insurance Portability and Accountability Act of 1996, Public Law 104–191,
Washington, D. C.

White, R. L., 2002, What is the best way to express antibiotic use? In, Program and Abstracts
of the 42nd Interscience Conference on Antimicrobial Agents and Chemotherapy (San
Diego, CA), Washington, DC, American Society for Microbiology, abstract 1038, 460.

White, R. L. and Bosso J. A., 2003, Assessment of antimicrobial usage vs. susceptibility
relationships using cumulative vs. non-cumulative antimicrobial data. In, Program and
Abstracts of the 43rd Interscience Conference on Antimicrobial Agents and
Chemotherapy (Chicago, IL), Washington, DC, American Society for Microbiology,
abstract C2-1497, 140.

White, R. L., Friedrich, L. V., Mihm, L. B., and Bosso, J. A., 2000, Assessment of the rela-
tionship between antimicrobial usage and susceptibility: differences between the hospital
and specific patient-care areas. Clin. Infect. Dis., 31, 16–23.

World Health Organization, 2002, Guidelines for ATC Classification and DDD Assignment, 5th
edn, WHO Collaborating Centre for Drug Statistics Methodology. http://www.whocc.no/
atcddd, Oslo, Norway, pp. 155–172.

Yates, R.R., 1999, New intervention strategies for reducing antibiotic resistance. Chest, 115,
24S–27S.

Relation of Antibiotic Consumption to Resistance 103



Antibiotic Policies: Theory and Practice. Edited by Gould and van der Meer

Kluwer Academic / Plenum Publishers, New York, 2005 105

Chapter 7

Quantitative Measurement of Antibiotic Use

Fiona M. MacKenzie and Ian M. Gould
Department of Medical Microbiology, Aberdeen Royal Infirmary, 
Foresterhill, Aberdeen AB25 2ZN, UK

1. INTRODUCTION

If the assumption that increased antimicrobial use correlates with an
increase in antimicrobial resistance, then information on the consumption of
these drugs is essential to explore the dynamics of resistance. Any endeavours
to contain and reduce the development of resistance must include a reduction
in the use of antibiotics and in particular, more appropriate prescribing.
Accurate antibiotic consumption data are therefore also essential to evaluate
the impact of such intervention studies.

As very few data on antibiotic consumption are published in the literature
and these data are reported using various measurement units, it is almost
impossible for a hospital or country to benchmark its consumption with other
hospitals/countries. Although several studies are currently collating consump-
tion data, very few publications exist placing consumption in an international
context. For example, no current publication details UK hospital antibiotic
consumption and the most often cited data on UK community consumption
dates back to 1997 in the seminal papers of Cars and co-workers (Cars et al.,
2001; Mölstad et al., 2002).

Although the greatest use in human medicine is in the community, it is the
intensive use of antibiotics in our hospitals that has the greatest impact on resis-
tance. Hospital use will therefore be specifically addressed in this chapter. In
order to provide the evidence base to tackle this enormous issue, fundamental



experimental design is essential. So—how do we best measure antibiotic
consumption?

2. ANTIBIOTIC CONSUMPTION; ALTERNATIVE
UNITS OF MEASUREMENT

2.1. Units used but not recommended

Various units of measurement have been used to express antibiotic con-
sumption, with data coming from numerous sources. Most meaningful units
are made up of both a numerator and a denominator, where the numerator
measures the amount of antibiotic used and the denominator controls for the
size of the population studied. It is the choice of numerator however, which is
fundamental to accurately express and compare antibiotic use.

Antibiotic use data are commonly presented in terms of financial expendi-
ture (Silber et al., 1994). Although costs allow for an overall analysis of drug
expenditure, there are many disadvantages. Specific hospitals negotiate local
prices and different suppliers offer different prices therefore, prices are not
comparable between either hospitals or countries. Even at a local level, prices
often change periodically and are therefore not appropriate to monitor use over
time. Furthermore, data based on costs supplies little, or no, information on
indication, route of administration, dose, dosing regimen, and duration of
treatment. Even if numbers of packages sold/used may be independent of sale
prices they may vary with the manufacturer of the country of purchase.

Number of packages of antibiotic sold, is also often quoted in literature. The
reason for this is that the data are relatively easily accessed via organisations
such as Intercontinental Marketing Services (IMS). IMS is pharmaceutical
industry-based and carries out syndicated market research studies. Their data
are obtained from drug manufacturers, wholesalers, retailers, pharmacies, mail
order, long-term care facilities, and hospitals. IMS claims to be the world’s
leading source of information and data analysis for anyone within the pharma-
ceutical and healthcare industries. The organisation uses the European
Pharmaceutical Market Research Association classification of medicinal prod-
ucts, which is not compatible with professional classification schemes used by
those who work with antibiotics. The IMS data do not take into account that
packages of individual antibiotics may vary with respect to number of unit
doses per package, dosages, and route of administration. Again, this means that
the data are not appropriate for comparing data between hospitals and countries.

Notably, the oft-quoted data presented by Cars et al. (2001) was originally
obtained from IMS, although it was converted into a more appropriate unit of
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measurement. Cars and co-workers subsequently published further data from
the same set of countries (Mölstad et al., 2002). Again, the majority of the data
were obtained from IMS. They highlighted that the IMS national data were
extrapolated from samples of data collected in the individual countries and
concluded that it was not possible to validate the data as the IMS data collec-
tion method was not fully transparent.

At a local level, it is more often than not the case that data are available at
the whole hospital level or, at best, at ward level. Currently, only a minority of
hospitals possess a database of patient-level antibiotic prescriptions even
though this should be the most accurate data possible. The majority of hospi-
tals can supply antibiotic data expressed as amounts purchased by the phar-
macy for the whole hospital or amount of antibiotics distributed to specific
wards although this does not take into account the amounts disposed of due to
expiry past the use-by date. The number of patients receiving an antibiotic pre-
scription has been quoted in the past. This is most appropriately quoted for
patients in the community, as it is relatively safe to assume that the number of
people exposed to antibiotics can be calculated from the number of antibiotic
prescriptions dispensed. Unlike hospitalised patients, relatively few patients in
the community receive more than one prescription and few receive combina-
tion therapy. The number of patients receiving an antibiotic is seldom quoted for
hospitalised patients. In addition to the reasons stated above, it is not recom-
mended as no quantitative data on dosing and duration of treatment are known
and once again, the data from these sources are not comparable. Although num-
ber of patients exposed to an antibiotic has been quoted in a few studies, it is
really of use only in prevalence studies of infection (Gastmeier et al., 2000).
From an ecological standpoint, it is conceivable that it may be an interesting
measurement, but it is not recommended for publication of comparative data.

2.2. The recommended unit of antibiotic 
consumption

A unit of measurement and method of data handling independent of sales
prices and package sizes is preferable. Reliable data on antibiotic consumption
should ideally be based on individual patient prescriptions—but these data are
generally not available. An acceptable compromise is the provision of hospital
data which can be broken down by ward/discipline/prescriber. Despite the use
of various unsuitable units for measuring antibiotic use in the past, we are mov-
ing close to a consensus unit of measurement and data collection. One system
has gained a legitimacy and objectiveness—over and above the rest. The con-
sensus numerator for measuring antibiotic use is the “defined daily dose” or
“DDD.” The consensus denominators are 1,000 inhabitant-days and 100/1,000
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bed-days for community and hospitalised patients, respectively. The World
Health Organisation (WHO) has met the challenge of standardising the presen-
tation of antibiotic use data in order to monitor and benchmark use of this
important class of drugs and to correlate this with the emerging problem of
antibiotic resistance.

3. WHO RECOMMENDATIONS

At a symposium in Oslo in 1969 entitled, The Consumption of Drugs, it
was agreed that an internationally accepted classification system for drug con-
sumption studies (not just antibiotics) was needed. At the same symposium the
Drug Utilisation Research Group (DURG) was established by the WHO and
charged with the task of developing internationally applicable methods for
drug utilisation research.

In collaboration with the Norwegian Medicinal Depot (NMD), DURG
updated the existing European Pharmaceutical Market Research Association
classification system and developed the system now known as the Anatomical
Therapeutic Chemical (ATC) classification system. From there, the unit of
measurement known as the defined daily dose, or DDD, was developed for use
in conjunction with the ATC system. In 1982, the WHO recommended the
ATC/DDD system for international drug utilisation studies and introduced the
WHO Collaborating Centre for Drug Statistics Methodology, based in Oslo, as
a central body responsible for coordinating the use of the methodology. This
centre is now responsible for classifying drugs according to the ATC system
and setting DDDs.

3.1. ATC classification

In the ATC system, drugs are divided into 14 main groups according to the
organ or system on which they act and their chemical, pharmacological, and
therapeutic properties (WHO Collaborating Centre, Oslo, 2002a, b). ATC 
class “J” includes “general anti-infectives for systemic use” and class “J01”
deals specifically with “antibacterials for systemic use.” Details of the J01
subclasses can be found in Table 1. Users of the ATC classification system
tend only to quote antibiotic consumption for the J01 class. This however, does
not necessarily reflect total consumption, as a few antibiotics have been placed
in classes other than J01. For example, antibiotics given orally for decon-
tamination of the digestive tract (including vancomycin) or intestinal anti-
infectives have been placed in ATC group A07A and nitroimidazole derivatives
to treat protozoal diseases are in ATC group P01AB. This is a relatively minor
drawback of the system and is currently being addressed by the WHO.
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Table 1. Anatomical Therapeutic Chemical (ATC) classification of antibiotics

J ANTIINFECTIVES FOR SYSTEMIC USE
J01 ANTIBACTERIALS FOR SYSTEMIC USE

J01A TETRACYCLINES

J01B AMPHENICOLS

J01C BETA-LACTAM ANTIBACTERIALS, PENICILLINS
J01CA Penicillins with extended spectrum
J01CE Beta-lactamase sensitive penicillins
J01CF Beta-lactamase resistant penicillins
J01CG Beta-lactamase inhibitors
J01CR Combinations of penicillins, incl. beta-lactamase inhibitors

J01D OTHER BETA-LACTAM ANTIBACTERIALS
J01DA Cephalosporins and related substances
J01DF Monobactams
J01DH Carbapenems

J01E SULFONAMIDES AND TRIMETHOPRIM
J01EA Trimethoprim and derivatives
J01EB Short-acting sulfonamides
J01EC Intermediate-acting sulfonamides
J01ED Long-acting sulfonamides
J01EE Combinations of sulfonamides and trimethoprim, incl. derivatives

J01F MACROLIDES, LINCOSAMIDES AND STREPTOGRAMINS
J01FA Macrolides
J01FF Lincosamides
J01FG Streptogramins

J01G AMINOGLYCOSIDE ANTIBACTERIALS
J01GA Streptomycins
J01GB Other aminoglycosides

J01M QUINOLONE ANTIBACTERIALS
J01MA Fluoroquinolones
J01MB Other quinolones

J01R COMBINATIONS OF ANTIBACTERIALS

J01X OTHER ANTIBACTERIALS
J01XA Glycopeptide antibacterials
J01XB Polymyxins
J01XC Steroid antibacterials
J01XD Imidazole derivatives
J01XE Nitrofuran derivatives
J01XX Other antibacterials



3.2. Defined daily doses (numerator)

The DDD (expressed in grams) is the assumed average maintenance dose
per day for a drug used for its main indication in a 70 kg adult and will only be
assigned to drugs with an ATC code. The WHO emphasises that the DDD is a
unit of measurement and does not necessarily reflect the recommended or pre-
scribed daily dose—although in many cases it does. The WHO also states that
drug consumption data presented in DDDs only gives an estimate of consump-
tion and not an exact picture of actual use. DDDs do however, provide an inter-
nationally fixed unit of measurement independent of price and formulation
enabling investigators to assess trends in drug consumption and to perform
comparisons between groups. An in-depth discussion of the assignment of
DDDs can be found on the WHO Collaborating Centre for Drug Statistics
Methodology website and in their publications (WHO Collaborating Centre,
Oslo, 2002a, b). It should be noted that DDDs are continuously being
revised and anybody can request changes to the ATC and DDD systems.
Justified requests are fully discussed and changes made if warranted. New and
updated ATC/DDD lists are subsequently published at the start of each year.
One of the main downsides of the DDD system is that it cannot be applied to
children, given that the DDDs relate to an average adult.

3.3. Denominator data

Antibiotic consumption data expressed as total DDDs used is of little value
unless expressed with an appropriate denominator. It is conventional (and use-
ful) to standardise the denominator for measurement of antibiotic use to further
facilitate comparisons with other publications. In the community, consumption
is commonly expressed as DDDs/1,000 inhabitant-days whereas the WHO rec-
ommends DDDs/100 bed-days be used in the hospital. It has however, been
suggested that hospital data be expressed as DDDs/1,000 bed-days in order to
allow for easier comparison between hospital and community. Inevitably, the
bed-days are an approximation as days of admission and discharge are not full
days but we believe this has become the international convention. Number of
admissions may be a better measurement of hospital activity in view of the
shortening length of hospital stay but it is not generally used.

3.4. Theory into practice

It cannot be overemphasised that for effective data comparison and bench-
marking, the ATC/DDD classification system must be used without modifica-
tion. The process of expressing the consumption of different antibiotics and
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classes of antibiotics as DDD/100 bed-days could be a complicated one if the
investigator were to work up the system of calculation from first principles
using the basic information supplied by the WHO Collaborating Centre for
Drug Statistics Methodology. Fortunately, all the hard work has already been
undertaken and the Antibiotic Consumption Calculator (ABC Calc) simplifies
the whole procedure (Monnet, 2003).

4. ANTIBIOTIC CONSUMPTION CALCULATOR

ABC Calc (Monnet, 2003) is a simple computer tool utilising the ATC/
DDD system to measure antibiotic consumption at both the hospital and 
ward level as DDDs/100 bed-days (Figure 1). It transforms aggregated data
provided by hospital pharmacies (generally as a number of packages or vials)
into meaningful antibiotic utilisation rates. It was originally developed in 
the Department of Antimicrobial Resistance & Hospital Hygiene, Statens
Serum Institut (Copenhagen, Denmark), by Dr Dominique Monnet as part of the
Danish Integrated Antimicrobial Resistance Monitoring and Research
Programme (DANMAP) (Bager, 2000). ABC Calc is freely available as a
Microsoft Excel® file and is modified annually to incorporate any changes 
made to the ATC/DDD system. It can be downloaded from the European Study
Group on Antibiotic Policies (ESGAP) page on the European Society of Clinical
Microbiology and Infectious Diseases (ESCMID) website (www.escmid.org).
To obtain data measured in DDDs/100 bed-days requires the input of data to 
calculate both the numerator and denominator.
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Figure 1. Monnet DL ABC Calc—Antibiotic consumption calculator (Microsoft Excel®

application). Version 1.9 Copenhagen (Denmark): Statens Serum Institut; 2003.



4.1. ABC Calc numerator data

ABC Calc transforms aggregated data provided by hospital pharmacies
(generally as a number of packages or vials) into meaningful antibiotic utilisa-
tion rates. For each product issued from the pharmacy, ABC Calc prompts the
user for information on (1) the name of the product, (2) number of grams per
unit dose, (3) the number of unit doses per package, and (4) the number of
packages used in a defined time period. The spreadsheet then automatically
calculates the total number of grams and DDDs used for each individual
antibiotic, each subclass and class as well as total antibiotic consumption. The
spreadsheet has the capacity to allow for multiple products of a single anti-
biotic. Care must be taken to enter each product in the appropriate line when
prompted, as for some antibiotics the DDD varies depending on the route of
administration.

For a given antibiotic, the number of DDDs are calculated as follows:

(grams per unit dose) � (number of unit doses per pack)
� (number of packs used)

Defined daily dose (supplied)

Depending on the product, a unit dose corresponds to one tablet, capsule, vial,
etc. Again, depending on the product, a pack corresponds to, for example, a
box of 10 tablets, and in some instances the pack may be equal to the unit dose,
for example, individually distributed infusion vial.

ABC Calc has gone one step further than the ATC system, in the classifica-
tion of antibiotics. The ATC system has not subgrouped some classes of antibi-
otics, whereas ABC Calc has. For example, the ATC system only goes as far as
class J01DA “cephalosporins and related substances,” whereas ABC Calc has
grouped the cephalosporins by generation.

4.2. ABC Calc denominator data

In order to measure consumption as DDDs/100 bed-days it is crucial to
provide accurate data on bed-days and enter it into the ABC Calc spreadsheet.

Bed-days (during a specific time period) are calculated as follows: 

(Number of beds) � (Occupancy index) � (Number of days)

If the bed occupancy is 85%, then the occupancy index is 0.85. For example if
a hospital has 1,200 beds and an occupancy of 85% in 1 year (365 days), then
the number of bed-days for that year � 1,200 � 0.85 � 365 � 372,300.
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4.3. ABC Calc in practice

The authors have had direct experience of using ABC Calc to collate
antibiotic consumption data from European hospitals. They coordinate the
European Commission Concerted Action project entitled “Antibiotic
Resistance, Prevention, and Control” (ARPAC) which runs from January 1,
2002 to December 31, 2004. ARPAC aims to lay the foundations for a better
understanding of emergence and epidemiology of antibiotic resistance in
human pathogens. It also aims to harmonise strategies for prevention and con-
trol of antibiotic resistant pathogens in European hospitals. The project uses
ABC Calc to collate and compare antibiotic consumption from European 
hospitals and to model consumption with antibiotic resistance data as well 
as infection control and antibiotic policy data.

Although the ABC Calc spreadsheet comes with comprehensive instruc-
tions, any problems encountered in the authors’ experience have been due to a
failure in following the instructions. Most commonly, the bed-days have not
been calculated correctly. Table 2 illustrates how such errors translate into
errors in total DDDs/100 bed-days presented.

In example 1, the number of bed-days were stated, but no figures were sup-
plied to indicate how they were calculated. Once the raw data were supplied,
the bed-days value was modified and the total DDDs/100 bed-days changed
from 174 to 37. In example 2, it would appear that the bed occupancy was pre-
sented as a percentage rather than an index value and the number of days and
the number of bed-days were both entered manually, having been transposed
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Table 2. Examples of errors in calculating bed-days and total DDDs/100 bed-days for 
1 year (365 days)

Number of Bed Number Number of Total
beds occupancy of days bed-days DDD/100

index bed-days

Example 1
Raw data Not stated Not stated Not stated 87,309 174
Corrected data 1,248 0.9 365 410,204 37
Example 2
Raw data 454 78.26 129,684 355 19,964
Corrected data 454 0.7826 365 129,685 55
Example 3
Raw data 574 71.7 150,294 6.18 � 109 0
Corrected data 574 0.717 365 150,219 64
Example 4
Raw data 1,181 84.5 8.7 8,68,212 25
Corrected data 1,181 0.845 365 364,250 60



giving an automatic calculation of a total of 19,964 DDDs/100 bed-days. Once
the raw data were corrected, the total consumption became more believable at
55 DDDs/100 bed-days. In example 3, again the bed occupancy was originally
presented as a percentage and the number of bed-days calculated manually and
entered into the wrong box. The automatic calculation then gave 0 DDDs/100
bed-days instead of 64 DDDs/100 bed-days which was correctly calculated
after modifying the entries in the spreadsheet.

Other errors in using ABC Calc have included users disabling the macros
used to make the automatic calculations thereby underestimating total con-
sumption, changing the spreadsheet cell formatting, and typographical errors.
For example, in one particular spreadsheet the grams per unit dose for the
combination of sulfamethoxazole plus trimethoprim were quoted as 480 and
960 g, resulting in total annual consumption of 572 DDDs/100 bed-days. Once
the doses were corrected to 0.48 and 0.96 g, the total antibiotic use was
reduced to a more realistic 41 DDDs/100 bed-days.

5. BEWARE OF PSEUDO DDDS!

Although investigators are increasingly quoting antibiotic use expressed in
terms of DDDs, not all are using the system appropriately and not all are com-
pletely transparent in describing exact methodology used. Ronning and co-
workers have looked at the use of the ATC/DDD system in the literature and
have also described their own experience of collecting antibiotic use data from
European countries using the system (Ronning et al., 2000, 2003).

Ronning et al. (2000) carried out a literature search to investigate if drug
utilisation studies contain adequate references to the ATC/DDD versions used,
thus making them suitable for comparative purposes. They targeted publica-
tions in 1996 and 1998 and found 73 papers on drug use. 46% of the articles
gave proper references to the DDDs used either by referencing the ATC Index
consulted or by listing the DDDs used. 54% of the papers did not give ade-
quate information and it was not possible to identify the specific DDDs used.
Thus, comparisons between different datasets could not be made. Ronning et al.
(2000) concluded that it was not common to supply suitable information on
ATC codes and DDDs used in drug utilisation studies, possibly because the
authors did not know that the ATC/DDD system is an ever-changing one,
which is updated annually.

Ronning et al. (2003) then set about requesting retrospective antibiotic use
data from European countries, measured in DDDs/1,000 inhabitants per day
for the years 1994–9. They distributed spreadsheets for data collection and
asked for data presented using the 1999 ATC/DDD version. The authors of this
study identified the main methodological problems as use of divergent
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ATC/DDD versions, divergent assignment of DDDs for combination products,
and the use of unauthorised/national DDDs. Their study also highlighted that
most countries could not supply hospital data. Community data were more read-
ily available although most of it was based on total sales from whole-sale data.

Units of antibiotic use, other than those recommended by the WHO have
also been used and some published. Because the WHO DDDs do not always
correspond to the dose actually used, some investigators have customised
DDDs by changing them to the dose prescribed locally. In such cases, it is no
longer appropriate to use the term DDDs; the term prescribed daily doses
(PDDs) should then be used. Although hospital data using the same PDDs can
sometimes be compared (Crowcroft et al., 1999), in general, it is not possible
to compare PDDs. An alternative nomenclature for the PDD is the defined
daily administration or DDA.

A flurry of additional, unofficial acronyms have recently been added to 
the arena, most of which serve merely to confuse. For example, DDDs/1,000
inhabitants per day has been abbreviated to DID; DPP is the DDD per pack-
age; and DDS stands for DDDs consumed per area/time.

6. ACTIVITIES COLLATING ANTIBIOTIC
USE DATA

As already mentioned, the formation of comparable, local and national
databases of antibiotic-use data are essential to inform those exploring the
problem of antibiotic resistance. Use of the ATC/DDD system, as the leading
consensus method, is essential for benchmarking and evaluating the impact of
intervention studies. Numerous projects and surveillance programmes appear
to be using the system appropriately, including the following:

1. The ATC/DDD system has been in use for some time by the DANMAP
(Monnet et al., 2000).

2. The European Study Group on Antibiotic Policies uses the system via use
of ABC Calc, which is freely available via the website of the ESCMID
(www.ESCMID.org).

3. The VIRESIST project aims to study relationships between antibiotic 
consumption and resistance and to forecast future behaviour. VIRESIST 
is a Spanish acronym, which stands for “Resistance Surveillance using
Time Series Analysis Techniques.” This is a hospital-level project which
models monthly antibiotic consumption data broken down by ward against 
monthly antibiotic resistance data. Through its participation in this project,
Aberdeen Royal Infirmary has shown that its MRSA outbreak is driven by
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previous use of third generation cephalosporins, quinolones, and
macrolides with varying lag times (Figure 2).

4. As previously mentioned, the European Commission DG Research funded
project ARPAC—has used the ATC/DDD system and specifically ABC
Calc to collate whole hospital and intensive care unit antibiotic-use data
from individual European hospitals (www.abdn.ac.uk/arpac).

5. DG Sanco of the European Commission funds the European Surveillance
of Antibiotic Consumption (ESAC) project. ESAC is a monitoring pro-
gramme which aims at collecting standardised, harmonised, and compara-
ble data on antibiotic consumption. Its goal is to document variations in
antibiotic consumption and translate them into quality indicators for Public
Health monitoring over time and place in order to target interventions and
to assess the effectiveness of prevention programmes.

7. MONITORING ANTIBIOTIC USE

To investigate the epidemiology of antibiotic use and its relationship with
antibiotic resistance, antibiotic use and resistance data must be monitored over
time to take account of seasonal variations and to be able to accurately monitor

116 Fiona M. MacKenzie and Ian M. Gould

0

10

20

30

40

50

Jan-96 Jan-97 Jan-98 Jan-99 Jan-2000

M
R

S
A

 (
%

)

500

600

700

800

900

A
nt

im
ic

ro
bi

al
 c

on
su

m
pt

io
n 

(D
D

D
/1

,0
00

 p
at

ie
nt

-d
ay

s)

%MRSA

Sum of lagged macrolide, third-generation cephalosporin and fluoroquinolone
consumption series

Figure 2. Aberdeen Royal Infirmary; Relationship between %MRSA and sum of lagged con-
sumption of third generation cephalosporins, quinolones, and macrolides (VIRESIST project).



the effects of interventions. Data collection should extend to as long a period
of time as possible, sampled over short periods of time to take into account
small variations. By applying time-series analysis to series of data, it is possi-
ble to model the relationships between antibiotic use and resistance, and to
demonstrate the temporal relationships between the two (Lopez-Lozano et al.,
2000; MacKenzie et al., 2004). It has been suggested by Monnet et al. (2001)
that time-series analysis to investigate the relationships between use and resis-
tance require a minimum of 60 observations or time intervals. This can be 
15 years of trimester-level data, 5 years of monthly data, or about a year of
weekly data. Monnet and co-workers suggest that monthly data are preferred
as a compromise between getting a maximum number of intervals while col-
lecting a sufficient number of isolates tested in the time interval. The
Cochcrane Effective Practice and Organisation of Core Group (EPOC) now
considers this one of the best ways to evaluate healthcare interventions (Eccles
et al., 1997).

Because patient mix is crucial to antibiotic use, it is best to analyse local
antibiotic use by discipline or unit. This is especially true for ICUs (Fridkin
et al., 1999; White et al., 2000). The VIRESIST project demonstrates the use-
fulness of such monitoring schemes (Lopez-Lozano et al., 2000; MacKenzie
et al., 2004; Monnet et al., 2001), allowing the statistical analysis of trends in
use, the effects of interventions, the study of relationships to antibiotic resis-
tance, and the prediction of antibiotic susceptibilities based on predicted
antibiotic use and previous rates of resistance. Comparison of trends within
similar units of a hospital and between hospitals is probably useful although
there are limited publications on this (see Chapter 8 by H. Westh and Chapter
6 by R. White). The frequency and type of feedback to units and how it can be
used to improve prescribing is also unknown. At the moment, as part of the
VIRESIST project, we have quarterly updates of data in our institution but
only use the data routinely to monitor any major rises in consumption, particu-
larly of limited list drugs and to study associations with resistance. Currently
there is no routine feedback to prescribers, although it is our intention to pro-
vide this through the ward pharmacists and at annual medical and surgical
meetings.

8. CONCLUSIONS

In conclusion, we are only really at the start of learning how best to mea-
sure and monitor antibiotic consumption. Computer programmes are increas-
ingly useful but computerised prescribing for the majority, allowing proper
audit of quality of use is still on the distant horizon.
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Chapter 8

Benchmarking

Henrik Westh
KMA 445, Hvidovre Hospital, Kettergård Alle 30
DK-2650 Hvidovre, Denmark

Benchmark is a technical term used by surveyors to indicate a point of
reference from which measurements may be made. For our purposes, bench-
marking is a method for improving operations in our organization typically
achieved through systematic comparison with other organization(s) recognized
as best in the field. The object of benchmarking is not to compare key figures
but to compare how tasks are performed. Learning can only be achieved by
looking at those who are better than you. Properly applied benchmarking is an
extremely effective way of improving your organization.

Before you try to benchmark your organization, there must be a perceived
need for improvement and a willingness to improve. This is very important
because otherwise results will only end up as a report. The benchmarking
study and the results must be supported by those who later will have to imple-
ment changes and improvements.

A number of different definitions of benchmarking are found in Table 1.
These definitions have in common keywords such as performance, compari-
son, measuring, outstanding, best, improvement, process, and practice.

1. DIFFERENT TYPES OF BENCHMARKING

Before you enter a benchmarking process, you will have to decide what
to compare and whom to compare with, bearing in mind that the goal is to



achieve improvements. When you have decided what to compare, three types
of benchmarking are typically described.

● Process benchmarking
● Performance benchmarking
● Strategic benchmarking

When you have decided whom to compare with, three types of benchmarking
are typically described.

● Internal benchmarking
● External benchmarking
● Generic benchmarking

Process benchmarking is learning from the best to improve one’s own
processes (comparison of methods and practices). Performance benchmarking
is determining how good you are compared to others by comparing perfor-
mance measures (either financial or operational). Strategic benchmarking is
collecting information from other companies to improve one’s own strategic
planning and positioning.

Internal benchmarking is used to compare different units in the same orga-
nization. External benchmarking is the comparison with companies outside
your organization that have similar or identical operations and processes. In
external benchmarking, you will usually look for noncompeting organizations
within your own field. In the private industry, one can run into problems of
sensitive or confidential information, but this is rarely a problem in the public
sector. Generic benchmarking involves comparison with unrelated industries
that are worth learning from.

The benchmarking process is one of many tools for improving your institu-
tion or department. But it should be recognized that to be properly performed,
it requires many resources. A good benchmarking process includes five major
areas of activity.
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Table 1. Examples of definitions of benchmarking

● A process of finding, adapting, and implementing outstanding practices
● A process of identifying and importing best practice to improve performance
● Comparing the performance of your organization with that of others with outstanding

performance to find fresh approaches and new ideas
● The process of comparing the performance of an individual organization against a

benchmark, or ideal, level of performance. Benchmarks can be set on the basis of
performance over time or across a sample of similar organizations, or against some
externally set standard

● A continuous, systematic process for evaluating the products, services, and work
processes of organizations that are recognized as representing the best practices for
the purpose of organizational improvement



1. Study and understand one’s own process.
2. Find benchmarking partners.
3. Study the partner’s process.
4. Analyse the differences between one’s own process and that of the partner’s.
5. Implement improvements based on what is learned.

It is important to spend enough time on the different elements of benchmark-
ing. Typically 50% should be used in the planning phase, 30% on the study,
and 20% in analysing the results. The timeframe for the implementation phase
can only be estimated after the results are in.

2. PLANNING FOR BENCHMARKING

● Select a process to benchmark—think company strategy
● Identify needs
● Form a benchmarking team

Benchmarking is a method of improving performance. The goal is to identify
and implement improvements by comparing your own operations with those of
others who perform better. Almost anything that can be observed or measured
can be benchmarked. This is often called gap. The planning and organizing of
benchmark activities is extremely important. There must be a clear idea of goals
and adequate resources allowing the benchmarking team time to fulfil its assign-
ment. Tools must be found or developed for information and data gathering. Try
to keep the goals specific (set limits), as too broad programmes will lead to an
enormous amount of information and a lack of specific recommendations. This
can often be achieved by identifying critical success factors (CSFs). A CSF could
be patient satisfaction or adherence to hospital clinical guidelines or problems
that have surfaced in audits. When you have identified CSFs, you have to evalu-
ate your performance and also identify the processes that impact most on your
CSFs. Look carefully at your organization and select indicators to benchmark
against. Examples of potential indicators are listed in Table 2. It is also important
to have a plan for how the results of the benchmarking will be used. The people
in the benchmarking team structure must reflect your organization. Typically you
will need a process owner, a process worker, a manager, and a user (customer).

3. FIND BENCHMARKING PARTNERS

● Look for long-lasting relationship
● Look for world champions or Best Practice guidelines
● Look out for differences in the scope of operation and in market conditions
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It is very important to have an open exchange of information so it is impor-
tant that you find a few partners who are better than you than go for a compar-
ison of a large number of companies leading to superficial conclusions. You
should also look outside your network. Partners can be found by searching
scientific journals, books, newspapers, the Internet, etc.

4. STUDY PARTNERS

● Information gathering
● Questionnaires
● Definitions and explanations
● Document
● Get approval from managers

The data gathering process starts with obtaining a deep knowledge of your
own organization. This leads to the development of a data gathering model.
This model should be validated before using it on your study partner. What
you are looking for in your partners is their performance level—how good they
are and their practice—how do they do it.

5. ANALYSE

● Find differences, that is, performance gaps
● Quality control data
● Prepare report

Before you analyse, you must be satisfied that all information is correct.
The goal is to find performance gaps that can lead to improvement of CSFs. It
is therefore important to check and correct for comparability and quality con-
trol your data collection. You will often need to normalize data. For example,
in antibiotic consumption, knowing the amount of antibiotics used in Defined
Daily Doses (DDDs) is uninteresting if it is not corrected/normalized, typically
by per 100 bed-days. The information accumulation leads to knowledge gath-
ering, allowing you to understand why there are performance gaps. This allows
you to prepare a report that can be used for the real reason for benchmarking
which is to change practices. Several models for identifying causes for the
gaps are available, for example, comparison of flow charts, relations diagrams,
and root cause analysis (breaking a problem into smaller problems). After
identifying gaps, ranking can be relevant, as the closing of gaps will have dif-
ferent costs, improvement potentials, and applicability to your organization.
Remember that your conclusions should be adapted to your own organization.
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6. IMPLEMENT IMPROVEMENTS

This is the final great challenge. The momentum of the project must be main-
tained. In effective implementation, you need to have a clear commitment from
those involved and full management support. Factors that could block best prac-
tices must be identified (institutional culture, traditional cooperation, technology
restraints, user groups, etc.)—all these elements can change best practice back to
usual practice. The implementation process needs targets and always needs mon-
itoring. The organization needs continuous orientation on progress and achieve-
ments. Remember that benchmarking results cannot be used as a carbon copy
manual where best practices are copied directly into your own organization.

Also remember that benchmarking is not a one-time event but a continuous
process for improving your own processes. One of the many pitfalls in bench-
marking is that it is not successfully integrated into the way the organization
solves problems.

7. ETHICS IN BENCHMARKING

● Request only information that you would give out
● Respect confidentiality
● Full disclosure

As benchmarking is a continuous process, it is very important to have good
ethics so you can sustain long-term relations with your benchmarking partners.
You must be willing to provide the same information that you seek, to your
benchmarking partners. Benchmarking must conform to legislation and moral
codes. Otherwise, aspects such as industrial espionage, price fixing, customer
allocation schemes, etc. can cloud issues.

8. BENCHMARKING AND PUBMED

Looking in PubMed on 1 October 2003, the keyword benchmarking gave
3,535 hits. The use of benchmarking and antibiotic as keywords gave 35 hits
and benchmarking and microbiology gave 25 hits. Let us briefly look at two of
the best of these papers and discuss their study design.

9. BENCHMARKING FOR REDUCING
VANCOMYCIN USE AND VANCOMYCIN-
RESISTANT ENTEROCOCCI IN US ICUS

This study was performed to improve compliance with process-of-care
guidelines. The goal of the process was to reduce vancomycin consumption

Benchmarking 125



(Fridkin et al., 2002) (Table 3). The study is an example of benchmarking on
the basis of performance across a sample of similar organizations. External
benchmarking is the comparison with companies outside your organization
that have similar or identical operations and processes.

In this Project ICARE study, preintervention data were collected during
1996–7. In part one of the project, the data collected were used to create a
national benchmark defined as the aggregate summary data from 113 ICUs.
The report included pooled means, medians, and key percentile distributions
of the prevalence of VRE and MRSA and vancomycin use as DDDs/1,000
patient-days. This feedback report was presented in October 1997 to the par-
ticipating hospitals (primarily to the infection-control committees).

In part two of this project, 50 ICUs in 20 hospitals participated in the
postintervention period from April 1998 through July 1999 with at least
6 months of data collection. How the 1997 feedback report had been used 
by the hospitals was surveyed in September 1999. The feedback report sur-
vey looked for prescribing practice changes implemented in response to the
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Table 3. Prescribing practice changes implemented in response to benchmark data intervention,
and mean rate of vancomycin usea before and after intervention, 50 Project ICARE ICUs,
January 1996 to July 1999b

Vancomycin use No. of ICUs Change absent Change present p valuec

prescribing practice (%)
Before After Before Afterchange (n�50)

Hospitalwided 22 (44)
Drug use evaluation 19 (38) 74.2 80.5 105.3 94.1 0.62
Redistributed HICPAC 9 (18) 79.4 84.6 116.0 90.6 0.34
guidelines on VRE
Prior approval of 3 (6) 87.2 84.7 67.2 99.4 0.25
vancomycin required

Unit specificd 11 (22)
ICU-specific education 9 (18) 75.9 83.3 132.1 96.3 0.01
on appropriate
vancomycin use
Removed 3 (6) 82.0 85.9 149.1 82.2 0.01
vancomycin from
surgical prophylaxis

aDDDs per 1,000 patient-days.
bICARE, Intensive Care Antimicrobial Resistance Epidemiology; ICU, intensive care units;
HICPAC, Healthcare Infection Control Practices Advisory Committee; VRE, vancomycin-
resistant enterococci.
cPaired t-test.
dComponents of each major category are not mutually exclusive, so one ICU may be represented
in several components of each category.
Source: Data from Fridkin et al. (2002).



feedback report. These prescribing practice changes were assessed and 
compared with vancomycin use before and after intervention.

The ICU-specific use of vancomycin in the 50 ICUs at the 20 study 
hospitals after the intervention was 89.1 DDD/1,000 patient-days, a 2.8%
increase over the preintervention rate of use. This increase in consumption
could in part have been caused by an increasing median MRSA prevalence of
33.5% (preintervention) and 39% during the postintervention period.

The only prescribing practice changes that led to a significant reduction in
vancomycin use were ICU-specific education on appropriate vancomycin use
and not surprisingly the removal of vancomycin from cardiac surgical prophy-
laxis. A risk-adjusted analysis was performed taking into consideration the
ICU type and changes in MRSA prevalence (normalization). ICUs in which
unit-specific practices were identified for improvement reported a 35–37%
decrease in median vancomycin use (from median 132 to 96 DDD/1,000
patient-days for unit-specific education [9 units] and 149 to 82 DDD/1,000
patient-days for removal of prophylaxis [3 units]).

During the preintervention period, these ICUs reported a median VRE
prevalence of 11.7% increasing to 14% during the postintervention period.
However, when compared by type of practice change, the difference in VRE
prevalence was significantly lower in ICUs in which unit-specific practice
changes occurred, compared with other ICUs. Although many of the ICUs
with decreases in vancomycin use reported increases in per cent VRE, all the
ICUs noting a unit-specific practice change reported decreases in both per cent
VRE and vancomycin use.

This study suggests that only focused efforts (i.e., ICU specific) were
effective means of reducing excessive vancomycin use. The external bench-
marks used were risk adjusted (i.e., stratified by ICU type) to account for the
different rates of vancomycin used by different types of ICUs. This made com-
parison of local data more relevant (and more believable) to the ICU staff
responsible for prescribing and other patient-care activities. The ICUs that
used unit-specific changes had the highest prestudy rates of vancomycin use,
and this excessive use may have made the ICU staff more amenable.

9.1. Comments

This study analysed performance and measured key figures such as DDDs
and resistance levels to methicillin in Staphylococcus aureus and to van-
comycin in enterococci. This focus on performance gives little information on
how to improve or close the gap between the different departments. Most 
people would accept that there is an over-usage of antibiotics in hospitals. The
usage of antibiotics is regulated by clinical guidelines and clinical practices.
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The very wide range of vancomycin usage in this study suggests that the true
benchmark for vancomycin usage lies somewhere within the range of usages
found. If the aim of the study was to reduce vancomycin usage, benchmarking
should have been used to analyse the ICUs with low vancomycin consumption
and show that their outcome results were as good as best practice. By
analysing the methods and practices of these ICUs, one might learn, from the
best, to improve one’s own processes. This could have lead to a best practice
definition of the correct usage of vancomycin in the ICU. This information
could be clinical guidelines, training, educational efforts, etc. An analysis of
one’s own performance would have led to the findings of gaps that then could
be corrected. In this study the benchmark was defined as the current median
usage of vancomycin in the studied ICUs. With this choice of a benchmark,
current practices were accepted as the benchmark, or, in other words, a
median/average was defined as best practice. The results of the study were that
outliers changed practices and regressed to the mean.

10. THE HARVARD EMERGENCY DEPARTMENT
QUALITY STUDY

This study was performed to improve compliance with process-of-care
guidelines and patient-reported measures of quality. The study is an example
of benchmarking on the basis of performance across a sample of similar orga-
nizations with use of some externally set standards (best practices). External
benchmarking is the comparison with companies outside your organization
that have similar or identical operations and processes.

Five Harvard teaching hospitals collaborated to improve quality in their
emergency departments. The five areas chosen to improve were in patients pre-
senting with abdominal pain, shortness of breath, chest pain, hand laceration,
head trauma, or vaginal bleeding. A working group of experts reviewed the
medical literature and existing guidelines and developed complaint-specific
process-of-care data forms for medical record review. The goal was to improve
compliance with process-of-care guidelines, patient satisfaction, and patient-
reported problems with care.

In the preintervention phase, 4,876 medical records were evaluated, 2,327
patients completed onsite questionnaires, and 1,386 patients completed a 10-day
follow-up questionnaire.

In the postintervention phase, 6,005 medical records were reviewed, 2,899
patients completed onsite questionnaires, and 2,326 patients completed a 10-day
follow-up questionnaire.

Physician compliance with the process-of-care guidelines was the 
medical record based quality measure for the study and was evaluated by 
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physician-reviewers unaware of the purpose of the study. Patients were asked
to report problems during their emergency department visit and patient satis-
faction was evaluated through the follow-up telephone interview.

One year later, the results of the baseline investigation were provided and
preintervention phase process-of-care criteria were distributed to all the emer-
gency departments as clinical guidelines. Based on the preintervention data,
the hospitals found 27 different quality improvement interventions. From this
list, each hospital chose 8–10 quality improvement efforts for implementation
in their hospital.

In multivariate analyses, adjusting for site, age, urgency, and chief complaint,
the mean compliance with guidelines for all complaints increased from 55.9% to
60.4% after interventions (see Table 4). For all sites combined, compliance with
guidelines was significantly improved for abdominal pain, shortness of breath,
and head trauma. There was no significant change in compliance with guidelines
for chest pain, hand laceration, or vaginal bleeding. There were significant 
variations in intersite improvement rates in compliance with guidelines.

Changes in patient-reported problems were investigated by multivari-
ate analyses adjusting for site, age, urgency, and chief complaint. The rate of 
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Table 4. Hospital specific (hospitals A–E) and total compliance with process-of-care
guidelines

Complaint Mean (95% confidence interval)a p value

Preintervention Postintervention

All complaints
A (n � 3,291) 57.2 (55.2–59.2) 60.3 (58.5–62.1) 0.02
B (n � 2,903) 57.4 (55.4–59.4) 60.2 (58.4–61.9) 0.04
C (n � 1,881) 54.5 (52.1–56.9) 61.7 (59.5–63.9) 0.0001
D (n � 2,405) 52.7 (50.5–54.9) 58.6 (56.6–60.6) 0.0001
E (n � 456) 63.4 (58.7–68.1) 62.6 (58.3–66.9) 0.83
Total 55.9 (54.9–56.9) 60.4 (59.4–61.4) 0.0001

Abdominal pain
A (n � 1,149) 57.2 (53.9–60.5) 60.0 (56.9–63.1) 0.23
B (n � 752) 58.4 (54.1–62.7) 60.6 (56.5–64.7) 0.45
C (n � 499) 53.8 (48.7–58.9) 62.5 (57.8–67.2) 0.02
D (n � 704) 55.4 (50.7–60.1) 57.9 (54.2–61.6) 0.42
E (n � 160) 71.3 (62.7–79.9) 65.7 (58.3–73.1) 0.34
Total 57.0 (55.0–59.0) 60.5 (58.7–62.3) 0.01

Shortness of breath
A (n � 527) 72.0 (66.5–77.5) 70.0 (64.9–75.1) 0.61
B (n � 384) 31.6 (25.1–38.1) 52.1 (45.0–59.2) 0.0001
C (n � 332) 58.3 (49.1–67.5) 59.6 (50.4–68.8) 0.96
D (n � 417) 37.7 (30.8–44.6) 54.9 (48.6–61.2) 0.005
E (n � 100) 56.3 (35.1–77.5) 75.6 (54.4–96.8) 0.29
Total 52.1 (48.8–55.4) 60.9 (57.6–64.2) 0.0002



problems decreased overall from 24% to 20% and significant improvements were
seen in four of the five sites. No improvements were seen in patient satisfaction.

10.1. Comments

This is a fine study where the use of benchmarking resulted in some
improvement in emergency department quality of care. However, the focus on
performance gives little information on how to improve or close the gap
between the different departments.
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Table 4. Continued

Complaint Mean (95% confidence interval)a p value

Preintervention Postintervention

Chest pain
A (n � 636) 65.5 (62.4–68.6) 61.9 (59.0–64.8) 0.10
B (n � 701) 70.7 (67.6–73.9) 69.3 (66.4–72.2) 0.54
C (n � 437) 68.0 (64.5–71.5) 64.7 (61.2–68.2) 0.18
D (n � 503) 61.3 (57.8–64.8) 63.8 (60.7–66.9) 0.32
E (n � 117) 65.9 (59.8–72.0) 62.9 (56.6–69.2) 0.51
Total 66.7 (65.1–68.3) 65.0 (63.4–66.6) 0.13

Hand laceration
A (n � 176) 58.5 (50.7–66.3) 57.6 (50.3–64.9) 0.86
B (n � 293) 55.0 (49.9–60.1) 56.9 (50.8–63.0) 0.65
C (n � 196) 55.7 (49.0–62.4) 68.1 (62.2–74.0) 0.008
D (n � 178) 66.2 (59.5–72.9) 67.8 (60.7–74.9) 0.76
E (n � 31) 68.9 (56.4–81.4) 68.2 (58.8–77.6) 0.94
Total 58.7 (55.6–61.8) 62.6 (59.5–65.7) 0.09

Head trauma
A (n � 589) 40.5 (36.6–44.4) 52.7 (49.4–56.0) 0.0001
B (n � 728) 48.3 (44.8–51.8) 53.4 (50.0–56.7) 0.04
C (n � 348) 31.7 (26.8–36.6) 52.9 (48.6–57.2) 0.0001
D (n � 441) 32.0 (28.1–35.9) 46.2 (42.3–50.1) 0.0001
E (n � 42) 24.5 (10.6–38.4) 46.0 (29.1–62.9) 0.08
Total 40.0 (38.0–42.0) 51.4 (49.6–53.2) 0.0001

Vaginal bleeding
A (n � 206) 64.0 (57.4–70.7) 70.2 (62.0–78.4) 0.47
B (n � 34) 81.4 (63.0–99.8) 72.9 (56.2–89.6) 0.52
C (n � 52) 66.6 (52.3 80.9) 70.7 (54.4–87.0) 0.66
D (n � 152) 73.3 (65.7–80.9) 73.3 (66.0–80.6) 0.8
E (n � 0)b

Total 68.6 (64.1–73.1) 70.2 (65.3–75.1) 0.64

aAdjusted for age, urgency, and chief complaint. Total also adjusted for site.
bHospital E had no patients with vaginal bleeding.



This study used best practices as defined by the Harvard Emergency
Department Quality Study team and internal benchmarking as the analyses
were performed comparing preintervention and postintervention phases for
each hospital. The benchmarking partners chosen for the study seem chosen
for geographical reasons. A best practice Emergency Department was not part
of the analysis; therefore, this is predominantly a study of equals. Looking at
the Table 4, it can be seen that total compliance for “shortness of breath” was
72% in hospital A and 31.6% in hospital B. This difference is what bench-
marking calls a gap. An analysis of the practices in hospital A that made it pos-
sible for them to reach this higher level of performance would have been
perfect benchmarking. Although an analysis of differences between one’s own
and the partner’s process was not described, the unblinding of the project
results must have allowed for good opportunities to discuss the impacts of the
different quality improvement interventions chosen by the different depart-
ments. However, the study team felt that the use of multiple interventions did
not allow the team to evaluate which initiatives lead to improvement.

Lacking in this chapter is a discussion of the use of CSFs. An example of a
CSF was that each unit in the study wanted to fulfil the American College of
Emergency Physicians criteria for administration of thrombolytic therapy and
achieved 100% compliance with the guideline (up from 65.3%).

11. CONCLUSION

In conclusion, benchmarking can become a valuable tool for improvements
in healthcare. While key performance figures can be used to find gaps in
performance, only an analysis of processes will allow one to understand the
differences and plan for improvement.
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Chapter 9

Experiences with Antimicrobial Utilisation
Surveillance and Benchmarking

Catherine M. Dollman
Infection Control Service, Communicable Disease Control Branch, Department of Human
Services, South Australian Government, 162 Grenfell St, Adelaide SA 5000, Australia

1. INTRODUCTION

An antimicrobial utilisation surveillance programme was established in
Adelaide, South Australia (SA), in November 2001 as an initiative of the
Infection Control Service, Communicable Disease Control Branch (CDCB) of
the South Australian Department of Human Services. This voluntary surveil-
lance programme incorporates antimicrobial usage data submitted on a
monthly basis by major Adelaide metropolitan public and private hospitals.
The aim of the programme is to provide SA hospitals with an ongoing
overview of their antimicrobial usage rates over time, to enable intervention
programmes or policy changes to be planned and implemented where high or
increasing rates are identified, and to assess the effectiveness of such pro-
grammes or policy changes. Concomitant surveillance of multiresistant organ-
isms within the same institutions is also conducted by the CDCB and when
sufficient data are available, links between antimicrobial usage rates and the
incidence of particular organisms will be examined. Published data suggests
that concomitant surveillance of both antibiotic resistance and antimicrobial
use is helpful in interpreting resistance patterns within a particular unit or
hospital (Monnet et al., 1998) and may assist in the development of pro-
grammes to complement improved infection control procedures in reducing
infection rates.



This programme was initiated in response to recommendations arising from
a report prepared by the Joint Expert Technical Advisory Committee on
Antibiotic Resistance (JETACAR), formed by the Australian Government in
1997, in response to the increasing incidence of antimicrobial resistance. The
JETACAR made 22 recommendations and, in response, the Commonwealth
supported surveillance of both antibiotic resistant organisms and antibiotic util-
isation (Commonwealth Department of Health and Aged Care, Commonwealth
Department of Agriculture, Fisheries and Forestry—Australia, 1999 and 2000).
To date, the SA programme is the only state programme within Australia con-
ducting surveillance of antimicrobial usage. No national programme has yet
been established, although preliminary discussions have taken place.

During 2002, 11 SA metropolitan hospitals were involved in the pro-
gramme. Complete 2002 usage data are available for eight of the eleven 
hospitals, with three commencing data contribution during the 12-month
period. One additional hospital joined the programme in 2003, with at least
one more to join in 2004. The hospitals contributing data in 2002 included six
public and five private hospitals, ranging in size from approximately 100–650
beds. Stratification by case-mix, size, or other parameter has been avoided due
to the limited number of institutions involved; however, submitted data are
stratified to provide separate usage rates for intensive care units (ICUs) where
applicable, provided these data can be accurately provided by the pharmacy
service provider. Intensive care usage data were submitted by six hospitals dur-
ing 2002, involving four public and two private hospitals.

The pooling of data for hospital areas other than ICUs has some disadvan-
tages, and the reporting of usage rates for particular clinical services or units
would assist in identifying units with high antimicrobial usage rates within
individual hospitals, and enable more appropriate comparison between similar
hospitals. This level of stratification, however, is not currently possible,
although antimicrobial consumption by some specialised services or units
such as haematology or transplant units, where there is a high usage of antimi-
crobials, is a future target for collection and analysis where the usage data can
be accurately provided. In most Australian hospitals, however, accurate usage
data for many wards or units, such as general surgical or medical wards, is dif-
ficult to obtain due to patient mix within these areas and the lack of pharmacy
resources to enable identification of use by individual patients. No hospital
participating in the SA programme is currently able to provide complete, accu-
rate data for antimicrobial consumption at individual patient level.

A survey of contributing hospitals during 2002 found that eight have a hos-
pital formulary which limits to some extent the choice of antimicrobial agents
which can be routinely prescribed; however, specific restrictions on antimicro-
bial use for various indications or patient groups apply in only six of the eleven
institutions. These restrictions vary considerably with respect to both the range
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of agents involved and the limitations imposed. Comprehensive restriction
programmes, with the requirement for prior authorisation by infectious diseases
staff for some agents, currently operate only in large teaching hospitals. The
extent to which these policies are enforced, however, varies significantly
between institutions. Restrictions applying to the intensive care setting also
vary widely between the contributing hospitals, with these units subject to
fewer restrictions or unrestricted use in most cases. Restriction programmes
requiring prior authorisation, although labour-intensive, can have major
impact on antimicrobial usage patterns and also expenditure. One study has
demonstrated no compromise to clinical outcomes from a prior authorisation
requirement for a range of antimicrobials which was applied throughout the
hospital, including the ICU (White, 1997).

One difficulty encountered during establishment of the SA surveillance
programme was the diversity of computer systems used by hospital pharmacy
departments or pharmacy service providers for contributing hospitals. Anti-
microbial consumption data is submitted to the Infection Control Service in a
variety of formats, necessitating the design of a computer program to centrally
accept and analyse these data. This programme has the facility to produce auto-
mated monthly reports for each hospital, detailing antimicrobial usage density
rates within that hospital. Corresponding rates calculated from aggregation of 
all contributed data are also supplied for comparison, although hospitals are
encouraged to use caution when making such comparisons, and should consider
inter-institutional differences in multiresistant organism burden and case-mix
complexity. All details relating to individual hospital usage rates are kept confi-
dential and only provided to that hospital, unless specific approval is obtained for
publication of data. Currently, individual hospital and aggregate usage rates for
six antimicrobial classes, and individual agents within those classes, are routinely
reported to each contributor. Separate rates for ICU usage are provided where
appropriate. Usage rates for other classes or agents can be calculated as required.

Usage data contributed by Adelaide’s specialist paediatric hospital are not
included in the automated reporting programme, as consumption by a paedi-
atric population cannot be translated into a standard usage density rate.
Consumption data is collected, however, and reported separately. The estab-
lishment of a national network of paediatric hospitals is planned to allow
benchmarking between these institutions, with a particular focus on antimicro-
bial use in neonatal ICUs, using an agreed unit of measurement.

The establishment of a rural hospital antimicrobial utilisation surveillance
network is currently underway, with approximately 30 rural hospitals expected
to be involved in this programme. The range of antimicrobials reported rou-
tinely in this programme will differ from the current metropolitan network
and may provide information on usage patterns in rural areas as a focus for
programmes aimed at general practitioner prescribing.
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2. DEFINITIONS USED IN ANTIMICROBIAL
SURVEILLANCE

Defined daily dose (DDD) has been used as the unit for measurement of
antimicrobial consumption in this surveillance programme. The DDD for any
drug is defined as the average dose per day to treat an average adult patient.
The World Health Organisation (WHO) has determined standard DDDs for
most drugs (WHO Collaborating Centre for Drug Statistics Methodology,
2002), and these values have been used in calculating all displayed usage rates.
Use of this internationally accepted standard enables the consumption of
antimicrobial agents with differing doses to be compared, aggregation of data
to assess usage of antimicrobial classes, and comparisons with data from other
surveillance programmes or studies. Because DDDs are based on adult dosing,
this parameter cannot be used to measure antimicrobial usage in paediatric
populations.

The number of DDDs used is calculated as follows:

The usage density rate used in the SA surveillance programme is defined as the
number of DDDs used per 1,000 occupied bed-days (OBDs). This rate has been
widely used as an appropriate measurement of usage in the non-ambulatory
setting, and has been adopted by a number of international programmes (DAN-
MAP, 2003; Fridkin et al., 1999), although to ensure comparability of data with
other centres, the WHO DDD values should always be used. Antimicrobial
usage data for outpatient areas, including hospital-in-the-home, day treatment
centres, day surgery, and dialysis clinics are excluded from the SA programme
to ensure that the denominator corresponds to that used by the concomitant
multiresistant organism surveillance programmes conducted by the Infection
Control Service.

The rate is calculated as follows:

3. DATA COLLECTION AND REPORTING

Numerator data representing antimicrobial consumption, in terms of num-
ber of units or packs of individual antimicrobial formulation, are submitted by

Usage density rate �
No. of DDDs/time period � 1,000

OBD/time period

No. of  DDDs �
Total grams used

WHO assigned DDD value
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pharmacies on a monthly basis. In the case of public hospitals, this informa-
tion is supplied by hospital pharmacy departments, while for private hospitals
this may be provided by either a contracted individual community pharmacy or
a larger hospital pharmacy service provider. Data are stratified into “Intensive
Care Unit” (ICU) and pooled usage by other hospital areas (non-ICU), or
“total hospital” if there is no ICU, or if ICU data cannot be provided separately.
Denominator data representing OBDs are supplied by contributing hospitals.

All contributed datasets are loaded into a custom written database with the
facility to calculate usage density rates and produce automated monthly
reports for individual hospitals, as well as a report based on aggregate data
from all contributors. Rates are routinely calculated for six antimicrobial
classes and the individual antimicrobial agents within those classes. Routine
reports include charts showing both the usage rate for the institution and the
aggregate rate. An example is shown in Figure 1.

4. OVERALL TRENDS IN ANTIMICROBIAL
USAGE RATES

Analysis of aggregate SA data for 2002 suggests a slight overall increasing
trend in total antimicrobial usage; however, trends for individual hospitals
usage over the year varied considerably. Ongoing monitoring and analysis over
a longer time period is required to confirm changes in utilisation rates.

The overall antimicrobial usage rates in contributing SA metropolitan
hospitals, for both total hospital use and ICU use, are shown in Figure 2.
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Figure 1. Example of reporting to individual hospitals showing hospital (H) and aggregate (A)
rates.



Aggregate data has been used to calculate these rates. The aggregate rate for
total antimicrobial usage in the contributing hospital group for 2002 was 757
DDD/1,000 OBDs. For individual hospitals, total antimicrobial usage ranged
from 455 to 966 DDD/1,000 OBDs, with a median rate of 686. For ICU use,
the aggregate rate was 1,838 DDD/1,000 OBDs, with a range 1,545–2,252 and
a median rate of 1,837.

Monthly rates for aggregate total hospital use are shown in Figure 3. This
chart suggests a small upward trend in usage; however, this may be attributable
to normal monthly variation, with increased usage of many antimicrobial
agents during the winter months. Detailed analysis of usage rates for each con-
tributor and antimicrobial class has demonstrated a seasonal increase in the use
of a range of agents, particularly in public hospitals. These include third gener-
ation cephalosporins, fluoroquinolones, tetracyclines, amoxicillin and amoxi-
cillin/clavulanate, and particularly macrolides, although significant variation
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Figure 3. Total monthly aggregate antimicrobial usage for all classes and all contributors.



was noted between individual hospitals. Only two hospitals demonstrated an
increase in benzylpenicillin usage during this time. Analysis of monthly total
antimicrobial usage rates for the eight contributors with complete data for the
12-month period demonstrates a seasonal increase in usage for four of these
hospitals. Analysis of data collected over a longer time period will be neces-
sary to fully assess both seasonal changes and annual trends in utilisation rates.

Corresponding aggregate monthly usage rates for intensive care units
are shown in Figure 4 and do not demonstrate any obvious trend. Analysis of
usage for individual units has demonstrated large variations in usage rates,
both between and within individual units. Although an increase in usage rates
during the winter months was noted for a number of antimicrobial classes,
including third generation cephalosporins, macrolides, and fluoroquinolones
in some hospitals, this pattern was not consistent for all ICUs. This may reflect
the differing proportion of surgical and medical patients within the small 
number of ICUs submitting data to this surveillance programme.

5. ANALYSIS OF USAGE BY ANTIMICROBIAL
CLASS

Data have been analysed by antimicrobial class to allow assessment of
relative use of particular classes, as well as changes occurring over time, to pro-
vide aggregate class-specific antimicrobial usage rates as benchmarks for com-
parison by individual contributing hospitals, and for comparison with other
Australian and international data.

Routine monthly reports distributed to contributing hospitals currently
include six antimicrobial classes: third/fourth generation cephalosporins, 
glycopeptides, carbapenems, fluoroquinolones, aminoglycosides, and anti-
pseudomonal penicillin/�-lactamase inhibitor combinations. The third and
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fourth generation cephalosporins have been grouped together to simplify report-
ing; however, usage details for individual agents are also identified. For this
summary, total penicillin, total cephalosporin, macrolide, and metronidazole use
has also been analysed. These rates for monthly total hospital use are displayed
in Figures 5 and 6, using the same scale to allow comparison of relative usage.
Corresponding monthly rates for ICU use are shown in Figures 7 and 8. The
relative frequency of total hospital and ICU usage of the various antimicrobial
classes for 2002 are shown in Figure 9. A breakdown of usage of penicillin and
cephalosporin classes into smaller groups is provided in Figures 10 and 11.
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Figure 5. Total hospital usage by antimicrobial class.
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Figure 6. Total hospital usage by antimicrobial class.
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Figure 7. Total ICU use by antimicrobial class.
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Figure 8. Total ICU use by antimicrobial class.
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6. ANALYSIS BY INDIVIDUAL ANTIMICROBIAL
AGENT

The utilisation rates for various individual antimicrobial agents within
classes are displayed below in Figures 12–27. Both total hospital and ICU rates
are displayed.

6.1. Cephalosporins

Overall total hospital use of the routinely reported cephalosporins (ceftri-
axone/cefotaxime, ceftazidime, cefepime) showed no significant trends during
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Note: The parenteral form of amoxicillin/clavulanate is not available in Australia.
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Note: First and second generation agents have been grouped to simplify these charts.
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Figure 13. ICU cephalosporin use.

Note: First and second generation agents have been grouped to simplify these charts.
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Note: These are the only penicillins included in routine monthly reports to contributing 
hospitals.
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Figure 17. ICU use—other penicillins.
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Figure 15. ICU use.

Note: These are the only penicillins included in routine monthly reports to contributing 
hospitals.
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2002, although use of ceftriaxone during the latter part of the year may have
been influenced by stricter control policies instituted at one teaching hospital
during July. Assessment of trends with such limited data is complicated by the
normal seasonal increase in usage for the treatment of respiratory infections
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Figure 18. Total hospital carbapenem use.
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Figure 19. ICU carbapenem use.
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Figure 20. Total hospital glycopeptide use.



during the winter months and ongoing surveillance may show a greater change
in use of this agent over time. In the ICU setting, ceftriaxone also displayed the
expected seasonal variation. An unexpected peak in cefepime use in three of
the six contributing ICUs during September is currently being investigated to
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Figure 21. ICU glycopeptide use.
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Figure 22. Total hospital fluoroquinolone use.

0
20
40
60
80

100
120
140
160
180
200

Ja
n0

2

Feb
02

M
ar

02

Apr
02

M
ay

02

Ju
n0

2
Ju

l02

Aug
02

Sep
02

Oct0
2

Nov
02

Dec
02

D
D

D
/1

,0
00

 b
ed

-d
ay

s

ciprofloxacin gati/moxifloxacin
norfloxacin

Figure 23. ICU fluoroquinolone use.



determine whether this was related to an outbreak of a multiresistant organism
within these units or a change in prescribing patterns. A slight increasing trend
in the use of first generation cephalosporins was noted during the year. Usage of
second-generation agents was minimal, with negligible use in the ICU setting.
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Figure 24. Total aminoglycoside use.
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Figure 25. ICU aminoglycoside use.
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Figure 26. Total hospital macrolide use.



Use of these agents was predominantly in the private hospital sector, with for-
mulary restriction limiting use in the larger public hospitals. Cefoxitin and
cefotetan are the only second-generation agents currently available in a par-
enteral form in Australia.

6.2. Penicillins

6.2.1. Antipseudomonal penicillin/�-lactamase inhibitor
combinations

Overall usage of these two agents remained stable during 2002, although
there are wide variations in usage between individual institutions contributing
to the programme. In most hospitals, ticarcillin/clavulanate has replaced
piperacillin/tazobactam due to the variable availability of the latter agent
within Australia.

6.2.2. Other penicillins

Of the other agents in the penicillin class, total hospital amoxicillin/
clavulanate usage has increased during 2002; however, ICU use of this
combination is low as the IV form is not marketed in Australia. Both amoxicillin/
ampicillin and dicloxacillin/flucloxacillin have shown an increasing trend in
ICU usage. The use of other agents in this class has remained relatively stable
(Figures 16 and 17).
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6.3. Carbapenems

A slight downward trend in total hospital meropenem use was noted during
2002, with no significant change in imipenem use. As expected, ICU use was
variable for both of these agents which would normally be limited to use for
severe or difficult to treat infections. Most contributing hospitals have made a
formulary change to meropenem in recent years. Usage of the newer car-
bapenem, ertapenem, was negligible overall, with limited use in the private
sector.

6.4. Glycopeptides

Total hospital and ICU use of vancomycin was variable during 2002, with
no definite trend in usage shown. A number of hospitals, particularly in the
private sector, demonstrated various peaks in teicoplanin usage during the
period. Prolonged treatment of a single patient intolerant of vancomycin was
involved in most cases, with ensuing discussion with pharmacists to ensure
that appropriate vancomycin administration protocols are in place to minimise
adverse reactions to this agent. Teicoplanin use in the public hospitals was low.

6.5. Fluoroquinolones

Use of ciprofloxacin and norfloxacin remained relatively stable during
2002, although high use of norfloxacin in the private setting compared to
public hospitals use warrants further investigation and intervention. ICU
ciprofloxacin use varied considerably over the period. An increase in use of
gatifloxacin and moxifloxacin was noted during the later months, with likely
seasonal use for the treatment of community-acquired pneumonia. A signifi-
cant increase occurred in one public hospital ICU in particular, with a corre-
sponding fall in ceftriaxone use.

6.6. Aminoglycosides

Total hospital and ICU usage of gentamicin showed no significant trend
over 2002. While amikacin use remains very low outside the intensive care set-
ting, ICU use has shown a slight increase, although this is variable between
hospitals. This may reflect increasing resistance to gentamicin or altered pre-
scribing patterns within some units, particularly where no antimicrobial
restriction policies are in place. Although the aggregate rate is low, tobramycin
usage increased over the period, with almost all use contributed by one public
hospital with an adult cystic fibrosis unit.

Antimicrobial Utilisation Surveillance and Benchmarking 149



6.7. Macrolides

Seasonal variation is evident in the monthly usage rates for all macrolides,
although no significant overall trend is evident for the period. There is signi-
ficant variation in usage between hospitals, reflecting individual hospital 
protocols for the treatment of respiratory infections, in particular, community-
acquired pneumonia. As predicted, a fall in macrolide use was noted during
2003. Using of this class fell by 20% overall during this period, with a 33% fall
in erythromycin use and a 23% fall in azithromycin use. The other macrolides
used, clarithromycin and roxithromycin, also showed a fall in use during 2003. A
73% increase in doxycycline use occurred. Usage of this agent had previously
been low. Parenteral azithromycin was introduced into most hospitals during late
2003, and has replaced parenteral erythromycin in some hospital formularies.

7. BENCHMARKING WITH OTHER
ANTIMICROBIAL UTILISATION DATA

While SA is the first Australian state to develop an antimicrobial utilisation
surveillance network involving individual public and private hospitals, a num-
ber of individual hospitals throughout Australia have been monitoring and
analysing their own antimicrobial usage rates for a number of years. Some of
these data are available for comparison with SA rates. A number of large pro-
grammes conducting surveillance of antimicrobial consumption have been
established in Europe and the United States during the last decade, and some of
these also provide suitable data for comparison with SA rates. In particular, the
DANMAP programme in Denmark has published antimicrobial usage rates for
both the primary healthcare sector and hospitals since 1997. A number of charts
have been included below to provide an overview of utilisation rates within SA
in 2002 compared to rates published in the DANMAP 2002 report.

Figure 28 shows comparative total antimicrobial usage rates for the 11
adult hospitals that contributed data during 2002. Also shown is the total usage
rate for the group of contributing SA hospitals calculated from aggregate data
(total DDDs and total bed-days) from the 11 hospitals, and the comparative
rate for Denmark for 2002. Higher usage is demonstrated for SA overall and
for 10 of the 11 hospitals contributing data to the SA surveillance programme.

Comparison with Danish data, and some recently released data from other
European countries (European Surveillance of Antimicrobial Consumption,
ESAC, 2003), also highlights differences in relative frequency of usage of par-
ticular antimicrobial classes. Although limited ESAC data is available relating
to hospital use, the frequency of use of various cephalosporin groups has been
shown to vary considerably between European countries. For most countries,

150 Catherine M. Dollman



the significant use of second-generation agents is notable in comparison with
SA data. This reflects the difference in availability of these agents, with the
parenteral form of cefuroxime not currently marketed in Australia. Danish data
(Monnet, July 2003, personal communication. Usage rates for 1st, 2nd, 3rd,
and 4th generation cephalosporins) however, suggests that while the low use of
third and fourth generation cephalosporins may partly reflect the availability
of second generation formulations not available in Australia, use of the
cephalosporin class overall is significantly lower than in Australia. Higher
total penicillin usage rates are also seen in some European countries, as shown
by the Danish data below, with significantly higher use of �-lactamase sensi-
tive penicillins. The Danish usage rate for the extended spectrum penicillin
group is slightly higher than that for SA, with a wider range of agents available
in Europe. Of this group, only piperacillin, amoxicillin and ampicillin are
available in Australia. There is negligible use of �-lactamase inhibitor combi-
nations in Denmark, while these agents are widely used in Australia.

Figures 29 and 30 show comparative usage of the four “generations” of
cephalosporins and the different penicillin groups in Denmark and SA.

Figure 31 shows comparative Danish and SA usage rates for glycopeptides,
fluoroquinolones, aminoglycosides, macrolides, imidazoles, and carbapenems.
For each class, except carbapenems, the SA rate is significantly higher than the
corresponding Danish rate.

There are at present limited opportunities for benchmarking between
Australian hospitals. Figure 32 shows comparative usage of different antimicro-
bial classes in the 11 contributing adult SA hospitals and one other teaching hos-
pital located in New South Wales (NSW), another Australian state. Although
high use of the penicillin class at the NSW hospital is evident compared to SA
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hospitals, usage rates for cephalosporins, particularly for the third generation
agents, are lower.

ICU usage rates for parenteral antimicrobial use for the above NSW teach-
ing hospital, one Queensland teaching hospital, and the six SA hospitals with
ICUs are displayed in Figure 33. There is a significant variation in the rates for
the SA hospitals, partly explained by the diversity of these six units, as previ-
ously mentioned. This small number of contributors unfortunately prevent strat-
ification into groups with similar case-mix. Both interstate hospitals show
lower usage rates for third generation cephalosporins than most SA hospitals.
Fluoroquinolone usage is also significantly lower in the two interstate hospitals.
For the penicillin class, usage rates are higher for the NSW hospital than the
other Australian centres presented here.
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While there is limited ICU data available for benchmarking locally and
internationally using standard WHO DDDs, rates for most of these Australian
units appear to be high in comparison with rates published from Scandinavian
studies (Petersen et al., 1999; Walther et al., 2002) involving 38 Swedish units
and 30 Danish units.

Benchmarking with DANMAP data, as well as that from other
Scandinavian countries, clearly demonstrates the high comparative usage rates
in SA for many antimicrobial classes and sets a goal for reduction in usage
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Figure 32. Comparative usage rates for SA hospitals and one NSW hospital.



through improved prescribing and infection control procedures. The wider
availability of Australian antimicrobial utilisation surveillance data in future,
however, will enable comparison between centres where a similar range of
antimicrobial agents is available, and may lead to the sharing of successful
intervention models or the development of large-scale intervention pro-
grammes. Stratification of a larger pool of contributors by hospital size, case-
mix, or other parameter may enable more appropriate benchmarking than
currently possible. The availability of comparative data from ICUs and other
specialised units of larger hospitals throughout Australia may also provide an
opportunity to identify and investigate high antimicrobial use and institute pro-
grammes to improve antimicrobial prescribing and infection control within
these areas.

8. ADDENDUM

Subsequent to the surveillance period covered by the preceding report,
Flinders Medical Centre, a 430-bed metropolitan teaching hospital contribut-
ing to the SA surveillance programme, has implemented a successful pro-
gramme aimed at promoting a more rational, evidence-based approach to
antimicrobial prescribing. This programme has involved the introduction of a
reserved antibiotic policy in conjunction with the implementation of revised
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Figure 33. Comparative intensive care usage rates for SA hospitals and 2 other Australian
hospitals.

Note: includes parenteral use only.



treatment algorithms based on nationally accepted guidelines (Therapeutic
Guidelines Ltd, 2003). Antimicrobial agents are divided into three categories
involving either unrestricted use, the requirement for prior Infectious Diseases
approval for all use, or use restricted to a range of specified exempt indica-
tions. In the last case, use for other indications requires Infectious Diseases
approval. Restrictions apply to all hospital areas excluding the ICU. Close
cooperation between Infectious Diseases and Pharmacy staff, both before and
since the policy implementation, has seen significant changes in antimicrobial
usage across a range of agents.

Modification of prescribing patterns for ceftriaxone, the most widely used
third generation cephalosporin, was a particular focus of the new policy, with a
high rate of inappropriate use demonstrated by a review of ceftriaxone use
conducted during late 2002. This agent is widely used for the treatment of res-
piratory infections in hospitalised patients in many Australian hospitals, and
this was shown to be the most common inappropriate indication for ceftriax-
one use during the review period. This agent was previously available without
Infectious Diseases approval for the treatment of community-acquired pneu-
monia; however, under the new restriction policy, prior approval is required.
Figures 34 and 35 show some changes in ceftriaxone usage rates since the
introduction of the restricted antibiotic policy and revised treatment algorithms
at this hospital in February 2003.

A significant and sustained fall in ceftriaxone use has been successfully
achieved through this policy change. Seasonal variation in ceftriaxone usage
rates, suggesting high use for the treatment of respiratory infection during the
winter period, has not been evident during 2003. Usage rates for benzylpenicillin
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Figure 34. Changes in ceftriaxone use since surveillance commenced in November 2001.



have increased correspondingly in accordance with the hospital algorithm for
the treatment of community-acquired pneumonia. A smaller and less sustained
increase in gentamicin use has also been noted since the introduction of the
policy.

Significant changes in the usage of oral agents have also been noted, in line
with the policy changes. Azithromycin usage rates have fallen significantly
since this agent was replaced by doxycycline as first line therapy for mild
community-acquired pneumonia. All azithromycin use now requires prior
Infectious Diseases approval.
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Figure 35. Comparative ceftriaxone usage during the 8-month period February–July 2002
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Figure 36. Changes in benzylpenicillin usage since the introduction of antimicrobial
restrictions and revised treatment algorithms.



Although limited data are available to date, the concurrent implementation
of a reserved antimicrobial policy and revised treatment algorithms has been
successful in significantly altering prescribing patterns, particularly for the
treatment of community-acquired pneumonia.
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Chapter 10

Interventions to Optimise Antibiotic Prescribing
in Hospitals: The UK Approach

Erwin M. Brown
Department of Medical Microbiology, Frenchay Hospital, Bristol BS16 1LE, UK

1. INTRODUCTION

A large body of evidence supports a correlation between antibiotic usage
and resistance, but confirmation of a causal relationship has proved illusory,
the evidence for such a relationship having been exclusively circumstantial.
Recently, however, Lopez-Lozano et al. (2000), using time-series analysis,
a form of mathematical modelling, have demonstrated convincingly that
antibiotic prescribing is the driving force behind the emergence of resistance
to these drugs. This is an important development because it holds out hope that
reducing antibiotic prescribing will lead to a corresponding reduction in the
incidences of resistance—a theory that remains unconfirmed as investiga-
tors who have evaluated the efficacies of interventions to reduce antibiotic
prescribing have, for the most part, used cost, prescribing levels or, less fre-
quently, appropriateness of prescribing, rather than resistance rates, as outcome
measures. In the few cases where resistance rates have been employed as an
outcome measure, efforts to determine the impact of the interventions have
been undermined by the effects of confounding variables, most notably infec-
tion control measures. Finally, even if it were possible to totally eliminate inap-
propriate antibiotic prescribing, resistance rates will continue to be driven
upwards by appropriate prescribing.

Notwithstanding uncertainties regarding the effects of interventions to opti-
mise antibiotic prescribing on rates of resistance, several government and



other authoritative bodies (Government Response to the House of Lords Select
Committee on Science and Technology Report, 1998; House of Lords Select
Committee on Science and Technology, 1998; NHS Executive, 1999; Report
from the Invitational EU Conference on the Microbial Threat, 1998; Sub-group
on Antimicrobial Resistance of the Standing Medical Advisory Group, 1998)
have called for reductions in inappropriate antibiotic usage. This challenge,
albeit well motivated, reveals a lack of understanding of the complex relation-
ships between antibiotic usage and antibiotic resistance and the obstacles asso-
ciated with successfully controlling the prescribing of these drugs. More
importantly, while all of these agencies have specified the outcome, none has
identified the process by which it is to be achieved. The failure to provide
hospitals with guidance on interventions to reduce inappropriate antibiotic
prescribing explains, at least in part, why, 4 years after the challenge was
issued, many hospitals have not yet implemented a formal antibiotic control
programme. One could be forgiven for expecting that the paper produced by
the Society for Healthcare Epidemiology of America and Infectious Diseases
Society of America Joint Committee on the Prevention of Antimicrobial
Resistance, entitled Guidelines for the Prevention of Antimicrobial Resistance in
Hospitals (Shlaes et al., 1997), might contain clear evidence-based guidelines/
recommendations for optimising antibiotic prescribing, but this is not the case.
Indeed, to date, no such guidelines have been published. In 1999, the British
Society for Antimicrobial Chemotherapy and the Hospital Infection Society
convened a joint working party on optimising antibiotic prescribing in hospitals
in order to address this issue.

2. JOINT BRITISH SOCIETY FOR
ANTIMICROBIAL CHEMOTHERAPY/
HOSPITAL INFECTION SOCIETY WORKING
PARTY ON OPTIMISING ANTIBIOTIC
PRESCRIBING IN HOSPITALS

2.1. Membership of the Working Party

The membership of the Working Party comprises five medical microbiolo-
gists (one of whom is a trainee), three infectious diseases physicians, one sur-
geon, and one pharmacist; there are also five members from outside the United
Kingdom (three from Europe and two from the United States) who are recog-
nised for their expertise in the field of optimising antibiotic usage and who
serve as corresponding advisors.
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2.2. Literature search

The Working Party began its deliberations by carrying out a systematic
review of the published literature on interventions aimed at optimising anti-
biotic prescribing in hospitals. Relevant publications were identified by three
independent electronic searches. In the first, MEDLINE, EMBASE, and the
Cochrane database of clinical trials were searched from 1980 onwards using 
a broad range of search terms. The second search was conducted in MED-
LINE (1966–2000), using PubMed and OVID, and the Cochrane database,
and employed terms which differed from those used in the first search. Finally,
the third search was of the Cochrane Effective Practice and Organisation of
Care (EPOC) specialised register which, itself, was compiled by searching
MEDLINE (from 1966), Health STAR (from 1975), and EMBASE (from 1980).
There were no language limitations. In addition, the references section of each
paper was reviewed and any articles not identified by electronic search were
obtained and the process repeated; failing to supplement the electronic
searches with a manual search would have resulted in a failure to identify at
least one third of the articles.

2.3. Systematic review

The electronic and manual searches yielded 670 articles, of which 306
published from 1980 onwards contained original data about interventions in
hospitals. These 306 studies were then evaluated for eligibility for inclusion in
a Cochrane EPOC review. The principal criteria for inclusion related to: study
design (only randomised controlled trials, RCTs, controlled clinical trials,
CCTs, controlled before and after studies, CBAs, and interrupted time series,
ITS, with �3 data points before and after the intervention being eligible);
minimum methodological criteria (a study must involve objective measure-
ment of provider performance/behaviour or patient outcome(s), and relevant
and interpretable data must be presented or obtainable from the investigators);
and EPOC scope (a study must involve the evaluation of the effect(s) of 
behavioural/educational, financial, organisational, or regulatory interven-
tion(s)). Of the 306 studies, 80 (26.1%), comprising 38 ITS, 24 RCTs or
CCTs, 11 CBAs, and 7 others, fulfilled the inclusion criteria. Two hundred and
twenty-six (74%) studies were excluded for the following reasons: uncon-
trolled before and after studies (141, 62.4%); inadequate ITS (75, 33.2%); and
inadequate CBAs or CTs (10, 5%). There was a significant upward trend with
time in terms of the percentage of studies with robust designs, but, even in the
final 4-year period (2000–3), only 36.2% of studies were eligible for inclusion
in the review.
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ITS, which accounted for approximately 48% of the included studies, was the
most common type of design. In most cases, the results of these studies
were analysed by comparing the means of the pre- and postintervention data
points. However, this format can lead to inappropriate, indeed erroneous,
conclusions. For example, an upward trend in the data points before the inter-
vention has been implemented may cause the effect of the intervention to be
underestimated. Conversely, a downward trend before the intervention has been
implemented may lead to the effect of the intervention being overestimated. The
EPOC group has recommended that segmented regression analysis be used to
estimate the magnitude of the effects of interventions. However, of the 38 ITS
studies, the investigators in 23 (60.5%) determined the means of the pre- and
postintervention data points, but failed to subject the data to statistical analysis
thereby precluding a conclusion regarding whether or not the effect of the inter-
vention was statistically significant, and those in 11 (29%) determined the
means of the data points and subjected the results to statistical analysis, but
reached the wrong conclusion, leaving only four (10.5%) groups of investigators
who employed segmented regression analysis (two of the studies having been
carried out by the same group). The advantage of adopting segmented regression
analysis to assess the data is that it provides information about the speed of the
impact of the intervention and whether or nor the effect is sustained. For exam-
ple, in a study carried out by Belliveau et al. (1996), in which vancomycin pre-
scribing was restricted in an attempt to reduce the incidence of
vancomycin-resistant enterococci, the volume of vancomycin dosing was used
as the outcome measure. As soon as the intervention was implemented, there
was a significant reduction in the number of doses prescribed. However, almost
immediately thereafter, dosing levels gradually increased until, by the eleventh
month, they had returned to preintervention levels. This trend would not have
been detected if the results had been analysed by comparing the means of the
pre- and postintervention data points. It is clear, therefore, that the method of
analysing the data has a profound influence on the way in which the results are
interpreted.

It would be reasonable to expect that the 80 studies which fulfilled the
criteria for inclusion in the review were robust in terms of their design and exe-
cution. This is, however, not the case: a high proportion of these studies suffering
from one or more serious methodological flaws. Although the review has not yet
been completed, several conclusions can be drawn from the findings to date.

1. Both the quality and quantity of the evidence in the published literature
which supports the efficacies of the interventions are disappointing.

2. The majority of published studies used inadequate control methods, thereby
precluding efforts to determine whether any change in practice/outcome
was attributable to the intervention.
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3. ITS accounted for almost 50% of the studies included in the review; in
most of these, inappropriate statistical analysis of the results of the studies
overestimated the magnitudes of the effects of the interventions.

4. Many of the studies which fulfilled the criteria for inclusion in the review
suffer from methodological flaws.

5. Suboptimal methods of analysing the data generated by some studies led
the investigators to reach incorrect conclusions.

6. For some interventions, not even a single study fulfilled the inclusion criteria,
there being, therefore, no published evidence to support them.

7. In several studies, up to four interventions were implemented simultane-
ously, thereby precluding efforts to discern the relative contribution of each
measure to the outcome.

8. Only a very small minority of studies employed resistance rates as an
outcome measure.

9. Only a very small minority of studies compared the efficacies of inter-
ventions.

10. In some cases, assessment of the impact of an intervention was under-
mined by the effects of confounding variables, most frequently, infection
control measures.

11. Owing to the absence of robust evidence from published studies, most, if
not all, of the recommendations made by the Working Party will probably
represent a consensus of expert opinion.

3. INTERVENTIONS

As the Working Party had not completed the systematic review of the
literature at the time of writing, it is not possible to make evidence-based rec-
ommendations regarding interventions to optimise antibiotic prescribing in
hospitals. However, it is likely that some or all of the measures described
below will be recommended for implementation.

3.1. Educational/persuasive vs restrictive/
coercive interventions

Interventions fall into two categories, educational or persuasive, and restric-
tive or coercive. Educational interventions, for example, pharmacy bulletins
and newsletters, lectures, conferences, and handbooks are preferable, but it is
perceived that, alone, they are of limited value in terms of facilitating judicious
antibiotic usage. Moreover, without constant reinforcement to maintain their
impact, their effects will be only temporary.
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Although there is little evidence to support the efficacies of restrictive
interventions specifically to control antibiotic usage, such measures, in general,
have consistently been shown to be more effective than educational strategies
(not surprisingly as prescribers can only rarely be relied upon to demonstrate
goodwill) and their impacts are more enduring. Bamberger and Dahl (1992)
compared the impact of voluntary restriction of selected antibiotics (cef-
tazidime and ceftriaxone) with that of a strict control policy. When restriction
was voluntary, only 24.2% of the usage of these drugs was in compliance with
local guidelines, compared with 85.4% when restriction was enforced; coinci-
dently, expenditure on these agents was reduced significantly and susceptibility
rates among isolates of Enterobacter cloacae and Pseudomonas aeruginosa
increased. In another study (Himmelberg et al., 1991), removal of a restrictive
policy led to a 158% increase in usage of previously restricted drugs and a
103% increase in expenditure on these agents. Nonetheless, restrictive inter-
ventions are effective only if they are enforced, and enforcement may lead to
adversarial relations between prescribers, who have been shown to perceive
them as dictatorial and to prefer less coercive measures, and those healthcare
workers (usually pharmacists) who have accepted responsibility for enforcing
them. Moreover, controlling antibiotic prescribing may be more difficult in
smaller hospitals where support mechanisms are not usually available; such
hospitals tend to rely less on restrictive interventions than on education to
influence prescribing practices.

3.2. Core interventions

The following interventions represent the minimum measures that should
be implemented in all hospitals.

3.2.1. Antibiotic Control Plan

The Antibiotic Control Plan (ACP) should be the cornerstone of a hospi-
tal’s efforts to influence the volume and appropriateness of antibiotic usage.
The measures which comprise the plan should be devised, implemented, 
promoted, enforced, and their efficacies monitored by the Antibiotic Con-
trol Committee, a subcommittee of the Drugs and Therapeutics Committee.
The Committee should have executive powers and should be chaired by a
senior consultant with specialised knowledge of infectious diseases and antibi-
otics (either a microbiologist or an infectious diseases physician), although this
is not essential. The membership should also comprise a microbiologist (if not
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the chairman), a physician, a surgeon, a trainee doctor, and a pharmacist.
The responsibilities of the committee can be summarised as follows:

1. To devise an antibiotic formulary.
2. To produce guidelines for antibiotic prescribing.
3. To develop and implement educational programmes.
4. To develop and implement other interventions for controlling and promoting

prudent antibiotic prescribing.
5. To monitor, through the audit process, the efficacies of and compliance

with the interventions implemented locally.
6. To undertake surveillance of antibiotic usage within each speciality, provid-

ing feedback of prescribers’ own antibiotic practices in relation to those of
peers or a standard.

7. To undertake regular (2-yearly) reviews of the interventions which have been
implemented.

3.2.2. Antibiotic formulary

An antibiotic formulary is simply a list of drugs available for use within a
hospital. Formulary control has been shown to be the most direct and effective
means of influencing antibiotic prescribing and reducing antibiotic expendi-
ture and resistance rates, without adversely affecting patient care; it can also
have a positive educational impact on prescribers. The following standards
apply to formulary development and implementation:

1. The antibiotics included in the formulary should be limited to the minimum
necessary to provide effective prophylaxis and therapy, thereby enabling
pharmacies to negotiate favourable prices. Ideally, only one antibiotic in
each class should be included, thereby eliminating duplicate agents and
reducing the number of drugs stocked by the pharmacy. Each drug should
be chosen on the basis of efficacy, propensity to promote the development
of resistance, pharmacokinetic properties, pharmacodynamic properties, side-
effect and safety profiles, tolerability, and cost.

2. The choice of agents should be influenced by local susceptibility patterns.
3. The drugs included in the formulary should be placed into categories, with

restrictions on the use of certain agents, based on special indications,
breadth of spectrum, toxicity, cost, potential to be misused, and propensity
to promote the development of resistance.

4. The formulary should be reviewed periodically, specifically regarding the
need to include antibiotics which have recently become available or to
delete redundant agents and to determine whether drugs which have been
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subject to abuse or to which there have been marked increases in rates of
resistance should be reassigned to a category to which restrictions apply.

5. Compliance with the formulary should be audited.

3.2.3. Enforcing formulary restrictions

The drugs which are included in the formulary can be classified as unre-
stricted (i.e., can be prescribed by any prescriber without the need for prior
approval) or restricted (i.e., available only if usage conforms with guidelines
that have been developed by the Antibiotic Control Committee or following
discussion with a designated “expert”). The success of a formulary will depend
on how rigorously compliance with it is enforced as prescribers frequently fail
to adhere to formulary restrictions. There are two methods of enforcing compli-
ance with formulary restrictions.

The first of these is the antibiotic order form which requires written justifi-
cation to prescribe, or to continue prescribing, drugs included on the restricted
list. The information sought on the order form has varied from centre to centre,
but has included the following: whether the prescription is for prophylaxis or
treatment (empirical or definitive); site of infection; clinical criteria on which
the diagnosis of infection is based; the suspected or confirmed cause(s) of the
infection; patient-related information, such as age, weight, underlying disease,
renal and hepatic function, and known allergies; and drug-related information,
such as dosage, frequency, route of administration, and duration. The forms are
evaluated by a pharmacist and approval of the use of the antibiotic granted or
withheld according to guidelines devised by the Antibiotic Control Committee.
This intervention has been shown to be effective in terms of controlling antibi-
otic usage, limiting the duration of prophylaxis and treatment and facilitating
audit. However, it is labour-intensive and sophisticated information technology
is required in order for it to be implemented. Moreover, prescribers often fail
to complete the forms or the quality of the information is poor or inadequate or
both. The lack of sufficient resources in most UK hospitals would make this
strategy impracticable.

The alternative method is the requirement to seek approval for the use of
antibiotics on the restricted list from an “expert” who is usually either a med-
ical microbiologist or an infectious diseases physician. Normally, approval will
be granted if the proposed usage falls within predetermined guidelines. In the
United States, approval is sought, during or out of normal working hours, from
an infectious diseases physician. In theory, it would be feasible to implement
such a strategy in hospitals in the United Kingdom that have large numbers of
infectious diseases physicians and/or microbiologists on staff. However, in
most hospitals, this will not be the case and a compromise would be necessary.
During routine working hours, a pharmacist would refer the prescription to
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a medical microbiologist or infectious diseases physician who, following dis-
cussion with the prescriber, would either approve it or recommend an alterna-
tive regimen. If the drug has been prescribed out of hours, it would be issued
for a finite period (e.g., 24–48 hr), at the end of which pharmacy staff would
notify a local expert who would either approve the prescription or not. This
strategy is more suited to use in the United Kingdom, although its implemen-
tation would be facilitated by computerised prescribing.

A third, noncoercive method of controlling the use of restricted drugs has
been proposed by Williams et al. (1985). It involves prospective monitoring of
patients prescribed the targeted drugs by an expert. If the prescription is con-
sidered appropriate, the prescriber is not contacted, but if the prescription is
considered inappropriate, an informal approach is made to the prescriber who
is advised either to discontinue the antibiotic or to switch to an alternative,
equally effective, less expensive regimen. This strategy was well received by
the prescribers in the hospital in which it was evaluated, involved them in
negligible additional effort, was educational for those who had prescribed
inappropriately, and led to substantial cost savings. It was, however, time- and
labour-expensive for the individuals monitoring the prescriptions.

3.2.4. Automatic antibiotic stop-order policy

The aim of an automatic antibiotic stop-order policy is to limit the dura-
tions of unnecessarily prolonged prescriptions for therapy and prophylaxis. In
the United States, implementation of such a policy is a requirement of the Joint
Commission on Accreditation of Hospitals, while in the United Kingdom,
a survey carried out by a Working Party of the British Society for Antimicrobial
Chemotherapy (1994) revealed that only 26% of the 539 respondents employed
such an intervention.

In its simplest form, the policy requires prescribers to specify a duration for
each antibiotic prescription, regardless of whether it is for prophylaxis or treat-
ment. In theory, this could be done on a voluntary basis. However, as pre-
scribers can rarely be relied upon to comply voluntarily, it must be enforced in
order to be effective. This responsibility is usually devolved to pharmacists
who are empowered to discontinue those prescriptions for which durations
have not been specified after an agreed period, usually from 48 to 72 hr. Those
drugs which have been discontinued must be re-ordered if patients are to con-
tinue receiving them, although the policy can be overridden if the prescriber
stipulates a duration. An educational programme should always precede the
introduction of a stop-order policy and, ideally, prescribers should be notified
24 hr before the stop-order is implemented, thereby preventing lapses in con-
tinuous treatment. Stop-order policies have been shown to be effective means
of ensuring that antibiotics are not inadvertently administered for excessive
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periods and have enabled the durations of treatment of patients with some
types of infections to be standardised. Problems include the potential risks to
patients associated with premature discontinuation of therapy (although this
may be more theoretical than real), the need for human resources (pharma-
cists) to enforce the policy, reluctance by pharmacists to act as ‘policemen’ and
antagonism from prescribers whose prescriptions have been discontinued. In
addition, 48–72 hr is widely perceived to be an excessive duration for surgical
prophylaxis. Many of these difficulties can be overcome by computerised pre-
scribing which obviates the need for pharmacists to enforce the policy.

A variation of the stop-order policy is the pre-printed antibiotic prescrip-
tion/order form on which prescribers must specify the indication for the antibi-
otic(s) they want a patient to receive, that is, as prophylaxis or empirical or
definitive therapy. If an antibiotic has been designated as prophylaxis, admin-
istration is discontinued after 24 hr; alternatively, the pharmacy dispenses only
enough doses to cover a 24-hr period. If the prescriber indicates that the antibi-
otic is to be given as empirical therapy, the prescription is discontinued after
48–72 hr. This stimulates the prescriber to reassess the need for antibiotic ther-
apy and the appropriateness of the antibiotic regimen in the light of additional
clinical information, as well as the results of laboratory and radiological inves-
tigations which should be available by that time, rather than simply continuing
with a regimen that is ineffective or inappropriate. Finally, if a prescription is
designated as definitive therapy, it will be administered, commonly for
between 5 and 7 days. The policy is enforced by pharmacy staff or imple-
mented through a computer-assisted antibiotic order entry programme. All of
the above can be overridden if the prescriber specifies a duration. Again, the
introduction of an antibiotic order form should be preceded by an educational
programme and prescribers should be given 24 hr notice if a prescription is to
be discontinued. The disadvantages of this type of intervention include the
need for adequate human resources and the potential for antagonism between
prescribers and pharmacists.

3.2.5. Guidelines for antibiotic prescribing

In general, the implementation of clinical guidelines can lead to improve-
ments in clinical practice by reducing variations in the methods and standards
of care, improving the appropriateness and quality of care, reducing the cost of
care, improving the cost-effectiveness of care, serving as educational tools,
and promoting evidence-based decision making. Specifically in relation to
antibiotic usage, clinical guidelines have been shown to promote more prudent
use of these drugs and to reduce expenditure on them; they may also lead to
reductions in the incidences of antibiotic-resistant pathogens.
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Guidelines for antibiotic prescribing are becoming increasingly popular as
a means of influencing clinicians’ practice. In a survey of consultant microbi-
ologists and hospital pharmacists in the United Kingdom (Working Party of
the British Society for Antimicrobial Chemotherapy, 1994), 62% of respon-
dents indicated that antibiotic guidelines were available in their hospitals.
More recently, a 1998 survey of hospitals in the United States participating in
Project ICARE (Intensive Care Antimicrobial Resistance Epidemiology)
revealed that 70% of these institutions had introduced clinical guidelines for
antibiotic usage (Lawton et al., 2000). The success of the guidelines will
depend on many factors but, most importantly, the rigour and commitment
used in developing, disseminating, implementing, and evaluating them.

3.2.5.1. Guideline development
There have been concerns about the quality of many of the clinical guide-

lines produced by specialty societies on the grounds that they do not conform
to the basic principles of guideline development (Grilli et al., 2000); the
implementation of inappropriate recommendations may compromise patient
care. A detailed description of the methodology by which guidelines are devel-
oped is outside the remit of this chapter. Readers, and particularly those contem-
plating the development of guidelines, should refer to the websites of guideline
development groups, such as the Appraisal of Guidelines Research and Eval-
uation in Europe (AGREE) collaboration (http://www.agreecollaboration.org) or
the Scottish Intercollegiate Guideline Network (SIGN) (http:// www.sign.ac.uk),
as well as reviews by Brown (2002), Finch and Low (2002), Kish (2001), Natsch
and van der Meer (2003), Peetermans and Ramaekers (2002), and Thomson et al.
(1995). However, the essential features of guideline development can be 
summarised as follows:

1. There should be guidelines for prophylaxis and both empirical and 
definitive therapy.

2. The group developing the guidelines should be multidisciplinary and there
should be a sufficient number of members (6–10) with expertise and expe-
rience in the subject of the guidelines in order to allow it to be adequately
explored and to ensure that the guidelines are credible. The group should
comprise at least one individual with the skills necessary to conduct literature
and systematic reviews. There should be input from all stakeholders,
including trainees, who are the prescribers who are most likely to use them, in
order to ensure that there is ‘ownership’ of the guidelines, thereby increasing
the likelihood that they will be implemented.

3. The development group should determine whether or not evidence-based
guidelines on the same topic already exist. If so, they can be adopted as
they are or adapted to suit local circumstances.
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4. The guidelines must be based on a systematic review of the scientific evi-
dence. In order to minimise the risk of bias, the literature should be iden-
tified according to an explicit search strategy, selected according to
defined inclusion criteria, and assessed against consistent methodological
standards. The method by which the literature is obtained, along with the
search terms and the period of the search, should be specified.

5. As scientifically robust evidence is not always available it is likely that
many guidelines will be hybrids of varying degrees of evidence and expert
opinion. To ensure transparency of the recommendations that comprise the
guidelines, the recommendations should be graded according to the strength
of the evidence supporting them. The grading system should be validated,
with the grading based on an objective measurement of the study design
and quality and of the consistency, clinical relevance, and external validity
of the evidence.

6. The guidelines should not be excessively long, that is, no more than 20–25
pages.

7. They should be simple, clear, non-controversial, clinically relevant, flexible,
applicable to day-to-day practice, and available in a user-friendly format.

8. The antibiotics recommended in the guidelines should take account of the
pathogens encountered locally and their susceptibility patterns.

9. As well as providing recommendations for optimal selection, the guidelines
should include information regarding dosage, route of administration,
duration, alternatives for patients who are allergic to first-line agents, and
adjustments of dosages for patients with impaired renal function.

10. For prophylactic use, the guidelines should specify the procedures for
which antibiotics are needed (or not needed) and the optimal agents, their
dosages, and the timing, route, and duration of administration.

11. The guideline development group should identify evidence that is lacking
and areas for further research.

12. The development group should identify sample outcome measures that
would form the basis for auditing both the process and outcome of the
guidelines.

13. The guidelines should be reviewed by respected peers who are not mem-
bers of the guideline panel, but who are experts in the relevant field.

14. Guidelines are not static. They should be reviewed at periodic intervals
that should be specified (e.g., 2-yearly) and updated to take account of
advances in medical knowledge, changes in clinical practice and local cir-
cumstances, and the outcome of guideline evaluations. Any modifications
of the guidelines must be the result of the same rigour and commitment as
the original recommendations.

Guidelines can be developed nationally or locally. Those developed locally
by the clinicians who will use them are less likely to be scientifically valid than
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those developed nationally by Royal Colleges and working parties of specialty
societies because local groups lack the clinical, managerial, and technical
skills, as well as the time and financial resources, needed for the task. Moreover,
expertise at the local level is unlikely to be sufficiently broad, and personal opin-
ions may introduce bias into the decision-making process. Locally produced
guidelines must be no less robust than those produced nationally if patients are
to receive optimal care. On the other hand, prescribers may disagree with or
distrust guidelines written by remote national ‘experts.’ Guidelines are more
likely to be implemented if users have participated in their development.
Consequently, fewer resources are needed for effective dissemination and to
promote implementation, compared with national guidelines for which greater
emphasis must be placed on these phases of the process. A reasonable com-
promise would be to adapt national evidence-based guidelines (where such
guidelines exist) for local use, a strategy that may be adequate to ensure pre-
scribers’ compliance.

3.2.5.2. Guideline dissemination
One reason why guidelines are ineffective is that the target prescribers are

often unaware of their existence. Dissemination then is the process of bringing
guidelines to the attention of their intended users with the aim of increasing
awareness and influencing knowledge, attitudes, and behaviour.

Dissemination can be achieved in a variety of ways: publication in journals,
newsletters, local reports or documents, junior doctors’ handbooks, configura-
tion into a brief and portable format that is readily accessible to clinicians,
posters on wards and in relevant departments, patient literature, group educa-
tional programmes, and personal visits. The optimal strategy has not been deter-
mined. Publication in medical journals, especially general medical journals,
has, to date, been the most commonly used method, but is regarded as a poor
means of disseminating guidelines and has a low likelihood of implementation.
Direct mailing to relevant practitioners is seen as a more effective measure, but
it is still of limited efficacy, although the impact of this intervention can be
enhanced by making the guidelines visually attractive and/or by staging their
delivery in manageable ‘chunks’ of information. In general, however, passively
delivered interventions, such as written communications, have minimal abili-
ties to achieve even temporary changes in behaviour. Grimshaw and Russell
(1994) have claimed that the more overtly educational the dissemination strat-
egy, the greater the likelihood that the guidelines will be adopted and the more
lasting their impact, provided that dissemination is linked to an effective
implementation strategy.

3.2.5.3. Guideline implementation
Simply developing and disseminating guidelines, irrespective of how 

well they are done, is of limited value in terms of affecting improvements in
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healthcare unless the guidelines are implemented. Implementation is the
process of ensuring that guidelines are introduced into clinical practice.
Regrettably, the resources dedicated to developing guidelines have not been
matched by those to promote compliance with them and, consequently, there is
strong evidence that guidelines are often not adopted. Surveys have shown that
compliance can vary from 20% to �90%, depending on the nature of the
guideline, the specific clinical problem it is designed to address, the patient
group being targeted, the mode of implementation and the definition of adher-
ence. The most experienced practitioners may be the least likely to comply
with guidelines. Cabana et al. (1999) identified three domains of barriers to
implementation which related to: knowledge (lack of awareness or familiarity
with the guidelines); attitudes (lack of agreement with the guidelines, lack of
trust in the guidelines, i.e., low outcome expectancy, lack of self-confidence,
i.e., self-efficacy, or the inertia of previous practice); and behaviour (external
barriers which may be guideline-, patient- or environment-related). Others
have suggested the following additional explanations for practitioners’ failure
to adhere to guidelines:

1. Guidelines may not be written for practising clinicians, but merely repre-
sent a summary of the current state of knowledge, that is, they lack scien-
tific validity.

2. Important stakeholders may not have been represented on the group that
developed the guidelines.

3. Clinicians may choose to ignore guidelines for nonclinical reasons, such as
financial incentives or fear of litigation.

4. Guidelines may lack applicability to individual patients.
5. Local opinion leaders may not have endorsed the guidelines.
6. There may be inefficiencies of the healthcare system.

Guidelines should facilitate changes in practice, but if the changes are to be
sustained, measures designed to promote implementation of guidelines must
also change clinicians’ knowledge, attitudes, and beliefs. Active educational
interventions, such as seminars that are devoted exclusively to the guidelines
and where potential users are given the opportunity to discuss them, are more
likely to be effective than didactic lectures or simply including the guidelines
as part of an educational programme. However, education alone is insufficient
to ensure compliance. Other interventions that have been shown in at least
some studies to promote adoption of guidelines and to lead to improvements in
practice behaviour and clinical outcome include the following:

1. Endorsement by local and national professional organisations.
2. Incorporation into routine practice by local opinion leaders.
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3. Dissemination of guidelines by department heads.
4. Audit of compliance with guidelines, with feedback of results to clinicians.
5. Peer review.
6. Printed patient-specific reminders at the time of consultations to prompt

clinicians to use guidelines, for example, by attaching the guidelines to
clinical notes or by including them on desktop computers.

7. General reminders of guidelines.
8. Making guidelines available to prescribers when they are making clinical

decisions. This process has been facilitated by computer-assisted decision
support programmes such as that described by Pestotnik et al. (1996),
although the efficacy of this intervention has not been validated indepen-
dently and the effects on patient outcomes have not been adequately
assessed.

9. Promoting ‘ownership’ of guidelines by involving potential users in their
development; alternatively, local adaptation of national guidelines may be
sufficient to convey a sense of ownership.

10. Incorporation of guidelines into service contracts between purchasers and
providers.

11. Educational outreach visits (‘academic detailing’), that is, pre-arranged
face-to-face discussions between a detailer (a trained educator such as a
pharmacist) and a practitioner at the latter’s place of work with the aim of
persuading the practitioner to change behaviour through information and
evidence (Soumerai and Avorn, 1990). To date, this has been the most
effective and most lasting method of promoting compliance and has the
advantage of allowing those clinicians who most need to change their
practices to be targeted. On the other hand, it is expensive and labour-
intensive and concerns have been raised about whether or not it is effective
outside the research setting.

Any one or a combination of interventions improves compliance with guide-
lines to varying degrees. However, because most studies of the efficacies of
these interventions have involved multiple strategies, it has not been possible to
discern the relative contribution of each one. For this reason, and because many
of the studies suffered from methodological flaws and because there have been
very few comparative studies, efforts to identify the most effective interven-
tion(s) have been frustrated. In general, multiple measures have proved more
effective than single interventions and a combination of strategies is, therefore,
most likely to have the maximum impact on guideline implementation.

3.2.5.4. Evaluation
Evaluation is the assessment of the efficacy of the guidelines, with the aim

of ensuring that they have produced the intended changes in both practice and
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outcome. Audit is the most effective means of achieving this objective, but it
is essential to evaluate all of the components of the guideline process, not sim-
ply outcome, as they are inextricably linked. In other words, improvements in
clinical outcome will not be realised unless guidelines are received, read, and
adopted.

3.2.6. Laboratory control and the role of the medical
microbiologist/infectious diseases physician

The clinical microbiology laboratory and specialists in infectious diseases
(clinical microbiologists and infectious diseases physicians) can make impor-
tant contributions to a hospital’s programme to optimise antibiotic prescribing.
Laboratory control can be achieved in a variety of ways:

1. By promoting optimal usage of diagnostic services, ensuring that speci-
mens are appropriate, clinically relevant, and timely. The submission of
inappropriate specimens, in particular, those taken from sites that are not
clinically infected and those obtained after antibiotic therapy has been initi-
ated, should be discouraged as they may lead to inappropriate treatment.

2. By undertaking selective susceptibility testing, that is, including only those
antibiotics which are listed in the hospital formulary.

3. By appending clinical interpretations to laboratory reports (e.g., casting
doubts on the significance of laboratory isolates) when such comments are
appropriate.

4. By not determining, or by withholding, the susceptibilities of clinical iso-
lates when there is inadequate clinical information to enable an informed
opinion about significance or when there are doubts about the significance
of these isolates. Failure to do so will, in at least some cases, cause inexpe-
rienced prescribers to assume that the results have been interpreted by the
laboratory as being clinically significant and to initiate antibiotic therapy
inappropriately.

5. By selective reporting of antibiotic susceptibility test results, that is, report-
ing the susceptibility patterns of only a limited number of agents which are
appropriate treatment of the patient from whom the specimen has been
obtained; ideally, these drugs should be the least expensive and most
narrow-spectrum available.

6. By undertaking rapid identification and susceptibility testing of clinical iso-
lates. It has been demonstrated that rapid provision of the results of suscep-
tibility testing is more likely than conventional testing to lead to timely
changes to appropriate treatment and to have a demonstrable impact on the
care and outcome of hospitalised patients with infections. However, this
will mean that laboratories will be required to adopt aggressive reporting
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strategies in order to bring the results to the attention of prescribers for
appropriate action. Furthermore, rapid methods have reduced abilities to
detect some types of inducible resistance, thereby leading to false reports of
susceptibility.

7. By collecting local surveillance data and reporting trends and susceptibility
patterns in order to guide optimal empirical therapy.

As well as playing a pivotal role in the development and implementation of
the various interventions which comprise a hospital’s ACP, clinical microbiol-
ogists and infectious diseases physicians provide timely advice to colleagues
regarding diagnosis, the most appropriate specimens which should be submit-
ted for microbiological investigations and optimal empirical and definitive
therapy. Compared with nonspecialists in the management of patients with
infectious diseases, they have been shown to distinguish more accurately
between infected and noninfected patients, to prescribe appropriate empirical
and definitive therapy more often and at an earlier stage and to be associated
with higher survival and cure rates. They also prescribe fewer antibiotics over-
all and fewer broad-spectrum antibiotics specifically and are more likely
to convert from intravenous (iv) to oral treatment and from broad- to narrow-
spectrum agents when culture and susceptibility test results are available.
Patients treated by such specialists experience shorter mean lengths of hospital
stay, fewer relapses and readmissions, higher satisfaction scores, and shorter
times to return to regular activities compared with patients under the care of
nonspecialists. Yet, in a survey conducted by a Working Party of the British
Society for Antimicrobial Chemotherapy (1994), only 75% of respondents, who
were consultant medical microbiologists, indicated that they provided a clinical
consultative service. Not every patient about whom an opinion is sought needs
to be seen directly and much useful advice can be given over the telephone.
However, it is only at the bedside that a patient’s clinical status can be accu-
rately assessed and it is at the bedside where the greatest influence over antibi-
otic prescribing can be exerted. Face-to-face contact between microbiologists/
infectious diseases physicians and prescribers promotes confidence in the
former, increases the likelihood of future consultations, and is educational.

3.2.7. Educational interventions

As stated previously, educational interventions have had only minimal
effects on antibiotic prescribing and the impacts of those which have been
shown to be effective were short-lived unless they were constantly reinforced.
On the other hand, education complements the effects of other interventions,
including those which are more restrictive or coercive, and must be regarded as
the foundation of a hospital’s efforts to optimise antibiotic prescribing; it is
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potentially the only means by which prescribers can be persuaded to accept
ownership of the problem of antibiotic resistance. In order to have a sustained
effect on prescribing behaviour it is necessary to change prescribers’ underly-
ing attitudes and beliefs. The interventions which have been shown in several
studies to be the most effective in terms of changing practice are: audit and
feedback, computer-assisted decision support, educational outreach visits, local
opinion leaders, mass media interventions, and printed educational material.
However, prescribers tend to revert to preintervention practices once the study
has been terminated. Those who have had experience of trying to change
prescribers’ practices will empathise with the views of Sbarbaro (2001):
“Changing physician behaviour is considered by many to be an exercise in
futility—an unobtainable goal intended only to produce premature ageing 
in those seeking the change. The more optimistic might describe the process as
uniquely challenging.”

A long-term strategy which might be more effective than changing 
the behaviour of existing prescribers is to ‘mould’ the behaviour of future 
prescribers, that is, medical students. As well as understanding the need for
prudent prescribing, medical students must be taught how to use the services
of the diagnostic laboratory effectively, inappropriate investigations leading to
inappropriate prescribing.

3.2.8. The role of the hospital pharmacist

Although clinical pharmacists in the United States have for many years
occupied high-profile roles and have been extremely effective in terms of con-
trolling anti-biotic usage, this resource has not, to date, been adequately
utilised in the United Kingdom, despite the obvious benefits of doing so.
Indeed, the costs of employing one or more pharmacists to fulfill the role of
antibiotic utilisation coordinator/infectious diseases pharmacist can be offset
by savings on antibiotic expenditure. As well as being a member of the
Antibiotic Control Committee and enforcing the interventions implemented by
the Committee (such as formulary restrictions and automatic antibiotic stop-
order policies), the pharmacist has an educational role (promoting good and
cost-effective prescribing practices), monitors compliance with clinical guide-
lines and other interventions, monitors antibiotic consumption (to highlight
inappropriate antibiotic usage), and undertakes audit initiatives (including
evaluating the effects of clinical guidelines on outcome and antibiotic resis-
tance patterns). Pharmacists should be provided with modern computer facili-
ties in order to enable them to expedite these functions and should promote the
introduction of electronic prescribing. For a more detailed discussion of the
role of the pharmacist in antimicrobial management, the reader is referred to
Chapter 13, this volume, by Knox et al.
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3.3. Other interventions

Several other strategies for optimising antibiotic prescribing in hospitals
have been proposed and/or evaluated. Although there is a paucity of robust
evidence in the literature to support the efficacies of most of these interven-
tions, and some are controversial, at least a few may have benefits and may
eventually find places in the antibiotic control programmes of some hospitals.

3.3.1. ‘Streamlining’

‘Streamlining’ is the conversion of initial therapy, based on the results
of culture and susceptibility testing and clinical response, from a broad- to a
narrow-spectrum regimen, from combination therapy to monotherapy or from
newer, expensive drugs to older, less-expensive drugs with equivalent effica-
cies. Too often, patients are left to complete initial courses of therapy because
they are responding to them and because prescribers are reluctant to change the
regimens. Although there is little evidence of the efficacy of streamlining, the
collective experience in many centres suggests that it is feasible, effective, and
safe. Its implementation has been associated with substantial cost savings,
lower incidences of toxicity, and reduced selective pressures for resistance and
it has been shown to have a marked educational impact on prescribers.

3.3.2. Intravenous (iv)-oral switch therapy

The conversion from a parenteral to an oral antibiotic regimen, also known
as sequential antibiotic therapy, is a form of streamlining. The oral alternative
may simply be a different formulation of the same drug, a drug belonging to
the same class of antibiotics or a drug belonging to a different class of antibi-
otics. Regardless, the most important criteria are that the oral agent has thera-
peutic efficacy that is comparable to that of the iv drug, that it is active against
the cause of the infection and that it has good oral bioavailability. The conver-
sion should be implemented in accordance with recognised criteria.

Treatment by the oral route has several advantages. Oral formulations are
easier to administer and less expensive (in terms of both acquisition and
administration costs) and are associated with lower incidences of complica-
tions (phlebitis and catheter-related bloodstream infections). Perhaps most
importantly, they facilitate early discharge from hospital, thereby reducing the
cost of care and the likelihood of patients being exposed to or transmitting
antibiotic-resistant potential pathogens. The implementation of such a pro-
gramme is not without its difficulties, its success depending upon the collabo-
rative efforts of the parental clinical team, the hospital pharmacy, members of
the microbiology department, and nursing staff.
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3.3.3. Combination therapy

The practice of using combination therapy is an extension of effective
antituberculous and antihuman immunodeficiency virus therapy, that is, 
the administration of two or more antibiotics reduces the likelihood of the 
emergence of resistant strains. However, while some investigators outside of
the setting of tuberculosis have demonstrated a trend towards less frequent
emergence of resistance in patients given combinations of drugs, and others
have reported higher clinical and bacteriological cure rates (the latter, in princi-
ple, helping to reduce transmission of antibiotic-resistant strains), most of those
who have compared the efficacy of combination therapy with that of monother-
apy (usually a �-lactam/aminoglycoside combination and a �-lactam alone
respectively) have failed to show that the former is superior to the latter in
terms of preventing the emergence of resistant strains. The combination approach
also leads to considerable hidden costs and may be associated with drug 
interactions (antagonism) at the receptor sites, an increased frequency of
superinfection (secondary to greater disruption of the normal flora) and a
greater likelihood of adverse drug reactions. With the exception of antituber-
culous therapy, there is currently insufficient evidence to justify the routine use
of combination treatment as a general means of minimising the emergence of
antimicrobial resistance.

3.3.4. Therapeutic substitution

Therapeutic substitution involves replacing a prescribed antibiotic with one
having a different chemical structure, but belonging to the same therapeutic
class and having comparable pharmacokinetic and pharmacodynamic proper-
ties and clinical efficacy. This intervention has been applied broadly to those
therapeutic classes having little diversities among constituent drugs or large
disparities in drug prices. Examples of antibiotics to which the strategy might
apply are cephalosporins, aminoglycosides, and quinolones. A therapeutic sub-
stitution is initiated by a hospital’s drug and therapeutic committee and is
implemented within the context of the formulary system. The principal moti-
vation is cost savings. The practice has been widely adopted throughout both
the United States and the United Kingdom.

The challenges of therapeutic substitution include identifying appropriate
therapeutic alternatives, obtaining prescriber approval before making a ther-
apeutic substitution, adequately monitoring the effects of therapeutic substitut-
ion on patient outcome, dealing with toxic reactions and drug interactions, and
identifying true savings after taking account of the costs of implementing and
administering the intervention, adverse events, and drug administration.
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3.3.5. ‘Cycling’ (rotation)

‘Cycling’ is the scheduled withdrawal of a class of antibiotics (or a specific
member of a class) and substitution with a different class (or a specific mem-
ber of that class). This may be followed after a specified interval by a third or a
fourth substitution, but, in order to fulfil the definition, the initial regimen
must be re-introduced at a later stage and the cycle repeated. The duration of
each cycle is based on either local susceptibility patterns or a predetermined
time period. Cycling has normally involved substitution of one class of antibi-
otics with another, as opposed to substitution with a member of the same class
(which shares resistance mechanisms), although, in some studies, one amino-
glycoside was replaced with another. Cycling is not the same as simply with-
drawing one drug and replacing it with another. The rationale behind the
intervention is that the more frequently an antibiotic is prescribed, the more
likely resistance to it will develop. Withdrawal of an antibiotic for a proscribed
period of time will limit the selective pressures exerted by that agent, thereby
allowing rates of resistance to it to stabilise or decrease during the period of
restriction and ensuring that its efficacy is intact when it is re-introduced at a
later date in place of a substitute. Each cycle is timed to occur before the emer-
gence of significant levels of resistance to the substitute drug. The objective,
therefore, is to maintain the total mass of any drug below the critical level that
leads to the emergence of resistance to it.

Notwithstanding the current popularity of cycling, data supporting its effi-
cacy are limited. Most of the investigators who claimed to have evaluated
cycling assessed withdrawal/substitution; the initial regimen was not re-intro-
duced. Of the studies that actually investigated cycling, most did not fulfil the
criteria for inclusion in a systematic review, the majority being uncontrolled
before-and-after studies. Of the three which fulfilled these criteria, interpreta-
tion of the effects of cycling on resistance rates was undermined, owing to a
lack of standardisation, the impact of confounding variables, in particular,
infection control interventions, the failure to differentiate clinical isolates
which were simply colonising patients from those causing infection and the
administration of “off-cycle” drugs to as many as 50% of patients. Furthermore,
each of the studies published to date involved only a single intensive care unit,
thereby precluding efforts to make generalisations. Finally, the results of a study
which used mathematical models suggest that cycling will always be inferior to
“mixed” antibiotic use (the simultaneous prescribing of alternative drugs
belonging to different classes) at the population level (Bonhoeffer et al., 1997).

In conclusion, the efficacy of cycling, in terms of preventing or reversing
the trend towards increasing antibiotic resistance, has not been demonstrated.
Indeed, the investigators in four studies described the rapid re-emergence of
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strains resistant to the initial antibiotic when it was re-instated. There remains
a need for large, well-designed, CCTs employing high-quality epidemiological
tools, sophisticated resistance mechanism and molecular typing analyses, and
effective and consistent infection control interventions. A great many issues
relating to cycling need to be resolved before undertaking such trials, let alone
implementing this intervention on a routine basis.

3.3.6. Computer-assisted decision support

Computer-assisted decision support provides prescribers with information
relevant to individual patients at the bedside when the decision to administer
antibiotics is made, this being the most critical period in terms of influencing the
choice of treatment. Recommendations on prophylaxis and empirical and defin-
itive therapy are based on patient data, local susceptibility patterns, local practice
guidelines and costs of formulary drugs, all of which must be programmed into
the hospital information system. As well as advising on the choice of antibiotics,
the system recommends dosages and durations and alerts prescribers to incorrect
dosages, routes of administration and intervals between doses, resistant patho-
gens, cost-effective alternatives, drug incompatibilities, the need to monitor
serum drug concentrations, etc. In its most highly developed form, this computer-
driven aid has been shown to lead to reduced antibiotic usage and expenditure,
increased appropriateness of antibiotic prescribing, improved clinical outcome,
and reduced incidences of adverse drug reactions, without leading to increased
incidences of resistance (Evans et al., 1998; Pestotnik et al., 1996). However, its
efficacy has not been confirmed by well-designed clinical trials and the benefits
in terms of patient outcome have not yet been adequately assessed. Moreover,
there is a requirement for highly sophisticated information technology systems
which are not widely available in hospitals in the United Kingdom, although they
are currently under development in some centres.

3.4. Outcome measures

Measuring the impact of the interventions implemented in a hospital in
order to optimise antibiotic prescribing is fraught with problems. For example,
simply determining the incidences of antibiotic-resistant organisms before and
after the introduction of an intervention does not allow the relative contri-
bution of the intervention to be distinguished from that of infection control
measures. However, the following parameters might be used as a basis for
assessing the efficacies of the strategies which have been introduced.

1. Auditing compliance with the intervention.
2. Monitoring changes in total drug usage, expressed in terms of Defined

Daily Doses (DDDs), before and after implementation and annually.
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3. Monitoring changes in the usage of targeted drugs (in DDDs) before and
after implementation and annually.

4. Monitoring changes in the mean durations of antibiotic prescriptions.
5. Monitoring changes in the mean durations of hospital stay.
6. Monitoring changes in the appropriateness of prescriptions.
7. Monitoring changes in the antibiotic susceptibilities of target organisms

before and after implementation.

4. CONCLUSIONS

1. Most, if not all, of the recommendations which will be made by the
Working Party, once the systematic review of the literature has been com-
pleted, are likely to be based on a consensus of expert opinion, rather than
robust published evidence.

2. A multifaceted approach, that is, one involving a combination of interven-
tions, will be needed to achieve a maximum impact on prescribing behaviour.

3. It may not be feasible or practicable to implement all of the interventions
described above (indeed, it may not even be possible to implement all of the
core interventions) in each hospital and it will, therefore, be necessary to
develop a programme of interventions that suits local circumstances and
needs.

4. The interventions that are implemented will need to be enforced and their
efficacies monitored through the audit process.

5. Hospital management will need to demonstrate support for the programme
developed by the Antibiotic Control Committee by making available to it
adequate resources to enable the interventions introduced to control anti-
biotic usage to be implemented and enforced.

REFERENCES

Bamberger, D. M. and Dahl, S. L., 1992, Impact of voluntary vs enforced compliance
of third-generation cephalosporin use in a teaching hospital. Arch. Intern. Med., 152,
554–557.

Belliveau, P. P., Rothman, A. L., and Maday, C. E., 1996, Limiting vancomycin use to com-
bat vancomycin-resistant Enterococcus faecium. Am. J. Health Syst. Pharm., 53,
1570–1575.

Bonhoeffer, S., Lipsitch, M., and Levin, B. R., 1997, Evaluating treatment protocols to pre-
vent antibiotic resistance. Proc. Natl. Acad. Sci. USA, 94, 12106–12111.

Brown, E.M., 2002, Guidelines for antibiotic usage in hospitals. J. Antimicrob. Chemother.,
49, 587–592.

Cabana, M. D., Rand, C. S., Powe, N. R., Wu, A. W., Wilson, M. H., Abboud, P.-A. C. et al.,
1999, Why don’t physicians follow clinical practice guidelines? A framework for
improvement. JAMA, 282, 1458–1465.

Interventions to Optimise Antibiotic Prescribing in Hospitals 181



Evans, R. S., Pestotnik, S., Classen, D. C., Clemmer, T. P., Weaver, L. K., and Orme, J. F., Jr.,
1998, A computer-assisted management program for antibiotics and other antiinfective
agents. N. Engl. J. Med., 338, 232–238.

Finch, R. G. and Low, D. E., 2002, A critical assessment of published guidelines and other
decision-support systems for the antibiotic treatment of community-acquired respiratory
tract infections. Clin. Microbiol. Infect., 8(Suppl. 2), 69–92.

Government Response to the House of Lords Select Committee on Science and Technology
Report, 1988, Resistance to Antibiotics and Other Antimicrobial Agents, CM 4172. The
Stationery Office, London.

Grilli, R., Magrini, N., Penna, A., Mura, G., and Liberati, A., 2000, Practice guidelines
developed by specialty societies: The need for a critical appraisal. Lancet, 355, 103–106.

Grimshaw, J. M. and Russell, I. T., 1994, Achieving health gain through clinical guidelines.
II: Ensuring guidelines change medical practice. Qual. Health Care, 3, 45–52.

Himmelberg, C. J., Pleasants, R. A., Weber, D. J., Kessler, J. M., Samsa, G. P., Spivey, J. M.
et al., 1991, Use of antimicrobial drugs in adults before and after removal of a restriction
policy. Am. J. Hosp. Pharm., 48, 1220–1227.

House of Lords Select Committee on Science and Technology, 1998, Resistance to
Antibiotics and Other Antimicrobial Agents. The Stationery Office, London.

Kish, M. A., 2001, Guide to development of practice guidelines. Clin. Infect. Dis., 32,
851–854.

Lawton, R. M., Fridkin, S. K., Gaynes, R. P., McGowan, J. E., and the Intensive Care
Antimicrobial Resistance Epidemiology (ICARE) Hospitals, 2000, Practices to improve
antimicrobial use at 47 US hospitals: The status of the 1997 SHEA/IDSA position paper
recommendations. Infect. Cont. Hosp. Epidemiol., 21, 256–259.

Lopez-Lozano, J.-M., Monnet, D. L., Yague, A., Burgos, A., Gonzalo, N., Campillos, P. 
et al., 2000, Modelling and forecasting antimicrobial resistance and its dynamic relation-
ship to antimicrobial use: A time series analysis. Int. J. Antimicrob. Agents, 14, 21–31.

Natsch, S. and van der Meer, J. W. M., 2003, The role of clinical guidelines, policies and
stewardship. J. Hosp. Infect., 53, 172–176.

NHS Executive, 1999, Resistance to Antibiotics and Other Antimicrobial Agents. HSC
1999/049, NHS Executive, Leeds, UK.

Peetermans, W. E. and Ramaekers, D., 2002, Clinical practice guidelines in infectious dis-
eases. Neth. J. Med., 60, 343–348.

Pestotnik, S. L., Classen, D. C., Evans, R. S., and Burke, J. P., 1996, Implementing antibiotic
practice guidelines through computer-assisted decision support: Clinical and financial
outcomes. Ann. Intern. Med., 124, 884–890.

Report from the Invitational EU Conference on The Microbial Threat, 1998, The
Copenhagen Recommendations. Ministry of Health, Ministry of Food, Agriculture and
Fisheries, Copenhagen, Denmark.

Sbarbaro, J. A., 2001, Can we influence prescribing patterns? Clin. Infect. Dis., 33(Suppl. 3),
S240–S244.

Shlaes, D. M., Gerding, D. N., John, J. F., Jr., Craig, W. A., Bornstein, D. L., Duncan, R. A.
et al., 1997, Society for Healthcare Epidemiology of America and Infectious Diseases
Society of America Joint Committee on the Prevention of Antimicrobial Resistance:
Guidelines for the prevention of antimicrobial resistance in hospitals. Clin. Infect. Dis.,
25, 584–599.

Soumerai, S. B. and Avorn, J., 1990, Principles of educational outreach (‘academic detail-
ing’) to improve clinical decision making. JAMA, 263, 549–556.

Sub-Group on Antimicrobial Resistance of the Standing Medical Advisory Group, 1998,
The Path of Least Resistance. Department of Health, London.

182 Erwin M. Brown



Thomson, R., Lavender, M., and Madhok, R., 1995, How to ensure that guidelines are
effective. BMJ, 311, 237–242.

Williams, R. R., Gross, P. A., and Levine, J. F., 1985, Cost containment of second-generation
cephalosporins by prospective monitoring at a community teaching hospital. Arch. Intern.
Med., 145, 1978–1981.

Working Party of the British Society for Antimicrobial Chemotherapy, 1994, Hospital antibiotic
control measures in the UK. J. Antimicrob. Chemother., 34, 21–42.

Interventions to Optimise Antibiotic Prescribing in Hospitals 183



Antibiotic Policies: Theory and Practice. Edited by Gould and van der Meer 

Kluwer Academic / Plenum Publishers, New York, 2005 185

Chapter 11

Improving Prescribing in Surgical Prophylaxis

Jos W. M. van der Meer and Marjo van Kasteren
Department General Internal Medicine, UMC St Radboud, PO Box 9101, 6500HB
Nijmegen, The Netherlands

1. INTRODUCTION

Surgical wound infections have occurred ever since the early days of surgery.
Although the concept of asepsis and antisepsis, as proposed by Lister was
a major step forward, surgical wound infections have remained very common.
With the advent of antibiotics it was felt that these infections would be
preventable. However, it took decades until optimal usage of antibiotics for
surgical prophylaxis became a more or less settled problem.

In fact, one could state that the use of antibiotics for the prevention of 
surgical wound infection has become the area in antibiotic use nowadays that
is least controversial. This chapter on antimicrobial prophylaxis in surgery is
divided into two parts. The first part reviews the state of the art of antibiotic
prophylaxis in surgery, the second deals with auditing and improving anti-
biotic prophylaxis in practice.

2. STATE OF THE ART OF ANTIBIOTIC
PROPHYLAXIS IN SURGERY

2.1. Historical background

Based on a set of seminal studies, the background of the current policies of
antimicrobial prophylaxis in surgery has been settled. The first studies to be



mentioned within this context are—without doubt—the animal experiments by
Burke. In a series of elegant investigations, he investigated the timing of
antibiotic prophylaxis (Burke, 1961). He produced surgical wounds in rats
which he contaminated with Staphylococcus aureus. At various points in time
he administered antibiotics and discovered that wound infection could only be
prevented if the antibiotics were given close to the time of inoculation.

A second landmark study was that of Weinstein and collaborators
(Weinstein et al., 1975). In rats, these investigators showed that prophylaxis for
abdominal surgery should be directed to both anaerobic bacteria and aerobic
bacteria. When rats were intra-abdominally inoculated with intestinal flora, it
was found that animals treated with antibiotics that were only effective against
anaerobic bacteria (i.e., clindamycin), developed potentially lethal sepsis
caused by aerobes; those animals treated with antibiotics that were selectively
effective against aerobes, in contrast, would not develop sepsis but suffer from
intra-abdominal abscesses (apparently mainly caused by anaerobes). Treatment
with combined antibiotics prevented both types of problems. The importance
of coverage of anaerobes and aerobes in clinical surgery was proposed by
Nichols, who investigated regimens of oral antibiotic for prevention of wound
infection after colonic surgery (Nichols et al., 1972). Thus, from these key
studies the concept emerged that prophylaxis after abdominal surgery has to
cover both anaerobes and aerobes.

The third group of landmark studies was that of Cruse and Foord. These
investigators scrutinised the occurrence of surgical wound infections and
determined the standards for the “acceptable” frequencies of wound infections
after dirty surgery, contaminated surgery, so called clean-contaminated surgery,
and clean surgery (Cruse and Foord, 1980). These investigations have set the
stage for investigations looking into the effect of antibiotic prophylaxis in
contaminated and clean-contaminated surgical procedures. The surgical classi-
fication, given by Mayhall (1993) is presented here (Table 1). The percentages
of post-operative wound infection without antibiotics range between 2% and
5% for clean wounds, around 10% for clean-contaminated wounds, and �20%
for contaminated wounds.

2.2. Principles of antibiotic prophylaxis in surgery

Taken together the studies discussed in the previous paragraphs have laid
the foundations for the following principles in surgical prophylaxis:

● Antibiotic prophylaxis in surgery is mainly indicated for (clean-)contami-
nated procedures

● The antibiotics to be selected for surgical prophylaxis should cover the
microorganisms that predictably cause wound infection
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● The antibiotics selected for prophylaxis should be present in adequate con-
centrations in the wound at the time that bacterial contamination occurs.

Commonly five more principles are added:

● The prophylactic antibiotics should be given for a short duration
● The antibiotics selected for this indication should not be used therapeutically
● The antibiotics selected should not readily lead to emergence of microbial

resistance
● The antibiotics used for surgical prophylaxis should be free of side effects
● The antibiotics used for surgical prophylaxis should be relatively cheap.

Each of these principles will be discussed in a little more detail.
Antibiotic prophylaxis mainly in (clean-)contaminated procedures. It is gen-

erally accepted that the main classes within the wound classification (Table 1)
for which antibiotic prophylaxis is indicated are clean-contaminated and con-
taminated wounds. However, there are clean surgical procedures in which a
wound infection is such a disaster, that antibiotic prophylaxis is considered to be
indicated. These are especially those procedures in which prosthetic material is
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Table 1. Surgical wound classification

Class Description of the wound

Clean Elective, primary closure, without drains
Non-traumatic, not infected, not inflamed
Adequate asepsis 
Airways, GI tract, or genitourinary system not opened

Clean-contaminated Airways, GI tract, or genitourinary system opened under
controlled conditions or without extraordinary contamination

Oropharynx opened 
Vagina opened 
Urinary tract opened without positive urine culture
Biliary tract opened without infected bile

Contaminated Open, traumatic wound (not older than 6 hr)
Visible leakage from the GI tract
GI tract or genitourinary system opened
with infected bile or urine

Break in aseptic instrumentation
Incision in area of acute, non-purulent inflammation

Dirty Surgery through traumatic wounds with necrotic tissue, 
foreign material or (faecal) contamination

Traumatic wound with delayed treatment
Perforated viscus detected
Acute bacterial infection with pus detected at operation

Source: Adapted from Mayhall (1993).



implanted. Some surgical procedures with clean wounds meet with frequen-
cies of wound infection in the range of 8–20% (e.g., craniotomy and coronary
bypass surgery). For these procedures antibiotic prophylaxis is considered
acceptable.

Areas of uncertainty are abdominal hysterectomy and pulmonary surgery.
For both procedures the clinical trials are equivocal (Boldt et al., 1999;
Hemsell, 1991). Guidelines for prevention of infections in surgery have been
published by several organsations, for example, the Centers for Disease
Control in the United States (Mangram et al., 1999). In Table 2, the Dutch 
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Table 2. Surgical procedures for which perioperative antibiotic prophylaxis is indicated

Clean wounds
ENT surgery Stapedectomy

Cochlear implant
Implant/bone transplant nose

Neurosurgery Craniotomy

Vascular surgery Application of prosthetic material
Aorta reconstruction
Vascular surgery with inguinal incision

Cardiac surgery Open-heart surgery, coronary bypass surgery, implantation 
of prosthetic valve

Bone and joint surgery Implantation of prosthetic joints 
Osteosynthesis
Amputation in ischaemic area

Clean-contaminated/contaminated
Head and neck surgery Incision of pharynx/oesophagus

Neurosurgery Surgery through naso-/oropharynx

Thoracic surgery Lobectomy en pulmonary resection
Abdominal surgery Stomach and duodenum surgery with hpochorhydria, 

disturbed motility or extreme overweight
Biliary surgery for acute cholecystitis, stone in the 
common duct, age �70 years, or obstructive jaundice

Colonic or rectal surgery
Appendectomy for appendicitis

Urogenital surgery Surgery of the urinary tract with non-sterile urine
Vaginal/abdominal hysterectomy
Secondary Caesarean section
Manual removal of the placenta
Abortion in second trimester or in first
trimester after PID

Vulvectomy

Trauma Open fracture
Penetrating abdominal or thoracic trauma

Source: Adapted from van Kasteren et al. (2000).



consensus (issued by the Working Party on Antibiotic Policy, SWAB) regard-
ing antibiotic prophylaxis in surgery is reproduced (van Kasteren et al., 2000).

Prophylaxis to cover microorganisms that predictably cause wound infec-
tion. Surgical wound infections are caused by endogenous and exogenous
microflora. The endogenous microorganisms, the patient’s own flora, are
dependent on the body site where the surgical procedure will take place. The
antimicrobial susceptibility of the endogenous flora is dependent on the
patient’s history (has the patient been exposed to resistant microorganisms,
for example, methicillin-resistant S. aureus [MRSA], has the patient been
using antibiotics recently?). This implies that antibiotic prophylaxis should be
individualised, especially when there is a risk of resistant endogenous flora.

Exogenous microflora (transferred by medical personnel or by inanimate
material) is generally not taken into account for the selection of the antimicro-
bial drugs for prophylaxis: infections by these microorganisms should be pre-
vented by hygienic measures. The choice of antibiotics should be aimed at
optimal prophylaxis, not maximal.

Adequate antibiotic concentrations at the time of bacterial contamination.
Since bacterial contamination of a surgical wound almost exclusively occurs
between incision and closure, effective antibiotic concentrations should be
present in the wound during that period. The literature on surgical prophylaxis
has concentrated more on the presence of effective concentrations at the begin-
ning of surgery than at time of closure (see next paragraph).

There has been quite some debate regarding the optimal time of giving the
first antibiotic dose. Studies have provided evidence that administration within
2 hr before incision is effective (Classen et al., 1992). Given the rapidity of
diffusion of antibiotics into tissues with adequate blood supply, it is probably
better to shorten this time period to approximately 30 min.

The prophylactic antibiotics should be given for a short duration. There is
general agreement that antibiotic prophylaxis in surgery should not be given
for longer than 24 hr. A number of studies have compared administration of
a single dose versus 24 hr of administration and met with equal efficacy
(Rowe-Jones et al., 1990; Wymenga et al., 1992). Despite the still insufficient
power of these (large) studies, most authorities feel that a single dose of an
antibiotic will suffice for surgical procedures that do not exceed 3–4 half-lives
of the drug, provided there is no substantial blood loss and no use of extra-cor-
poral circulation. Under the latter circumstances an extra dose of antibiotic
shortly before the end of the operation is indicated.

Antibiotics selected for this indication should not be used therapeutically.
This principle is of a somewhat lesser order than the others. It is mainly put 
forward for practical reasons. If an antibiotic is only used for prophylaxis, its
use and compliance with guidelines is relatively easily monitored. In addition,
since many antibiotics are effective in prophylaxis—provided they cover the
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microorganisms that are likely to cause the infection—it is unnecessary to use
new antibiotics. A drug like cefazolin is very suitable for the coverage of
aerobic pathogens: its spectrum is sufficient, it has a relatively long half-life
(90 min) and it is safe. It should be noted that this principle does not hold up as
easily for anaerobic coverage. Here, metronidazole is often used and this drug
cannot be avoided for therapy of anaerobic infections.

Antibiotics selected should not readily lead to emergence of microbial resis-
tance. This general principle not only pertains to the effect of the antibiotic on
the microflora of the patient, but also on that of the hospital environment (i.e., the
operating theatre). Antibiotics that may readily induce resistance, for instance,
through one-step mutation (macrolides, fucidic acid) are better avoided. Also,
antibiotics with a very broad spectrum (such as carbapenems) should not be used
in this setting: by destroying most of the endogenous flora, they pave the way 
for colonisation and subsequent infection by resistant hospital bacteria and also
by fungi.

Antibiotics used for surgical prophylaxis should be free of side effects.
One would preferably select antibiotics with which allergic reactions are rare.
For this reason, penicillins are less suitable. Cephalosporins that are clearly
less allergenic in general, can be used safely (Kelkar and Li, 2001). Although
toxicity for most antibiotics is not a great problem if only a single dose is
given, it is still wise to avoid aminoglycosides here. Wrong estimations of
renal clearance and lean body mass are easily made and volume depletion and
deterioration of renal function can occur during operation, all of which may
enhance toxicity when more than one dose is given.

Antibiotics used for surgical prophylaxis should be relatively cheap. Cost
containment is another reason to give preference to old (“off-patent”) drugs.
Indirect costs also have to be taken into account and for this reason oral bowel
preparations (containing for instance neomycin and erythromycin) have become
less used.

3. AUDITING AND IMPROVING THE QUALITY 
OF ANTIBIOTIC PROPHYLAXIS IN SURGERY

3.1. Surveying the quality of antibiotic
prophylaxis in practice

Assessing the quality of the actual practice of antibiotic prophylaxis in
surgery is relatively easy. In fact, if one considers performing studies on quality
of antimicrobial prescribing in hospital, it is a sensible decision to start with this
particular area. Before embarking on an extensive investigation of the whole
chain of events preceeding the actual administration of the antibiotics, it is
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wise to perform a pilot investigation. Such a pilot should start with collecting
the relevant data of a small series of postoperative patients (e.g., ten patients
that are currently admitted) on a surgical ward. The data needed are:

● Age, gender, bodyweight, and length
● Diagnosis/indication for surgery
● Kind of surgery
● Comorbidity (including recent use of antibiotics; known drug allergy)
● Liver tests and renal function (preoperative)
● Antibiotic(s) given for prophylaxis
● Dosis
● Time of administration
● Administered by whom
● Starting time of operation
● Duration of operation
● Blood loss
● Additional dosages of antibiotic.

Collection of these data should be performed in a casual way, so as not to
induce a change in prescribing behaviour. When these data have been col-
lected, the actual quality review can start. To this end, use of the algorithm of
Gyssens et al. (1992) is recommended (Figure 1). In addition, the prevailing
local hospital guideline on antibiotic prophylaxis should be available.

The following patient vignette may serve as an example on how to perform
the review.

A 72 year old female, weight 83 kg, length 163 cm
Diagnosis: stenosis of sigmoid colon due to recurrent diverticulitis
Surgical procedure: resection of sigmoid colon
Comorbidity: non-insulin dependent type 2 diabetes; no antibiotic usage; no drug
allergy; normal liver tests, estimated creatinine clearance 70 ml/min
Antibiotic prophylaxis: ceftazidime; Dose: 1 g
Time of administration: 11:10 am
Administered iv by a nurse on the ward
Start of operation: 1:20 pm
Duration of operation: 2 hours and 45 min
Blood loss 400 ml.

3.2. No additional antibiotics

Review of the case history described above, with the help of the algorithm
will yield the following results.

● The data are adequate. It concerns a procedure with a contaminated wound,
so antibiotics are indicated.
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Figure 1. Flow chart for quality-of-use assessment of antimicrobial drug prescriptions
according to Gyssens et al. (1992). Reprinted with permission.
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● The patient only received ceftazidime and no anti-anaerobic coverage; thus
there is an alternative which is more effective; we score IVa.

● Let us assume that the hospital guideline recommends cefazolin with
metronidazole for this type of surgical procedure.

● Although metronidazole adds a little toxicity to cefazolin, toxicity is not an
issue here.

● Ceftazidime is considerably more expensive than cefazolin: we score IVc.
● Also, the spectrum of ceftazidime is too wide: we score IVd.
● Since only one dose was given, the duration is correct.
● The dose is correct. Since there was only one dose given, the dosis interval

is not applicable. The administration of the drug is correct.
● The patient received the prophylaxis on the ward. This is of course not ideal,

since the surgical procedure may be delayed, as in this case. The time elapsed
between the injection and the operation is more than 2 hr. We score I.

● This case already points to serious problems that need urgent attention.

First of all, the administration of a third generation cephalosporin does
raise the question, “Is this structural or incidental? Is the mistake with the 
person who has been giving the order or with the nurse administering the drug
(e.g., insufficient knowledge of different cephalosporins)?” More cases from
the same ward are needed to see what is wrong.

3.3. Further quality assessment

If the pilot survey of antibiotic prophylaxis in surgery appears to meet with
poor quality, it is necessary to describe the sequence of events that has pre-
ceded the actual prescribing practice. Within that context, barriers that inter-
fere with this chain of events and with the actual implementation of the
antibiotic policy should be looked for.

The sequence starts with the formulation of the guideline (often by a mul-
tidisciplinary hospital committee that makes use of already existing national 
or international guidelines to formulate local guidelines). In respect of the
acceptance of the guideline, it is important to check whether key players of the
surgical disciplines were involved in the decision-making at this stage. An
important next step is the issuing of the guideline, its acceptance by the pro-
fessionals and its implementation in daily practice.

It is an important question whether barriers (defined as factors that limit or
restrict complete physician adherence to a guideline [Cabana et al., 1999]) are
present. Such barriers may be physician related, patient related, or system
related. Physician-related barriers have to do with knowledge, attitude, or
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behaviour. According to Cabana et al. (1999) lack of knowledge comes down
to lack of awareness and lack of familiarity with the guideline. The amount of
information, the time needed to become and stay informed, and the accessibil-
ity to the guidelines are critical issues here. Attitude has to do with lack of
agreement with the guideline, lack of outcome expectancy, and perhaps worst
of all, inertia. With regard to attitude there is the crucial influence of supervi-
sors and local opinion leaders: their involvement and endorsement is essential.
Behaviour, which is a consequence of knowledge and attitude is strongly influ-
enced by external factors, for example, patient demands and factors in the
system such as financial constraints and bureaucracy.

For the assessment of quality, each of these factors that may pose a barrier
should be given critical attention.

3.4. How to intervene?

Once the quality is assessed and the barriers that interfere with it have
been identified, a plan can be made for intervention. As an example, the 
intervention studies as published by Gyssens et al. (1996, 1997) may serve.
In that study, rather poor timing of the preoperative antibiotic dose was found.
In the analysis a critical factor was that nobody really felt responsible for the
administration of the antibiotic. This was due to lack of knowledge of the sur-
geons (not sufficiently aware of the importance of antibiotic timing [Classen
et al., 1992]) and a lack of involvement on the side of the anaesthesiologists
and a lack of communication between surgeons and anaesthesiologists. The
successful intervention consisted of the education of surgeons, anaesthesiolo-
gists, and nurses.

In a recent multicentre study of surgical antimicrobial prophylaxis in the
Netherlands (van Kasteren et al., 2003), it was found that the most important
barriers to local guideline adherence were lack of awareness due to ineffective
distribution of the most recent version of the guidelines, lack of agreement by
surgeons with the local hospital guidelines, and environmental factors, such as
organizational constraints in the surgical suite and in the ward. Especially,
adherence to guidelines on dosing interval and timing needs improvement.

In conclusion, it is clear that meticulous analysis of all steps is necessary to
design and install effective intervention. Most often a set of interventional
measures is necessary. The effect of the intervention should be assessed. Such
assessment should be performed relatively shortly after the intervention, but
also later, to see whether the effect of the intervention lasts. After all, it is
human to fall back to one’s old routines and mistakes.
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1. INTRODUCTION

Antibiotic therapy differs from all other types of pharmacotherapy. It is
based on the characteristics of not only the patient and the drug but also on the
nature of the infection and the microorganism causing the infection. There is a
complex relationship between the host, the pathogens, and the anti-infective
agents. The rational use of antimicrobial drugs is based on an understanding of
the many aspects of infectious diseases. Factors relating to host defence, the
identity, virulence, and susceptibility of the microorganism and the pharmaco-
kinetics and pharmacodynamics of antimicrobial drugs have to be considered.
Antimicrobial use is the major determinant of microbial resistance. To guaran-
tee the long-term efficacy of antimicrobial drugs, the quality-of-use should be
maximised and overconsumption (inappropriate use) eliminated. There are
major differences in antimicrobial consumption in different parts of the world
(Cars et al., 2001). However, much less is known about the quality of antimi-
crobial use. An optimal treatment for an infection is obtained when a maxi-
mum efficacy is combined with a minimal toxicity for the host, at a reasonable
cost and with a minimal development of microbial resistance. In healthcare
facilities, antimicrobial drugs are used in three types of situations (Table 1).

The quality of empiric therapy and antimicrobial prophylaxis is largely
determined by the availability of local surveillance data on microbial resistance



and by the information that prescribers have on the local epidemiology of
infections and the causative organisms. The microbiology laboratory plays a
major role in the aggregation, analysis, and reporting of surveillance data and
provides a major contribution towards the choice of empiric therapy (“well-
educated guess”) or prophylaxis. Guidelines for empiric therapy and prophy-
laxis that are based on this surveillance should be available in every healthcare
facility. The accessibility of microbiology laboratory facilities is crucial for the
identification of a pathogen and determination of its susceptibility to facilitate
and streamline a definitive therapy with a spectrum of action that is less broad
than the blindly chosen empiric therapy. When the patient is in a stable condi-
tion, sequential therapy or step down therapy from parenteral to oral adminis-
tration is preferable and allows for outpatient therapy (Eron and Passos, 2001).
Antibiotic therapy should be streamlined at the earliest opportunity. Recent
studies have shown that the duration of antimicrobial therapy of some infec-
tions can be shortened. This chapter reviews the different methods of evalua-
tion of quality of use at the patient level. It cites the evidence supporting the
principles of prudent prescribing of antimicrobial (antibacterial and antifun-
gal) drugs.

2. OUTCOME PARAMETERS

Outcome measures of audits can be categorised in process outcome, patient
outcome, and microbiological outcome parameters.

2.1. Process outcome: prescribing behaviour

2.1.1. Definition

Traditionally, quality is measured by an in-depth analysis of medical
records, also called audits of practice. An audit of antimicrobial drug use is
defined as the analysis of appropriateness of individual prescriptions (Gould
et al., 1994). Although this approach is costly in manpower, an audit is certainly
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Table 1. Classification of the different types of antimicrobial therapy and definitions

Empiric therapy: Administration of antibiotics to treat an active infection in a blind
approach before the causative microorganism has been identified and its antibiotic
susceptibility determined
Definitive therapy: Administration of antibiotics targeted at a specific microorganism
causing an active or latent infection
Prophylaxis: Administration of antibiotics to prevent a possible infection (which is not yet
present or incubating)



the most complete method to judge all aspects of therapy. Moreover, the evalu-
ation process (see below) can be used as an educational tool (Gyssens et al.,
1992). The feedback of the results of an audit can be part of an intervention to
improve prescribing (Gyssens et al., 1996a, b, 1997a, b).

2.1.2. Criteria

To evaluate the quality of prescribing of antimicrobial drugs by audits, the
criteria developed by Kunin et al. (Kunin, 1973) have traditionally been used.
In the past, the classification was mainly based on the authority of infectious
diseases specialists who performed the evaluation. Usage was categorised as
appropriate, probably appropriate, inappropriate due to less costly alternatives,
dose adaptation needed, or totally inappropriate. Because the formulation of
the criteria was rather aspecific, these original criteria have been modified by
several authors. They have adapted or extended these criteria in order to be
able to judge specific parameters, for example, dose (Byl et al., 1999;
Dunagan et al., 1989; Evans et al., 1998), dose interval (Volger et al., 1988),
way of administration (Byl et al., 1999; Maki and Schuna, 1978), obtaining the
necessary serum concentrations for monitoring (Dunagan et al., 1989; Maki
and Schuna, 1978), monitoring allergic reactions (Dunagan et al., 1989; Maki
and Schuna, 1978), cost (Dunagan et al., 1991), broadness of spectrum (Byl 
et al., 1999; Maki and Schuna, 1978), difference between empiric or definitive
treatment (failing to adapt after the laboratory results are known) (Maki and
Schuna, 1978; Parret et al., 1993), records insufficient for categorisation
(Volger et al., 1988), timing of administration of surgical prophylaxis, post-
operative administration of prophylaxis (Gyssens et al., 1996a, b).

2.1.3. Algorithm

Based on the original criteria of Kunin, we developed in 1992, an algorithm
to facilitate the classification of prescriptions in different categories of inappro-
priate use (Gyssens et al., 1992). This algorithm allows an evaluation of each
parameter of importance associated with prescribing antimicrobial drugs. Since
1996, the algorithm has been modified to include most criteria (Figure 1).

In order to obtain a complete evaluation, the series of questions in Table 2
have to be asked in a fixed order so that no parameter of importance is omitted.
The questions in the algorithm are classified in categories of good use in order
to structure and accelerate the process of evaluation. By utilising the algo-
rithm, experts can categorise individual prescriptions. Prescriptions can be
inappropriate for different reasons at the same time and can be placed in more
than one category. During the evaluation procedure, the algorithm is read from
top to bottom in order to evaluate each parameter associated with process
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outcome. These parameters are explained below and are illustrated with a few
examples.

Category VI: Are the data sufficient for categorization?

If the information concerning the treatment is insufficient, the evaluation
can of course not be performed. In our own audits, 4% of prophylaxis prescrip-
tions and 10% therapeutic prescriptions were not evaluable due to insufficient
data in the medical records (Gyssens et al., 1996a, 1997; Van Kasteren et al.,
2003). This corresponds with 5% in a Swiss study (Parret et al., 1993). The
presence or absence of sufficient data to prescribe antimicrobial drugs is associ-
ated with quality (Gyssens et al., 1997; Maki and Schuna, 1978; Nathwani et al.,
1996). Maki has correlated appropriateness of therapy with the comprehensive-
ness of the notes of the prescriber in the medical record (Maki and Schuna, 1978).

Category V: Is the clinical picture compatible with an infection? Is there an
indication for antimicrobial treatment?

A severe infection often starts with fever. On the other hand, fever is not
always caused by an infection. A knowledge of infectious diseases and good
microbiology facilities enable prescribers to discriminate between patients
who need and those who do not need antibiotics. Distinguishing an infection
from inflammation and the difference between bacterial sepsis and SIRS
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Table 2. Quality evaluation criteria of antimicrobial therapy

● Is there enough information to allow for categorisation?
● Is the clinical picture compatible with an infection? Is there an INDICATION for

treatment with antibiotics?
● Is the CHOICE of the antimicrobial drug adequate?

(a) EFFICACY: Is the (suspected) agent active?
(b) TOXICITY/ALLERGY: Is there a less toxic alternative?
(c) COST: Is there a less costly alternative at equal efficacy and toxicity?
(d) BROADNESS OF SPECTRUM: is the spectrum unnecessarily broad?

● Is the DURATION of treatment appropriate?
TOO LONG
TOO SHORT

● Is the DOSAGE correct?
DOSE
INTERVAL
MODE of ADMINISTRATION

● Is the TIMING appropriate?
TOO EARLY
TOO LATE



remains a field of continuous research. Apart from the clinical signs, labora-
tory parameters can guide the clinician, for example, C reactive protein (CRP).
Overconsumption of antimicrobial drugs (prophylaxis not indicated) is tradi-
tionally a problem in surgical prophylaxis. Inappropriate prescribing of
40–75% has been reported in the United States for more than 15 years (Everitt
et al., 1990; Gorecki et al., 1999; Silver et al., 1996). Audits in Canada (Girotti
et al., 1990); the United Kingdom (Griffiths et al., 1986), Italy (Motola et al.,
1998; Mozillo et al., 1988), Belgium (Sasse et al., 1998), The Netherlands
(Gyssens et al., 1996a), Switzerland (Parret et al., 1993), Israel (Finkelstein
et al., 1996), and Australia (Johnston et al., 1992) show similar problems.
Empirical treatment for (suspected) nosocomial pneumonia often leads to
overconsumption because diagnostic criteria are lacking (Singh et al., 2000).
Therapeutic prescriptions have been judged unnecessary (no signs of infec-
tion) in 9% in the United States (Maki and Schuna, 1978), 4% in France
(Thuong et al., 2000), and more than 35% in the United Kingdom (Swindell
et al., 1983), and in 4% of patients with bacteraemia (Dunagan et al., 1991). In
the Netherlands, therapeutic prescriptions were judged unnecessary in 16% of
surgical cases and 5% in patients in internal medicine wards. After an inter-
vention, this inappropriate use was reduced to 8% and 3%, respectively
(Gyssens et al., 1996a, 1997).

Category IV: Is the choice of the antimicrobial drug appropriate?

a. Efficacy: Is the causative microorganism susceptible?
For severely ill patients, treatment is inevitably started in a situation of

uncertainty about the identity of the causative microorganism and its suscepti-
bility. Blind empiric therapy often consists of large doses of a broad-spectrum
drug or with a combination of drugs. A rational choice of an antimicrobial
agent can only be expected from a prescriber if he is aware of the most likely
causative organism and the prevailing susceptibility patterns. Since bacteria
become more and more resistant, an empiric therapy with an even broader
spectrum will be necessary. The distribution of resistant strains varies between
countries, between hospitals, and even between services within one hospital.
Local surveillance data should be available. Empiric therapy with vancomycin
for a staphylococcal infection can be appropriate in one hospital or in a partic-
ular ward, but not in others where the prevalence of MRSA is virtually zero
(Struelens, 1998). A standard of treatment for bacteraemias has been devel-
oped by the Society of Infectious Diseases of America (IDSA) to ensure that
the administration of an antimicrobial drug is appropriate for the susceptibility
of the isolated microorganism. The implementation of this standard of therapy
of bacteraemias has been the subject of audits in different countries (Byl et al.,
1999; Fowler et al., 1998; Nathwani et al., 1996). The susceptibility has been
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studied for cases of bacteraemia (Dunagan et al., 1989) and cases of bacter-
aemic pneumococcal pneumonia (Meehan et al., 1997). Many audits have
reported on susceptibility mismatches. Maki found 9% of inappropriate use
due to susceptibility mismatches (Maki and Schuna, 1978) and Wilkins 25%
(Wilkins et al., 1991). In Israel, 7.5% of empiric treatments of bacteraemia
were inappropriate (Elhanan et al., 1997); in Ireland, this represented 44%
(Cunney et al., 1997). The susceptibility for empiric therapy of 69% increased
to 90% in internal medicine in the Netherlands (Gyssens et al., 1997). In
Germany, antibiotics empirically chosen with the help of a computer program
were appropriate in 74% of cases (Heininger et al., 1999). The management
computer program of Evans et al. has significantly reduced susceptibility 
mismatches (Evans et al., 1998). The clinical impact of rapid identification
and in vitro susceptibility techniques on the care and outcome parameters of
hospitalised patients has been reported by Doern et al. (1994).

b. Toxicity/Allergy: Is there a less toxic alternative?
The majority of antimicrobial drugs are eliminated by the kidneys. For

drugs with a narrow therapeutic index, for example, aminoglycosides, adapta-
tion of the dose is necessary in case of renal failure. Recently, a randomised
double blind controlled trial demonstrated that once daily dosing had a lower
probability of nephrotoxicity in patients with a normal renal function at base-
line (Rybak et al., 1999).

Several authors have analysed the potential toxicity of aminoglycoside use.
Failure to monitor serum concentrations or to adapt regimens has been
reported (Dunagan et al., 1989; Gyssens et al., 1997; Li et al., 1989). In a
British teaching hospital, control of serum concentrations were omitted in
14%; incorrect requests (21%) and incorrect sampling were frequent
(Shrimpton et al., 1993). Fear of toxicity can lead to underdosing of aminogly-
cosides (Gyssens et al., 1997). A monitoring programme of aminoglycosides
has been evaluated by a randomised controlled study: improved response rate
(60–48%) and a reduced length of stay but no difference in toxicity were
observed (Burton et al., 1991).

c. Cost: Can costs be cut without impairing quality?
The cost of antimicrobial therapy is considered as a quality indicator. Oral

drugs are much less costly than their parenteral equivalents. The use of older
drugs, reduction in the frequency of administration of parenteral drugs, bolus
injections instead of infusions, and avoidance of drugs that require monitoring
of serum concentrations result in cost containment (Gyssens et al., 1991).
Several audits have analysed cost aspects and many interventions were
directed at cost savings (Briceland et al., 1988; Evans et al., 1990; Raz et al.,
1989). Some authors analysed costs as sole process outcome (Destache et al.,
1990). An early switch (after 72 hr) from parenteral to oral can cut costs 
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(Byl et al., 1999; Ehrenkranz et al., 1992; Evans et al., 1990; Grasela et al.,
1991; Nathwani et al., 1996). Shortening the duration of prophylaxis through
interventions or the use of older drugs has been shown cost-effective (Evans
et al., 1990; Everitt et al., 1990; Gyssens et al., 1996a, 1997).

d. Broadness of spectrum: Is the spectrum unnecessarily broad?
Prolonged administration of a broad-spectrum antibiotic has important

ecologic consequences. A comparison of two empiric antibiotic policies with a
different spectrum in a neonatal ward has demonstrated that the combination
of cefotaxime with amoxicillin favoured the selection of resistant Enterobacter
strains compared to a regimen with penicillin and tobramycin (De Man et al.,
2000). Replacing an antibiotic by another antibiotic with a narrower spectrum,
but also active against the isolated microorganism is a classic strategy used by
infectious disease consultants. The rationale behind this strategy is to avoid
selective pressure by blindly using broad-spectrum antimicrobial drugs. This
strategy has not been well documented by prospective randomised studies.
Some pathogens are still susceptible to narrow spectrum antibiotics, for exam-
ple, group A streptococci are still ubiquitously susceptible to penicillin
(Macris et al., 1998).

In the Netherlands and Scandinavia, the tailored narrow spectrum definitive
therapy with older drugs has been taught for years and “prudent prescribing”
has resulted from this strategy (van der Meer and Gyssens, 2001). In Denmark,
where there is the lowest incidences in Europe of resistance against antibiotics
(DANMAP, 2000), older antibiotics with narrow spectrum are most often pre-
scribed (Cars et al., 2001; Røder et al., 1993). In contrast to Spain and France,
British practitioners also prescribe older antibiotics with narrow spectrum
(Halls, 1993). In Maki and Schuna’s study, continuation of definitive therapy
with unnecessarily broad spectrum drugs was considered inappropriate in less
than 10%, by Wilkins et al. in less than 16% (Wilkins et al., 1991), by Parret in
14% (Parret et al., 1993), and by Gyssens et al. in 4–7% (Gyssens et al., 1997).
Overconsumption of broad spectrum drugs was frequent in patients with bac-
teraemia in Israel (Elhanan et al., 1997). In Belgium, this amounted to 29% of
prescriptions for definitive therapy prescribed by clinicians lacking additional
training in infectious diseases; for patients prescribed antibiotics by infectious
diseases specialists, this was still relatively high, that is, 19% (Byl et al., 1999).
The strategy of streamlining was applied more frequently for patients with ID
consultation than for controls (Fluckiger et al., 2000).

Category III: Is the duration of treatment appropriate?

a. Too long
Studies on surgical prophylaxis have demonstrated that a single dose is suf-

ficient for the majority of procedures. Inappropriate use of prophylaxis is often
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due to prolonged administration (Gould and Jappy, 1996; Gyssens et al., 1996a;
Moss et al., 1981; Parret et al., 1993; Van Kasteren et al., 2003), and many
intervention studies have been successful in reducing this practice (Evans
et al., 1990; Gyssens et al., 1996a). There is a lack of evidence-based informa-
tion on the required duration of treatment of the majority of infectious dis-
eases. Even the duration of treatment of common infectious diseases is often
based on tradition. There are also cultural differences. An European inquiry
reported that the shortest mean duration of treatment with antimicrobial drugs
was in the United Kingdom (8 days) and the longest in France (12 days) (Halls,
1993). The duration of treatment is often defined by the absence of relapse
after an arbitrarily chosen number of treatment days, for example, 7 or 10 days.
A recent randomised study in children comparing a duration of treatment of 7
days for acute bacterial infections with a treatment of 4 days found no differ-
ence in outcome (Peltola et al., 2001). For many indications, the minimal dura-
tion of treatment is not known. The influence of prolonged administration on
colonisation with resistant pneumococci in patients in the community has been
documented by an observational study (Guillemot et al., 1996) and a ran-
domised controlled study (Schrag et al., 2001). In the hospital setting,
Harbarth et al. have shown that prolonged prophylaxis is correlated with a risk
of acquired resistance (Harbarth et al., 2000). Prolonged duration of treatment
has been evaluated in patients with staphylococcal bacteraemia (Fowler et al.,
1998). In the Netherlands, an excessive duration was not frequently encoun-
tered (Gyssens et al., 1997).

b. Too short
This parameter deserves more attention. An insufficient duration of treat-

ment of oesophageal candidiasis or disseminated candidiasis has been reported
in 40–60% by Natsch et al. (2001).

Category II: Is the dosage correct?

a. The dose
The dose of an antimicrobial drug has to be calculated in order to attain

optimal serum concentrations in relation to the Minimum Inhibitory
Concentration (MIC) of the drug against the (presumed) pathogens. Optimal
therapy requires concentrations well above the MIC. In immunocompromised
patients and for infections in body sites that are difficult to reach (meningitis,
abscesses), it is necessary that concentrations at multiples of MICs are
reached. For concentration dependent drugs, for example, aminoglycosides,
the most efficient strategy is to administer a large dose (6 or 7 mg/kg) to all
patients and adjust doses (or intervals) with the help of individual pharmacoki-
netic monitoring as soon as possible (Kashuba et al., 1999). Furthermore, data
from in vitro and in vivo studies in animal models suggest that the risk of
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development of resistance is reduced when the maximum concentration of a
quinolone exceeds the MIC (Peak/MIC ratio) for the targeted microorganism
at least 8- or 10-fold and the 24-hr AUC/MIC ratio is at least 100 for Gram-
negative bacillae (Thomas et al., 1998). Lower doses of betalactams were
found to be a risk for colonisation with penicillin-resistant pneumococci in
French children (Guillemot et al., 1996). A large variation has been found in
the dosage and duration of treatment of similar clinical syndromes in children
presenting with an infectious disease (Van Houten et al., 1998). Underdosing
has been found in audits in the United Kingdom and in the Netherlands
(Gyssens et al., 1997; Natsch et al., 2001). The height of the serum concentra-
tion peak (Cmax) has been described as a quality indicator for prescribing
aminoglycosides (Burton et al., 1991; Destache et al., 1990).

c. Dosing interval
Optimal dosing frequency depends on the half-life and mechanism of

action of the drug. By using aminoglycosides in a once daily regimen, the opti-
mal pharmacodynamic conditions are combined with minimal toxicity (Rybak
et al., 1999). On the other hand, continuous infusions have been used based on
mechanisms of time-dependent action of betalactams (Visser et al., 1993). A
reduced frequency of parenteral administration results in cost containment
(Tanner, 1984). Moreover, parenteral drugs that can be administered once daily
allow for an outpatient treatment of serious infections. For this reason, ceftri-
axone has been preferred to penicillin, for example, for the treatment of strep-
tococcal endocarditis, even in case of susceptibility of the microorganism to
penicillin (Sexton et al., 1998). Using unnecessarily broad spectrum drugs
with long half-lifes, for reasons of convenience, resulted in an increase of
resistance in healthcare facilities (Conus and Francioli, 1992).

d. Oral or parenteral administration
Parenteral administration should be used for empiric therapy in serious

infections, for patients with gastrointestinal disturbances, and for drugs with
reduced bioavailability. In practice, cultural factors seem to play an important
role in the choice of administration route. Although the sites and severity of the
infections were probably comparable in several European hospitals, in the
United Kingdom, 60% of hospitalised patients were treated with oral antibi-
otics, while in Italy more than 80% of patients were treated with intramuscular
injections (Halls, 1993). In the United States, iv administration has been con-
sidered as a standard of care for a long time. Sequential therapy is now more
frequently used for patients in a stable clinical condition, mostly for economic
reasons (Ehrenkranz et al., 1992; Paladino et al., 1991; Schentag, 1993).
To reach sufficient serum concentration is the primary requirement for oral
therapy. The switch from parenteral to oral is only optimal when oral therapy is
limited to drugs with an excellent bioavailability. Infrequent dosing increases
patient compliance. To allow for twice daily dosing, oral antibiotics should
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have a half-life of at least 1 hr. Unfortunately, some of these potent antibiotics
which also have a low toxicity and low cost, for example, first generation
cephalosporins (Gyssens et al., 1996a; Kunin, 1973; Raz et al., 1989; Seligman,
1981), ciprofloxacin (Frieden and Mangi, 1990; Seligman, 1981), and flucona-
zole (Natsch et al., 2001) have been overconsumed for years. Finally, a critical
review on quality aspects of parenteral to oral switches has warned that a
switch to oral antibiotics should not be postponed until the treatment could be
stopped altogether (Davey and Nathwani, 1998). An intervention to promote
parenteral to oral switches shortened hospital stay for patients with pneumonia
(Ehrenkranz et al., 1992), or patients with acute infections (Eron and Passos,
2001). An intervention consisted of protocols to reduce parenteral treatment
for community-acquired pneumonia (Al-Eidan et al., 2000).

Category I: Is the timing appropriate?

a. Too late
The timing of surgical prophylaxis has been considered as optimal within

30 min before the incision, that is, at induction of anaesthesia. Administration
within 2 hr before incision is considered correct. Failing to comply with this
schedule seems to be a ubiquitous problem. Incorrect timing has been reported
in 54% of US hospitals (Silver et al., 1996) and in 46% of cases in Israel
(Finkelstein et al., 1996). The timing of prophylaxis—depending mainly on
logistics—is also relatively easy to correct. The timing improved from 40% in
1985 to 99.1% in 1994 with the help of a computer-assisted prescription pro-
gram in Salt Lake City (Evans et al., 1998); in the Netherlands, interventions
have succeeded in improving the timing into the optimal range (within 30 min
before incision) from 39% to 64% and from 70% to 80%, respectively
(Gyssens et al., 1996b). The timing of therapy in the emergency room for
patients admitted with a serious infection has been audited in a Dutch inter-
vention study (Natsch et al., 2000). Other temporal relationships have been
identified as quality indicators; in a study of elderly patients with pneumonia,
a lower 30-day mortality was associated with administration of antibiotics
within 8 hr after hospitalisation (Meehan et al., 1997).

b. Too early
Antimicrobial therapy can be administered too early, for example, before

blood and/or another sample has been drawn for culture (Gyssens et al., 1997).
In conclusion, by using the algorithm, the whole process of prescribing can

be analysed systematically. Evaluation has to be performed by two or more
independent experts in infectious diseases. Agreement can be calculated by
kappa test. Ratings of 0.8 have been described for prophylaxis, for which much
evidence is available (Gyssens et al., 1996a). Partial agreement was found for
evaluation of therapy in internal medicine wards (Gyssens et al., 1997).
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2.2. Patient outcome

Recently there has been a trend in studying the quality of antimicrobial ther-
apy by applying an intervention, and measuring the effect of an intervention on
the patients and causative microorganisms. In patients suffering from bacter-
aemia, mortality related to septicaemia was lower in patients to whom appropri-
ately chosen antibiotics had been administered (Byl et al., 1999; Weinstein
et al., 1997), and the complications less frequent in cases of pneumonia (Metlay
et al., 2000). Often the intervention consists of the implementation of a clinical
practice guideline or a clinical pathway partially based on evidence or on expert
opinion. Several authors have shown potential cost savings of parenteral to oral
switches (Paladino et al., 1991; Quintiliani et al., 1987). Ehrenkranz et al. and
Weingarten et al. have described the advantages of a switch for patients with
pneumonia (Ehrenkranz et al., 1992; Weingarten et al., 1996). Eron et al. have
shown in a matched case control study that a strategy of early discharge and
outpatient therapy conducted by an infectious diseases physician had a
favourable outcome, although in this particular study, the cost was the only
process outcome (Eron et al., 2001). Singh et al. have studied in a randomised
and controlled way that a 3-day course of ciprofloxacin was sufficient in cases
in which a score indicated a low risk of pneumonia (Singh et al., 2000). Another
randomised controlled study by Marrie et al. has shown the value of a critical
pathway containing levofloxacin to treat pneumonia (Marrie et al., 2000). It has
to be mentioned that in these two studies, the quality of antibiotic treatment is
difficult to evaluate, since the choice was fixed, often independent of the iden-
tity of the causative microorganism and was probably determined by the financ-
ing of pharmaceutical companies. An uncontrolled study has demonstrated an
impact of a rotating empiric antibiotic schedule on mortality in intensive care
(Raymond et al., 2001). In Table 3 are listed selected patient outcome variables
from recently published intervention studies.

2.3. Microbiological outcome, emergence of
resistance, spread of resistance

Few interventions to evaluate and improve the quality of prescription have
analysed microbiological outcomes. An intervention which consisted of an
authorisation for drugs on a restricted list was followed by an increase in the
susceptibility of causative microorganisms while mortality rates remained
unchanged (White et al., 1997). An awareness of the selection potential of
resistance of different groups of antibiotics or of different individual antibi-
otics is still minimal in the clinical setting. The ecological effects of different
prescribing policies have been documented in neonates (De Champs et al., 1994;
De Man et al., 2000), in a geriatric ward (Bendall et al., 1986), in a haematology
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ward (Bradley et al., 1999), or even an entire hospital (Landman et al., 1999). It
should be noted that most published studies have been conducted in wards or
hospitals with a high antibiotic consumption and that have problems with
selected resistant strains. The antibiotic policy intervention is intended to elimi-
nate these strains (Bendall et al., 1986; Bradley et al., 1999; De Man et al., 2000;
Landman et al., 1999; Meyer et al., 1993). Risk factors for the development of
resistance are not yet well known or have not been properly studied and the
impact of infection control measures is often not well documented.

3. TYPES OF STUDIES TO OBTAIN QUALITY
DATA ON A PATIENT LEVEL

3.1. Prevalence or incidence studies?

3.1.1. Prevalence studies

The first evaluation studies were conducted at Harvard Medical School in
the United States (Adler et al., 1971; Barrett et al., 1968) and in the United
Kingdom (Cooke et al., 1983). The data collection took place during one day
per ward. Only a limited number of parameters on use can be collected by this
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Table 3. Patient outcome variables as indicators of quality-of-use in intervention studies

Indicator References

Mortality related to Fraser et al. (1997), Meehan et al. (1997), Fowler et al. (1998), 
infection (30 days) Byl et al. (1999), Singh et al. (2000), Lemmen et al. (2001), 

Raymond et al. (2001)
Length of stay Destache et al. (1990), Al-Eidan et al. (2000), Eron et al. (2001), 

Lemmen et al. (2001)
Prolongation of stay Burton et al. (1991), Ehrenkranz et al. (1992), Fraser et al. (1997),
related to infection Raymond et al. (2001)

Length of stay in Singh et al. (2000)
intensive care

Readmission or Ehrenkranz et al. (1992), Fraser et al. (1997), 
admission of non- Fowler et al. (1998), Eron et al. (2001)
outpatients (12 weeks)

Nosocomial De Champs et al. (1994), Frank et al. (1997), Taylor (2000)
infection rate

“Cure” (or lack Burton et al. (1991), Fraser et al. (1997), Fowler et al. (1998), 
of relapse) Al-Eidan et al. (2000), Singh et al. (2000)

Side effects Frequency of allergic reactions (Dunagan et al., 1991; 
(allergies, Evans et al., 1998; Maki et al., 1978). Aminoglycosides, 
toxicity) markers of renal toxicity (Burton et al., 1991; Li et al., 1989), 

or general toxicity (Fraser et al., 1997)



method. This type of study is generally part of a larger study on the prevalence
of nosocomial infections. A large European epidemiologic study on nosocomial
infections and antibiotic use in intensive care units (EPIIC) was conducted
according to this method in 1993 (Vincent et al., 1995). Recently, an interven-
tion programme on the quality of use of vancomycin used repeated point preva-
lence studies before and after an intervention (Hamilton et al., 2000).

3.1.2. Incidence studies

The majority of audits have measured the incidence of antibiotic treatment
courses. The data have been collected during longer periods: one month
(Gyssens et al., 1996a; Moss et al., 1981; Swindell et al., 1983), two months
(Durbin et al., 1981; Van Houten et al., 1998), three months (Parret et al.,
1993), four months (Dunagan et al., 1991), five months (Fluckiger et al.,
2000), and 2 years (Fowler et al., 1998; Quintiliani et al., 1987). These studies
gave more precise data for determining the relationship between use and qual-
ity, for example, excessive consumption in grams per 100 patient-days.

3.2. Simple audits or intervention audits?

The aim of an audit is to ultimately improve practices. In the spirit of a
strategy of continuous improvement, studies that combine audits with inter-
ventions are preferred above simple audits.

3.2.1. Simple audits “Case Review” or “Recommendations audit”

Simple audits are evaluations of quality of prescription without interven-
tion. Often these studies are based on a selection of cases in a nonquantitative
approach. Early reports were retrospective, for example, in the Netherlands
(Sturm, 1988), in Switzerland (Parret et al., 1993), in Denmark (Røder et al.,
1993), in France (Roger et al., 2000). This retrospective approach of clinical
cases has also been utilised recently for a multicentre study of cohorts of
patients with pneumonia (Meehan et al., 1997).

An evaluation of an infectious diseases service with a control group of
patients for whom no consultation was requested has been conducted in
Belgium (Byl et al., 1999) and in Switzerland (Fluckiger et al., 2000).

3.2.2. Audits with intervention (before and after) without a 
control group

A popular method since 1990 is the before and after intervention audit.
These are mainly incidence studies which measure the effect of an intervention

210 Inge C. Gyssens



aimed at improving prescribing practices. The first studies in the United States
were aimed at controlling costs and numerous studies have been conducted by
pharmacists for this purpose (Quintiliani et al., 1987; Seligman, 1981). In gen-
eral, there is a global “before and after” analysis, the data of the initial audit
are compared to the data of an identical study during (Al-Eidan et al., 2000;
Durbin et al., 1981; Lemmen et al., 2001; Raymond et al., 2001) or after inter-
vention (Bamberger and Dahl, 1992; Bradley et al., 1999; Drori-Zeides et al.,
2000; Frank et al., 1997; Gyssens et al., 1996a, b; White et al., 1997). The
analysis can also be conducted over several well-determined periods (Everitt 
et al., 1990). In this type of analysis, the data of a number of periods of several
weeks are gathered and checked. Everitt et al. have compared the choice of
surgical prophylaxis during 34 periods of time before intervention and 20 peri-
ods after intervention. An intervention study by introducing a protocol for the
administration of antibiotics at all caesarean sections found a compliance rate
of over 97% with a reduction of the infection rate to around 3% (Taylor, 2000).

3.2.3. Audits with intervention (before and after or simultaneous)
with a nonrandomised control group

According to the Cochrane Effective Practice and Organisation of Care
(EPOC) group, www.epoc.uottawa.ca, invention studies are considered to have a
rigorous design only if they have a parallel control group (simultaneous). This
study design has to correct for the error introduced by the choice of a historical
control, that is, for the possibility that a spontaneous trend, but not the interven-
tion, was responsible for the behavioural change of the prescriber. The control
group could be a ward where the intervention has not been implemented (Bartlett
et al., 1991; Gyssens et al., 1997). A series of controlled studies has been con-
ducted to demonstrate the effect of consultations by infectious diseases physicians
on the quality of treatment. The comparison has been made with a group of
patients without consultation (sequential analysis) (Gómez et al., 1996) or with a
patient group for whom the recommendations by infectious diseases physicians
were not followed (Fowler et al., 1998). Some of the controlled studies are retro-
spective and have a case control design (Classen et al., 1992; Eron et al., 2001).

3.2.4. Randomised controlled clinical trials

Certain authors have conducted randomised controlled clinical trials in
order to compare the effects of their interventions on the quality of prescribing
(Ehrenkranz et al., 1992; Fraser et al., 1997). In certain cases, the evaluation of
the evaluation process itself was sometimes completely replaced by the evalu-
ation of patient outcome (Burton et al., 1991; Destache et al., 1990; Fraser
et al., 1997; Singh et al., 2000).
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4. STRATIFICATION LEVEL

4.1. Healthcare facility

The first studies on the quality of antibiotic use evaluated entire hospitals
(Moss et al., 1981). When the study target is a single antibiotic or a single indi-
cation, the evaluation can be performed relatively easily on the hospital as a
whole (Drori-Zeides et al., 2000; Dunagan et al., 1991; Fluckiger et al., 2000;
Fowler et al., 1998; Hamilton et al., 2000; White et al., 1997). Computerised
methods also allow for the evaluation of an entire hospital (Echols et al., 1984).

4.2. Hospital units, medical disciplines

The main disciplines (internal medicine, general surgery) (Achong et al.,
1977; Bartlett et al., 1991; Durbin et al., 1981; Fraser et al., 1997; Gyssens
et al., 1996a; Kunin, 1973; Lemmen et al., 2001) are generally sufficient to pro-
vide a global picture of the quality of consumption of a hospital. Studies on pae-
diatric use are scarce (Peltola et al., 2001; Van Houten et al., 1998). Certain
disciplines can be selected on the basis of high consumption (Parret et al.,
1993). In Germany (Heininger et al., 1999), Denmark, and France (Roger et al.,
2000), antibiotic use has been evaluated in intensive care units and in the United
States, intervention studies have been conducted in intensive care units (Evans
et al., 1998; Raymond et al., 2001; Singh et al., 2000). Haematology depart-
ments are also great consumers of antimicrobial drugs (Bradley et al., 1999).

4.3. Patient level

Empiric therapy is often broad spectrum to avoid complications and mor-
tality. Patients with severe, well-defined diseases have been studied: evaluation
of these populations allows the detection of differences in patient outcome.
Mostly patients with bacteraemia have been studied (Byl et al., 1999; Dunagan
et al., 1991; Fowler et al., 1998; Fluckiger et al., 2000; White et al., 1997), or
patients with bacterial pneumonia. Pneumonia has been studied most often
(Grasela et al., 1990), including pneumonias in older patients (Meehan et al.,
1997) or patients suspected of pneumonia (Singh et al., 2000). Another cate-
gory of patients that has been studied is immunocompromised patients:
patients with neutropenia caused by chemotherapy (Bradley et al., 1999), pre-
mature infants with fever without apparent cause (De Champs et al., 1994; De
Man et al., 2000). Some specific aspects of surgical prophylaxis have been
studied in patients undergoing specific operations, for example, caesarean sec-
tion (Everitt et al., 1990).

212 Inge C. Gyssens



4.4. Drug level

Some authors have chosen to analyse consumption of some antimicrobial
drugs for reasons of cost, overconsumption, or because of high toxicity.

5. ANTIMICROBIAL DRUG CLASSES

Traditionally, antibacterial drugs were audited for economic reasons. They
have been considered to contribute 75% of the total drug cost of an institution’s
drug bill (Achong et al., 1977). Often these drugs have a broad spectrum and
are on a restricted drug list (Fraser et al., 1997) including vancomycin (Drori-
Zeides et al., 2000; Evans et al., 1999; Fowler et al., 1998) ciprofloxacin,
imipenem, piperacillin-tazobactam (Thuong et al., 2000). Certain drugs of dif-
ferent classes are considered to have a high resistance potential, such as cef-
tazidime, ciprofloxacin, imipenem, and gentamicin (Cunha, 2000). There is
still little information available on the basic mechanisms that account for
the differences in resistance selection potential (see Section 3.2 on
Microbiological outcome). A particular problem encountered with some drugs
is the combination of excellent activity, broad spectrum of action and good
bioavailability. Combined with excellent tolerability, these characteristics paint
a portrait of an agent that is identified by Kunin as “a drug of fear” (Kunin,
1973; Seligman, 1981). Prescribed for fever without diagnosis (cefazolin [Ma
et al., 1979] and cephalexin [Seligman, 1981]) and for all indications
(ciprofloxacin) (Frieden et al., 1990), these drugs have been overconsumed for
years in the United States. Overconsumption of ciprofloxacin was also fre-
quent in France: up to 60% of inappropriate prescriptions (Thuong et al.,
2000). Aminoglycosides have been studied for reasons of toxicity by many
authors (Dunagan et al., 1991; Li et al., 1989). The value of dosage pro-
grammes and monitoring has been demonstrated by randomised controlled
trials (Burton et al., 1991; Destache et al., 1990). Apart from antibiotics, anti-
fungal therapy is now complicated by development of resistance by yeasts.
Antifungal and antiviral drugs have been audited, mainly in referral hospitals.
Well before the appearance of liposomal amphotericin B, antiviral and antifun-
gal drugs contributed 42% of total antimicrobial drug costs (Gyssens et al.,
1997). The problems caused by resistant Candida albicans strains and the
selection of resistant yeasts such as Candida krusei have been reported and are
associated with the high utilisation of azoles. Considering the exorbitant high
cost of liposomal amphotericin B compared to regular amphotericin B, there is
room for development of an antifungal antibiotic policy. Two audits have been
conducted on the utilisation of antifungal drugs (Gutierrez et al., 1996; Natsch
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et al., 2001). Fluconazole has all the potential to become another overcon-
sumed “drug of fear” (Natsch et al., 2001).

6. DATA COLLECTION TECHNIQUES

6.1. Abstracts of the medical record

Manual collection. Medical and nursing records are analysed in the wards.
The following demographic data should be collected: identification of the
patient (code number), age, sex, weight, identification of the prescriber (code
number). The (presumed) diagnosis of the infection. The generic and brand
name of antibiotics prescribed, the route of administration, the unit dose, the
dates (and hours) of the start and stop of treatment. If the exact time of admin-
istration is not known, the hours of the nursing rounds can be used as an
approximation. For the audit of surgical prophylaxis, the diagnosis and type of
surgical procedure can be retrieved from medical records or from surgical
intervention reports. Details supporting the suspected or confirmed diagnosis
of infection (history, clinical findings) and laboratory data are needed in order
to study empiric or definitive treatments. Depending on the degree of comput-
erisation of the hospital, much of this information can be retrieved from the
central hospital computer.

6.2. Interviews

Generally there is no contact between the prescribers and the researchers.
Few authors have used the interview technique (Moss et al., 1981). Interviews
with prescribers can in itself act as an intervention.

6.3. Antibiotic Order Forms

This prescription sheet, filled in by the prescriber, forces the prescriber to
review clinical information and laboratory results in order to specify whether
therapy is started on an empiric, a definitive, or prophylactic basis; to name a
(suspected) causative microorganism, the spectrum needed, the dose, the fre-
quency, and the duration (Durbin et al., 1981). This approach has mainly been
used for some specific restricted drugs (Thuong et al., 2000). By filling in the
Antibiotic Order Form, the prescriber provides the data for the audit. In return,
the pre-printed drug information on the form facilitates prescribing by provid-
ing information on formulary antibiotics, standardised dosing regimens at the
time the prescription is written. In this way, an antibiotic form acts in itself as
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an intervention. The antibiotic order form may be compulsory (Durbin et al.,
1981; Echols et al., 1984) or voluntary (Gyssens et al., 1997). Some centres
have reported successes with such a form (Echols et al., 1984; Gyssens et al.,
1997; Lipsy et al., 1993; Soumerai et al., 1993; Thuong et al., 2000) while oth-
ers have not. Recently, authors have developed a “Vancomycin Continuation
Form” in order to monitor the use of vancomycin (Evans et al., 1999). Another
advantage of the form is automatic stop order, for example after 24–48 hr in
case of prophylaxis (Echols et al., 1984; Lipsy et al., 1993) or after 72 hr of
empiric therapy (Lipsy et al., 1993).

6.4. Automated methods—computer-assisted 
prescribing

For 15 years, in the university hospital LDS of Salt Lake City, a computer
program “Clinical-decision-support” has been in use for assisting clinicians with
antimicrobial drug prescribing (Evans et al., 1986). Clinicians prescribe drugs
with the help of a computer (Evans et al., 1998). The “errors” of prescribing are
recorded and they allow a continuous evaluation of process parameters (aller-
gies, dosages, costs . . .) and patient outcome parameters such as side effects,
length of stay. The program is linked to microbiology laboratory results and
provides alerts to identify patients with inappropriate therapy due to suscepti-
bility mismatches (Pestotnik et al., 1996). The LDS pharmacy database has
provided several evaluations of quality interventions in intensive care (Evans
et al., 1998) and on the timing of surgical prophylaxis (Classen et al., 1992).
A similar program, “Computer-based expert system for quality assurance of
antimicrobial therapy,” which produces reports of the discrepancies between
prescribed therapy and microbiology results was described in 1993 by hospital
pharmacists of a US reference hospital (Morrell et al., 1993). Other reports on
automated prescribing programs are scarce. German authors have published
their experience in intensive care with a program “Computer-assisted infection
monitoring program” developed with the support of Bayer to improve the
choice of empiric therapy (Heininger et al., 1999). Another group has reported
an “Antimicrobial prescribing program” with a historic control (Frank et al.,
1997).

6.5. Use of surveillance data as a quality measure

Data collected at individual patient level provide the most reliable informa-
tion on antibiotic use regarding the population exposed. However, since data at
the individual level are not often available, the majority of studies on antibiotic
consumption present data that have been collected at the collective level. These
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data are now preferentially expressed as defined daily dose (DDD) (World
Health Organization, 2003) per 100 or 1,000 patient-days. On the other hand,
in quality audits, when individual patient data are retrieved from medication
charts at the wards, consumption is traditionally expressed in grams or exactly
prescribed daily doses (PDD). To allow comparison of quantitative audit data
with surveillance reports, consumption measured in audits should also be con-
verted in DDD. Combining quantitative and qualitative methods of evaluation
allows one to calculate inappropriate or excessive consumption either in grams
(Parret et al., 1993), in DDD/100 patient-days (Gyssens et al., 1996a, 1997;
Røder et al., 1993) or both (Hamilton et al., 2000). Quantitative surveillance
with interrupted time-series analysis can be used as a method for identifying
wards with changes in use and for targeting more detailed audits (Ansari et al.,
2003). Finally, by calculating the PDD/DDD ratio, audits can reveal to what
extent the local dosage in a particular ward differs from the DDD.

Example: The DDD of cefazolin is 3 g. In a surgical department, an audit
reveals that cefazolin is uniquely used for prophylaxis in a single preoperative
dose of 1 g. The PDD/DDD ratio in this ward is 0.33. The PDD/DDD ratio
shows that three times more patients are exposed to cefazolin than would be
expected from the number of DDD/100 patient-days.

7. MANPOWER

7.1. Personnel for data collection

Demographic and quantitative data from the medical and nursing record
can be retrieved by data collectors. Data collectors can be trained for that pur-
pose. Pharmacy technicians (Gyssens et al., 1996a), medical assistants, infec-
tion control practitioners (Van Kasteren et al., 2003) have performed this task
successfully. Qualitative data from the medical record should be recorded by
medical doctors in order to provide clinical abstracts for an evaluation
(Gyssens et al., 1992; Parret et al., 1993). Clinical pharmacists have also been
active in this field in the United States (Achong et al., 1977) and in the
Netherlands (Natsch et al., 2001).

7.2. Experts for quality evaluation

Because of the need for an understanding of the available evidence in clinical
infectious diseases, infectious diseases physicians are considered the experts to
perform quality evaluations. Traditionally they have performed the first audits
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and publications (Kunin, 1973; Marr et al., 1988). Hospital pharmacists, spe-
cialised in infectious diseases, have performed many analyses and interventions
in the United States. The evaluations have often targeted pharmacokinetic and
economic aspects and they have evaluated compliance with recommendations
(Bamberger et al., 1992; Burton et al., 1991; Lipsy et al., 1993; Schentag et al.,
1993). The profiles of the different experts are shown in Table 4.

Quality evaluation can be performed by (1) experts handling authoritative
criteria or (2) comparison of agreement with local, national, or international
guidelines or standards. When the quality of prescription is evaluated only by
local experts, the evaluation is in fact a local audit. The disadvantage of this
system is the involvement of the expert(s) limiting objectivity of judgement.
The evaluation can be influenced by local habits instead of based on evidence.
To obtain an independent evaluation, experts of other centres can be consulted
(Gyssens et al., 1997).

8. PROCEDURES OF AUDIT

8.1. Evaluation by experts

The quality is evaluated for process outcome. Criteria are listed in Table 3.
The experts listed in Table 4 perform an evaluation according to criteria based on
evidence from the literature and their own experience. The detailed procedure is
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Table 4. Who are the experts that evaluate quality of antimicrobial therapy?

One expert infectious diseases physician 
 one pharmacist, Natsch et al. (2001)
ID prevails

Two infectious diseases physicians 
 one surgeon Parret et al. (1993)
Two independent infectious diseases physicians, Volger et al. (1988)
comparison of agreement with kappa test Gyssens et al. (1996a), 

Gyssens et al. (1997)
Two infectious diseases physicians 
 one pharmacist, Dunagan et al. (1991)

discussion till agreement
Clinical pharmacologist Achong et al. (1977)
Senior physicians with expertise in infectious diseases Thuong et al. (2000)
Senior infectious diseases physician, panel of local Maki et al. (1978), 

infectious diseases physicians, or other centres Fluckiger et al. (2000)
Infectious diseases physician, not specified Kunin (1973)
Infectious diseases physicians, microbiologists, not specified Byl et al. (1999)
Two independent microbiologists, till agreement Swindell et al. (1983)



described in Section 2. In the United States, Medicare has selected a commit-
tee of experts to develop a series of quality indicators in order to evaluate the
process care of patients hospitalised with pneumonia (Meehan et al., 1997). In
this retrospective study on 14,069 patients of more than 65 years with pneu-
monia, the only indicator related to antibiotic therapy was the timing of the
administration of antibiotics (see timing).

8.2. Audits for adherence to guidelines

Antibiotic prescribing can also be evaluated by studying the degree of con-
cordance with (inter) national guidelines. Concordance with guidelines have
been studied, for example, “Sanford Guide to Antimicrobial Therapy”
(Fluckiger et al., 2000), the standard of surgical prophylaxis by the CDC
(Dellinger et al., 1994) or “The Medical Letter” (Anonymous, 1992), a standard
of treatment for bacteraemias by the CDC (Gross et al., 1994), and the CDC
recommendations on the use of vancomycin (HICPAC, 1995). Some centres
have studied antimicrobial use by comparison with recommendations devel-
oped locally: treatment of Staphylococcus aureus bacteraemias (Fowler et al.,
1998), recommendations to use a restricted list of drugs (Thuong et al., 2000),
recommendations on the use of vancomycin (Drori-Zeides et al., 2000), regula-
tion of prescription of some third generation cephalosporins (Bamberger et al.,
1992), recommendation of standardized treatments (Bartlett et al., 1991).

9. FREQUENCY OF AUDITS

9.1. Quantitative audit

With a surveillance system in place, it is probably sufficient to repeat the
in-depth audit from time to time on a sample of each antibiotic in the formu-
lary. The actual daily dose is interesting if one wants to evaluate the dose in a
qualitative analysis. Computerised systems allow for continuous surveillance
of these differences between DDD and PDD.

9.2. Qualitative audit

The majority of authors have published a single audit of their hospital or a
before-and-after intervention study. Follow-up reports are rare (Adler et al.,
1971; Everitt et al., 1990). Publication bias probably plays an important role.
Success stories are preferentially reported. The frequency of evaluations at col-
lective level should be dictated by the problems that have been detected by
screening surveillance data of antibiotic use or resistance.
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10. CONCLUSIONS

The most informative studies are those which provide incidence data, by a
prospective or concurrent approach. The point prevalence approach gives an
underestimation compared to longitudinal studies of several weeks (Cooke
et al., 1983). The prevalence approach is less costly in manpower and can serve
as an indicator for future in-depth studies. Point prevalence studies can be
repeated at regular intervals and become more interesting. This approach is
probably more easily applicable in the long run. Studies considered rigorous
by the Cochrane collaboration have a controlled design, preferentially con-
trolled randomised trials, or at least a controlled before-and-after study.
Without a control group, studies with an interrupted time-series analysis are
necessary to determine trends. Moreover, outcomes should include patient out-
come parameters and microbiological outcome parameters besides process
outcomes. Feedback of audits can be used as an intervention. The purpose of
the evaluation of use is change of prescribing behaviour. Peer review audits are
more accepted by clinicians (Cooke et al., 1983).

Many approaches are described in the international literature to evaluate
the quality of use at the individual patient level in healthcare facilities. The
technique of audit chosen and the frequency with which it has to be repeated is
dictated by the available budget and manpower. The structure and organisation
differs between countries and hospitals.
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1. INTRODUCTION

1.1. Background

Multidisciplinary or integrated care networks are used widely and success-
fully within healthcare systems for the delivery of patient care. Examples of
such networks include, amongst others, pain control, diabetes, and cancer ser-
vices. In the United Kingdom (UK), the model for healthcare reform proposes
the expansion of multidisciplinary team working (Department of Health,
2000). The application of multidisciplinary team working to improve antimi-
crobial prescribing has been shown to be successful and is advocated by a
number of bodies representing medical and allied professions. The inappropri-
ate or suboptimal use of antimicrobials both in hospital and community set-
tings remains a huge problem, despite the potential benefits of prudent,
targeted prescribing practices. Antimicrobial costs account for at least 30% of
the drug expenditure of most hospitals, with 30–50% of patients receiving
antibiotics at any one time (Berman et al., 1992). Studies from the United
States of America (USA) estimate that in excess of 50% of all antimicrobial



prescriptions may be inappropriate, either in terms of drug choice, route of
administration, dose, or length of treatment (Jarvis, 1996; Marr et al., 1988). In
the Netherlands, surveys on antimicrobial use in the hospital setting specifi-
cally, suggest that this figure is at least 15% (Van der Meer and Gyssens, 2001).
Prescribing practices should be targeted for improvement via a multidiscipli-
nary team approach.

The reason for controlling antimicrobial use is to encourage responsible pre-
scribing in order to (1) increase the quality of patient care, (2) contain costs, and
(3) attempt to minimise the emergence of microbial resistance. There is currently
a paucity of robust published data reporting the effects of antimicrobial prescrib-
ing control on such outcome measures and quality research using sound method-
ology is encouraged. Although cost containment has often been considered to
be the overriding priority when instituting antimicrobial control measures, more
emphasis must be placed upon measuring effects on aspects of patient outcome
and upon the epidemiology of microbial pathogens (BSAC Working Party Report,
1994; Department of Health NHS Executive, 2000; Goldmann et al., 1996;
House of Lords Select Committee Report, 1997; Shlaes et al., 1997).

Programmes to manage or control antimicrobial use are built upon antibiotic
policies. These policies are based upon local epidemiology of prescribing prac-
tices and antimicrobial resistance patterns (BSAC Working Party Report, 1994;
Shlaes et al., 1997) and include protocols and guidelines for the treatment and
prevention of infection. Where available and appropriate, national guidelines and
data should be taken into consideration. The preparation and implementation
of such policies must involve prescribers who have ultimate responsibility for
individual patient care (Knox and Holmes, 2002).

1.2. Understanding prescribing practices

The epidemiology of prescribing practices at a local level needs to be assessed
before attempting to alter it. This will identify areas of inappropriate antimicrobial
use where interventions could be targeted and have most impact. In addition, it is
important to define key process or outcome indicators by which the impact of
any intervention may be assessed (Nathwani et al., 2002). The factors that deter-
mine antimicrobial prescribing are multiple and complex and need to be fully
realised and addressed (Avorn and Solomon, 2000). Changing prescribing prac-
tice equates to changing human behaviour, which can be extremely difficult to
achieve. Studies addressing this are lacking. Factors such as clinician education,
lack of local expertise, bed and staffing shortages, and consultation time con-
straints contribute to inappropriate antimicrobial prescribing. Furthermore, the
rapid turnover of medical and nonmedical staff, particularly at junior level,
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necessitates a sustained interventional effort to maintain improved prescribing
habits. These issues can only be addressed if there is strong support from hospi-
tal management (Avorn and Solomon, 2000; Goldmann et al., 1996; Swindell
et al., 1983). Other factors, such as changes in patient epidemiology over time are
important to recognise as these may appreciably affect both antimicrobial pre-
scribing and the epidemiology of pathogens within individual heathcare settings
(Gould and Jappy, 2000).

1.3. Antimicrobial management programmes

Effective implementation of antibiotic management programmes is a complex
task and as such, cannot be performed by an individual or individual discipline.
Instead, a multidisciplinary team approach is required. Any control strategy that
targets clinical practice requires the cooperation of senior members of clinical
staff from the start if it is to be successfully implemented. Interventions aimed at
improving antimicrobial prescribing are intended to contribute actively and posi-
tively to patient care. This needs to be emphasised in order to prevent interpreta-
tion of the exercise as being largely corrective or a curb on clinical freedom. To
this end, the appointment of a key healthcare practitioner to lead or oversee such
a programme will lend credibility to it and increase its chances of success (Ibrahim
et al., 2001; Marr et al., 1988; Schentag et al., 1993). The support of hospital
administration is also essential from the outset, to ensure that the appropriate
administrative infrastructure, financial backing, and information technology (IT)
is made available. Strategies to implement antimicrobial policies include passive
and interactive prescriber education, standardised antimicrobial order forms, for-
mulary restrictions, prior approval to start or continue antimicrobials, protocol-
ised antimicrobial streamlining, prescribing feedback, computerised decision
support, and online ordering. The use of passive education alone is not effective in
altering prescribing habits. It is only when some form of antimicrobial restriction,
combined with educational efforts is used, that success in altering prescribing
practices is shown (Evans et al., 1998; Lipsky et al., 1999; Schiff and Rucker,
1998). The exception to this is one-on-one educational outreach (also called
“academic detailing”) which has been shown to be effective (Avorn and Soumerai,
1983). This strategy is used by the pharmaceutical industry, but is unlikely to be
cost-effective or achievable in the majority of healthcare settings.

In the UK, under the supervision of the Effective Practice and Organisation
of Care group of the Cochrane Collaboration, a review of international pub-
lished studies of antimicrobial control programmes in the hospital setting has
been conducted by a working party of the British Society of Antimicrobial
Chemotherapy (BSAC) and the Hospital Infection Society (Davey et al., 2002).
Preliminary results to date show that published studies concentrate primarily
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on reporting economic outcomes, with the effect on patient outcomes generally
being measured by length of inpatient stay and mortality. Studies assessing
effects on antimicrobial resistance patterns are few. The major inadequacy of
many published studies is the use of flawed methodology such as the use of
uncontrolled before and after intervention data. In these instances, confound-
ing factors such as patient case-mix, elements of healthcare provision, and pur-
chasing agreements are not easy to control for, thus making interpretation of
conclusions difficult. This review confirms that there is a paucity of and need
for further well-designed and conducted studies to assess the impact of different
models of antimicrobial control programmes.

2. MULTIDISCIPLINARY ANTIMICROBIAL
MANAGEMENT TEAMS

The idea of a multidisciplinary approach for the improvement of antimicrobial
prescribing practice is not new. In 1988, the Infectious Diseases Society of
America (IDSA) published guidelines that advocated such an approach for the
improvement of use of antimicrobials in hospitals (Marr et al., 1988). Likewise
in Europe, as an outcome of the European Union Conference on “the Microbial
Threat,” it was recommended that every hospital introduce a multidisciplinary
Antimicrobial Management (or Review) Team (AMT), and that this team be
given both the authority to modify antimicrobial prescribing practices as well
as the responsibility for ensuring compliance with guidelines (The Copenhagen
Recommendations, 1998). Authority implies the support of hospital adminis-
tration, which is essential for the implementation of control programmes. This
is succinctly put by Goldmann et al. (1996) who advocate a “multidisciplinary,
systems-oriented approach, catalysed by hospital leadership.” In addition, funda-
mental to the design of antimicrobial management programmes and the function
of a multidisciplinary AMT is the careful consideration and design of an IT
strategy to facilitate their implementation. Inadequate resources and a lack of
manpower are limiting factors in many healthcare settings, and well-conducted
studies are needed to confirm the most cost-effective methods of implementing
a team approach.

2.1. Structure of Antimicrobial Management Teams

Members of an AMT should include professionals with expertise and interest
in dealing with the management and prevention of infection. As a minimum this
will include an Infectious Diseases (ID) Physician or Clinical Microbiologist
and a clinical pharmacist with experience in infection management (Infectious
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Diseases Pharmacist) (Fraser et al., 1997; Gross et al., 2001; Hirschman et al.,
1988; Jenney et al., 1999; Lee et al., 1995; Schentag et al., 1993), but may also
include any or all of an Infection Control professional or hospital epidemiolo-
gist, a drug-utilisation review pharmacist, members from the microbiology labo-
ratory staff, and colleagues representing medical and surgical specialties, and
an IT expert (Berman et al., 1992; Cook and Sanchez, 1992; Gentry et al., 2000;
Gums et al., 1999; Hayman and Crane, 1993; Minooee and Rickman, 2000;
Prado et al., 2002).

A team approach requires strong leadership, good management and organ-
isation, and strict role definitions for each member. This is to avoid potential
role conflict between members of the team, which may be encountered when
professionals from multiple disciplines work together (Barriere et al., 1989;
Burke et al., 1996; Marr et al., 1988). Crucially, as with any multidisciplinary
team working approach, clear lines of accountability for each member of the
team need to be defined from the start. This is not always emphasised in exam-
ples in the published literature. It is recommended that there should be a nomi-
nated individual to take the lead in overseeing antimicrobial management
programmes (Department of Health, 1999). Although results of a recent postal
survey of North American ID pharmacists’ perspectives on antibiotic control
programmes highlighted ID physician leadership as one of the most important
factors in predicting the success of a programme (Garey et al., 2000), the
authors believe that a successful lead may be either clinical (ID physician or
Clinical Microbiologist) or non-clinical (Pharmacist). However, recognised
support from a key clinician for the team leader will serve to enhance the pro-
file and is necessary to increase the chance of success of any scheme aimed at
influencing clinical practice (Ibrahim et al., 2001; Marr et al., 1988; Schentag 
et al., 1993). Other factors identified in the survey by Garey et al. (2000)
which increased intervention success included a multidisciplinary approach
and adequate allotment of time and resources.

2.2. Functions and responsibilities of AMTs

The AMT can be viewed as the driving force behind the formulation and
implementation of antimicrobial policies with the aim to ensure prudent,
appropriate antimicrobial prescribing within healthcare settings. IT systems
must be specifically adapted to the needs of the AMT in order to ensure effi-
cient functioning, and members of the team should be involved with develop-
ment of these where possible. Responsibilities of the team include selection of
antimicrobial agents for empirical and individual uses, development of proto-
cols and guidelines for antimicrobial use, and establishment and regular
review of an antimicrobial formulary (including consideration of new drugs to
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be included). This is done in collaboration with clinical colleagues who are
encouraged to take ownership of such policies relevant to their speciality. In
addition, the team has educational responsibilities and is active in developing
and updating continuing educational programmes for other professional staff.
The maintenance of self-education is of paramount importance, and research
must be high on the agenda. Surveillance activities as well as audit and feedback
functions are equally important. Examples of these functions include the moni-
toring and reporting of compliance with published protocols and guidelines for
antimicrobial use. Reasons for breaches in protocols should be identified and
addressed, and protocols may need to be adapted accordingly.

2.3. AMTs—models of delivery

As noted above, there is a paucity of adequate published literature on the
effects of AMTs on antimicrobial prescribing. The majority of published studies
primarily report on economic outcomes (Hayman and Crane, 1993; Hirschman
et al., 1988; Lee et al., 1995; Schentag et al., 1993) with some in addition reveal-
ing modest positive patient outcome, measured as trends towards decreasing
inpatient stay and mortality (Fraser et al., 1997; Gentry et al., 2000; Gross et al.,
2001; Gums et al., 1999). Occasional studies report solely on effects on pre-
scriber compliance with local recommendations for antimicrobial use (Berman
et al., 1992; Cook and Sanchez, 1992; Feucht and Rice, 2003; Jenney et al.,
1999; Prado et al., 2002). None of the above-mentioned studies assess the effect
on the epidemiology of antimicrobial resistance. Examples that illustrate how
individual institutions implement AMTs may not be directly applicable univer-
sally as they have been developed with local frameworks of staffing organisation
and clinical approach. For example, historically, hospital pharmacists in North
America, UK, and Australasia have had primarily a clinical, ward-based role,
which is in contrast with many other countries in Europe, where hospital phar-
macists have less of a ward-based, clinical presence. This will obviously influ-
ence how AMTs and the role of the pharmacist can be developed in these different
countries. However, published illustrations are useful in providing a framework
to guide the development and application of AMTs worldwide.

2.4. Operational aspects of AMTs

The specific way in which the AMT operates from a day-to-day basis can
be tailored to individual circumstances. The team as a whole is responsible for
identifying key areas for intervention through surveillance activities, as well as
overseeing the formulation of appropriate protocols and guidelines for treatment
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and prophylaxis. Ways in which the team communicates appropriate interven-
tions to antimicrobial prescribing will differ depending upon the available
workforce, expertise, and IT. Consults may be conveyed telephonically, in writ-
ten format, by direct bedside consultation on individual patients or by formal
directorate-based consultations (e.g., specialist unit ward rounds). Where suit-
able IT is in place, advice can be given at the point of prescribing (e.g., electronic
prescribing) (Table 1).

The following are examples of primarily telephonic and/or ward-based con-
sults, given as a team approach either by a pharmacist with variable degrees
of expertise in infection management and/or members of an ID team or a
microbiologist.

In one of the first published randomised trials to evaluate whether antibiotic
choices could be influenced favourably by a multidisciplinary AMT, patients
were reviewed by both an ID fellow and a clinical pharmacist and suggested
changes to therapy were placed in the medical progress note section of the
medical records (Fraser et al., 1997). In a study by Gums et al. (1999), antibiotic
consults were undertaken by an ID physician and/or clinical pharmacy fellow.
The consult was in the form of a simple one-page format and was either left on
the patient’s chart or communicated directly to the attending physician depend-
ing upon urgency. In both models, pertinent information regarding rationale for
changing antimicrobial therapy was included. The multidisciplinary nature of
the interventions was considered to be important in encouraging physician accep-
tance, which occurred in over 85% of cases. Gross et al. (2001) reported suc-
cessful interventions by an AMT comprising an ID physician and a clinical
pharmacist with post-graduate training in anti-infective therapy. Consults in this
study, which largely comprised approval of restricted antimicrobials, were con-
veyed telephonically. Similarly, in a report by Jenney et al. (1999), a combina-
tion of telephonic and ward-based consultation by ID registrars and/or pharmacy
staff was successfully used to implement an antibiotic control programme.

Further examples highlight the role of the clinical pharmacist in opera-
tional aspects of the AMT. Lee et al. (1995) describe a system where patients
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Table 1. AMT activities—effecting interventions

● Telephoned consults
● Written consults

❍ Clinical notes
❍ Attached to prescription chart
❍ Attachment of stickers/notes to prescription chart

● Automated computer-assisted decision support at the point of prescribing
● Attendance at clinical unit- or specialty-based ward rounds
● Formal ward-based review of individual patients
● Participation in educational events



suitable for intervention were identified by ward-based pharmacists, according
to protocol. These patients were presented to the AMT for a decision upon
changes to therapy. Subsequent evaluation of patient’s clinical progress was
made by the pharmacists and reported to the ID physician only when a new
development or complication arose. In a prospective evaluation by Barenfanger
et al. (2001), interventions involving antimicrobial agents by pharmacists were
either written or telephonic. In this instance, microbiology expertise was available
to the pharmacists as necessary. Uniquely, pharmacists intervening in patient care
for the study group in this report were given prior specific in-service training
sessions on microbiological topics to enable more informed interventions to be
made. Such topics included guidelines for determination of contamination vs
colonisation; interpretations of Gram-staining; and guidelines for interpreta-
tion of results from sterile and non-sterile sites. In addition, pharmacists in the
intervention group had the use of a computer software program (TheraTrac 2)
to allow for more timely access to patient data. This software program served
as an electronic link between data generated in the microbiology laboratory
and data available in the pharmacy department, such as current antimicrobial
therapy and patient allergies.

A similar computer software program was used in an example by Schentag
et al. (1993). In this illustration, optimisation of antimicrobial therapy was
undertaken by clinical pharmacy antimicrobial specialists. These pharmacists
worked in conjunction with members of the Clinical Infectious Diseases
Division. The latter advised primarily on empirical antimicrobial therapy and
consulted on complex cases. This was done either telephonically or directly by
ward-based review. The roles of the two specialist teams were seen to be com-
plementary rather than conflicting, which was vital in ensuring success in imple-
menting the programme.

Feucht and Rice (2003) describe the use of monthly educational conferences,
directed at medical residents, to reinforce previously disseminated local hospital
prescribing guidelines. Information on aspects of antimicrobial resistance was
also highlighted as part of this interventional programme.

There are many further examples of specialist pharmacist-led antimicrobial
control programmes (Cradle et al., 1995; McMullin et al., 1999). Gentry et al.
(2000) describe the role of a clinical pharmacist specialist in infectious diseases
who was appointed to lead an antimicrobial control programme. In this exam-
ple, consultations for change were conveyed directly at ward level by both the
pharmacist and an ID physician depending upon complexity of the case.

2.5. Methods of identifying targets for intervention

A variety of methods can be used to identify patients who are suitable for
intervention by an AMT (Table 2). A commonly used point of contact to identify
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patients who may benefit from tailoring of antimicrobial therapy is that of formal
ward rounds either of specialist units or on review of newly admitted patients.
Attendance on these rounds by a member of an AMT is invaluable. Patients are
also regularly identified in most healthcare settings by formal requests for review
from the clinician ultimately responsible for individual patient care. In published
examples by Cradle et al. (1995), Fraser et al. (1997), Gentry et al. (2000), Gross
et al. (2001), Feucht and Rice (2003), and Wyllie et al. (2003), use of prescription
chart review, pharmacy records, and/or computer-generated antimicrobial orders
identify specific antimicrobial use likely to benefit from consult by an AMT.
Other reports describe a variety of integrated methods to identify patients. These
include pertinent microbiological data (culture and sensitivity results), chart
reviews, antibiotic levels, renal dysfunction, use of restricted antimicrobials, and
reviews of compliance to standard protocols (Gums et al., 1999; Lee et al., 1995).

Suitable computerised systems as described by Lee et al. (1995) and
Barenfanger et al. (2001) can facilitate identification processes by linking up
microbiological and pharmacy data.

2.6. Intervention activities

One of the key factors that allow for successful intervention is that certain
alterations in antimicrobial use can be protocolised. This is important, as it will
enable each member of the AMT to give consistent advice in those specific
situations. Examples include dose alterations, intravenous to oral switching of
antibiotics (sequential therapy), streamlining or narrowing of empirical ther-
apy based on culture results and clinical diagnosis, advice on therapeutic drug
monitoring and interpretation of levels, limiting antimicrobial prophylaxis,
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Table 2. AMT activities—methods of identifying targets for
intervention

● Attendance of clinical unit- or speciality-based ward rounds
● Response to formal request for review
● Review of antimicrobial requests

❍ Ward-based chart review
❍ Computer-generated order review
❍ Antibiotic order forms
❍ Analysis of consumption/expenditure data
❍ Use of restricted antimicrobials

● Review of significant microbiological data
● Therapeutic drug monitoring
● Renal function
● Reports of adverse drug reactions
● Review of compliance to standard protocols



indications for use of specific antimicrobials, approval of restricted antimicro-
bials, and additional laboratory test ordering (Table 3). In situations where
protocols cannot be applied or where more complex clinical advice is required,
appropriate expertise in the form of an ID physician or clinical microbiologist
should be sought.

In the example by Lee et al. (1995) and Gentry et al. (2000), treatment and
surgical prophylaxis guidelines were developed in order to maintain consistency
in the team’s recommendations. In the former, specific interventional activities
included rationalising of intravenous cephalosporin use, rapid identification of
patients eligible for home therapy, switch from intravenous to oral agents, and
discontinuing extended use of intravenous antibiotics. Appropriate patients were
identified at a ward level via these protocols, and decision for changing therapy
was approved at team level. The focus of the model described by Gentry et al.
(2000) was upon modifying the approval process of non-formulary and restricted
antibiotics. The clinical pharmacy specialist was given authority and primary
responsibility to approve restricted and non-formulary drugs within these guide-
lines. In addition, the pharmacist assisted the clinical team with clinical follow-
up. In both examples, an ID physician consult was advised for complex cases or
those falling outside of approved protocols.

The focus of the education-based example given by Feucht and Rice (2003)
was to improve the use of intravenous vancomycin and fluoroquinolone pre-
scribing practices in line with locally produced guidelines for appropriate use
of these agents. A clinical pharmacist prospectively reviewed new orders for
these drugs and intervened where appropriate, with the aim of reducing unnec-
essary duplication of anti-Gram-negative agent use and reducing the duration
of inappropriate empirical antibiotic cover.
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Table 3. AMT activities—interventions

● Antimicrobial dose or regimen alteration
● Streamlining and sequential therapy
● Discontinuation of antimicrobials
● Advice on and as a result of therapeutic drug

monitoring
● Automatic stop orders for:

❍ antimicrobial prophylaxis
❍ restricted antimicrobials
❍ empirical antimicrobials

● Approval of restricted antimicrobials
● Assistance in interpretation of laboratory results
● Indications for specific antimicrobial use
● Suggestions for additional laboratory test ordering
● Formal educational events



A team approach to improve antibiotic turnaround times has been used suc-
cessfully on a medical intensive care unit (Watling et al., 1996), although effect
on patient outcomes was not measured. In this example, the use of a pre-printed
antibiotic order form was instrumental in eliminating errors in prescription inter-
pretation, and improved communication between all members of the healthcare
staff facilitated improvement in timeliness of therapy.

Extended intervention activities were employed in the studies by Schentag
et al. (1993) and Barenfanger et al. (2001). Defined interventions included
antimicrobial dose adjustments, early discontinuation of intravenous antibi-
otics, sequential therapy, and protocol-driven early conversion from empiric to
targeted therapy. In both examples, the clinically specialised pharmacists were
given primary responsibility for implementing the programme but worked
closely with ID physicians and microbiologists in a complementary fashion.

A number of common conclusions can be drawn from the published litera-
ture on AMTs. First, where an approach to addressing the issue of antimicro-
bial prescribing is multidisciplinary, it is more likely to gain acceptance from
clinical colleagues. Second, leadership of such a team (or recognised support
of a non-clinical lead) by a respected clinician lends credibility to it. Third,
roles within the team should be well defined in order to avoid potential con-
flict. Fourth, a sustained effort is required to improve antimicrobial prescrib-
ing. Fifth, educational benefits are seen where clinical AMT intervention is
employed, which in turn serve to sustain improved prescribing practices.

3. THE ROLE OF THE PHARMACIST IN
INFECTION MANAGEMENT

There is a global precedence to promote the role of pharmacists in the pre-
vention and treatment of infection in order to enhance prudent antimicrobial
prescribing (ASHP, 1998; Audit Commissions Report NHS England and
Wales, 2001; Bosch, 2000; BSAC Working Party Report, 1994; IDSA, 1997;
Shlaes et al., 1997). It is important to establish a role for pharmacists comple-
mentary to those of other specialists in infection management. An excellent
review published by Dickerson et al. (2000) discusses the active contribu-
tion made by pharmacists towards promoting optimal antimicrobial use in both
the hospital and community settings by providing education; developing and
implementing clinical practice guidelines; and audit and feedback activities
(see also Table 4). Pharmacists with specific training in infection management
may be referred to as Infectious Diseases (ID), Microbiology or Antibiotic Use
Review (AUR) Pharmacists. It is notable, however, that pharmacists working
in other specialised clinical areas, for example, Critical Care Units, Oncology,
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Haematology and Transplant Units, Renal Units, and Human Immunodeficiency
Virus (HIV) medicine will have a good working knowledge of likely infections
and antimicrobial use in these settings.

3.1. Lead role in AMTs

Where available, a dedicated ID pharmacist should play a lead role in and be
viewed as co-therapist with other members of the AMT (Barriere et al., 1989;
Lee et al., 1995). The above examples by Schentag et al. (1993), Cradle et al.
(1995), Lee et al. (1995), McMullin et al. (1999), Gentry et al. (2000), and
Barenfanger et al. (2001) illustrate the possible role expansion of an appropri-
ately trained pharmacist working within a multidisciplinary AMT in a variety
of hospital settings. These illustrations and the other examples given above,
demonstrate how, as members of a team dedicated to improving antimicrobial
use in the hospital setting or with access to such a resource, clinical pharmacists
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Table 4. The role of the pharmacist in infection management

● Clinical role in conjunction with colleagues on AMT
❍ Member of antimicrobial review committee—policy making, clinical practice

guideline development, new drugs review
❍ Identification of patients for intervention activities
❍ Initiation of streamlining or sequential therapy
❍ Dose adjustments
❍ Therapeutic drug monitoring
❍ Approval of restricted antimicrobials

● Provision of expert advice on antimicrobial use
● Surveillance of antimicrobial use

❍ Collection and analysis of local consumption and expenditure
❍ Compliance with policies
❍ Prescribing errors

● Audit and feedback
❍ Includes evaluation of impact of clinical guidelines on process of care, patient

outcomes, financial outcomes, and antimicrobial resistance patterns
● Educational role directed at

❍ Clinicians at the point of prescribing and generally
❍ Nursing and technical staff
❍ Patients—UK NHS medicines information patients’ helpline
❍ Pharmacists

● Infection Control activities—integrating antibiotic control with infection control
❍ Member of hospital/community infection control committees

● Provision of outpatient or community parenteral therapy programmes
● Coordination and implementation of immunisation programmes

❍ Community and hospital



with differing levels of expertise in infection management can make specific
contributions towards optimising antimicrobial prescribing.

3.2. Specialist advice and education

The educational role of the pharmacist is extremely valuable, with opportu-
nities to inform prescribing clinicians at the point of care and in general about
prudent antimicrobial prescribing (Fraser et al., 1997; Gentry et al., 2000).
Pharmacists involved in education use a variety of methods to improve prescrib-
ing knowledge. In the examples of antimicrobial control programmes described
above, communicating the rationale for changing antimicrobials to clinicians
at the point of prescribing increased the likelihood that the suggested changes
were made. This also contributed to the maintenance of positive alterations in
prescribing practice.

A major specific role of clinical pharmacists in infection management is to
provide specialist advice on aspects of antimicrobial use such as appropriate
initial dose of antimicrobial and dose alterations according to renal or hepatic
function, therapeutic drug monitoring, and information on drug interactions
and side effects. This information can be supplied directly at the point of pre-
scribing, on review of drug charts or antimicrobial order forms, within a for-
mulary, via computer-assisted support programmes, or as a telephonic service.
Formal pharmacokinetic consultation services are commonly established in
teaching hospitals and tertiary referral facilities and could be further expanded
in smaller community hospitals (Bedard and McLean, 1994).

Therapeutic drug monitoring programmes are successfully led by appropri-
ately trained pharmacists and result in improved, consistent prescribing of
antimicrobials such as aminoglycosides and glycopeptides, with fewer associ-
ated adverse drug reactions (Lynch et al., 1992) as well as having financial
benefits (Ariano et al., 1995).

Other opportunities for disseminating information to other medical and allied
professionals include formal lectures and teaching sessions within undergraduate
and postgraduate training schemes, interactive educational meetings, participa-
tion in Grand Rounds, clinical ward rounds, interactive computerised educational
activities (e.g., available on hospital intranet), and where resources are available,
academic detailing. The reasons for the need for responsible antimicrobial use
should be emphasised at clinical staff induction programmes.

In addition to providing education to medical and nursing professionals, phar-
macists also provide a valuable resource for patients. A variety of pharmacist-run,
telephonic-based medicines information services to provide advice to patients
on aspects of their medication are available worldwide (Raynor et al., 2000). In
addition, appropriate patient counselling given at the point of discharge or at
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outpatient dispensing is designed to empower patients and is likely to improve
compliance.

Pharmacists are involved in teaching other members of their professional
group and, in addition, as part of continuing professional development, must
maintain their knowledge- and skill-base. Adequate resources and time should
be allocated for this within healthcare settings.

3.3. Surveillance and audit activities

Surveillance activities include monitoring of antimicrobial use, generating
meaningful expenditure and consumption data, and monitoring the occurrence
of adverse drug reactions. Pharmacy-based monitoring services are a valuable
tool for reviewing hospital prescribing and have been shown to have a positive
impact (Berman et al., 1992; Burke, 2001; Dean et al., 2002a; Fletcher et al.,
1990). Pharmacists should play an increasing role in monitoring compliance to
clinical guidelines as well as evaluating their impact on the process of care and
patient outcomes (Dickerson et al., 2000). Regular application of relatively
simple collection methods such as point prevalence studies can provide a wealth
of information on local prescribing practices as well as providing a means by
which to monitor and feedback the effects of interventional activities (Dean
et al., 2002a). Formal pharmacy-oriented drug surveillance networks have been
shown to be successful in collecting drug experience data generated during
the routine clinical care of patients (Grasela et al., 1987). As an integral part
of these processes, suitable information technology and substantial effort are
needed so that data may be standardised and pooled across healthcare institu-
tions to aid in addressing important public health issues (Grasela et al., 1993).

Prescribing errors are an important target for improvement, and initiatives to
reduce such errors have been proposed and implemented both in the UK and in
the USA (Dean et al., 2002b). Errors include drug overdosing or underdosing,
inappropriate dosing interval, incorrect route of delivery, prescription of agents
to patients known to be allergic, and delay or omission to give a prescribed
drug. Prescribing errors may result in serious adverse patient outcomes. In a
review by Lesar et al. (1997), antimicrobials were associated with almost 40%
of all medication-prescribing errors. Ward-based pharmacists who routinely
examine drug charts on a daily basis are ideally situated to identify errors, as
well as to gather information on possible reasons for them. Antimicrobial
review systems have the potential to reduce prescribing errors and hence their
associated adverse events in hospitalised patients (Guglielmo et al., 1999).

Audit functions are an integral part of any process of care. Results of surveil-
lance activities should be actively reported back to relevant parties. Examples
include evaluation of compliance to clinical guidelines as well as of their impact
on patient outcomes, impact of antimicrobial management and educational
programmes on defined key indicators. As seen in the examples cited above,
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feedback to clinicians on prescribing practices serves to effect positive prescrib-
ing changes.

3.4. Implementation of streamlining and
sequential therapy

Antimicrobial streamlining is the conversion of broad-spectrum empirical
therapy to a narrower spectrum agent, intravenous to oral switch (sequential
therapy), as well as controlling the use of “redundant” combinations of antimi-
crobials. Such interventions have been shown to be safe and efficacious, and
contribute to substantial cost savings (Ramirez, 1996). Specifically, the use of
sequential therapy as a single measure of modifying antimicrobial use is an
accepted method by which to improve the quality of patient care, achieve cost
savings, and reduce drug administration time (Hamilton-Miller, 1996; Lelekis
and Gould, 2001). Pharmacists, in many instances, may take the lead in initiating
streamlining and sequential therapy (Allen et al., 1992; Cairns, 1998; Chawla
and Slayter, 1996; Frighetto et al., 1992; Kuti et al., 2002; Pastel et al., 1992).

3.5. Provision of outpatient or home parenteral
therapy services

Outpatient or home parenteral anti-infective therapy (OHPAT) for a vari-
ety of specific infectious conditions can lead to improved patient care and
has become an accepted and growing practice worldwide (Nathwani and
Zambrowski, 2000; Williams et al., 1997). The key element for successful
delivery of such a service is a team approach (the patient, nurse, pharmacist,
and clinician). In the USA and Canada (where this is usually referred to as
community-based parenteral anti-infective therapy or CoPAT), a well-developed
infrastructure for delivery of this service exists and practice guidelines have
been published. Outside of these counties, the service is generally less well
developed, although in the UK, national guidelines are also available (Nathwani
and Conlan, 1998) and several centres have successful working programmes.
Aside from the responsibility of preparing and supplying the anti-infective
agent, specific roles for the specialist pharmacist in ensuring the successful
running of such programmes include the evaluation of the patient for suitability
for OHPAT, development of a treatment plan, provision of education (to patients
and healthcare workers), and collection of outcome data.

3.6. Infection control activities

Infection control and antibiotic control should be more formally integrated
in the hospital setting. An ID pharmacist should be encouraged to be a member
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of the Infection Control Team and attend infection control committee meetings
on a regular basis. In the USA, both the American Society of Consultant
Pharmacists (ASCP) and the American Society of Health-System Pharmacists
(ASHP) have published statements regarding the contribution by pharmacists
towards promoting infection control activities (ASCP, 1997; ASHP, 1998).
Participation in policy-making, education, surveillance, and quality assurance
activities are some of the areas where a pharmacist with a background in infec-
tion management can be a valuable resource.

3.7. Adult immunisation programmes

Vaccination campaigns against infectious diseases are a key part of commu-
nity health initiatives. In the community setting, pharmacist-led adult immuni-
sation programmes for pneumococcal and influenza vaccination have long been
advocated by ASHP (1993). Within both community and hospital settings,
pharmacists can facilitate identification of patients and staff to be targeted for
vaccination, provide relevant education, and supply the vaccine. In addition,
in select instances, pharmacists may be in the best position to administer the
vaccine (Grabenstein and Bonasso, 1999; Sanchez et al., 2003).

3.8. Formulary development

Antibiotic formulary development, collation, and distribution, as well as regular
review and update, require a collaborative effort in which the pharmacist can take
the lead. The duties of an infectious diseases pharmacist in this regard, are guided by
an antimicrobial review committee. Cook and Sanchez (1992) describe a model of
multidisciplinary approach to development and implementation of an effective
antibiotic formulary. During this process, pharmacist/physician working relation-
ships were strengthened and the result was unanimous formulary acceptance.

4. TRAINING AND SUPPORT IN INFECTION
MANAGEMENT FOR PHARMACISTS

4.1. Promoting the role of the pharmacist in
infection management

In Europe, North America, and Australia, aside from government initiatives,
the case for promoting the role of pharmacists in infection management is advo-
cated by such authorities as the United Kingdom Clinical Pharmacy Association
(UKCPA), the European Society of Clinical Pharmacy (ESCP), the ASHP, the
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Society of Infectious Diseases Pharmacists (SIDP), the American College of
Clinical Pharmacy (ACCP), and the Canadian Society of Hospital Pharmacists
(CSHP). In addition, other professional bodies worldwide support an extended
role for pharmacists (e.g., BSAC, IDSA, the Society for Healthcare Epidemiology
of America, the Canadian Infectious Disease Society, Australian Society for
Antimicrobials [ASA]).

4.2. Information networking and specialised
practice interest groups

Networking groups for pharmacists with the aim of disseminating informa-
tion and expertise in management of infections are facilitated and supported
by some of the above-mentioned organisations (Table 5). As an example, as
a result of a survey of NHS Trusts, the UK (Lawson et al., 2000), a national
network for pharmacists involved in antimicrobial prescribing has been estab-
lished. The Infection Management Practice Interest Group (now called the
Infection Management Group) under the auspices of the UKCPA, aims to pro-
vide and exchange information regarding clinical experience, evidence, and
best practice. Its remit also includes encouraging and supporting practice
research, in addition to providing education events. This information can be
further networked amongst other existing UKCPA practice interest groups for
pharmacists representing other hospital specialties who have a role in antimi-
crobial prescribing. Other organisations that have special interest groups in
infectious diseases specifically for pharmacists, with active e-mail discussion

Multidisciplinary Antimicrobial Management Teams 243

Table 5. Resources and support networks for pharmacists in infectious disease
and antimicrobial management

● Europe
❍ United Kingdom Clinical Pharmacy Association (UKCPA)—Practice

Interest Group in Infection Management: www.ukcpa.org
❍ European Society of Clinical Pharmacy (ESCP)—Special Interest Group in

Infectious Diseases: www.escpweb.org
● USA

❍ Society of Infectious Diseases Pharmacists (SIDP): www.sidp.org
❍ American College of Clinical Pharmacists (ACCP)—Practice and Research

Network in Infectious Diseases: www.accp.com
❍ American Society of Health-System Pharmacists (ASHP): www.ashp.org
❍ American Society of Consultant Pharmacists (ASCP): www.ascp.org

● Canada
❍ Canadian Society of Hospital Pharmacists (CSHP)—Pharmacy Specialty

Network in Infectious Diseases: www.cshp.ca
● Australia

❍ Australian Society for Antimicrobials (ASA): www.asainc.net.au



facilities include the ESCP, SIDP, ACCP, and CSHP. Active discussion and
sharing of expertise by all professionals with an interest in infectious disease
management is encouraged and facilitated by other organisations such as the
IDSA, Hospital Infection Society, and the ASA.

4.3. Post-graduate training opportunities in
infection management

Although many post-graduate courses for pharmacists contain modules
relating to infectious diseases and antimicrobial management, current opportu-
nities for dedicated training in these specific areas are limited. In the USA,
there are structured full-time residency programmes in Infectious Diseases
pharmacy practice which are defined as organised, directed, post-graduate pro-
grammes that centre on developing the competencies necessary to provide
pharmaceutical care to patients with infectious diseases (minimum 12 months).
Baseline standards and learning objectives to be met by these programmes have
been prepared jointly by the ASHP and the SIDP. These can be found on the
ASHP website (www.ashp.org). Fellowships in research or practice are also
available. More recently, in the UK, a part-time MSc in Infection Management
for pharmacists is now available. This is a collaborative venture between the
Health Protection Agency (HPA), Imperial College Faculty of Medicine
(London), and the Academic Pharmacy Unit (Hammersmith Hospitals NHS
Trust, London). In Belgium, there is a recently introduced training course in
Hospital Management of Anti-Infectives open to healthcare professionals
including pharmacists (Professor M. Struelens, personal communication), how-
ever, to the authors’ best knowledge, there are no other post-graduate training
programmes in infection management designed specifically for pharmacists in
any other countries.

5. THE FUTURE

A multidisciplinary effort is required to ensure prudent, responsible, antimi-
crobial prescribing practice in healthcare settings. The way forward is via the
formation of antimicrobial management teams which facilitate the formulation,
implementation, and auditing of antimicrobial management programmes. More
research is urgently needed to produce a solid evidence-base to direct the way in
which antimicrobial use can be positively influenced. This includes monitoring
financial, clinical, and antimicrobial resistance outcomes of such interventions.
Substantial ongoing administrative, financial, and IT support is crucial to pave
the way and to ensure the success of these initiatives.
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In the UK and elsewhere, it is apparent that the contribution of the pharma-
cist in promoting prudent antimicrobial prescribing and infection management is
under-recognised and under-utilised. The misguided view of the pharmacist as
“prescribing policemen” in implementing prescribing restrictions and enforcing
drug approval needs to be actively discouraged. Instead, their profile and status
as professionals who can contribute actively and effectively to the prevention and
treatment of infectious disease, within a multidisciplinary team framework,
should be promoted. In countries where there has been under-investment in this
role, improved opportunities for training for pharmacists, and the creation of
new posts must be high on the agenda. Over the past 3 years, the UK has seen the
creation of at least 14 new hospital posts for infectious diseases/antimicrobial
pharmacists, as well as the development of a post-graduate training course in
infection management specifically for pharmacists who wish to practice in this
area. In addition, specific funding from the Department of Health has been
provided to support initiatives led by hospital-based pharmacists to promote
prudent antimicrobial prescribing.

Inappropriate antibiotic prescribing must remain prominent on the research
agenda. In this era of accountability and antibiotic resistant “superbugs,” as mem-
bers of the healthcare profession, we all have a duty of care to ensure responsible
antimicrobial prescribing. Success of initiatives to achieve this remains a strategic
priority, which is dependent upon hospital leadership and administrative support.
The formation and deployment of multidisciplinary AMTs can successfully
bring together the necessary expertise to effect relevant antimicrobial control
programmes to positively influence use of antimicrobial agents.
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1. INTRODUCTION

Antibiotic resistance is increasing worldwide. Infections with resistant
organisms have been associated with treatment failures, higher morbidity and
mortality, and increased cost. In Slovenia, antibiotic resistance has become 
a serious healthcare issue both in hospitals and in the community. Streptococcus
pneumoniae is becoming increasingly resistant to penicillin (20% in 2001)
and erythromycin (13% in 2001). The resistance of Streptococcus pyogenes
to erythromycin (7% in 2001) is increasing year by year. High resistance rates
to fluoroquinolones have been observed recently in Escherichia coli and
Campylobacter sp. isolates (10–15% and 45%, respectively in 2001). The
problem of methicillin resistant Staphylococcus aureus in hospitals appears to
be moderate and is stable or decreasing (20% in 2001). In 2001, the resistance
of Pseudomonas aeruginosa to fluoroquinolones and to carbapenems was
30% and 10%, respectively (Mueller-Premru et al., 2002). Antibiotic utilization
patterns and the impact of antibiotic policy measures in the community and in
hospitals in Slovenia are presented and discussed.

2. COUNTRY AND REIMBURSEMENT

Slovenia is a small central European country with 1,992,035 million inhab-
itants according to the census in 30 June 2001. Almost all inhabitants (�99%)



have compulsory insurance. Over 1 million people have additional insurance.
Medicinal products are grouped in three categories: the so-called positive list,
the intermediary (semi-reimbursed) list, and the negative list. Generally, com-
pulsory insurance covers 75% of the price of a medicinal product from the
positive list and 25% of the price of a product from the intermediary list.
Compulsory insurance also covers the full cost of medicinal products from the
positive list for children, young people up to 18 years of age, students, handi-
capped individuals, and persons suffering from contagious diseases, as well as
the full cost of drugs and other medicinal products from the intermediary list
for children, young people, students, and handicapped individuals. Additional
insurance covers the difference to 100% of the price for medicinal products
from the positive and intermediary lists for other citizens. Most antibiotics are
on the positive list.

3. NATIONAL ANTIBIOTIC POLICY

Slovenia does not have a national expert committee on antibiotic policies,
in contrast with some other Eastern European countries (Krcmery et al.,
2000). A prescription is needed for every antibiotic purchase, and in human
medicine, antibiotics may only be prescribed by physicians. Since there is no
national expert committee, the existing guidelines, both for hospitals and pri-
mary care, have been developed by hospital committees and/or individuals
(#ipman and Beović, 2002; #ipman and Marolt, 1998).

3.1. Ambulatory care

The consumption of antibiotics in ambulatory care has been monitored in
Slovenia since 1974. All pharmacies in the country are involved in the moni-
toring process. Data on the number of packages and the cost of antibiotics pur-
chased, the age and gender of the patients, and the identity numbers of the
physicians and healthcare institutions prescribing antibiotics are collected and
analysed (Orapem and Milovanovič, 1996).

In the 1980s, the number of prescriptions for all antimicrobial agents for
systemic use, including antibacterials, antifungals, antivirals, and antiparasitic
drugs, was between 770 and 860 per 1,000 inhabitants per year. Antibacterial
drugs represented 95% of all antimicrobial products. Antimicrobial agents in
turn accounted for 12.2–14.5% of all prescriptions and were the second most
commonly prescribed group of medicinal products. Extended-spectrum peni-
cillins were the most commonly prescribed class of antibiotics (36–39%), fol-
lowed by narrow-spectrum penicillins (18–24%), trimethoprim/sulfamethoxasol

252 Milan Čižman and Bojana Beović



(TMP/SMX) and sulfonamides (13–19%), and tetracyclines (9–12%). Over the
decade, a decline in the use of narrow-spectrum penicillins, tetracyclines, and
TMP/SMX was observed, accompanied by an increase in the use of extended-
spectrum penicillins, cephalosporins, and at the end of the decade, macrolides
(roxithromycin, azithromycin) (Marolt-Gomim3ek and #ipman, 1992).

In the first half of the 1990s, the proportion of antimicrobial prescrip-
tions increased to 16% (Orapem and Milovanovi3, 1996). The consumption of
macrolides, quinolones, cephalosporins, and extended-spectrum penicillins
increased steadily, while the number of prescriptions for sulfonamides (includ-
ing combinations), narrow-spectrum penicillins and tetracyclines declined
(Orapem and Milovanovi3, 1996). Amoxicillin (20%) was the most commonly
prescribed antibacterial agent, followed by amoxicillin/clavulanic acid (16.5%),
narrow-spectrum penicillins (16.2%), TMP/SMX (11.7%), and azithromycin
(7.2%). Cefaclor (2.7% of all antibacterials) was the most commonly prescribed
cephalosporin and ciprofloxacin the most common fluoroquinolone (1.0%).

From 1996 to 1999, the total consumption of antibacterials in Slovenia
increased by 39%, attaining 19.8 DDD/1,000 inhabitants/day in 1999 (#ipman
et al., 2003). The consumption of tetracyclines, narrow-spectrum penicillins,
TMP/SMX, cephalosporins, lincosamides, and extended-spectrum penicillins
decreased, but the consumption of combinations of penicillins with �-
lactamase inhibitors (amoxicillin/clavulanic acid), macrolides, and fluoro-
quinolones increased significantly. The increased use of macrolides and
fluoroquinolones was associated with the emergence of resistance in S. pyogenes,
S. pneumoniae, and E. coli (#ipman et al., 1999; #ipman et al., 2000; #ipman
et al., 2001a, b; #ipman et al., 2002).

In 1990, the Health Insurance Company in collaboration with infectious
diseases (ID) specialists decided to restrict the use of amoxicillin/clavulanic
acid and cephalosporins to cases where penicillin or TMP/SMX had proved
ineffective or the prescription was based on susceptibility testing (Fürst, 2001).
Fluoroquinolones were to be used only as sequential therapy in patients after
discharge from hospital. Because of a steady increase in the consumption of
amoxicillin/clavulanic acid and fluoroquinolones, the health insurance com-
pany imposed further restrictions on the use of these two antibacterial classes in
1999. Amoxicillin/clavulanate could no longer be prescribed for patients with
S. pyogenes infections, and fluoroquinolones could only be given as an alterna-
tive treatment for acute respiratory and urinary tract infections (after clinical
failure of other antibiotics), or on the basis of susceptibility tests showing sensi-
tivity to quinolones and resistance to other antibiotics.

In 2001, the total outpatient consumption of antibiotics declined to
17.4 DDD/1,000 inhabitants/day, but still remained 36% higher than in Denmark
and 21% higher than in Sweden over the same period (ESAC, 2003). The pattern
of use of antibiotics in Slovenia in 2001 is shown in Table 1. The decline in 
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consumption may be attributed to the measures imposed by the health insurance
company as well as to the educational efforts of ID physicians aiming to raise the
awareness of general practitioners about appropriate prescribing of antibiotic
drugs.

3.2. Hospital antibotic policy

In 2001, a total of 335,557 patients were admitted to 27 hospitals (1 tertiary
care centre with 4 hospitals, 11 general hospitals and 12 special hospitals
including psychiatric hospitals and rehabilitation centres). The mean length of
hospital stay was 8.3 days and the total number of bed-days was 2,773,164
(Institute of Public Health of the Republic of Slovenia, 2002).

Almost every hospital in Slovenia has a therapeutic committee (TC).
Antibiotic committees, composed of ID physicians and other specialists, have
been founded in all larger hospitals over the past 20 years. The multidisciplinary
composition of antibiotic committees ensures that the antibiotic policy is influ-
enced and accepted by the different specialities in the institution. In hospitals, all
antibiotics registered in the country are usually available. Unregistered antibi-
otics can only be purchased by request to the TC of the University Medical
Centre Ljubljana (UMC), which is the only tertiary care centre in the country. 
In 1998, the antibiotic committee of the UMC published guidelines, which were
later adopted by many other hospitals in Slovenia (#ipman and Marolt, 1998).
They include recommendations on empiric therapy, documented therapy, and
prophylaxis of common community- and hospital-acquired infections. The
dosage, length of treatment, and cost are included as well.
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Table 1. The pattern of antimicrobial use in Slovenia in 2001

Antibiotic group Ambulatory care % Hospital care %

Tetracyclines 4.42 1.13
Chloramphenicols 0.00 0.01
Penicillins 58.79 43.24
Cephalosporins 2.98 18.55
Macrolides 18.16 6.57
Lincosamides 0.63 2.90
TMP/SMX 6.89 3.42
Aminoglycosides 0.00 4.68
Quinolones 7.58 13.65
Others 0.00 5.18
Total use in DDD/1,000 17.4 1.80
inhabitants/day



Since 1998, lists of so-called restricted antibiotics have been drawn up in
several hospitals. In General Hospital Celje, antimicrobial agents are divided
into four groups with different levels of restriction (Mibanc et al., 2002).

At the University Medical Centre Ljubljana, a list of restricted antimicrobials
has been maintained since 1999. At the beginning it included 12 antimicrobial
agents: ceftazidime, cefoperazone, cefpirome, imipenem, meropenem, aztre-
onam, vancomycin, teicoplanin, amikacin, tobramycin, chloramphenicol, and
lipid forms of amphotericin B. In all hospital departments except intensive care,
hemato-oncology, and surgical infection units, the use of any drug from the list is
subject to authorization by an ID specialist. Piperacillin-tazobactam and cefepime
were added to the list after being registered in 2001 and 2002. Several other 
hospitals follow the pattern of restriction applied in Ljubljana.

Slovenia participates in the ESAC (European Surveillance of Antimicrobial
Consumption) project. Table 2 shows the consumption of antibacterials in
Slovenian hospitals from 1985 to 2001, including the data collected for the ESAC
project (#ipman et al., 2003).

The data presented in Table 2 show an increase in the total use of antibacte-
rials and specifically an increase in the use of combinations of penicillins and
�-lactamase inhibitors (especially amoxicillin/clavulanic acid), cephalosporins,
carbapenems, macrolides, lincosamides, fluoroquinolones, and some other
antibacterials including glycopeptides. On the other hand, the consumption
of narrow-spectrum penicillins, tetracyclines, amphenicols, and TMP/SMX
decreased as in ambulatory care. Excluding all psychiatric hospitals and rehab-
ilitation centres, the total consumption of antibacterials in Slovenia in the years
1998–2001 was between 48.28 and 50.60 DDD/100 bed-days (data covering
annually 89–100% of bed-days).

A trend towards an increased use of systemic antibacterials has been observed
in many countries. The consumption per 100 bed-days in the Netherlands
increased from 37.2 DDD in 1991 to 42.5 DDD in 1996 (Janknegt, et al., 2000),
and in Denmark from 39.24 in 1997 to 42.8 DDD in 1999 (Danmap, 2000). In the
Netherlands, the data covered over 70% of all hospital bed-days and in Denmark
95% of all bed-days (excluding psychiatric hospitals, private hospitals, and one
rehabilitation centre).

In Slovenian hospitals, the consumption of antibacterials for systemic use in
2001 was 20% higher than in Denmark and Sweden (Sørensen and Monnet,
2002; Strama, 2001). The total consumption per 100 bed-days varied consider-
ably between hospitals: in maternity hospitals it was between 23 and 29 DDD,
in general hospitals between 38 and 69 DDD, in the tertiary care centre around
65 DDD, in special hospitals (orthopaedic surgery, oncology, pulmonology) it
ranged from 20 to 100 DDD, in psychiatric hospitals from 3 to 13 DDD, and in
rehabilitation centres from 5 to 13 DDD. In general hospitals, the utilization of
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individual antibiotic classes varied significantly from one hospital to another.
As it seems unlikely that these big differences between hospitals only reflect
differences in morbidity from bacterial infections, other explanations must be
sought.

In Slovenia, penicillins are the most commonly prescribed class of antibi-
otics (43%), followed by cephalosporins (18.5%), fluoroquinolones (13.6%),
macrolides (6.5%), and other drugs, mainly metronidazole (1.8 DDD/100
bed-days), and glycopeptides (0.6 DDD/100 bed-days) (Table 2). In the
Netherlands and Denmark, penicillins are prescribed more widely than in Slovenia
(57%), followed by cephalosporins (8–12%), fluoroquinolones (5–8%), and
aminoglycosides (4–5%). The situation in the United Kingdom is similar to
that in the Netherlands and Denmark (Standing Medical Advisory Committee,
1998). In Sweden, after penicillins, the most widely used group of antibiotics
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Table 2. Use of antibacterials in Slovenian hospitals (in DDD/100a bed-days)

ATC Therapeutic group 1985 1990 1995 2000 2001
group

J01AA Tetracyclines 3.972 2.139 1.073 0.5853 0.5384
J01B Amphenicols 0.0075 0.0057
J01C Penicillins 25.138 21.801 22.844 20.9451 20.5057
J01CA Penicillins with 13.374 0.076 3.386 1.6420 1.5414

extended spectrum
J01CE �-lactamase 10.500 8.529 6.443 2.4295 2.6498

sensitive penicillins
J01CF �-lactamase 1.264 0.916 0.512 1.3941 1.5416

resistant penicillins
J01CR Combinations of 0.000 3.280 12.500 15.4795 14.7729

penicillins, including
�-lactamase inhibitors

J01DA Cephalosporins 4.672 6.546 8.576 9.5900 8.7981
J01DF Monobactams 0.000 0.000 0.002 0.0003 0.0004
J01DH Carbapenems 0.000 0.071 0.189 0.2495 0.2931
J01EE Combinations of 3.572 2.738 2.051 2.0204 1.6251

sulfonamides and
trimethoprim, including
derivatives

J01FA Macrolides 1.195 1.959 2.981 3.5181 3.1178
J01FF Lincosamides 0.355 0.440 0.913 1.2902 1.3753
J01GB Aminoglycosides 2.841 2.318 2.718 2.2910 2.2192
J01MA Fluoroquinolones 0.000 2.597 3.537 5.8517 6.4751

Others 0.128 0.0509 1.246 2.3520 2.4579
J01 Total antibacterials 42.148 41.326 46.345 48.4123 47.4119

for systemic use

aATC/DDD classification, WHO version, 2001.



in 2001 were cephalosporins with 0.24 DDD/1,000 inhabitants per day (17%),
followed by fluoroquinolones with 0.19 DDD/1,000 inhabitants per day (14.6%)
(Strama, 2002).

4. ANTIBIOTIC POLICY IN THE TERTIARY
CARE CENTRE

The University Medical Centre Ljubljana (UMC) is the only tertiary care
centre in Slovenia. In 2001 the UMC had 2,455 beds and admitted 82,594
patients, who stayed in hospital for a total of 582,745 bed-days, the average
length of stay being 7.0 days. An open drug formulary is used for all drugs in
the centre.

In the period from 1995 to 1997, the consumption of antibacterial drugs in
the UMC (including psychiatric units which accounted for approximately 25%
of bed-days) increased by 5.9%, attaining 43.68 DDD/100 bed-days in 1997
(Vipintin and #ipman, 1998). �-lactam agents were the most commonly used
antimicrobials (53%), followed by macrolide and lincosamide antibiotics
(13%), and quinolones (12%) (Vipintin and #ipman, 1998). In most units, a
trend towards increasing use of macrolides, lincosamides, and quinolones was
associated with a marked decline in the use of tetracyclines and amphenicols.

The utilization of some problem antibiotics in the UMC has been regulated
since 1998. The original list of so-called restricted agents, drawn up by the antibi-
otic committee, included 11 antibacterials and 1 antifungal drug (lipid associated
forms of amphotericin B). Any drug from the list may be prescribed only on
approval of ID or a few members of the antibiotic committee. A special order
form, including data on the patient, type of infection or prophylaxis, and dosage is
used for these drugs. Exceptionally, the use of an antibiotic from the list may be
approved by telephone on the basis of previous consultation. The utilization of
these antibiotics in individual hospital departments is monitored by a team of two
ID doctors. Several departments may be covered by one team. Other common
measures such as stop orders, systematic education of physicians, auditing, com-
puter guided prescription, or rotation of antibiotics (Gould, 1999, 2002; Keuleyan
and Gould, 2001; Struelens et al., 1999; van der Meer and Gyssens, 2001; Wilton
et al., 2002) have not been used in the UMC. Unfortunately, the hospital manage-
ment shows inadequate understanding of problems of antibiotic consumption and
bacterial resistance and so most of the work in this field is done on a voluntary
basis by a handful of enthusiasts. The consumption of antibacterials in the UMC
from 1998 to 2002 is presented in Figure 1.

The data in Figure 1 show a 9% increase in the total consumption of
antibacterials (from 58.91 to 64.31 DDD/100 bed-days) in the period from
1998 to 2002. The highest increase was observed in fluoroquinolones (64%),

Antibiotic Policy—Slovenian Experiences 257



followed by macrolides and lincosamides (9%), and other �-lactam antibacte-
rials (33%). The consumption of penicillins was stable, whereas the consump-
tion of other antibacterials, aminoglycosides, TMP/SMX, tetracyclines, and
amphenicols decreased. The consumption of restricted antibiotics varied from
2.93 DDD/100 bed-days in 1998 to 2.77 DDD/100 bed-days in 1999, 3.76
DDD/100 bed-days in 2001, and 3.39 DDD/100 bed-days in 2002. In the same
period, the average length of hospital stay declined from 7.9 days in 1998 to
7.3 days in 2002. Since restricted antibacterials accounted for only 5% of all
antibiotic consumption in the centre, the institution of restrictive measures for
this group of antibiotics could not influence significantly the total consump-
tion of antibitiotics in the hospital. Consequently, a decrease in the total use of
antibiotics was observed only in a few departments where ID specialists were
responsible for the treatment of all bacterial infections (Beović et al., 2003).
On the other hand, restricted antimicrobials represent approximately a third of
the total cost of antimicrobial agents in the centre. Therefore the restrictions
may be expected to have a significant financial impact, besides helping to reduce
the development of resistant organisms (White et al., 1997).

5. CONCLUSION

The consumption of antibiotics in Slovenia is moderate. At the national level,
antibiotic consumption has decreased over the past 2 years both in outpatient and
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inpatient settings. The resistance rates in some common community pathogens
are moderate but show a tendency to increase. The problem of methicillin resis-
tant S. aureus is stable and decreasing. The restrictive measures imposed by the
health insurance company, along with the educational efforts of ID specialists
have had a major role in reducing the consumption in outpatient settings. In hos-
pitals, effective collaboration of ID specialists with microbiologists, hospital
pharmacists, and departmental staff is often impossible due to inadequate aware-
ness of the problem on the part of the management team.
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1. INTRODUCTION

Critically ill-patients admitted to intensive care units (ICUs) are highly
susceptible to infections because of predisposing illnesses and the use of inva-
sive procedures, and are therefore exposed to high antibiotic pressure. Use of
antibiotics in the ICU must follow best clinical practice if the emergence of
resistance to antibiotics is to be minimised. Antibiotic resistance is an important
factor governing treatment success and mortality (Carmeli et al., 2002; Kollef
and Ward, 1998; Kollef et al., 1999). The problem of resistance is greater in
ICUs than in other hospital wards or primary care centres (Archibald et al.,
1997; Hanberger and Nilsson, 2000; Hanberger et al., 2001a). Control of
antibiotic resistance, that is, detecting, monitoring, and fighting the emergence
of resistant bacteria is, therefore, especially important in the intensive care
environment. According to a recent review of European ICUs, the prevalence
of antibiotic resistance in bacteria was, with some exceptions, highest in ICUs
in Southern European countries and in Russia, and lowest in Scandinavia
(Hanberger et al., 2001a). This was also true for the key organism methicillin-
resistant Staphylococcus aureus (MRSA) (Regnier, 1996; Vincent et al., 1995).
Antimicrobial resistance also varies markedly by region and ward level in the
United States, Canada, and Latin America with the highest resistance rates



being found in Latin America (Burwen et al., 1994; Diekema et al., 1997;
Edmond et al., 1999). As patterns of resistance change, physicians need to
reassess standard therapies to ensure appropriate antibiotic coverage.

2. ANTIBIOTIC CONSUMPTION IN ICUS

Because data on antimicrobial use are reported using various measurement
units, comparisons are only possible among ICUs using the same measure-
ment unit. Several studies have reported antibiotic use expressed as a number
of WHO Defined Daily Doses (DDD) per 1,000 patient-days in individual or
groups of European ICUs. Depending on the ICU, antibiotic use ranged from
490 to 3,456 DDD per 1,000 patient-days (Erlandsson et al., 1999; Gruson
et al., 2000; Hanberger et al., 2004; Kiivet et al., 1998; Lemmen et al., 2000;
Naaber et al., 2000; Petersen et al., 1999; Vlahovic-Palcevski et al., 2000;
Walther et al., 2002).

In one study, Bergmans et al. (1997) used the prescribed daily dose (PDD)
as the measurement unit and reported 921 PDD per 1,000 patient-days in two
Dutch general ICUs in 1994. The ICARE DDDs developed to report antibiotic
use in Centers for Disease Control and Prevention (CDC) Project ICARE
represent a form of PDDs (Capellà, 1993). In 40 US hospitals, which partici-
pated in Project ICARE during the period 1996–7, antibiotic use ranged from
413 to 927 ICARE DDD per 1,000 patient-days depending on the type of ICU
(ICARE Surveillance Report, 1999). It is important to note that this does not
correspond to total antibiotic use since Project ICARE did not collect data on
all antibiotic classes used in these ICUs.

Other studies have collected data at patient level and expressed antibiotic
use as the number of daily antibiotic treatments (all individual antibiotics
received on a single day are taken into account) per 1,000 patient-days. 
In a group of four Danish ICUs, Petersen et al. (1999) reported that antimicro-
bial use ranged from 1,390 to 2,510 daily antimicrobial treatments per 1,000
patient-days. Although the highest use was reported from one ICU that 
routinely used selective decontamination of the digestive tract (SDD), 
antimicrobial use in this ICU is likely to have been underestimated 
because multiple agents for the SDD protocol were recorded as one single
antimicrobial.

In the European Strategy for Antibiotic Prophylaxis (ESAP) study, the
median antimicrobial use (including antifungals) was 928 daily treatments per
1,000 patient-days (range: 355–1,686) in 21 ICUs that did not use SDD (Monnet
et al., 2000). In comparison, two ICUs that routinely used SDD reported 3,753
and 4,794 daily antimicrobial treatments per 1,000 patient-days and two other
ICUs that used SDD for very selected indications only reported 997 and 1,085
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daily antimicrobial treatments per 1,000 patient-days (Monnet et al., 2000). It
seems that, when routinely used, SDD may represent the largest part of overall
antimicrobial use in an ICU.

Data collected at patient level also allow the expression of antibiotic use in
terms of exposure, either as a number of antibiotic exposure-days (several
antibiotics received by a single patient on a single day count for one day of expo-
sure) per 1,000 patient-days or as a percentage of ICU patients who received at
least one antibiotic. Fischer et al. (2000) reported 546 antibiotic exposure-days
per 1,000 patient-days in a Swiss paediatric ICU in 1998–9. The European
Prevalence of Infection in Intensive Care (EPIC) one-day multicentre preva-
lence study performed in 1992 found that 62% of patients in 1,047 ICUs from
17 European countries received antibiotics (Vincent et al., 1995). A German
point prevalence survey in 1994 found that 53% of ICU patients in 72 hospitals
received antibiotics (Gastmeier et al., 2000). In a 3-month incidence study
performed in 49 Spanish ICUs in 1996, 53% of patients received antibiotics
(GTEI-SEMIUC, 1996). In the 21 ESAP ICUs that did not use SDD, a median
75% of patients received antimicrobials (range: 23–100%) (ESAP, unpub-
lished data). Similar figures were found in a 2-week prevalence study carried
out in 2000 in 23 Swedish ICUs (Hanberger et al., 2001b). Studies performed
in individual adult ICUs reported that 68–80% of patients received antibiotics
(Bourdain et al., 1999; Kollef et al., 2000; Røder et al., 1993; Tarp and Møller,
1997). In neonatal ICUs, studies performed in individual units showed that
24–46% of patients received antibiotics (Andersen and Meberg, 1999;
Borderon et al., 1992; Fonseca et al., 1994; Tullus et al., 1988). However, much
higher percentages were reported in selected groups of neonates. For example,
the percentage of neonates receiving antibiotics was 92% in premature infants
weighing less than 1,500 g at birth (Fonseca et al., 1994) and virtually 100% 
in preterm neonates (�30 weeks) requiring mechanical ventilation (Gortner,
1993).

Some studies have attempted to compare antibiotic use in ICUs and other
hospital wards. In Project ICARE, the median rate of antibiotic use was higher
in adult ICUs than in non-ICU areas combined (Fridkin et al., 1999). This was
especially true for third-generation cephalosporins, intravenous vancomycin,
penicillins with anti-pseudomonal activity, and intravenous fluoroquinolones.
In three European hospitals, Kiivet et al. (1998) reported that antibiotic use
expressed as a number of DDD per 1,000 patient-days was 2–6 times higher in
ICUs than in surgical and medical units. In one US hospital, the total number
of days of antibiotic therapy and total number of grams of antibiotic per
patient-day were 1.5 times greater in the ICU than in non-ICU areas (White
et al., 2000). In one Danish hospital, Tarp and Møller (1997), reported that
69% of patients in ICU received antibiotics as compared to only 24% and 17%
in surgical and medical wards, respectively. Finally, antibiotic pressure in ICUs
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is much higher than in primary care. In European Member States, antibiotic
use in primary care in 1997 ranged from 8.9 DDD per 1,000 inhabitant-days in
the Netherlands to 36.5 DDD per 1,000 inhabitant-days in France (Cars et al.,
2001). Similar data from outpatients can be compared to antibiotic use in hospi-
tals (including ICUs), for example, 392 DDD per 1,000 patient-days in Danish
hospitals in 1999 (DANMAP, 2001) or in specific hospital areas such as ICUs
(see above, data in WHO DDD per 1,000 patient-days) since both one inhabi-
tant-day and one patient-day represent one person on a defined day.

3. ANTIBIOTIC RESISTANCE IN ICU

3.1. Enterobacteriaceae

The Gram-negative pathogens most frequently isolated from ICU infec-
tions are Escherichia coli, Klebsiella pneumoniae, Enterobacter cloacae, and
Pseudomonas aeruginosa. The number of nosocomial infections caused by
Acinetobacter spp has increased in recent years because they are intrinsically
resistant to many of the commonly used antimicrobial agents. The carbapenems
are more active against E. coli and K. pneumoniae than the “third-generation”
cephalosporins, ceftazidime, and cefotaxime/ceftriaxone (Table 1). The preva-
lence of ESBL-producing strains amongst E. coli (0–23%) and K. pneumoniae
(5–64%) explains the difference in activities observed between these two
antimicrobial classes. ESBL production in Gram-negative bacteria may confer
resistance to virtually all commonly prescribed �-lactam antimicrobials, with
the exception of the carbapenems (Table 1).

A substantial increase in the levels of ciprofloxacin resistance in E. coli and
K. pneumoniae can be seen (Table 1). This is a cause for concern, especially as
these species are the most frequently isolated Enterobacteriaceae in the ICU
and can harbour ESBLs.

The resistance of E. cloacae to ceftazidime (19–68% —Table 1) is probably
due to either the selection of Enterobacter strains producing stable derepressed
constitutive chromosomal class I lactamases which hydrolyse most �-lactam
antibiotics (except carbapenems which show 0–6% resistance), or the spread of
Enterobacter strains, producing ESBL. The high level of use of �-lactam antibi-
otics such as amoxicillin, and second- and third-generation cephalosporins
probably explains the increased endemic prevalence of Enterobacter producing
class I �-lactamases. This endemic situation is also seen in Northern Europe
(Table 1).

An alarmingly high resistance to ciprofloxacin (31%) in Enterobacter spp
was seen in ICUs in Belgium in 1994–5 and in a European study in 1999 (20%)
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(Table 1). Quinolone resistance was markedly lower in a European study in 2001
(9%) and in Belgium in 2002 (9%) (Table 1). Ciprofloxacin resistance was
lower (0–9%) in Germany, Spain, Sweden, and Turkey (Table 1).

The explanation for this may differ between these countries and may
depend on low total quinolone consumption, more appropriate quinolone use,
the regional emergence and spread of epidemic multiresistant strains of
Enterobacter aerogenes, or better hygiene routines in hospitals, thereby pre-
venting outbreaks of quinolone-resistant Enterobacter spp. Carbapenems are
the most active agents against Enterobacter spp (Table 1).

3.2. Non-fermentative Gram-negative bacilli

The non-fermentative Gram-negative bacilli, Acinetobacter spp and 
P. aeruginosa, generally show lower levels of susceptibility than the Entero-
bacteriaceae to all antimicrobials. Imipenem and meropenem have a markedly
wider spectrum than other antibiotics when tested against Acinetobacter
spp. Against P. aeruginosa, imipenem and meropenem also exhibit relatively
high activity, with meropenem having higher activity than imipenem (Table 1).
Piperacillin/tazobactam and ceftazidime were also active against many 
P. aeruginosa (Table 1). An increase in quinolone and carbapenem resistance
among P. aeruginosa was seen in some studies (Table 1).

3.3. Coagulase-negative staphylococci (CoNS)

CoNS are low virulence pathogens. However, over the past two decades,
CoNS have been increasingly recognised as a prevalent cause of nosocomial
infection. For example, the NNIS and SCOPE studies rank CoNS as the most
common cause of nosocomial bloodstream infection in US ICUs (Edmond 
et al., 1999; Fridkin et al., 1999) and the EPIC study found CoNS to be the
fourth most common cause of nosocomial infection when all sites of infection
were considered (Vincent et al., 1995). Unfortunately, antimicrobial treatment
of CoNS is complicated by very high rates of oxacillin resistance worldwide.
The EPIC study, carried out in 1992 in 17 Western European countries,
demonstrated a 70% rate of oxacillin resistance in CoNS (Vincent et al., 1995).
More recent data from a European study revealed higher rates of oxacillin resis-
tance in CoNS from ICUs (88%) than non-ICUs (74%) (Rodriguez-Villabos 
et al., 2000). North American data from 2001 revealed 84% of CoNS to be
oxacillin resistant (Stephen et al., 2002). In a study performed in 1999–2000 at
16 Nordic centres, 68% of CoNS from ICU patients were oxacillin resistant,
but that was the case for only 33% of CoNS collected from patients at primary
care centres (Hanberger and Nilsson, 2000). Most oxacillin-resistant CoNS are
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Escherichia coli
Reference Hanberger MYSTIC (2003) Ruckdeschel MYSTIC (2003) Hanberger MYSTIC (2003)

et al. (1999a) et al. (1998) et al. (1999a)
Country Belgium Belgium Germany Germany Spain Spain
Year 1994–5 1997–2002 1996–7 1997–2002 1994–5 1997–2002
NCCLS breakpoints I 
 R I 
 R R I 
 R I 
 R I 
 R
Ceftazidime 4 6* 0 8* 1 5*
Ceftriaxone/ 2 5* 0 2* 2 2*

Cefotaxime
Ciprofloxacin 6 10 6 15 14 20
Gentamicin 4 5 4 7 7 4
Imipenem 1 0 0 0 0 0
Meropenem — 0 — 0 — 0
Piperacillin–tazobactam 15 2 3 3 4 2

Enterobacter spp
Species Enterobacter spp E. cloacae E. cloacae E. cloacae Enterobacter spp E. cloacae
Year 1994–5 1997–2002 1996–7 1997–2002 1994–5 1997–2002
Ceftazidime 43 20 27 26 31 19
Ceftriaxone/Cefotaxime 37 20 — 26 30 24
Ciprofloxacin 31 3 0 3 4 1
Gentamicin 3 4 — 3 4 0
Imipenem 3 0 — 0 2 0
Meropenem — 0 — 1 — 0
Piperacillin–tazobactam 51 13 — 14 23 16

Klebsiella spp
Species K. pneumoniae K. pneumoniae Klebsiella spp K. pneumoniae K. pneumoniae K. pneumoniae
Year 1994–5 1997–2002 1996–7 1997–2002 1994–5 1997–2002
Ceftazidime 3 17* 1 19* 4 6*
Ceftriaxone/Cefotaxime 6 15* 1 9* 4 10*
Ciprofloxacin 1 3 4 14 2 3
Gentamicin 2 9 2 10 5 7
Imipenem 0 0 0 0 0 0
Meropenem — 0 — 0 — 0
Piperacillin–tazobactam 14 7 10 13 3 1

Pseudomonas
aeruginosa
Year 1994–5 1997–2002 1996–1997 1997–2002 1994–1995 1997–2002
Ceftazidime 11 14 2 5 16 9
Ciprofloxacin 16 59 13 16 14 10
Gentamicin 23 12 — 23 18 11
Imipenem 16 17 7 5 22 20
Meropenem — 10 — 3 — 3
Piperacillin–tazobactam 13 14 4 4 8 10

Acinetobacter spp
Species Acinetobacter spp A. baumannii A. baumannii A. baumannii Acinetobacter spp A. baumannii
Year 1994–5 1997–2002 1996–1997 1997–2002 1994–5 1997–2002
Ceftazidime 18 14 3 3 76 80
Ciprofloxacin 18 19 15 5 81 90
Gentamicin 18 14 — 4 81 86
Meropenem — 2 — 0 — 11
Imipenem 12 2 — 0 16 18
Piperacillin–tazobactam 36 12 0 2 58 79

*ESBL phenotype by NCCLS criteria.

Table 1. Surveillance of antibiotic resistance in European ICUs
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Hanberger MYSTIC Aksaray MYSTIC Mathai Garcia-Rodriguez Mathai Stephen
et al. (1999a) (2003) et al. (2000) (2003) et al. (2000) and Jones (2002) et al. (2000) et al. (2002)
Sweden Sweden Turkey Turkey Europe Europe USA USA

1997 1997–2002 1997 1997–2002 1999 2000 1997–9 2001
I 
 R I 
 R I 
 R I 
 R I 
 R I 
 R R I 
 R

1 2* 26 23* 9 13 3* 8*
1 0* 25 27* 4 — 2* 4*

2 5 19 38 11 16 3 13
0 4 22 23 6 8 3 8
0 0 1 1 0 �1 0 0
— 0 — 2 — �1 — 0
4 4 35 31 11 15 5 5

Enterobacter spp E. cloacae Enterobacter spp E. cloacae Enterobacter spp E. cloacae Enterobacter spp Enterobacter spp
1997 1997–2002 1997 1997–2002 1999 2000 1997–9 2001

19 22 68 42 40 53 33 28
30 — 70 39 37 — 30 23
3 1 8 9 20 9 6 11
0 0 44 — 9 14 9 4
0 0 4 0 6 1 � 1 2

— 0 — 0 — 1 — 2
17 18 72 35 37 49 27 26

Klebsiella spp K. pneumoniae Klebsiella spp K. pneumoniae Klebsiella spp K. pneumoniae Klebsiella spp Klebsiella spp
1997 1997–2002 1997 1997–2002 1999 2000 1997–9 2001

1 5* 73 64* 39* 41 10* 16*
1 — 69 57* 37* — 10* 15*
4 4 30 34 24 22 7 15
2 1 66 55 36 27 6 10
0 0 3 �1 0 1 0 0

— 0 — 4 — 1 — 0
10 3 76 50 32 32 9 10

1997 1997–2002 1997 1997–2002 1999 2000 1997–9 2001
2 11 57 56 29 29 24 23
8 26 56 61 40 45 20 30
14 6 70 81 44 46 15 19
16 18 52 57 38 36 15 22
— 11 — 50 34 31 — 20
0 10 53 44 36 19 12 13

Acinetobacter spp A. baumannii Acinetobacter spp A. baumannii Acinetobacter spp A. baumannii Acinetobacter Acin baumannii
1994–5 1997–2002 1997 1997–2002 1999 1997–2000 spp 1997–9 2001

0 5 88 80 79 65 43 43
19 10 67 78 78 66 41 47
0 5 83 94 81 65 41 47

— 0 42 — 20 — 21
19 5 44 47 58 18 7 19
56 29 89 85 78 72 36 41



resistant to many other antimicrobial classes (Diekema et al., 2001), which no
doubt has contributed to the widespread use of glycopeptides in the hospital set-
ting. Glycopeptide resistance has been well described in CoNS (Schwalbe et al.,
1987), but appears to be relatively uncommon in contemporary surveillance
studies. Of over 6,000 strains of CoNS collected between 1997 and 1999 from
centres worldwide, none were resistant to vancomycin, 1.9% had a vancomycin
MIC of 4 �g/ml, and 1.9% were resistant to teicoplanin (MIC 16 �g/ml)
(Diekema et al., 2001). Of the isolates collected from European centres, only 
9 of 2,068 CoNS strains (0.4%) were resistant to teicoplanin and none were resis-
tant to vancomycin (Diekema et al., 2001). As rates of glycopeptide resistance
rise, the use of newer agents for treatment of resistant Gram-positive pathogens
will increase. Three years of SENTRY surveillance (1997–9) revealed 99.9% 
of CoNS to be inhibited by 4 �g/ml of linezolid, while 99% were inhibited by 
1 �g/ml of quinupristin/dalfopristin (Diekema et al., 2001).

3.4. Staphylococcus aureus

S. aureus is one of the most virulent of human bacterial pathogens. Since
the emergence of the first oxacillin-resistant S. aureus (ORSA) strains in the
early 1960s, the spread of ORSA has been reported in Europe and throughout
the world. In the EPIC study, 60% of S. aureus isolates causing ICU infections
were oxacillin resistant (Vincent et al., 1995). However, the prevalence of
ORSA varied widely from country to country, with national oxacillin resis-
tance rates of approximately 80% in Italy and France, 77% in Greece, 67% in
Portugal and Belgium, 54% in Spain, 53% in Austria, 37% in Germany, 14%
in Switzerland, 13% in Great Britain, and no oxacillin resistance detected in
Norway, Holland, Sweden, or Denmark (Regnier, 1996; Vincent et al., 1995).
Voss et al. (1994) confirmed that ORSA prevalence in many European ICUs
exceeds 50% with the highest resistance rates seen in the countries of Southern
Europe. In 25 European centres, mean ORSA prevalence during 1997 in all
blood isolates collected from ICU patients was 39% and levels also varied
widely by country (Fluit et al., 2001). In the 25 European centres, the mean
ORSA prevalence during 1997 in all blood isolates collected from ICU
patients was 39% and levels also varied widely by country. Overall, national
ORSA rates ranged from �5% in Germany, Switzerland, and the Netherlands
to �50% in Italy and Portugal (Fluit et al., 2001). These data are consistent
with other data from the Netherlands and Germany that reveal low rates of
oxacillin resistance in S. aureus (Ruckdeschel et al., 1998).

In other areas of Northern Europe, a recent study performed in 16 Nordic
centres in 1999–2000 showed an oxacillin resistance rate in ICUs of only 3%
(Hanberger and Nilsson, 2000).
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In the United States, ORSA rates in S. aureus are high in ICUs—
approximately 40% in a study performed in 1994–5 in eight geographically
separate hospitals (Archibald et al., 1997). Data collected in 2001 reported a
51% rate of oxacillin resistance in isolates of S. aureus from ICU patients
(Stephen et al., 2002). Finally, in a European study performed in 2000,
Rodriguez-Villalobos et al. (2002) showed that 47% of S. aureus isolates
collected from ICU patients were oxacillin resistant compared to 25% of 
isolates from non-ICU patients.

Most strains of ORSA are resistant to multiple drugs, but co-resistance pat-
terns vary from region to region. Using representatives of eight different classes
of antimicrobial agents (gentamicin, rifampicin, chloramphenicol, ciprofloxacin,
tetracycline, clindamycin, erythromycin, and trimethoprim/sulfamethoxazole),
all ORSA strains from 1997 to 1999 were examined with respect to the mean
number of co-resistances by country and region (Diekema et al., 2001). The
highest co-resistance rates were found in Latin America (mean � 4.7) and the
Western Pacific (mean � 5.7). ORSA from European centres had a mean of 4.5
co-resistances: over 89% were resistant to ciprofloxacin, 83% to erythromycin,
74% to clindamycin, and 72% to gentamicin. Such high rates of co-resistance in
ORSA underscore the importance of developing newer agents to treat serious
infections caused by ORSA. Scattered reports of serious infections caused by
ORSA with decreased susceptibility to the glycopeptides have been appearing in
the literature since 1997 (CDC, 1997).

If glycopeptide resistance becomes widespread in ORSA, additional thera-
peutic options will be required. Fortunately, glycopeptide resistance in ORSA
appears to be neither common nor widespread. Of over 15,000 clinical strains
of S. aureus collected between 1997 and 1999 from SENTRY centres world-
wide (including 3,477 strains from European centres), none were resistant to
vancomycin. However, nine strains (or 0.3%) from European centres had an
MIC to vancomycin of 4 �g/ml and one strain (0.03%) was resistant to
teicoplanin (MIC � 16 �g/ml) (Diekema et al., 2001). In addition, all ORSA 
in this study were inhibited by 4 �g/ml of linezolid, and 98% were inhibited by
1 �g/ml of quinupristin/dalfopristin. These newer agents appear to be promis-
ing alternatives to the glycopeptides for the treatment of strains of ORSA that
are resistant to multiple drugs.

The first documented case of infection caused by vancomycin-resistant 
S. aureus (VRSA) was reported in the United States in 2002 (CDC, 2002). The
MIC results for vancomycin, teicoplanin, and oxacillin were �128, 32, and 
�16 �g/ml, respectively. The isolate contained the vanA vancomycin resis-
tance gene from enterococci, which is consistent with the glycopeptide MIC
profiles. It also contained the oxacillin-resistance gene mecA. The isolate 
was susceptible to chloramphenicol, linezolid, minocycline, quinupristin/
dalfopristin, tetracycline, and trimethoprim/sulfamethoxazole.
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3.5. Enterococci

The incidence of resistance among Enterococcus faecium was 10% for
vancomycin, 7% for teicoplanin, 53% for ampicillin, and 30% for aminoglyco-
side (high-level resistance) according to a study performed in 1997–8 in 
25 European hospitals (Fluit et al., 2001). No glycopeptide resistance, less
than 1% ampicillin resistance and 32% high-level aminoglycoside resistance
was seen among Enterococcus faecalis, which were isolated five times more
frequently than E. faecium (Fluit et al., 2001). No vancomycin-resistant ente-
rococci (VRE) were seen in Enterococcus spp collected in a European study in
1999 (Mathai et al., 2000). Similarly, a study performed in ICUs in 16 Nordic
centres in 1999–2000 showed a VRE prevalence below 1% (Hanberger and
Nilsson, 2000). Data collected in 2001 from European ICUs showed a 3% rate
of VRE in isolates of E. faecalis from ICU patients compared to 1% VRE in
non-ICUs (Rodriguez-Villabos et al., 2002).

The VRE problem is more widespread in North American ICUs according
to the study carried out by Fridkin et al. (1999) in 1996–7, showing an overall
VRE prevalence in ICUs in the United States of 13% which is higher than 
that reported in the study carried out in 1994–5 by Archibald et al. (1997). 
In a more recent study performed during 2001 in North American ICUs,
Stephen et al. (2002) found 28% VRE among Enterococcus spp.

4. IMPROVING ANTIBIOTIC PRESCRIBING

4.1. The impact of antibiotic policies and antibiotic
consumption on antibiotic resistance

Controlling antibiotic resistance requires not only improved antibiotic
usage but also better compliance with infection control practices—in particu-
lar, hand disinfection. Emergence of antibiotic resistance in the ICU setting
may be due to the development of resistance during therapy, or to the selection
and overgrowth of preexisting resistant flora. These processes can be pre-
vented by reducing the use of antibiotics, selecting narrow-spectrum drugs
with low ecological impact, or by using bactericidal drugs that discourage
mutations. However, the spread of resistant clones of, for example, MRSA,
ESBL, or VRE from patients already colonised or infected with these resistant
bacteria on admission or acquired within the ICU (Bonten and Mascini, 2003)
has to be controlled by hygiene measures such as isolation and improved hand
hygiene. Various strategies have been tried to limit antibiotic resistance (Diaz
and Rello, 2002). However, some basic requirements must first be met and

270 Hakan Hanberger et al.



these are: reducing unnecessary use of antibiotics, selecting the proper dose,
frequency, route of administration and duration of treatment, and monitoring
drug levels, when appropriate.

Adverse outcomes resulting from inadequate antimicrobial treatment of infec-
tions caused by antibiotic-resistant bacteria have been shown in studies by Kollef
et al. (1998, 1999) and Zaidi et al. (2002). As resistance patterns change, physi-
cians need to re-evaluate standard therapies to ensure appropriate antibiotic
coverage. However, it is important to have quality control of anti-biotic therapy
and all ICUs need locally adapted guidelines for the prudent use of antibiotics,
including restricted use of prophylactic and therapeutic antibiotics which affect
local resistance patterns (Albrich et al., 1999). The use of SDD has been associ-
ated with the emergence of antibiotic-resistant bacterial strains, limiting its use-
fulness. The routine use of SDD has not been advocated because individual trials
have failed to demonstrate any reduction in mortality (Bonten et al., 2003; Kollef,
2003). However, a recent Dutch study has shown improved patient survival and
lower prevalence of antibiotic resistance in ICU-patients receiving SDD (de
Jonge et al., 2002), but the findings are under debate and need to be confirmed.
Moreover, as the prevalence of antibiotic resistance is very low in the Netherlands
compared to Southern Europe and the Americas, the extrapolation of the resis-
tance findings to ICUs in other countries may not be valid (Bonten et al., 2003).

Several studies have shown that antimicrobial control has a beneficial effect
on resistance patterns. Indeed, a recent study has reported the results of a new
programme of antibiotic strategy control (Gruson et al., 2000). In that study,
rotation and restricted use of antibiotics in a medical ICU reduced the incidence
of ventilator-associated pneumonia caused by antibiotic-resistant Gram-negative
bacteria (Gruson et al., 2000). In addition, Burke and Pestotnik (1999) showed
that a computer-assisted decision support programme for antibiotic prescribing
had the potential to stabilise bacterial resistance in the ICU. It is difficult to
design a study that can prove that any reduction in colonisation or infections
caused by antibiotic-resistant pathogens is due to a change in antibiotic policy,
as it would be difficult to allow for improved compliance with hygiene instruc-
tions that could also lead to reduced cross-transmission of antibiotic resistant
clones (Struelens et al., 1999). In a recent study, Allaouchiche et al. (2002)
showed concomitant variations of antimicrobial use and the incidence of 
ICU-acquired infections due to third-generation cephalosporin-resistant Gram-
negative bacilli, carbapenem-resistant Gram-negative bacilli, or MRSA over a
5-year period in a French ICU. Interestingly, the same study showed a protective
effect of an increase in the use of medicated soaps plus alcoholic hand rubs on
the incidence of ICU-acquired infections due to these resistant bacteria
(Allaouchiche et al., 2002).

In the ESAP study, having a list of antibiotics subject to restricted use and
reporting excellent communication between senior and junior doctors were
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independent factors associated with low total antimicrobial use (Monnet et al.,
2000). Reduction of the duration of therapy is another method of reducing
antibiotic resistance (Baughman, 2002; Ibrahim et al., 2001; Singh et al., 2000).

4.2. Antibiotic cycling and their role in 
reducing resistance

Antibiotic cycling has been suggested as a strategy for discouraging the
emergence of antimicrobial resistance. The concept is to withdraw an antibi-
otic or class of antibiotic from use in order to allow resistance rates to decrease
or stabilise (Bonten, 2002). However, conflicting results have been reported in
studies of antibiotic cycling and the results are inconclusive. In an early study
of antibiotic cycling, Gerding et al. (1991) evaluated cycling of aminoglyco-
sides and could demonstrate that a change to amikacin caused a 50% reduction
in gentamicin resistance in Gram-negative bacteria but gentamicin resistance
increased when it was reintroduced. The use of aminoglycosides also
decreased during the study period. In another more recent antibiotic cycling
study, Raymond et al. (2001) demonstrated a reduced incidence of antibiotic-
resistant bacteria, but the study was not controlled for the relative contribution
of decreased emergence of resistance vs control of cross transmission.
Mathematical modelling may be used to design prospective cycling studies
(Bonten et al., 2001).

4.3. IT and benchmarking to improve 
antibiotic prescribing

As most antibiotic use in the ICU is empirical, it is important to know the
most prevalent pathogens and their local resistance patterns. These data can be
easily provided via the Intranet or Internet if the clinical microbiology labora-
tory is computerised. Providing physicians with pathogen frequency, suscepti-
bility data by ward level and site of infection, and patient-specific clinical
information has been shown to improve antibiotic selection, control antibiotic
costs, and slow the emergence of resistance (Evans et al., 1998; Pestotnik 
et al., 1996). The selection of antibiotics in the hospital setting is still a largely
manual task and therefore fraught with potential errors (Bailey and McMullin,
2001). These include overuse of antibiotics, choice of inadequate agents, and
dosage regimens. The decision process for antibiotic prescriptions in the ICU
setting was investigated in a Swedish study carried out in 2000 (Hanberger 
et al., 2001b). Three of four ICU patients were treated with antibiotics (see
above). Most prescriptions were strictly empirical and only 27% were based 
on a positive culture with or without an antibiogram, and only 8% of the 

272 Hakan Hanberger et al.



prescriptions were accompanied by a preliminary discontinuation date. In
order to improve antibiotic use in the ICUs, more microbiological information
as well as patient-specific clinical information must be made available to the
prescriber. Improving antibiotic prescribing by using information systems 
is technically feasible, but commercial solutions are still suboptimal (Bailey
and McMullin, 2001). Another option is to use an antibiotic stewardship 
team working in concert with critical care specialists in choosing optimal
empirical regimens and in streamlining therapy once culture results are avail-
able (Paterson, 2003). 

Interventions aimed at controlling the use of antibiotics require education
and access to local data on antibiotic resistance and consumption. Therefore, a
national ICU-surveillance programme, ICU-STRAMA was developed in
Sweden in 1999, with the aim of aiding clinicians by providing feedback 
on local antibiotic consumption data and bacterial resistance patterns (ICU-
STRAMA, 1999–2000). Local multidisciplinary ICU groups consisting of
specialists in intensive care, infectious diseases, and infection control, as well as
pharmacists, microbiologists, and others have formulated local policies using
the information in the database which is easily accessible through a website.
Person-to-person interactions are likely to be too time-consuming and unsus-
tainable in the long term. By using the Internet, it will be possible to create a
sustainable programme for the coordinated collection of information about
antibiotic policy, antibiotic use, antibiotic resistance, infection control, and
intensive care demography. The susceptibility of clinical isolates to important
drugs has been high in Swedish ICUs, despite comparatively high consumption
of antibiotics which may be due to the moderate ecological impact of the drugs
chosen and the positive impact of hospital hygiene on the resistance rates. It is
difficult to measure the effect of a bench programme such as ICU-STRAMA on
antibiotic resistance in a low-level resistance ICU setting, but Fridkin et al.
(2002) showed that monitoring antimicrobial use and resistance and promoting
changes of practice in specific ICUs were associated with decreases in ICU
vancomycin use and VRE prevalence.

5. INFECTION CONTROL

The effectiveness of infection control measures in the prevention and con-
trol of the spread of resistant bacteria has been convincingly demonstrated
(Bergogne-Berezin, 1999; Eggimann et al., 2000; Lingnau and Allerberger,
1994; Souweine et al., 2000). Since bacteria can be transmitted on the hands of
healthcare workers, the most effective way to prevent patient-to-patient spread
of resistant pathogens is by maintaining good hand hygiene (Scott, 2000). Both
hand washing and the use of alcohol-based hand disinfectants are effective
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ways of reducing bacterial carriage on the hands of healthcare workers.
However, alcohol-based hand disinfectants may provide superior efficacy and
fewer barriers to healthcare worker compliance (Voss and Widmer, 1997).
Pittet et al. (2000) recently published data suggesting a decline in nosocomial
infection rates and ORSA prevalence after the introduction of these products
into routine use in a large university hospital. Additional infection control
measures (e.g., use of gloves and gowns) are necessary to prevent spread of
pathogens like ORSA and VRE, which are known to contaminate the environ-
ment around infected or colonised patients (Boyce et al., 1997; Rhinehart 
et al., 1990; Srinivasan et al., 2002). The Center for Disease Control and
Prevention publishes literature-based recommendations for the prevention and
control of selected resistant bacterial pathogens (www.cdc.gov).
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The Real Cost of MRSA

Stephanie J. Dancer
Scottish Centre for Infection and Environmental Health, Clifton House, 
Clifton Place, Glasgow G37LN, UK

1. INTRODUCTION

Methicillin-resistant Staphylococcus aureus (MRSA) has become endemic
in UK hospitals over the last decade. It is primarily responsible for infections
of wounds, chest, and urinary tract, but also causes more serious conditions
such as osteomyelitis, endocarditis, and septicaemia. Patients usually acquire
the organism in hospitals and then return home with it, thus contributing
towards the increasing reservoir in the community. The number of serious
MRSA infections has increased over the last few years so that over 40% of all
staphylococcal bacteraemias in the United Kingdom are now due to MRSA
(EARSS Annual Report, 2002). This constitutes one of the highest rates of
MRSA infection in Europe.

Eradication of the carrier state is difficult due to the unusually high epi-
demicity of circulating strains. The prevalent strains in the United Kingdom at
present are EMRSA-15 and EMRSA-16, with EMRSA-17 recently described
(Aucken et al., 2002). These strains are able to adhere to skin, wounds, and
mucous membranes, spread between persons, and displace previously resident
strains. The complex epidemiology of staphylococci makes any clearance
strategy unattractive, especially when the organism has spread widely through
an institution to achieve endemic status. Equally difficult is the treatment of
MRSA infections, because there are so few effective antibiotics remaining.
Those agents, which are clinically effective, tend to be toxic and/or expensive.
The overall management of patients with MRSA is therefore perceived as



time-consuming, costly, and liable to fail. These difficulties have prompted
comments in the literature such as, “Trying to control MRSA causes more
problems than it solves,” “MRSA is a suitable case for inactivity,” and even
that, “Is it time to stop searching for MRSA? Stop the ritual of tracing
colonised people” (Barrett et al., 1998; Lacey, 1987; Teare and Barrett, 1997).

Tempting though it is to abandon search and destroy policies for MRSA, there
are reasons why continued activity towards control is still strongly recommended.
MRSA carriage is more likely than methicillin-susceptible S. aureus (MSSA) to
lead to infection and MRSA bacteraemia has a worse outcome than MSSA bac-
teraemia (Muder et al., 1991; Romero-Vivas et al., 1995). The mortality rate
attributed to MSSA bacteraemia in critically ill patients was 1.3% in one study,
compared to 23.4% for MRSA bacteraemia (Blot et al., 2002). Clinicians may be
unconcerned about the possibility that methicillin resistance will become the
norm for S. aureus, but the very nature of evolution decrees further resistance—
notably to glycopeptides (Linares, 2001). It has already been established that
patients with glycopeptide-intermediate S. aureus (GISA) tend to have an even
less favourable outcome than patients with MRSA (Walsh and Howe, 2002).

Such therapeutic difficulties have major implications for the cost of health-
care. A patient found to have infection due to MSSA is usually quickly and
easily treated with isoxazolyl penicillins or macrolides. These drugs are rela-
tively nontoxic and cheap and patients can be discharged on oral therapy.
Contracting MRSA, however, leads to lengthened hospital stay, prolonged
treatment, use of expensive drugs, laboratory costs, and occasionally surgical
intervention. Furthermore, successful eradication is not guaranteed, as MRSA
can persist for years (Sanford et al., 1994). Hospitals with rising numbers of
MRSA patients are experiencing an increasing financial burden, which is now
impacting upon health policies and overall societal costs. There are also inde-
finable costs to human health and well being. This chapter will review the evi-
dence for the costs of MRSA within different healthcare systems, the
breakdown of these costs and the potential impact of various control strategies
on health service resources.

2. COST OF HOSPITAL-ACQUIRED INFECTION

There has already been much interest in the excess costs generated by
hospital-acquired infection (HAI). The last few years have witnessed an explo-
sion of reports examining the economic impact of these infections and the most
significant contributory factors (Emmerson et al., 1996; Haley et al., 1981;
Jarvis, 1996; Plowman et al., 2001). Infected patients, on average, incurred hos-
pital costs that were almost three times higher than those of uninfected patients
and they remained in hospital 2.5 times longer (Plowman et al., 2001).
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It is generally agreed that HAI costs money, which could have been saved
if preventative measures had been in place, but there is uncertainty surround-
ing the most effective control strategies and the best methods by which to mea-
sure them (Haley, 1991). Most calculations are based upon the increase in
bed-days attributed to HAI (Coello et al., 1993; Pena et al., 1996) but this
methodology has to make assumptions and extrapolations from data not
always generated for the purposes of measuring HAI (Walker, 2002). More
recent studies provide information on the distribution of additional costs
incurred between different hospital sectors or dependent upon patient diag-
noses (Zoutman et al., 1998). The former includes specific wards such as
Intensive Care and Special Care Baby Units, and the latter, conditions such as
hospital-acquired bacteraemia, surgical site infection, urinary tract infection,
and pneumonia (Hollenbeak et al., 2000; Jarvis, 1996; Khan and Celik, 2001;
Mahieu et al., 2001; Pittet et al., 1994; Plowman et al., 2001; Rose et al., 1977;
Spengler and Greenough, 1978).

Some HAI’s cost more than others—combined analysis reveals two groups
that appear to generate higher costs than for other HAI types; in particular, sur-
gical patients who acquire wound infections and medical patients with lower
respiratory tract infections (Lynch et al., 1992; Pinner et al., 1982). There have
been attempts at economic analyses of surgical wound infections (Fry, 2002;
Poulsen et al., 1994; Reilly et al., 2001a). Many studies measure only hospital
costs, to varying degrees, and fail to include the costs for community services,
follow-up, and social security benefits (Noel et al., 1997; Poulsen et al., 1994;
Reilly et al., 2001a). There is little on the direct cost to the patient, in terms of
pain, disability, reduction in quality of life, and lost work (Davey and
Nathwani, 1998; Poulsen and Gottschau, 1997; Reilly et al., 2001a;
Whitehouse et al., 2002). It is known that HAI may only present when the
patient has gone home (Reid et al., 2002; Reimer et al., 1987; Stockley et al.,
2001) but the potential savings generated from early discharge may well be
negated by the subsequent impact of HAI on patients in the community
(Jönsson and Lindgren, 1980; Whitehouse et al., 2002).

In the wake of such a drain on healthcare resources, results of various
infection control programmes demonstrating cost benefits for both patients
and hospital budgets have been presented (Miller et al., 1989). There is evi-
dence that surveillance alone will reduce HAI and associated costs (Haley
et al., 1985; Olson et al., 1984), particularly if the results are then fed back to
the clinicians involved (Smyth and Emmerson, 2000). Surveillance initiatives
should not ignore infected patients presenting post-discharge; for this, the
employment of a full-time audit nurse is more than justified in terms of cost-
effectiveness (Reilly et al., 2001b). There are also significant cost benefits
from treating infected patients in their own homes, using outpatient parenteral
antibiotic therapy and support staff (Nathwani, 2001).
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Comprehensive infection control programmes pay for themselves and
more (Haley et al., 1985; Miller et al., 1989; Wenzel, 1995). There will,
however, continue to be uncertainties over the best methods of audit, surveil-
lance, and feedback, which types of HAI require specific attention and which
specialities and/or clinical units are most likely to generate the greatest cost
benefits for both patients and budgets (Fry, 2002; Haley, 1991). Decisions on
where to place control precautions should rest with Infection Control commit-
tees in hospital and community, but all require full managerial support
(Brachman and Haley, 1981). As with the introduction of any clinical improve-
ment programme, resources must first be released before implementation
(Jarvis, 1996; Miller et al., 1989).

3. THE COST OF ANTIMICROBIAL 
RESISTANCE

While the cost of HAI can be aptly demonstrated in the literature, evidence
for the cost of antimicrobial resistance is not quite so robust (Coast et al., 1996).
This is despite the fact that an increasing proportion of HAI is due to resistant
organisms (Edmond et al., 1999; Schaberg et al., 1991). Hospitals seek to pro-
vide guidance for the use of antibiotics, but an empirical regimen without tar-
geted cover, or dosed too low to provide optimal therapy, will not eradicate a
pathogen. It will also encourage the development of resistance, which then
increases patient morbidity and mortality (Paladino et al., 2002). Concomitant
higher rates of treatment failure and the need for an increase in either the num-
ber or duration of hospital admissions will almost certainly be associated with
a huge economic burden (Paladino et al., 2002; Singer et al., 2003).

Infections with resistant pathogens lengthen the stay in hospital, likely to be
one of the most significant contributors towards the economic consequences of
resistant bacteria (Brooklyn Antibiotic Resistance Task Force, 2002; Kollef and
Fraser, 2001; Nathwani, 2003). Managerial costs are increased when infection
involves these organisms, as well as unnecessary and prolonged therapy
(Niederman, 2001a). Treatment of resistant bacteria is associated with increased
drug costs, as the newer, broad spectrum and often far more potent drugs are
usually far more expensive than the narrower spectrum agents employed for less-
resistant pathogens (Janknegt, 1997). These powerful drugs bring their own par-
ticular adverse effects, including the problems generated by overgrowth or
superinfection of naturally resistant organisms (Drew et al., 2000; Khare and
Keady, 2003; Sanyal and Mokaddas, 1999). Other factors to consider are the
prohibitive costs required to develop new antimicrobial agents, and the imple-
mentation of broader infection control and public health interventions aimed at
curbing the spread of resistant pathogens (Kollef and Fraser, 2001).
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The economic evaluation of HAI due to resistant organisms is often
confounded by the same risk factors that are associated with poor outcomes
(Holmberg et al., 1987). Resistance is an important risk factor for inadequate
empirical therapy. Such therapy is itself a potent determinant of a number of
adverse outcomes, including mortality (Niederman, 2001b). Another practical
difficulty in actually measuring the economic impact of resistance is the iden-
tification of a suitable control population (Coast et al., 2002; Niederman,
2001b). Nevertheless, for both HAI and community-acquired infections, the
mortality, the likelihood of hospitalisation, and the length of hospital stay is
usually at least twice as great for patients infected with drug-resistant strains
as for those infected with drug-susceptible strains of the same bacteria
(Holmberg et al., 1987). The likely cost per capita of healthcare-associated
S. aureus infection in Denmark and the Netherlands is lower than that in the
United States, because MRSA infections, which are rare in both of these coun-
tries, cost significantly more than do MSSA infections (Farr and Jarvis, 2002;
Farr et al., 2001; Janknegt, 1997). A Danish patient with healthcare-associated
S. aureus would be treated with an old-fashioned �-lactam antibiotic with
faster response, higher cure rate, and quicker hospital discharge at lower over-
all cost to society (Farr and Jarvis, 2002).

Although the adverse, economic, and health effects of drug-resistant bacte-
rial infections can only be roughly quantified, it is concluded that antimicro-
bial resistance is an important health problem and an economic burden to
society (Holmberg et al., 1987). Future evaluation of interventions aiming to
contain resistance might benefit from the use of modelling as a means of mea-
suring optimal policy response, as well as trying to resolve some of the diffi-
culties associated with such interventions (Coast et al., 1996, 2002).

4. GENERAL COSTS OF MRSA

Most authorities would agree that MRSA is probably the most important
resistant bacterium associated with HAI. Staphylococci themselves are the
most common pathogens causing bacteraemia according to national surveil-
lance of bloodstream infections (Pfaller et al., 1998). Along with Escherichia
coli, they account for over 55% of all bacteraemias from one recent study
(Diekema et al., 2000). The only major change from similar previous studies
was the increase in methicillin (oxacillin) resistance in both coagulase negative
staphylococci and S. aureus (Diekema et al., 2000; Pfaller et al., 1998;
Schaberg et al., 1991). S. aureus was the most common pathogen referred to the
SENTRY Antimicrobial Surveillance Program from 1997 to 1999, where it was
found to be the most prevalent bloodstream infection, skin and soft tissue infec-
tion, and cause of pneumonia in all geographic areas studied (Diekema et al.,
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2001). Similar increases in methicillin resistance were also observed in these
isolates, originating from both hospital and community (Diekema et al., 2001).

MRSA does not appear to replace MSSA in the overall burden of infection,
as the attack rate of methicillin-susceptible strains has not decreased (Stamm
et al., 1993). MRSA has simply added to the infection rate, particularly the
HAI rate (Herwaldt, 1999; Law and Gill, 1988; Stamm et al., 1993). At some
point in the future, when the prevalence of MRSA is such that S. aureus can be
redefined as “naturally” methicillin resistant, MRSA will replace MSSA in all
situations—just as penicillin-resistant S. aureus replaced penicillin-susceptible
strains in the 1950s and 1960s.

Before pursuing the specific costs of MRSA and individual control strate-
gies, it might be helpful to examine the general costs of MRSA overall, partic-
ularly when compared to MSSA. One study modelled estimates of the
incidence, deaths, and direct medical costs of S. aureus infections in the New
York metropolitan area in 1995 (Rubin et al., 1999). The study examined the
relative impact of methicillin-resistant vs susceptible strains of S. aureus and
of community vs hospital-acquired staphylococcal infections. The attributable
cost of a patient with MRSA was approximately $2,500 higher than the attrib-
utable cost of a patient with MSSA ($34,000 vs $31,500). The higher cost of
MRSA infections was due to the cost of vancomycin, longer hospital stay, and
the cost of patient isolation procedures. For HAIs alone, the cost attributable to
MRSA alone was approximately $3,700 higher on a per patient basis than the
cost attributable to MSSA infections ($31,400 vs $27,700). MRSA infections
also caused more deaths than MSSA infections (21% vs 8%) (Rubin et al.,
1999). The study concluded that reducing the incidence of hospital-acquired
MRSA and MSSA would reduce the overall societal costs from S. aureus
infections.

Nearly 500 patients were included in a study assessing the impact of methi-
cillin resistance on patients with S. aureus surgical site infection (Engemann
et al., 2003). Patients infected with MRSA had a greater 90-day mortality rate
and a longer stay in hospital than patients infected with MSSA. Median hospi-
tal charges were nearly $53,000 for MSSA infections and approximately
$92,000 for MRSA infections. This resulted in a 1.19-fold increase in hospital
charges overall and a mean attributable excess charge of nearly $14,000 for
patients with MRSA infections, compared with MSSA patients ( p � 0.001)
(Engemann et al., 2003). Another study on patients with primary bacteraemias
due to MRSA and MSSA similarly compared attributable hospital stay and
total and variable direct costs of hospitalisation (Abramson and Sexton, 1999).
This study showed that the median hospital stay due to MSSA bacteraemia was
4 days, compared with 12 days for MRSA. The median total cost for MSSA
bacteraemia was $9,661 vs $27,083 for MRSA bacteraemia, that is, an approx-
imate 3-fold increase in direct cost (Abramson and Sexton, 1999).
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Prolongation of hospital stay is often used as a measurable index for the
economic impact of acquiring MRSA in hospital (Abramson and Sexton,
1999; Engemann et al., 2003; Kim et al., 2001; Nathwani, 2003; Niederman,
2001b, Walker, 2002). Investigators highlight the importance of increased hos-
pitalisation as a key determinant of the total cost of an episode of infection but
it does not encompass all the components of the final bill (Nathwani, 2003).
Wakefield et al. analysed the relative importance of laboratory, antibiotic, and per
diem costs of caring for 58 patients with serious S. aureus infections (Wakefield
et al., 1988). Laboratory costs accounted for 2%, antibiotic for 21%, and per diem
costs for 77% of total infection related costs, with a greater proportion attribut-
able to MRSA infections. Results of another study by Kim et al. confirmed the
relatively marginal (4%) contribution of antibiotic costs to the overall cost of care
in Canadian hospitals, but the final estimate for the cost of MRSA in Canadian
hospitals approached $60 million each year (Kim et al., 2001).

The cost of eradicating MRSA with isolation, screening of patients, staff
and the environment, topical clearance, and education was found to be approx-
imately half that of treating a single MRSA bacteraemia (Rao et al., 1988).
The incidence of hospital-acquired MRSA fell to zero in the 5 months follow-
ing the implementation of these control strategies (Rao et al., 1988). Others
have demonstrated that a strict MRSA policy is financially worthwhile
(Hornberg et al., 2003; Pan et al., 2001; Vriens et al., 2002).

5. SPECIFIC COSTS OF MRSA

5.1. Costs of screening/surveillance cultures

Most hospitals have an MRSA screening policy of some description,
usually for patients received from other hospitals, or for patients due to be
admitted to a high-risk ward or for a high-risk procedure (Boyce, 1991). Some
will also routinely screen patients from residential or nursing homes in the com-
munity, since these facilities frequently act as a reservoir for colonised patients
(Fraise et al., 1997; Jernigan et al., 1995; Muder et al., 1991). Within the hospi-
tal, there are usually policies for screening patients involved in a cross-infection
incident or outbreak, when new or unexpected cases are identified following
routine laboratory investigation (Ayliffe et al., 1998). Such surveillance is
deemed to be a useful control measure, since establishing carriage offers more
rapid management of patients and their clinical area, including neighbouring
patients and healthcare staff (Coello et al., 1994). Furthermore, inappropriate
antibiotic therapy can be circumvented and future episodes of cross-infection
averted. Regarding the former, prescribing a patient an antibiotic to which
MRSA is resistant, encourages proliferation of the organism and increased risk
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of invasive sepsis (Dancer, 2001). These patients are also more likely to shed
the organism into the environment and onto others (Schentag et al., 1998).

Comprehensive screening policies for all admissions, however, are rare due
to the increased time, effort, and resources required. Since most microbiology
laboratories cannot confirm MRSA in less than 48 hr, clinicians often have to
make their own decisions regarding the potential MRSA status of a patient and
act accordingly. Screening samples would not generally be regarded as urgent
and it is unlikely that they would be processed out-of-hours or over a week-
end—thus adding further delay to the time of final report. Despite these diffi-
culties, current opinion on the role of active surveillance cultures has been
gaining momentum recently (Arnold et al., 2002; Farr and Jarvis, 2002).
Infection control professionals are in agreement that screening patients for
MRSA carriage is a useful procedure, because it is not possible to control what
you don’t know about (Farr and Jarvis, 2002).

While there are obvious benefits for hospitals and the individual from active
surveillance, there should be an evaluation regarding cost benefits. One study
found that the increase in hospital-acquired MRSA was associated with increased
transfer of colonised patients from nursing homes and other hospitals (Jernigan
et al., 1995). A subsequent cost–benefit analysis suggested that surveillance cul-
tures of transferred patients would save between $20,000 and $460,000 and pre-
vent from 8 to 41 HAIs due to MRSA (Jernigan et al., 1995). Such a screening
programme would also reduce the number of patient-days spent in isolation.
A more recent study showed that if early identification of colonised patients
prevented transmission of MRSA to as few as six patients, then a screening
programme would save money (Papia et al., 1999). The average cost of imple-
menting recommended infection control measures for patients colonised with
MRSA was approximately $5,235 per patient (laboratory and nursing costs)
(Papia et al., 1999).

When MRSA eradication fails, or is never attempted, endemicity ensues. It
is argued that in this situation, control efforts are no longer justified (Barrett
et al., 1998). High rates of MRSA in an acute hospital, however, are associated
with increased HAI rates, increased use of glycopeptides, higher risk of gener-
ating antibiotic-resistant Gram-positive bacteria, and additional healthcare
costs (Herwaldt, 1999; Rubinovitch and Pittet, 2001). When the evidence in
endemic hospitals is reviewed, containment efforts appear to decrease the inci-
dence of MRSA HAIs (Rubinovitch and Pittet, 2001). Successful programmes
are based upon early identification of the MRSA reservoir and prompt imple-
mentation of control precautions, particularly via the screening of high-risk
patients on admission (Girou et al., 1998; Papia et al., 1999). This strategy has
been shown to be cost-effective in a number of different acute-care endemic
settings using varied cost indicators (Chaix et al., 1999; Jernigan et al., 1995;
Papia et al., 1999; Rubinovitch and Pittet, 2001).
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Targeted screening is similarly cost-effective (Girou et al., 2000). In one
study of dermatology patients, it was shown that a selective strategy is cheaper
because there are fewer samples submitted to the laboratory and less work
imposed upon healthcare personnel (Girou et al., 2000). Another study involv-
ing neonates in an intensive care unit examined the cost benefits from active
surveillance cultures and contact/droplet precautions for control of MRSA in
the unit (Karchmer et al., 2002). Estimated costs of controlling a 10-month
outbreak that resulted in 18 colonized and 4 infected infants in one unit ranged
from over $48,000 to $68,000. The estimated excess cost of 75 MRSA bacter-
aemias in a second neonatal unit was $1,306,000; this outbreak included
14 deaths and lasted for over 50 months. The study concluded that weekly
screening and isolation policies halted the outbreak in the first unit and cost
19–27-fold less than the attributable costs of MRSA bacteraemias in the
second (Karchmer et al., 2002).

Recently, a performance improvement task force was set up to report best
hospital practices for controlling MRSA (Arnold et al., 2002). The group
looked at screening, isolation, cohorting, decolonisation, post-exposure fol-
low-up, microbiology procedures, and surveillance methods, and categorised
the recommendations into priority levels according to published data.
Evidence for screening patients at risk of having MRSA was particularly
strong, with most protocols receiving the top-level priority (strongly recom-
mended and supported by well-designed epidemiological studies and experi-
ence) (Arnold et al., 2002). The group emphasised the need to increase patient
screening. This was the first time that a public health department in the United
States had stated that identification of the MRSA reservoir is necessary for
effective control (Farr and Jarvis, 2002).

5.2. Handwashing

There is a huge amount of literature extolling the benefits of handwashing
in the control of HAI (Larson, 1995). It is generally agreed that hand hygiene
is the single most important activity in an infection control programme, but it
is very difficult to get everyone to wash his or her hands routinely, particularly
when the ward is busy or short staffed (Afif et al., 2002; Gopal Rao et al.,
2002; Grundman et al., 2002). It is also difficult to cost the effectiveness of
hand hygiene because it is not usually practised in isolation, but as part of an
infection-control package (Harbarth et al., 2000). One recent study examined
the effectiveness of a hospital-wide programme to improve compliance with
hand hygiene (Pittet et al., 2000). The programme introduced bedside alcohol-
based hand disinfection and monitored overall compliance with hand hygiene
during routine patient care before, and during, the handwashing campaign.
Surveys were performed over a 3-year period and HAIs were measured in

The Real Cost of MRSA 289



parallel. The study demonstrated a significant increase in compliance with
hand hygiene (48–66%) over the study period, with concomitant decrease in
the overall numbers of HAI and MRSA transmission rate. In particular, MRSA
acquisition decreased from 2.16 to 0.93 episodes per 10,000 patient-days 
( p � 0.001). The consumption of alcohol-based hand rub solution represented
extra costs of SFr 110,833, an average of SFr 101.15 per 1,000 patient-days.
Total crude direct and indirect costs associated with the intervention were esti-
mated as less than SFr 380,000. Given a conservative estimate of SFr 3,500
saved per HAI averted, prevention of 108 infections during the study period
would have offset programme costs. In actual fact, it is possible that over 900
infections were prevented by the intervention (Pittet et al., 2000).

Others have noted a reduction in the proportion of hospital-acquired
MRSA following the introduction of alcohol-based gel placed at the bedside
(Gopal Rao et al., 2002). Different handwash products have similarly been
associated with decreased numbers of patients acquiring MRSA (Reboli et al.,
1989; Webster et al., 1994). One of these studies introduced the use of tri-
closan 1%w/v into a neonatal intensive care unit and reported elimination of
MRSA from the unit (Webster et al., 1994). In addition, a reduction in the use
of vancomycin resulted in a cost saving of approximately $A17,000 (Webster
et al., 1994).

A sustained programme of educating clinical staff about MRSA and the
benefits of hand hygiene was introduced at another hospital in order to cut
costs (Nettleman et al., 1991). The transmission rate of MRSA was halved
after assigning responsibility to medical and surgical residents on whose wards
an MRSA isolate was identified. The programme was supplemented with
handouts, bacteriological screening of staff hands, and feedback. Residents
were encouraged to serve as role models for appropriate hand hygiene and
other infection control precautions. These inexpensive interventions saved the
hospital $42,000, or 115 hospital days, per year (Nettleman et al., 1991).

Despite the obvious benefits to patients, hospital staff do not wash their
hands. Published standards for the control of HAI tend to focus upon the man-
agerial and structural aspects of infection control but perhaps it is time for an
explicit standard to be set on hand decontamination for all healthcare staff
(Teare, 2000). Infection control teams can audit this (Pittet et al., 2000). Senior
medical staff are role models and play a significant role in influencing hand
hygiene compliance (Lankford et al., 2003; Teare, 2000).

5.3. Isolation, cohorting, and contact isolation

Patients may need source isolation because they are infected and hazardous
to others, or they may need protective isolation because their susceptibility to
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infection is increased. Such precautions against infection are often costly in
money and the time of skilled staff and may be exasperating impediments to
routine clinical work (Bagshawe et al., 1978; Barrett et al., 1998). Single room
isolation may also precipitate psychological distress, particularly in the elderly
(Tarzi et al., 2001). Cross-infection on wards, however, is difficult to prevent
by routine measures, particularly if there is a staphylococcal disperser present.
Both carriers and infected patients may heavily contaminate their immediate
environment and release airborne particles carrying staphylococci (Boyce
et al., 1997). Such patients should be isolated in a single room, if possible
(Ayliffe et al., 1998).

Isolation is not generally practised without other basic hygienic procedures,
so its impact on reducing staphylococcal spread in a hospital has to be assessed
as part of an infection control package (Ayliffe et al., 1998). Furthermore, there
are few, if any, studies examining the cost benefits of isolation as the single, or
predominant, activity in control of MRSA. There is plenty of evidence, how-
ever, that isolation can facilitate control of endemic MRSA, including out-
breaks and this in itself suggests that significant savings can be made from
physically separating MRSA patients from others (Murray-Leisure et al.,
1990; Shanson et al., 1985). In contrast, increasing the proximity of patients
by adding a fifth bed to four-bedded bays significantly heightens the risk of
cross-infection with MRSA (Kibbler et al., 1998). This supports the finding
that the relative risk of MRSA acquisition increases with the colonization pres-
sure from imported cases (Talon et al., 2003).

Hospitals can establish the use of specialised units with designated staff for
control purposes (Fitzpatrick et al., 2000). An eight-bedded isolation unit in
one large hospital was built specifically to control MRSA. The number of
infections was more than halved in 2 years and further reductions occurred
during the following 4 years (Selkon, 1980). A decrease in the spread of
MRSA by use of isolation units was also observed in several London hospitals
in the 1980s (Bradley et al., 1985; Dacre et al., 1986; Duckworth et al., 1988;
Shanson et al., 1985). In contrast, a statistical model predicts that the risk of
MRSA acquisition would increase by 160% per year in the absence of a dedi-
cated cohort facility (Talon et al., 2003).

Hospitals without plentiful isolation facilities, or when overwhelmed with
MRSA patients, have to be inventive when faced with control issues. Cohorting
known positive patients together in ward bays is an option; if basic infection con-
trol practices are reinforced regularly, and there is access to flexible domestic
support, spread of MRSA can be curtailed (Duckworth et al., 1988). Risk assess-
ment regarding both patient and ward environment are helpful when considering
control scenarios (Ayliffe et al., 1998; Wilson and Dunn, 1996). The establish-
ment of an isolation facility on a temporary basis, however, may be required if
the number of cases suddenly increases (Bradley et al., 1985; Cox et al., 1995).
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Contact isolation is another control option for MRSA patients (Cohen
et al., 1991; Jernigan et al., 1995), with or without cohorting (Arnold et al.,
2002; Murray-Leisure et al., 1990). A theoretical cost–benefit analysis demon-
strated that contact precautions could decrease the total days of MRSA isola-
tion by 42%, prevent 8–41 infections each year, and decrease hospital costs by
over $20,000 (Jernigan et al., 1995). Even the cost of gowns used for contact
precautions can be reduced following the introduction of a programme of
active surveillance cultures and immediate contact isolation for new ICU
admissions (Muto et al., 2003). In the first 3 months of this particular pro-
gramme, the incidence rate of MRSA decreased from 5.4 per 1,000 patient-
days to 1.6 per 1,000 patient-days, while overall gown use decreased by 40%
(Muto et al., 2003).

Contact isolation does not always control hospital-acquired MRSA, how-
ever, particularly if there is understaffing, unidentified carriers, unusual modes
of transmission, or high carriage rates among patients on admission (Herwaldt,
1999). Infection control staff need to identify the reasons for persistent trans-
mission and target their interventions specific to local circumstances
(Herwaldt, 1999). Control can be achieved through a multifaceted approach,
even in endemic situations. Patient cohorting, respiratory or contact isolation
precautions, use of an isolation ward, and a hand hygiene programme signifi-
cantly reduced the transmission of MRSA in one acute hospital (Herwaldt,
1999). The proportion of MRSA isolates decreased from 32% to 22%, the
number of MRSA carriers was halved in 1 year and the rate of MRSA infec-
tions decreased from 2% to 0.2%. Furthermore, vancomycin expenditure
decreased from $32,000 to $12,500 a year, saving the hospital $19,500
(Herwaldt, 1999).

5.4. Laboratory costs

Laboratory costs from HAI are often ignored because attention is more
likely to be focused on the direct costs relating to patients, that is, treatment
costs and extra days spent in hospital (Wakefield et al., 1988). Extra speci-
mens from HAI patients, however, provide an increasing drain on laboratory
resources. Both clinical and environmental samples require uplift to the labo-
ratory, which may not be in site, followed by registration, processing, and
reporting. Often the finding from one specimen generates a request for more,
either from the same patient or from others. HAI are likely to be associated
with multiple resistant organisms, which themselves cause extra work due to
extended susceptibility testing. They may also require additional tests, includ-
ing molecular typing at reference laboratories. The cost of such specialist
attention is most unlikely to be included in the final total.
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Plowman et al. examined the cost ratios of microbiology tests from hospital
patients with and without HAI (Plowman et al., 2001). The mean cost incurred
for non-HAI patients was £6.97, compared with £33.13 for patients with HAI.
Thus, microbiology tests from HAI patients were nearly five times more expen-
sive than those from non-HAI patients. Other pathology tests gave a cost ratio
of 2.3 between non-HAI and HAI patients, that is, more than twice as expensive
for HAI patients. The overall percentage contribution from microbiology tests
towards the total cost of HAI was 0.83%; all laboratory tests accounted for
nearly 3% (Plowman et al., 2001).

The latter study investigated the rate and cost of all HAI occurring in an
English district general hospital, so the proportion of patients with MRSA was
unknown. A study specifically examining the cost of serious S. aureus infec-
tions, including MRSA, analysed the relative importance of laboratory and
antibiotic costs and extra days spent in hospital (Wakefield et al., 1988). Per
diem costs were 77% of total infection-related costs, antibiotics contributed a
further 21%, and laboratory costs accounted for just 2% of the final total. Not
unexpectedly, extra days in hospital due to HAI contributed most towards the
total.

Laboratory costs included bacterial cultures, antibiotic susceptibility testing,
and antibiotic serum levels, with labour and consumables already incorporated
(Wakefield et al., 1988). They were calculated by multiplying the number of tests
by the direct cost per test. Indirect costs, such as overheads and equipment, were
not included. Also ignored were non-microbiological tests, such as white blood
cell counts and renal function tests. The final total associated with treating 58
serious S. aureus infection gave an overall mean of $66.72. The mean laboratory
cost for 48 patients with MSSA infections was $61.74, compared with $92.73 for
10 patients with MRSA infections ( p � 0.05) (Wakefield et al., 1988).

Other previously mentioned studies have considered laboratory costs as
part of an MRSA screening programme (Jernigan et al., 1995; Karchmer et al.,
2002; Papia et al., 1999; Rubinovitch and Pittet, 2001), although it is not
always clear exactly which components of laboratory processing were used in
the final estimate. There are several different MRSA screening methods, with
varying degrees of cost-effectiveness (Kunori et al., 2002).

Some laboratories have been driven to incorporate more expensive molecu-
lar tests, such as the polymerase chain reaction (PCR), because these tests can
identify selected organisms significantly faster that conventional culture
(Martineau et al., 1998). They can also detect smaller numbers of these organ-
isms with reliable specificity (Tokue et al., 1992). Such techniques have the
potential to markedly improve patient management, while also reducing the risk
of cross-infection and even outbreaks. Unfortunately, the cost of introducing
and maintaining this technology is prohibitive for most laboratory budgets.
PCR testing, however, has been shown to be an accurate and cost-effective
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method for identifying patients with S. aureus (Jayaratne and Rutherford, 1999;
Shrestha et al., 2003). The total cost for PCR per test has been quoted as $3.62,
compared with $4.77 for conventional culture, with an average turnaround time
of 48 hr compared with 82 hr for culture (Jayaratne and Rutherford, 1999).

5.5. Antibiotic costs

It is generally agreed that the use of antibiotics has selected for resistant
organisms from initially susceptible populations and further use has encour-
aged the subsequent proliferation witnessed today (Schentag et al., 1998).
While any antibiotic has the propensity to select for a resistant strain, there are
some classes that are more likely to be associated with MRSA (Dancer, 2001;
Hill et al., 1998; Hori et al., 2002; Monnet, 1998; Monnet and Frimodt-Moller,
2001; Venezia et al., 2001). The consequence is clinically significant infection
with an organism for which there are few treatment options (Dancer, 2003).
Those antibiotics, which might be expected to be effective, tend to be expen-
sive and toxic (Dancer, 2003; Janknegt, 1997). It is likely that the cost of using
and monitoring such drugs for MRSA provide a significant contribution
towards overall HAI costs (Casewell, 1995; Rao et al., 1988; Vriens et al.,
2002). Conversely, decreasing overall antimicrobial use and/or improving the
quality of antimicrobial prescribing might be expected to lower the cost of
pharmaceuticals for HAI (Geissler et al., 2003; Landman et al., 1999).

The study by Plowman et al. also examined the antimicrobial costs for HAI
(Plowman et al., 2001). Antimicrobials accounted for a mean cost of £13.40 for
non-HAI patients, compared to £71.07 for HAI patients. The percentage contri-
bution towards the overall costs of HAI was 1.83%. The contribution from
antibiotics towards costs of serious S. aureus infection, however, was shown to
be 21% in a separate study (Wakefield et al., 1988). The same study examined
antibiotic costs for both MSSA and MRSA, and found that mean costs for
MSSA accounted for $612.53 compared with $1067.52 for MRSA. Adverse
complications of antibiotic therapy were not investigated, but the authors postu-
lated that the requirement for parenteral therapy for MRSA contributed towards
the number of additional drugs in hospital for MRSA patients (mean 19.1 days)
compared to patients with MSSA (mean 5.9 days) ( p � 0.004) (Wakefield
et al., 1988). MRSA outbreaks also have the potential for driving up drug costs.
A 5-week outbreak involving five wards consumed £6,440 worth of
teicoplanin, almost half the total cost attributed to the outbreak excluding
labour costs and extra days in hospital (Mehtar et al., 1989).

It seems reasonable to examine the potential for savings from infection con-
trol policies and programmes regarding the use of antibiotics (Mehtar, 1993,
1995). The role of the medical microbiologist includes giving advice on antimi-
crobial therapy, encompassing choice, dose, length of course, route, toxicity,
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combinations, and monitoring. Timely and appropriate advice on the manage-
ment of infected patients can contribute significantly towards cost savings.
Without microbiological guidance, it was shown that antibiotic usage increased
by £2,000 per month, compared with a similar period in the previous year
(Mehtar, 1995).

The implementation of antibiotic policies has been shown to be cost-
effective (Geissler et al., 2003; Mehtar, 1993). Such policies can be extended
to formulary restrictions and physician monitoring (Landman et al., 1999;
Woodward et al., 1987). Strictly enforced restrictions for aminoglycosides,
cephalosporins, and vancomycin generated combined savings of $2.61 per
antibiotic day ( p � 0.0046) and $34,597 per month ( p � 0.0003) (Woodward
et al., 1987). A retrospective analysis of 322 patients with bacteraemia, treated
before and after the onset of controls, revealed that antibiotics were more
appropriately used afterwards (Woodward et al., 1987). Another study exam-
ined both cost savings and the effect on HAI organisms after the introduction
of an antimicrobial-prescribing improvement programme (Frank et al., 1997).
Over a two-year period, antibiotic prescribing decreased from nearly 160,000
to 140,000 defined daily doses, with concomitant savings of $280,000 in the
first year and $390,000 in the second (Frank et al., 1997). These accompanied
significant decreases in the rates of enterococcal and selected Gram-negative
bacteraemias and in the rates of MRSA and Stenotrophomonas colonisation
and infection (Frank et al., 1997).

Antibiotic consumption is particularly high in the Intensive Care Unit. This
offers an opportunity for implementing and evaluating policies designed to
emphasize more rational use of antibiotics (Gruson et al., 2000). Implementing
such a policy in an 11-bedded ICU over a 5-year period resulted in a significant
reduction in MRSA and ceftriaxone-resistant Enterobacteriaceae, while costs
showed a progressive decrease from €64,500 to €42,000 in the final year
(Geissler et al., 2003).

The requirement for parenteral administration of glycopeptides precipitates
the extended hospital stay and associated costs for MRSA patients (Janknegt,
1997). Strategies to circumvent this have been introduced, namely outpatient
programmes utilising once-daily teicoplanin administration and earlier switch-
ing from iv to oral routes if possible (Janknegt, 1997; Nathwani, 2001, 2003;
Neiderman, 2001b). An economic evaluation of linezolid, flucloxacillin and
vancomycin in the empirical treatment of cellulitis suggested that use of line-
zolid alone would result in a higher overall success rate and would be less
costly than vancomycin across the entire spectrum of the patients’ risk of being
infected by a resistant pathogen (Vinken et al., 2001).

Other relatively simple policies benefit both patients and budgets (Jewell,
1994; Rubinovitch and Pittet, 2001). A decrease in vancomycin expenditure from
$32,000 to $12,500 per year occurred following the introduction of contact
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precautions, isolation, and a hand hygiene programme (Herwaldt, 1999). Even
the targeted application of nasal mupirocin can demonstrate cost savings through
the lesser numbers of patients who go on to develop MRSA sepsis (Bloom et al.,
1996; van den Burgh et al., 1996). The huge difference in the cost of newer antibi-
otics for Gram-positive infections will provide a significant impact in prescribing
budgets, should glycopeptide-resistant S. aureus flourish (Muto et al., 2003). The
parenteral streptogramin, Synercid®, and the oxazolidanone, linezolid, cost at
least five to seventeen times more than vancomycin (Muto et al., 2003).

5.6. Cleaning

The importance of hospital cleaning in the control of MRSA, as with so
many other control components, is still unclear (Dancer, 1999a). Much is
known about the epidemiology of S. aureus and its potential to contaminate the
environment (Boyce et al., 1997; Layton et al., 1993), but it is not known what
proportion of patients acquire their MRSA directly, or indirectly, from a conta-
minated environment. It seems likely that falling standards of hygiene in hospi-
tals have contributed towards increasing rates of MRSA; lack of evidence,
however, means that its role in reducing infection remains contentious, let alone
evaluated for potential savings within an HAI control programme. One recent
study, however, concluded that vigorous environmental cleaning helped to con-
trol an MRSA outbreak, along with other control measures (Rampling et al.,
2001). Preintervention, nearly 70 patients acquired E-MRSA 16 on a male sur-
gical ward over a period of about 20 months. Environmental cultures provided
indistinguishable strains. The domestic cleaning time was then doubled, with
emphasis on removal of dirt by vacuum cleaning and allocation of responsibil-
ity for the routine cleaning of shared medical equipment. In the 6 months that
followed, only three patients acquired the epidemic strain and monthly surveil-
lance cultures failed to detect it in the environment. A cost analysis showed that
the cleaning initiative saved nearly £28,000 (Rampling et al., 2001).

It is likely that cleaning is a cost-effective method for MRSA control, but
lack of evidence should not be used as an excuse for the continued erosion of
domestic services (Dancer, 2002). Neither should the requisite evidence be
mandatory before improving cleaning standards in healthcare premises (Talon,
1999). There is little point in educating healthcare workers to wash their hands
before and after patient contact, when the first item they touch after washing
recontaminates their hands once again (Dancer, 2002).

5.7. Outbreaks

Strains of MRSA may be epidemic in character, affecting two or more
patients to cause episodes of cross-infection or even outbreaks. Molecular typing

296 Stephanie J. Dancer



techniques demonstrate transmission within and between healthcare facilities in
cities, countries, and across continents (Ayliffe, 1997; Witte et al., 1997). When a
clearly defined outbreak occurs in hospital, there is an opportunity for costing the
incident; it is much more difficult to estimate the costs of endemicity. Such analy-
ses offer strong support for prompt control measures, since they invariably show
significantly increased costs (Mehtar, 1993). Even a limited cross-infection
episode can be expensive. One particular incident on an orthopaedic ward was
estimated to cost an extra £7,321, excluding physiotherapy and X-ray, following
MRSA transmission between a long-term patient with a chronic ulcer and a
patient who had just received a prosthetic knee implant (Mehtar, 1993).

Larger outbreaks generate even greater costs. A 5-week outbreak in 1986
involving five wards cost nearly £13,000 but this did not include labour or
extra days in hospital (Mehtar et al., 1989). More recently, an outbreak involv-
ing more than 400 patients in England was estimated to be in excess of
£400,000 of which the provision of isolation wards accounted for a large pro-
portion (Cox et al., 1995).

The costs of not controlling MRSA are much greater than the costs of con-
trol (Casewell, 1995; Karchmer et al., 2002; Rao et al., 1988). The analysis of
a large outbreak in Madrid suggested that the extra costs incurred exceeded
£700,000 (Ayliffe et al., 1998; Casewell, 1995; Coello et al., 1994). It was
thought that the extra length of stay and escalating use of vancomycin required
for routine prophylaxis were the main contributors towards excess costs.

Even simple procedures such as screening, isolation, and cleaning could
potentially save thousands of pounds if an outbreak is averted. A 10-month
outbreak in a neonatal SCBU was estimated to cost approximately
$49,000–69,000 compared with a similar SCBU, which did not receive any of
the basic control interventions implemented in the first SCBU. The second unit
witnessed 14 deaths in the outbreak, which lasted more than 50 months and
cost $1,307,000 (Karchmer et al., 2002). Doubling the cleaning on a male sur-
gical ward, as already described, eradicated an epidemic strain of MRSA and
saved over £28,000 (Rampling et al., 2002).

5.8. Intensive care unit

ICUs are unique because they house seriously ill patients who require con-
stant hands-on care in a confined environment. These patients are commonly
exposed to high concentrations of antibiotics (Kollef and Fraser, 2001). This
results in the emergence and spread of antibiotic-resistant bacteria, which
create additional costs to the overall total generated by intensive care (Geldner
et al., 1999; Niederman, 2001a, b; Pittet et al., 1994). Acquisition of MRSA in
this environment is strongly and independently influenced by colonisation
pressure (Merrer et al., 2000). Anything that might reverse this pressure,
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therefore, should have a significant impact on the cost of managing MRSA in
the ICU.

In one 26-bedded medical ICU, an infection control programme with selec-
tive screening significantly reduced the incidence of ICU-acquired infection or
colonisation (from 5.6 to 1.4 per 100 admissions) over a 4-year period despite a
persistently high (4%) prevalence of MRSA carriage among newly admitted
patients (Girou et al., 1998). A cost–benefit analysis showed that the mean cost
attributable to MRSA infection was $9,275, compared to the total costs of a
control programme ranging from $340 to $1,480 per patient. The study demon-
strated that a 14% reduction in MRSA infection rate resulted in the control pro-
gramme being beneficial (Chaix et al., 1999). A similar study utilising
universal screening was also shown to be cost-effective (Lucet et al., 2003).

Other cost-effective strategies include the rational use of antibiotics in the
ICU. In a study already mentioned, an antibiotic-use policy demonstrated a
reduction in antibiotic-selective pressure, MRSA and other resistant organisms
and a progressive reduction in costs (100% for 1994, 81% for 1995, 65% for
1998) (Geissler et al., 2003). It stands to reason that combining as many of
these strategies as possible is likely to have a significant impact on the rates of
MRSA colonisation and infection, as well as reducing the high costs required
for management. Once again, the costs of control are offset by savings from
lesser numbers of infected patients (Chaix et al., 1999; Khan and Celik, 2001;
Lucet et al., 2003; Rubinovitch and Pittet, 2001).

5.9. Community/long-term care

Early discharge of infected or colonised patients to convalescent homes, or
to homes for the elderly, has created an expanding reservoir of MRSA in the
community (Boyce, 1998; Fraise et al., 1997; Jewell, 1994; Muder et al., 1991).
Patients with MRSA in the community may not receive so much attention as
those in hospital because their environment is regarded as relatively low risk
(Dancer, 1997). Colonised patients in low dependency units, however, have four
times the clinical infection rate of uncolonised patients (Muder et al., 1991).
The cost of managing long-term care patients with MRSA is almost twice as
expensive as managing patients with MSSA (Capitano et al., 2003). There are
also treatment difficulties, since active infection with MRSA may require par-
enteral therapy and there are few oral options (Dancer, 2003; Nathwani, 2001).

Aggressive containment strategies can reduce the MRSA infection rate
in nursing homes. In one study, the initial colonisation rate in residents
in a 42-bedded extended care unit/nursing home was 52%, but dropped to
2%, with an infection rate of 1.4%, following a programme of screening,
contact isolation, topical clearance, and treatment of infected patients
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(Jacqua-Stewart et al., 1999). The process was shown to be cost-effective
(Jacqua-Stewart et al., 1999).

MRSA is not solely hospital-acquired (Boyce, 1998; Herold et al., 1998;
McLaws et al., 1988); new strains are appearing, some characterised by gly-
copeptide resistance and others by specific virulence determinants such as the
PVL gene (Dufour et al., 2002; Hiramatsu, 2001). Such evolutionary changes
do not bode well for the future, whereby the costs from untreatable infection
could be incalculable.

6. CONCLUSION

Rising healthcare costs have become an increasing concern to everyone
involved in delivering healthcare services (Robinson, 1993). It is no longer
appropriate for infection control to be regarded merely as a programme for
self-improvement, or as a commendable marker of quality, but as a necessary,
critical and cost-effective activity (Duffy, 1985). It should receive strong sup-
port from seniors, managers, and any others who might influence healthcare
budgets (Brachman and Haley, 1981; Casewell, 1995; Jarvis, 1996). Infection
control programmes are, without doubt, cost-effective, but if preventive care is
to be encouraged, financial incentives for the value of benefits received require
continued emphasis and evaluation (Miller et al., 1989). It is almost as diffi-
cult to cost an event that does not happen (Duffy, 1985), as it is to motivate
managers faced with bed pressures and waiting lists, especially when they do
not understand the epidemiology of infectious organisms or the potential
benefits of infection control (Anon, 1985).

There has been some debate on the type and extent of MRSA control mea-
sures, particularly in endemic hospitals (Barrett et al., 1998; Boyce, 1991).
Accordingly, widely divergent strategies have been employed, from “search
and destroy” to almost complete complacency (Barrett et al., 1998; Spicer,
1984). There is, however, mounting evidence that even simple control proce-
dures impact upon the rate of MRSA acquisition and save considerable sums
of money (Arnold et al., 2002; Chaix et al., 1999; Pittet et al., 2000; Rampling
et al., 2001). Complacency in the face of endemic MRSA is thus unwarranted
and, frankly, irresponsible (Dancer, 1999b; Farr and Jarvis, 2002). In addition,
there are the societal and human costs of MRSA infection, almost impossible
to evaluate and, for the most part, completely ignored (Drummond et al., 1989;
Engemann et al., 2003; Jönsson and Lindgren, 1980; Karchmer et al., 2002;
Romero-Vivas et al., 1995). Complacency towards MRSA from the human
perspective should be regarded as unethical, particularly if the cost of control-
ling MRSA is balanced against the “cost” of an MRSA death (Dancer, 1999b).
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Physicians have an obligation towards their patients’ safety (Scolan et al.,
2000). Hospital admission, whether for routine or emergency treatment,
should not routinely include the acquisition of MRSA. Such an outcome has
the potential to elicit legal interest, since there are burgeoning cost implica-
tions from malpractice and adverse events (Korin, 1993; Olson, 1981; Scolan
et al., 2000). Successful litigation is yet to occur in the United Kingdom, but
increasing patient and media interest in hospital hygiene and the “superbug”
has already initiated legal activity (BBC Scotland, 2003).

From the evidence presented in this chapter, it is clear that a programme for
preventing HAI will not only pay for itself but will also generate other direct and
indirect benefits to patients and society as a whole (Khan and Celik, 2001; Rubin
et al., 1999). In view of the global threat from multiple resistant organisms, an
effective infection control programme could be one of the most cost-beneficial
medical interventions available in modern public health (Wenzel, 1995).
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Chapter 17

Antifungal Agents: Resistance and Rational Use

Frank C. Odds
Aberdeen Fungal Group, Institute of Medical Sciences, Foresterhill, 
Aberdeen AB25 2ZD, UK

1. INTRODUCTION

For several years, almost every publication in the field of clinical mycology
has begun by stating one or more of the following points. The incidence of
invasive fungal disease continues to rise despite judicious antifungal prophy-
laxis and heightened clinical awareness of the risk of such disease in particular
types of patient. There has been a shift among species causing invasive disease
away from Candida albicans towards other Candida species with resistance to
triazole antifungal agents such as fluconazole. There is an urgent need for new
antifungal agents active against new molecular targets to combat the rising tide
of infection and antifungal resistance. While such claims inevitably generate a
climate of apprehension about mycoses, they tend to simplify and overstate the
reality. This chapter will attempt to evaluate the true extent of antifungal resis-
tance problems and suggest approaches to rational prophylactic and therapeu-
tic use of antifungal agents.

2. EPIDEMIOLOGY OF INVASIVE
FUNGAL INFECTIONS

Expressed concerns about a rising incidence of invasive Candida infec-
tion can be traced back at least to the 1950s (Keye and Magee, 1956). There is
little doubt, however, that the greatest rise in invasive infections caused by



Candida spp. and many other types of fungi began in the early 1980s, in paral-
lel with rapidly increasing medical and surgical use of immunosuppressive
procedures. The AIDS epidemic also began at this same time and AIDS
became recognized as a factor predisposing not only to superficial fungal
infections, but also commonly to potentially fatal deep-tissue mycoses such as
cryptococcal meningitis and Pneumocystis jiroveci pneumonia worldwide, and
disseminated histoplasmosis and Penicillium marneffei infection in geographi-
cal areas where these mycoses are endemic. By 1990, the major emphasis of
clinical mycology had switched from infections of the skin and mucous mem-
branes to the study of disseminated, invasive, and all too commonly lethal
fungal diseases. While seriously immunosuppressed patients remain those
most at risk of invasive mycoses, fungal infections have grown as a cause for
concern in intensive care and after major surgical procedures.

Since 1990, the epidemiology of mycoses has been far from static, and a
number of surveys have illustrated the major trends. These can be character-
ized as follows. There has been a decreasing incidence of invasive Candida
infection and a steadily rising incidence of invasive infections caused by
Aspergillus and other mould species. The species causing Candida infection
differ between countries, regions, and even individual institutions, as well as
between patients with different underlying diseases, making it difficult to gen-
eralize about temporal changes in the incidence of Candida species. The inci-
dence of all types of mycoses associated with HIV infection has declined
dramatically in countries where highly active anti-retroviral therapy (HAART)
is used widely. The status of certain fungi with very low susceptibility to exist-
ing antifungal agents (Fusarium spp., Scedosporium spp., Zygomycota) has
emerged from that of obscure case reports to routine mention in lists of oppor-
tunistic fungal risks in haematological malignancy.

2.1. Candida infections

The decrease in invasive Candida infections began during the 1990s and has
been evidenced from US mortality records (McNeil et al., 2001), incidence data
from US intensive care units (Trick et al., 2002) and neutropenic patients
(Wisplinghoff et al., 2003), and from Japanese autopsy data (Yamazaki et al.,
1999). Most of the decrease is attributable to a marked decline in infections
caused by C. albicans, so it is not surprising that the proportion of other
Candida species incriminated in disseminated disease has risen. However, evi-
dence for a rising incidence of Candida infections due to species other than
C. albicans is less impressive than data illustrating their increased prevalence.
Only Candida glabrata infections may have increased in incidence in some
areas in a manner and extent consistent with a general trend: infections caused
by Candida krusei, Candida parapsilosis, and Candida tropicalis have
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occurred at fairly consistent rates through the 1990s (Trick et al., 2002). In
a particularly thorough analysis of publications detailing the epidemiology of
candidaemia, Sandven (2000) showed how, in the United States, the prevalence
of C. glabrata among Candida species isolated from blood cultures has risen
from around 10% up to 1990 to around 20% in surveys done since that date; the
change is at the expense of C. tropicalis, which has had a lower prevalence since
1990. The large survey by Pfaller et al. also shows C. glabrata representing
18% of Candida spp. blood isolations in the United States from 1992 to 1998
(Pfaller et al., 1999b). In European surveys, a similar overall doubling in the
prevalence of C. glabrata (at the expense of C. albicans) is apparent between
the 1980s and the 1990s, although the average current prevalence of C. glabrata
in European surveys is lower (�15%) than in the United States (Sandven,
2000). By contrast, most data from Latin American countries, Japan, and else-
where in Asia all show C. glabrata to be a relatively rare species, with C. para-
psilosis highly prevalent and second to C. albicans as a cause of bloodstream
infections (Pfaller et al., 2000; Sandven, 2000). These observations are slightly
confused by results from the SENTRY prospective surveillance scheme, which
covers the United States, Europe, and Latin America, and which puts C. parap-
silosis as the second most common species in Europe (Pfaller et al., 1999a).
With such mixed messages emerging from large surveys of bloodstream iso-
lates, it is impossible to make confident statements about any particular trends
or their causes.

2.2. Aspergillus infections

The almost continually rising incidence of aspergillosis worldwide is
far more easy to discern. The same surveys that show a fall in C. albicans
infections document a steady rise in aspergillosis, mainly due to Aspergillus
fumigatus, but sometimes caused by other species such as Aspergillus flavus
(McNeil et al., 2001; Yamazaki et al., 1999). The source of the increased inci-
dence is easy to define: the number of patients undergoing procedures that pre-
dispose to invasive aspergillosis (primarily allogeneic haematopoietic stem
cell transplantation and major solid organ transplantation) has grown steadily
through the 1980s and 1990s (Denning, 1998; K. A. Marr et al., 2002a, b).
Mortality in invasive aspergillosis is often very high, exceeding 80% in stem
cell transplant recipients and patients with aspergillosis disseminated from a
primary pulmonary site (Lin et al., 2001).

2.3. Other fungal diseases

The same clinical settings that predispose patients to aspergillosis
also increase the risk of nosocomial infections by other filamentous fungi.
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Groll and Walsh have extensively reviewed the threat posed by uncommon fun-
gal diseases (Groll and Walsh, 2001). Among the fungi they discuss, Fusarium
spp., Scedosporium spp., and members of the Zygomycota pose the greatest
threat to life since they are commonly refractory to systemic antifungal agents.

The introduction of HAART has reduced HIV burdens so effectively that
the incidence of most life-threatening AIDS-related mycoses has declined,
sometimes dramatically (Ives et al., 2001; Raffaele et al., 2003). This change
particularly affects Pneumocystis and Cryptococcus infections, where the high
incidence and clinical consequences stimulated intensive research into both
diseases through the 1980s and 1990s. Both are now encountered only occa-
sionally in countries where HAART is readily available and affordable.

3. ANTIFUNGAL RESISTANCE: IS IT A
GROWING PROBLEM?

The still-rising overall incidence of invasive fungal disease creates a partic-
ular concern that is easily expressed. Since the obvious and necessary action to
combat a growing fungal infection problem is to increase prophylactic and
therapeutic usage of antifungal agents, will this not inevitably lead to a rise in
incidence of infections caused by antifungal-resistant strains and species?
Should we not take precautionary steps to ensure that resistant fungi do not
become a clinical problem comparable with multiresistant bacteria?

3.1. Antifungal resistance in Candida species

These are very reasonable questions, and some authors have already
published alarming accounts that have engendered concerns without necessar-
ily delivering accurate detail and evidence to support their claims. For exam-
ple, the now almost universal use of the ugly term “non-albicans Candida
species” in publications has created a widespread illusion that only C. albicans
is susceptible to fluconazole and other azoles. The detailed reality is quite dif-
ferent. The only clinically important Candida species regarded as resistant to
fluconazole per se is C. krusei, and this species remains susceptible to most
other triazole antifungals, albeit with lower susceptibility than C. albicans.
C. glabrata is less susceptible to triazoles than C. albicans, but to characterize
this species as azole-resistant is a gross oversimplification of the data; in vitro,
most isolates of C. glabrata fall within the “susceptible” range of triazole min-
imal inhibitory concentrations (MIC) (Pfaller et al., 2000) and resistance
prevalence varies between age groups and geographical locations (Pfaller
et al., 2003b). Candida dubliniensis can be readily induced to develop
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resistance to fluconazole in vitro, although most fresh isolates of this species
are susceptible in the absence of exposure to the drug (Moran et al., 1997;
Quindos et al., 2000). Almost all other Candida species remain equally or
more susceptible to triazoles than C. albicans, and occasional reports of
widespread azole resistance among isolates of, for example, C. tropicalis
(St Germain et al., 2001) may represent problems of interpretation of trailing
end-points in azole susceptibility tests (Rex et al., 1998) since the majority of
surveys have failed to show reduced azole susceptibility in species other than
C. krusei and C. glabrata (Sanglard and Odds, 2002).

Resistance to triazole antifungals can result from alterations in the struc-
ture of the protein target for these agents, Erg11p, from upregulation of
expression of this protein and from upregulation of multidrug efflux trans-
porters in fungi (Sanglard and Odds, 2002). These mechanisms may be
expressed in combination in some isolates (White, 1997). Fluconazole is
unique among the triazole antifungal agents because it is a substrate for the
major facilitator family of efflux transporters; all triazoles are exported by
ABC-family transporters (Sanglard and Odds, 2002). This difference suggests
that resistance to fluconazole may arise slightly more commonly than to other
triazoles (at least in isolates of C. albicans where the mechanisms have been
most thoroughly studied).

Regardless of details of resistance mechanisms, it is unquestionable that
antifungal resistance can develop in normally susceptible fungal species and
that resistance can lead to treatment failure. The high prevalence of resistance
development among oral C. albicans isolates during the peak of the AIDS
epidemic has been well documented (Canuto et al., 2000; Chryssanthou et al.,
1995; Milan et al., 1998) and is clearly associated with treatment failures (Rex
et al., 1995). Resistance to itraconazole and to voriconazole and concomitant
treatment failure has been reported in clinical A. fumigatus isolates (Denning
et al., 1997; Manavathu et al., 2000), and the inherently low susceptibility to
amphotericin B and the older established triazoles of fungi such as Fusarium
spp., Scedosporium spp., and the Zygomycota is considered to be the principal
reason for high mortality rates when these moulds cause disseminated disease
(Groll and Walsh, 2001).

3.2. Antifungal resistance cannot be transmitted by
extrachromosomal DNA

However, there is a most important difference between resistance develop-
ment and transmission among fungi as compared with bacteria; fungi do not,
to our knowledge, have any mechanism comparable to bacteria for the transfer
of genes encoding resistance from one isolate to another. Antifungal resistance
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is not encoded in extrachromosomal DNA, and transformation of fungi with
DNA is far less easy than with bacteria, even under optimized laboratory
conditions.

Current experimental studies with C. albicans show that, contrary to long-
held opinions, the fungus probably can undergo mating, but does so naturally
at a remarkably low frequency (Soll et al., 2003). The same seems likely to
apply to A. fumigatus (Poggeler, 2002). This inability to transmit antifungal
resistance implies that development of clinically relevant resistance, at least to
amphotericin B and triazoles where experience with their usage now extends
to 20–30 years, is likely to be encountered almost exclusively among patients
undergoing active treatment with these agents. How else can it be explained
that the fluconazole resistance that developed so readily with oropharyngeal
Candida infections in HIV-positive patients during the 1990s is now so much
reduced in the most recent surveys (Barchiesi et al., 2002; Martins et al., 1998;
Tacconelli et al., 2002)? The low prevalence or absence of resistance among
patients who have received no prior azole treatment is demonstrated clearly in
a large survey of South African patients infected with HIV (Blignaut et al.,
2002). The lesson of the pre-HAART HIV era is that, among HIV-positive
patients under the pressure of azole therapy, resistance to the agents can develop
rapidly among many isolates of C. albicans (21% is the highest recorded point
prevalence; Martins et al., 1997) and prevalences of C. dubliniensis and
C. glabrata rise unequivocally (Dupont et al., 2000). However, transmission of
resistant strains to untreated individuals seems not to occur on any significant
scale.

The rapid azole resistance development seen among Candida isolates in
the HIV-positive patient cohort has not been observed consistently in any other
clinical setting, although reports from some institutions attest to obvious
increases in prevalence of C. glabrata concurrent with the introduction of rou-
tine fluconazole prophylaxis (Abi-Said et al., 1997; Price et al., 1994). These
reports are balanced by publications showing the opposite change in other
institutions (Baran et al., 2001; Kunova et al., 1997) and by emergence of
C. glabrata temporally associated with amphotericin B, not azole prophylaxis
(Michel-Nguyen et al., 2000). Warnings of an epidemic of azole resistance
among Candida isolates are not supported by large surveys showing very low
rates of such resistance among recent isolates from blood (Pfaller et al., 1999b,
2003a) nor by reports indicating no change in levels of resistant isolates in a
number of settings, including community-acquired mycoses such as vaginal
Candida infections (Asmundsdottir et al., 2002; Chen et al., 2003; Marrazzo,
2003; Walker et al., 2000).

Among fungi other than Candida spp., no publications so far suggest the
emergence of antifungal resistant isolates on a large scale, although resistance
to agents such as itraconazole undoubtedly can develop during treatment, as
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already mentioned. A survey of 170 isolates of A. fumigatus found only three
resistant to itraconazole (Verweij et al., 2002).

3.3. Antifungal resistance: conclusion

The most considered response that can be given to questions about the
danger of emergence of antifungal-resistant fungi is that the phenomenon
definitely occurs and that it has been seen to occur rapidly in oral Candida iso-
lates in HIV-infected patients. However, in other clinical settings, the emer-
gence of resistant fungi seems not to be an inevitable corollary of antifungal
usage, and recorded changes in incidence and/or prevalence of causative fun-
gal species have been associated with alterations in the type of patient at risk of
mycosis and the methods of their management (Husain et al., 2003;
Kovacicova et al., 2001; Krcmery and Barnes, 2002; Nucci and Colombo,
2002; Singh et al., 2002; Torres et al., 2003), and by no means exclusively with
alterations in antifungal treatments. Prudence to avoid unnecessary use of
antifungal agents is reasonable; anxiety about the large-scale emergence of
resistant strains is not.

4. RATIONAL USE OF ANTIFUNGAL AGENTS

4.1. Antifungal agents available for prophylaxis and
treatment of invasive mycoses

A further factor diminishing concerns about resistance developing when
antifungal agents are used is the increased antifungal coverage offered by the
current armoury of antifungal drugs. The number of antifungal agents and of
antifungal classes have grown remarkably in recent years (Odds et al., 2003).
This section provides a very brief review of the agents available. Table 1 lists
the main properties of systemic antifungal agents approved for clinical use or
soon likely to be approved.

Amphotericin B, a polyene, kills susceptible fungal species by directly
damaging their cell membranes. The selective toxicity of amphotericin B for
fungal, as opposed to mammalian membranes, is low, and nephrotoxicity is the
major hazard associated with use of the drug. The risk of nephrotoxicity has
been considerably reduced by the availability of lipid-associated amphotericin
B formulations. The cost of the lipid complex and colloidal suspension formu-
lations is higher than that of conventional (deoxycholate-complexed) ampho-
tericin B, and that of liposomal amphotericin B is considerably higher, but
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many practitioners regard the higher cost of these formulations as justifiable in
view of their considerably improved safety profiles.

Flucytosine inhibits growth of fungi that can actively import the compound
and convert it to 5-fluorouracil, which restricts its use principally to Candida
and Cryptococcus infections. The prevalence of yeast isolates resistant to
flucytosine was probably overstated in the past, when susceptibility testing was
not standardized (Sanglard and Odds, 2002). The current use of flucytosine is
mainly as adjunct therapy in combination with other antifungal agents.

Fluconazole is well established as a safe and effective drug that has now
been used for many years for the prophylaxis and treatment of fungal infec-
tions, particularly Candida infections. The agent is essentially inactive against
Aspergillus spp. and has become regarded increasingly as a drug principally of
use for treating yeast (Candida and Cryptococcus) infections. It has the short-
est list of the drug–drug interactions that typify the triazole antifungal family
(the fungal cytochrome P450 target is structurally similar to mammalian P450
enzymes) and is the least likely of the class to generate transient changes in
serum levels of hepatic enzymes.

Itraconazole has a broad spectrum of antifungal activity that should make it a
useful agent for treating many types of invasive mycosis. However, in its capsule
formulation, its bioavailability is poor in some patients. Its formulation as an oral
solution offers reliable bioavailability but its poor palatability often leads to
patient noncompliance and both the oral solution and intravenous solution depend
on high hydroxylpropyl-�-cyclodextrin concentrations to dissolve the itracona-
zole and this substance is a cause of diarrhoea and occasional renal effects.
Itraconazole has a long list of drug–drug interactions associated with its use.

Voriconazole has an antifungal activity spectrum and potency similar to,
but even better than that of itraconazole. It has proved itself to be first-line
therapy for invasive aspergillosis (Herbrecht et al., 2002). Its associated
drug–drug interactions are similar to those of itraconazole and approximately
30% of patients given voriconazole orally or IV experience visual disturbances
of short duration.

Caspofungin, the first of the echinocandin antifungal family to be regis-
tered for clinical use, is available only for intravenous administration. Its anti-
fungal spectrum excludes Cryptococcus neoformans but otherwise covers the
main pathogenic Candida and Aspergillus species. The agent has an excellent
safety profile and few to no drug–drug interactions. Micafungin has been
licensed in Japan for treatment of several types of Aspergillus and Candida
infection. Its antifungal spectrum and IV-only formulation are very similar to
those of caspofungin. Anidulafungin, the third echinocandin likely to be close
to regulatory approval, so far seems also to have a similar profile to the other
agents in the class.
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4.2. Recommending uses of antifungal
agents: the limitations

The existence of a diverse range of classes and formulations of antifungal
drugs (Table 1) should offer many possibilities for their use in the prevention
and treatment of invasive mycoses. In practice, any recommendation is limited
by the officially licensed indications for each individual agent (which often
vary from country to country) and by the extent to which recommendations
can be supported by evidence from well-designed prospective, randomized
clinical trials. What follows will include suggestions for antifungal usage that
are offered as future possibilities and are not (yet) supported either by licensed
drug indications or by evidence-based medicine. Such suggestions are offered
in good faith and arise from the consideration that licensing and evidence-
based medicine commonly lag substantially behind the available opportunities
for therapeutic management.

Agents undergoing major clinical trials but not yet licensed in the United
States or Europe have not been included among the recommendations that fol-
low. It is likely highly that posaconazole and ravuconazole will have many
properties in common with the licensed triazoles, itraconazole and voricona-
zole, and that anidulafungin and micafungin will closely match caspofungin.
However, their place in clinical practice will depend on the details of their for-
mulations and their adverse event and drug interaction profiles, so it is too
early to guess their final place in the antifungal armoury.

Since 2000, several publications have provided guidelines from working
parties and other consensus groups for antifungal prophylaxis and treatment in
several categories of patients (Bohme et al., 2001; Denning et al., 2003;
Dykewicz, 2001; Hughes et al., 2002; K. Marr and Boeckh, 2001; Quilitz
et al., 2001; Rex et al., 2000; Saag et al., 2000; Stevens et al., 2000). These
recommendations show impressive similarities in their choices of agent and
other suggestions for management and should be consulted for the excellence
of the detail they provide. The discussion that follows takes account of these
publications, but ventures further, as already stated, by suggesting some new
approaches for management that are not yet supported by data from appropri-
ate clinical trials.

Two principles are common to most of the published guidelines, as follows:

1. Fluconazole represents a reasonable antifungal choice where the infection
under treatment is known or likely to be caused by C. albicans or other
fluconazole-susceptible Candida sp. For infections caused by C. krusei or
fluconazole-resistant strains of a Candida species, a systemic antifungal
agent with activity against the infecting yeast is the preferred choice.
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2. Amphotericin B is a broad-spectrum, systemically active antifungal agent
for use against infections by most fungal types, but a lipid-associated for-
mulation should be used in patients who have impaired renal function, or
develop signs of nephrotoxicity under treatment.

This advice, though entirely reasonable, was published before any data
were published for the novel systemically active agents. It should, therefore, be
supplemented by the general suggestion:

3. New triazoles (itraconazole and voriconazole) and the echinocandin caspo-
fungin all have defined and licensed places in the treatment of aspergillosis
and other invasive fungal infections; in some patients they may offer dem-
onstrable benefits over the better-known fluconazole and amphotericin B,
and the possibility that they are more appropriate choices needs to be
considered in every case where diagnostic evidence suggests a strong
possibility of serious fungal disease.

4.3. Rational prophylaxis against fungal disease

Prevention of fungal disease is an obviously desirable goal for patients at
high risk of invasive infection. Each individual patient has to be assessed for the
appropriateness of antifungal prophylaxis: the level of risk of mycosis, the
extent of immunocompromising factors such as neutrophil count, the ability of
the patient to take oral medication, and the other drugs being used to manage
the patient are just a few of the detailed factors that need to be considered in
deciding whether to use antifungal prophylaxis and, if so, which drug to choose.

Patients at risk of invasive fungal disease fall into one of two very broad
categories: (1) patients with neutropenia and (2) patients with normal leuko-
cyte counts but who are at risk because of other forms of debilitation (e.g., low
birth weight, abdominal or transplant surgery, chronic granulomatous disease,
burns, etc.). Strategies for preventing fungal infections in neutropenia have
been worked out over very many years. Many of the clinical trials were sub-
jected to a meta-analysis by Bow and colleagues (Bow et al., 2002), which
concluded that prophylaxis of neutropenic patients with azoles or intravenous
amphotericin B formulations reduced morbidity and mortality due to fungal
infection, but it had no effect on the incidence of aspergillosis and was of
much greater benefit in patients with prolonged neutropenia or undergoing
stem-cell transplantation than in other neutropenic patients undergoing
chemotherapy.

This meta-analysis sets the stage for a rational approach to antifungal pro-
phylaxis in neutropenia. It is logical that the need for preventive anti-infective
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therapy increases with the level of risk of the infection. Giving prophylaxis to
a patient who has previously suffered an invasive mycosis and who is again
made neutropenic by subsequent chemotherapy carries the special name “pre-
emptive” therapy. So the decision about whether to attempt prophylaxis in a
neutropenic patient should be taken on the basis of level of risk. Criteria for
assessment of risk of invasive fungal disease in neutropenia have been detailed
by others and the recommendation is, therefore, relatively simple: Patients at
high risk definitely require prophylactic antifungals, patients at intermediate
risk may benefit from antifungal prophylaxis, and patients at low risk do not
require prophylaxis.

The choice of agent for prophylaxis in neutropenia is controversial, since
many potentially suitable antifungal drugs do not have prophylaxis as a licensed
indication. Fluconazole is licensed and has been used prophylactically for many
years. However, there are trial data to prove that a triazole such as itraconazole,
which includes Aspergillus spp. in its spectrum, is superior to fluconazole,
which does not, when given as prophylaxis to very high-risk patient groups
such as allogeneic stem-cell transplant recipients (Boogaerts et al., 2001). The
eventual rational choice for prophylaxis in such special subsets of patient is
therefore likely to be an agent with proven activity against both Candida and
Aspergillus spp., which will include itraconazole and voriconazole (both can be
given orally and IV), caspofungin, and amphotericin B (both IV only).

For patients without neutropenia, the decision to undertake prophylactic
antifungal therapy and the choice of agent are more controversial than with
neutropenic patients. Few intensive therapy units (ITUs) and even fewer sur-
gical wards would ever consider routine antifungal prophylaxis for all their
patients. However, there is respectable evidence to show that—as with neu-
tropenic patients—the subsets of patients at highest risk of invasive mycosis do
benefit from a prophylactic approach. Fluconazole was shown to prevent
Candida peritonitis in patients who had undergone invasive intra-abdominal
surgery (Eggimann et al., 1999) and to reduce the incidence of invasive
mycoses in critically ill post-surgical patients of all types (Pelz et al., 2001).
Itraconazole and fluconazole gave results judged as equivalent in preventing
invasive mycoses in liver transplant recipients (Winston and Busuttil, 2002).
Both nystatin and fluconazole were shown to be effective antifungal prophy-
laxis when given to very low birth weight neonates receiving intensive care
(Kaufman et al., 2001; Kicklighter et al., 2001; Sims et al., 1988).

On the basis of these studies, a conclusion can be drawn that, given ade-
quate and carefully drawn up guidelines to define the sets of non-neutropenic
patients at highest risk of invasive fungal disease in any given clinical setting,
a prophylactic antifungal regime may be instituted with benefit. The choice of
agent will depend on whether a Candida or a mould infection is more likely in
a high-risk patient.
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4.4. Empirical antifungal therapy in 
neutropenic patients

By definition, empirical therapy does not fit the description of “rational”
therapy (although it would be entirely irrational to exclude a persistently
febrile neutropenic patient from antifungal treatment!). In clinical trials with
antifungal agents, the usual criterion for treatment is fever in a neutropenic
patient that persists for 5 days or more despite antibacterial chemotherapy. The
clinical trials lean solely on fever as a primary criterion both for admission to
the study and for efficacy. Though rigorously scientific, this approach fails to
resemble the most common situation in “febrile neutropenia” where, by 5 days
after onset of fever, the attending physicians usually have clues as to the nature
of any possible fungal infection. This means that agents such as fluconazole
can be avoided when the diagnostic evidence, albeit feeble, points to a possible
invasive aspergillosis.

Trial data in “empiric” antifungal therapy can be criticized on many fronts
and recently have been in a forceful manner (Bennett et al., 2003). The limita-
tions of study designs may have underestimated, rather than optimized the per-
formance of the many agents that have been tested clinically. At present,
amphotericin B (in various formulations), fluconazole, itraconazole, and
voriconazole have all shown efficacy in published trials (though all are not
licensed for empirical therapy in, e.g., the United States) and—to judge from
meeting abstracts—caspofungin will also demonstrate efficacy as empirical
therapy.

In the present author’s opinion, the problems with empiric antifungal
therapy can be overstated; they result from the well-known difficulties of
establishing sound diagnoses of invasive infections due to Candida and
Aspergillus species. It seems unthinkable that agents with efficacy proven
against mycoses with a well-established diagnosis should suddenly become
impotent against the same mycosis in the absence of diagnostic information.
The problem, then, lies with the expectation that any prolonged fever that
does not respond to antibacterial therapy in a neutropenic patient must be the
result of a fungal infection. In the everyday clinical arena, a best judgement
can be and has to be made as to whether a patient’s fever might be attribut-
able to a mycosis and, if the possibility is high, the best course is to institute
antifungal therapy as rapidly as possible, not to wait for an academically
defined period of non-responsiveness to antibacterial agents. Perhaps, in
time, people with the appropriate clinical expertise and experience will be
able to draw up an algorithm for more rational management of “fever in neu-
tropenia” that will facilitate decisions whether or not to institute antifungal
therapy.
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4.5. Rational therapy of diagnosed invasive mycosis

Published guidelines for the management of proven candidaemia and other
forms of Candida infection (Rex et al., 2000) and of proven invasive aspergillo-
sis of all types (Stevens et al., 2000) indicate that the well-established systemi-
cally active antifungal agents all have a role to play in appropriate circumstances.

For candidaemia, amphotericin B, liposomal amphotericin B, fluconazole,
and caspofungin (but not yet voriconazole or itraconazole) are all licensed
therapies in the United States. Choice of agent should be determined accord-
ing to the circumstances of the patient. For invasive aspergillosis, voriconazole
and amphotericin B are now regarded as the agents of first choice, with caspo-
fungin and itraconazole available should alternative therapies be required.

From published case reports and small series, voriconazole is developing
a reputation as a useful agent for treatment of Scedosporium infections
(Girmenia et al., 1998; Munoz et al., 2000; Walsh et al., 2002) and the drug
may prove to be useful in other infections caused by uncommon mould
species. The newest triazoles, posaconazole and ravuconazole, may also prove
ultimately to have a role in such infections, and the potential value of the
echinocandin class for uncommon fungal diseases remains to be evaluated.
Susceptibility testing in vitro is likely to be of more value in determining the
choice of agents for unusual mycoses than for the more common Candida and
Aspergillus infections.

4.6. Antifungal combinations and therapy changes

The combination of high-dose oral fluconazole with IV amphotericin B is
no less effective than amphotericin B alone for treatment of candidaemia in
non-neutropenic patients and may be slightly more efficacious (Rex et al.,
2003). However, the main stimulus for the use of combinations of antifungals
is therapeutic failure of single agents in life-threatening situations such as
invasive aspergillosis and diseases caused by unusual fungi. Prospective clini-
cal trials of antifungal combinations in unusual mycoses will be extremely
hard to design and implement; all the evidence so far available comes from
anecdotal and open studies, much of it so far presented only in meetings
abstracts and lectures. Clear evidence that combinations reduce mortality rates
when a mycosis has been well diagnosed is hard to find. It is too early to
pronounce on the potential future value for antifungal combinations.

When treatment of an invasive mycosis appears to be failing, a commonly
raised question is whether to change antifungal treatment and, if so, to what. A
patient treated with fluconazole can be usefully switched to one of the broader
spectrum triazoles (voriconazole, itraconazole, etc.), but to switch from one
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broad-spectrum triazole to another would require strong evidence in vitro of
superior antifungal potency at achievable blood levels of the second azole.
Outwith straightforward pharmacological considerations (formulation, route
of administration, potential for toxicity, or drug interactions in a given patient),
there is no particular reason not to switch from one appropriate antifungal
class to another. The advent of the echinocandins into clinical use expands the
possibilities for class switching in treatment failure, and may in time generate
a database that can offer predictive clues to optimize treatment switches.
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Chapter 18

Strategies for the Rational Use of Antivirals

Sheila M. L. Waugh and William F. Carman
West of Scotland Specialist Virology Centre, Gartnavel General Hospital, 
Great Western Road, Glasgow G12 OYN, UK

The treatment and prevention of viral disease is a rapidly evolving field. In
only a few years there has been an exponential increase in the availability of
effective antiviral compounds, together with major improvements in the diag-
nosis and monitoring of viral infections. Predictably, development has not kept
pace with the ability of these pathogens to adapt, viral resistance has been
documented to almost all antivirals in current use. To minimise the emergence
of resistant virus, and thus optimise patient care, it is important that antivirals
are only used within an evidence-based framework.

Here, a number of issues will be discussed. First the changing profile of
viral infections encountered in hospital and community settings is outlined,
together with a brief overview of the antivirals currently in common use. In the
next section the major problems associated with antiviral treatment are dis-
cussed, with particular emphasis on the emergence of viral resistance. The final
two sections detail principles that can help to minimise these problems and aid
in the rational use of antivirals in both treatment and preventative regimes.

1. THE CHANGING FACE OF VIRAL 
INFECTIONS AND THEIR MANAGEMENT

Viral infections have often been considered as either minor illnesses not
requiring intervention, or serious conditions for which there is no effective
treatment. This perspective is changing, with the importance of seemingly



innocuous viruses increasingly recognised. For example, rhinoviruses, a cause
of the common cold, are now known to be associated with severe lower respi-
ratory disease in the immunocompromised and exacerbations of asthma (Gern
and Busse, 1999; Greenberg, 2003). Similarly, though it is true that many viral
infections remain untreatable, effective treatment is now available for several
serious conditions, such as aciclovir in herpes simplex virus (HSV) encephali-
tis, ribavirin for Lassa fever, and combination antiretroviral therapy for human
immunodeficiency virus (HIV).

The increase in interest in the treatment of viral disease has been perpetu-
ated both by the emergence of new viral pathogens and by the increasing
prevalence of impaired immunity, either as a result of immunosuppressive
treatment regimes or AIDS. Changing behaviour patterns have also led to the
opportunity for increased spread of pathogens, such as hepatitis C virus
(HCV) in intravenous drug users (Mathei et al., 2002).

It is important to remember that the major drive against viral infection
remains defensive, based on the use of sound infection control principles and
vaccination. Rigorous infection control policies have had significant impact in
many situations, such as the transmission of hepatitis B virus (HBV) in renal
dialysis units (UK Department of Health, 2002) and the spread of norovirus,
the cause of winter vomiting disease, during outbreaks on hospital wards
(Chadwick et al., 2000; McCall and Smithson, 2002). The eradication of
smallpox and the elimination of poliovirus from large parts of the globe are
two of the most striking examples of vaccine preventable disease, but there are
many more, including the prevention of influenza virus infection (Nichol,
2003) and vaccination against HBV (Bonanni and Bonaccorsi, 2001).

There remain a limited number of antivirals, though in recent years there
has been an explosive increase in licensed drugs. Nowhere is this more obvi-
ous than in the development of antiretroviral therapies for the treatment of
HIV, with new drugs being licensed every year and many more entering clini-
cal trials (Gulick, 2003). Not only are more antiviral compounds being devel-
oped and licensed, but there are also an ever-increasing number of situations
where their use is being considered.

Antivirals are generally targeted at a single virus or closely related viruses,
rather than a large group of viruses. Amantadine acts well against influenza A
virus but has no activity against influenza B virus, and aciclovir is useful
against HSV and varicella zoster virus (VZV), but is not effective as treatment
for cytomegalovirus (CMV) or Epstein–Barr virus infections, despite these
being members of the herpes virus family. There are two available antivirals
that could reasonably be described as broad-spectrum: ribavirin (Snell, 2001)
and cidofovir (Safrin et al., 1997). However, as their use is limited in many sit-
uations by uncertain in vivo efficacy and, for the latter especially, a poor safety
profile, it is not possible to treat a presumed viral infection empirically. 
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A specific virus must either be suspected clinically or found to be present on
diagnostic testing before antiviral treatment can be considered.

Examples of the currently available antivirals are detailed in Table 1. The
majority of antiviral compounds in common current use are against viruses of
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Table 1. Examples of currently available antivirals (British National Formulary, 2003; USA
Food and Drug Administration, 2003)

Virus Available antivirals Main target Resistance
(Molecular) documented

HSV Aciclovir, penciclovir, valaciclovira, Viral polymerase Yesb

famciclovira, foscarnet, cidofovir

VZV Aciclovir, valaciclovira, Viral polymerase Yesc

famciclovira, foscarnet

CMV Ganciclovir, valganciclovira, Viral polymerase Yesd

foscarnet

Influenza A Amantadine Viral fusion protein Yese

Zanamivir, oseltamivir Viral neuraminidase Yesf

Influenza B Zanamivir, oseltamivir Viral neuraminidase Yesf

RSV Ribavirin Various modes of Not yetg

action

HBV Lamivudine Viral polymerase Yesh

Adefovir Viral polymerase Not yeti

Interferon Immune system and
direct antiviral effects

HCV Ribavirin and interferon/pegylated Immune system and Yesj

interferon direct antiviral effects

HIV 1 Abacavir, didanosine, lamivudine, Viral reverse Yesk

stavudine, tenofovir disoproxil transcriptase
zalcitabine, zidovudine
Efavirenz, nevirapine Viral reverse Yesk

transcriptase
Amprenivir, indinavir, lopinavir, Viral protease Yesk

nelfinavir, ritonavir, saquinavir

aFamciclovir, valaciclovir, and valganciclovir are prodrugs of penciclovir, aciclovir, and
ganciclovir, respectively, with higher oral bioavailability.
bMorfin and Thouvenot (2003).
cBoivin et al. (1994).
dLimaye et al. (2000).
eHayden and Hay (1992).
fGubareva et al. (1998, 2001).
gSnell (2001).
hDienstag et al. (1999).
iMarcellin et al. (2003).
jPawlotsky (2000).
kPillay et al. (2000).



the herpes family (HSV, VZV, CMV), influenza, and HIV 1. The majority are
nucleoside analogues which inhibit viral polymerases including reverse tran-
scriptase. Other targets include the influenza neuraminidase and HIV protease.
There is currently a great deal of interest in the development of drugs with
novel targets, such as the cellular virus receptor; such an approach may help to
overcome the problem of cross-resistance between drugs with a similar mode
of action.

As the number of antiviral drugs grows, and in particular their increased
long-term use in chronic infections such as HBV and HIV, so the problems of
resistance and toxicity become more marked and more challenging.

2. PROBLEMS ASSOCIATED WITH
ANTIVIRAL THERAPY

2.1. Limited experience in antiviral use
generally and locally

The majority of antivirals have been available for a relatively short time,
such that there is little experience of their use in a range of conditions.
Controlled clinical trials have generally been conducted only for one or two
major indications. For example, valganciclovir was originally licensed only for
CMV retinitis in AIDS patients, but as an oral preparation with equivalent
activity to intravenous ganciclovir (Pescovitz et al., 2000), it had obvious
advantages in the treatment and prophylaxis of CMV in transplant patients. In
addition, trials tend to be carried out in selected populations of patients, which
do not necessarily reflect everyday practise, where patients are more heteroge-
neous, and may differ in terms of coexisting pathologies and degree of adher-
ence to treatment regimes. Experience with the drug therefore still requires to
be built up both formally, with further published studies, and at a local level.
This is a continuing process as use is expanded to more clinical situations and
particular patient groups.

Limited information on a drug often means that it is considered as treat-
ment in some situations where there is no evidence or consensus regarding
efficacy. This is an issue particularly in severe life-threatening infections in the
immunocompromised, where antivirals are used despite unproven clinical ben-
efit. The use of drugs in these situations should be carefully monitored, and
where possible included as part of larger studies.

As data on the use of a particular antiviral becomes available, it is
important that information is disseminated to ward level and actual patient
treatment.
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2.2. Adverse effects

As viruses use host cell machinery for replication, enzymes such as the
viral polymerase have significant homology to the cellular enzyme, thus
resulting in an increased potential for inhibition of host cell processes. Many
antivirals have a significant side-effect profile, for example, discontinuation of
cidofovir is required in 25–30% of patients due to nephrotoxicity (Safrin et al.,
1997). Other drugs, such as aciclovir and its derivatives, are relatively free of
side effects, in part because they have a requirement for the viral thymidine
kinase, and thus will only be metabolised to their active form in an infected
cell. The likelihood and range of unwanted effects becomes much greater
when treatment is required long term, and where combinations of drugs are
used, such as in HIV. In these cases there is also a particular concern that the
experience of side effects may effect adherence and thus have further adverse
impact on the success of treatment.

2.3. Resistance

Antiviral drug resistance, due to mutation, has been described for almost
all antiviral compounds (Table 1). Mutation is a common event for viruses, due
to rapid replication rates. RNA-dependant RNA polymerases and reverse tran-
scriptases are particularly error prone and lack the proofreading ability of
DNA polymerases, thus mutation is particularly common in RNA viruses,
such as HIV and influenza. Indeed RNA viruses are often described as existing
as a quasispecies due to the vast variation which can exist in viral sequence,
even within a single infected individual (Holland et al., 1992). Mutations
resulting in antiviral drug resistance may arise during treatment with a particu-
lar drug, or may pre-exist within the viral quasispecies. In either case drug
treatment selects out resistant virus and allows it to dominate. A pre-requisite
therefore, for the emergence of resistant virus, is replication of the virus in the
presence of the drug. This can be prevented by fully suppressing viral replica-
tion, though this is seldom achieved. The avoidance of subtherapeutic drug
treatment is vital, as this can significantly increase the risk of resistance (Pillay
and Zambon, 1998).

Resistance may take the form of single or multiple point mutations or del-
etions. These usually occur in sequences either coding for the target enzyme,
such as the HIV reverse transcriptase, or for proteins necessary for drug activa-
tion, such as the HSV thymidine kinase. There are often a variety of mutations
which can confer resistance to a particular drug—for example, both viral poly-
merase and thymidine kinase mutations can confer aciclovir resistance in HSV
infection (Morfin and Thouvenot, 2003). The effect of a given mutation is not
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always straightforward and there may be variation in the degree of resistance
conferred. Unsurprisingly, where many drugs have the same viral target, cross-
resistance to related antivirals is a common phenomenon. Some mutations
confer resistance to one drug while increasing viral susceptibility to another, as
with the M184V lamivudine resistance mutation in HIV reverse transcriptase,
which increases viral susceptibility to zidovudine (Pillay et al., 2000).

There is great variation in the frequency with which resistance to a particular
antiviral is observed and in the speed with which it emerges in a given treated
patient. Amantadine treatment results in the emergence of resistant influenza in
30% of immunocompetent individuals within 5 days (Hayden and Hay, 1992),
while to date virus resistant to the influenza neuraminidase inhibitor zanamivir
has only been encountered rarely in immune compromised patients after pro-
longed treatment (Gubareva et al., 1998). In the treatment of HIV infection,
resistance can arise rapidly to the non-nucleoside reverse transcriptase inhibitors
such as nevirapine; in contrast, the development of resistance to the protease
inhibitors is a slower process, requiring the accumulation of a number of different
mutations (Pillay et al., 2000).

Antiviral drug resistance is a substantial problem in the immunocompro-
mised and in long-term treatment regimes; these are the two areas where effec-
tive treatment is arguably most important. Two commonly encountered viral
pathogens in transplant patients are HSV and CMV. Aciclovir resistance in HSV
is common in these patients with up to 5% of viral isolates carrying resistance
mutations (Morfin and Thouvenot, 2003). Although such viruses are attenuated
in animal models, they can cause severe clinical disease in the immunosup-
pressed. In opportunistic CMV disease, resistance to the front-line antiviral gan-
ciclovir can be observed in association with prolonged drug exposure, such as
during prophylactic regimes (Limaye et al., 2000). In chronic HBV, up to a third
of patients show resistance after 1 year’s treatment with the nucleoside analogue
lamivudine (Dienstag et al., 1999). Antiretroviral regimes, which are potentially
life-long, with three or more drugs give ample time for resistance mutations to
emerge, often to more than one drug (Pillay et al., 2000). Given that a particular
viral mutation can confer resistance to several related antiretrovirals, the avail-
able effective antivirals can rapidly become limited, particularly after two or
three changes in therapy. Resistance is one of the main driving forces in the
continuing search for new drugs against HIV.

Resistance is not a common problem in the treatment of most acute infec-
tions such as genital herpes simplex, or varicella zoster in immune-competent
individuals. This may be explained by the fact that mutant viruses are often
attenuated with respect to the wild-type virus and less fit with regard to their
replication competency (Nijhuis et al., 2001). Unfit, resistant virus may there-
fore be more easily dealt with by an intact immune system. In addition, muta-
tions can take some time to emerge, often longer than the time required to
complete a course of treatment for an acute infection.
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From the public health perspective, a concern is the risk of spread of resistant
virus. Resistant viruses are not yet commonly found circulating in the commu-
nity, perhaps, as lacking selective pressure from an antiviral, the fitter wild-
type forms predominate. Whether this situation will change as antiviral use
increases is currently unclear. There are, however, many examples of the trans-
mission of resistant viruses between individuals. In particular there is mount-
ing concern regarding the increase in transmission of resistant HIV in western
countries since antiretroviral therapy became widely available, including the
transmission of multiply drug resistant virus (UK collaborative group on mon-
itoring the transmission of HIV drug resistance, 2001). Another example is the
anti-influenza drug amantadine, which is one case where resistant virus com-
monly emerges in immune competent individuals, the resistant influenza is
readily transmitted and spread of resistant virus has been observed during out-
breaks (Hayden and Hay, 1992).

As antiviral use increases, it is inevitable that resistance will be encoun-
tered more commonly, both in the individual patient undergoing treatment and
in the wider community. This again emphasises the need for rational drug use,
particularly with a view to preventing the emergence of resistant virus.

3. ANTIVIRAL TREATMENT STRATEGIES

Antiviral policies must ensure that any treatment is indicated, and appropriate
with regard to three major goals: successful treatment of the patient’s illness,
avoidance of treatment-related adverse effects, and prevention of the emergence
of resistant virus.

3.1. Sources of information and advice

In a rapidly evolving field such as the treatment of viral disease, the
evidence base changes as new antivirals are developed and more studies are
completed on existing drugs. National guidelines, produced by professional
bodies, are evidence-based recommendations, which are supplemented by
expert opinion where necessary. Examples in the United Kingdom include:
The British HIV Association (BHIVA) guidelines giving the most recent rec-
ommendations for HIV treatment (BHIVA, 2003); The Royal College of
Obstetrics and Gynaecology guidelines, which are regularly reviewed and
cover the treatment of genital HSV and VZV in pregnancy (RCOG, 2001,
2002); and government associated agency guidance, such as the UK National
Institute of Clinical Excellence recommendations covering Influenza (NICE,
2003). In the United States guidelines on a number of virology issues are pub-
lished by the Centers for Disease Control and Prevention (e.g., Bridges et al.,
2003; Dybul et al., 2002). Similar guidelines are available from national bodies
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in other countries. National guidelines can be adapted to local protocols taking
into account local factors such as referral routes, prescribing policies, and the
available viral diagnostic and monitoring services. Guidance on the use and
monitoring of antiviral treatment is also available from a number of recent
reviews (Pillay et al., 2002; Waugh et al., 2002). Guidelines may not exist
for situations where there is little information or no clear evidence of efficacy,
or where there are conflicting studies, such as ribavirin for parainfluenza
virus infections in the immunocompromised (Elizaga et al., 2001) or cido-
fovir in progressive multifocal leukoencephalopathy (Segarra-Newnham and
Vodolo, 2001).

3.2. Confirm the diagnosis

Good laboratory virology provision is essential to the use of antiviral
agents. As antivirals tend to have a limited spectrum of activity and are often
associated with significant toxicity and cost, it is important to confirm a sus-
pected diagnosis. Ideally this would be done prior to commencing treatment,
although sometimes this may not be possible. Examples of this are where delay
might have serious consequences, as in suspected HSV encephalitis, or where
early treatment (within 36 hr of onset of disease) is required for therapeutic
benefit, as in influenza virus infection. In such cases it is still important that
laboratory confirmation is obtained as soon as possible, to ensure the correct
treatment or allow cessation of unnecessary treatment. In the past diagnosis
was often retrospective, requiring several days or even weeks for virus growth
in tissue culture or entailing the testing of convalescent blood samples. Some
viruses cannot be grown in standard cultures and sensitivity is often too low to
reliably detect low amounts of virus (as with cerebrospinal fluid (CSF) in HSV
encephalitis). The arrival of the polymerase chain reaction (PCR) in laborato-
ries has revolutionised the impact of diagnostic virology in clinical practice
(Carman, 2001). This technique is a highly sensitive and specific method for
the detection of viral nucleic acid, and can be adapted to detect practically any
virus in any body fluid or tissue. With classical PCR a result can generally be
available within 1–2 days, however the recent advance to real time PCR allows
a result to be available within a few hours (Niesters, 2002). This means that in
many cases it is possible to await a confirmed diagnosis before starting treat-
ment. Such rapid techniques are particularly useful in serious illnesses where
the cause of symptoms cannot be satisfactorily determined clinically, for
example, systemic illness in a transplant recipient which could be due to
a number of factors including potentially treatable viral infections such as
CMV or adenovirus, or where the side effects of unnecessary treatment could
compromise other aspects of patient management as with increased neutropoe-
nia with ganciclovir in bone-marrow transplant patients. In all cases adequate
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samples, usually from the site of infection, should be taken as soon as possible.
Where there is any doubt as to the correct sample, sample collection buffer, or
method of sample transport, the laboratory should be consulted.

3.3. Limit antiviral use where possible

In the majority of patients most viral infections do not require treatment.
This will limit adverse effects and selection of resistant virus. For example,
although aciclovir is an effective treatment for primary varicella zoster infec-
tion (chickenpox), there is little benefit in treating children with uncom-
plicated infection, as the illness is generally self-limiting with serious
complications being rare (Tarlow and Walters, 1998). Similarly, although the
drug pleconaril has recently been shown to reduce the severity of rhinovirus
infections (Hayden et al., 2003), its use is not currently indicated in upper res-
piratory tract infections in otherwise healthy patients. It is also important not
to use antivirals in situations where they have been shown not to be of benefit.
Thus, although aciclovir can inhibit Epstein–Barr virus replication in vitro, it
has not been shown to be effective in cases of glandular fever, probably due to
the immune-mediated nature of the illness (van der Horst et al., 1991).

3.4. Correct timing of treatment

It is important to start treatment at the optimum time. For acute infections,
most antivirals are only effective if commenced rapidly. In adults with primary
varicella zoster, treatment is normally only recommended if it can commence
within 24 hr of rash onset, or within 36–48 hr of symptom onset in influenza
virus infection, as there is little evidence of efficacy beyond this point (Couch,
2000; Wilkins et al., 1998) and viral replication has usually peaked. This
requires systems to be in place to see, diagnose, and treat such patients quickly.
In many situations treatment may need to be started on a clinical basis unless
very rapid PCR (or direct immunofluorescence) results can be obtained.
Unnecessary treatment can be discontinued if the original diagnosis is not con-
firmed. In the case of recurrences of genital herpes, patients are often provided
with antivirals in advance so that they can commence treatment at the first sign
of symptoms (Drake et al., 2000).

In chronic illness, factors indicating a need for antiviral treatment are not
always present at diagnosis and very often treatment may be not be required
for several years, if at all. Delaying treatment prolongs the development of
resistance. Thus, in chronic HBV or HCV infection treatment is not normally
indicated until liver biopsy, among other factors, shows a certain degree of
pathology (Booth et al., 2001; Wai and Lok, 2002). The high incidence of
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HBV resistance to lamivudine means that earlier treatment may reduce the
value of the drug when liver pathology reaches the stage where treatment
really is indicated. In the case of HIV, once treatment is started it requires to be
carried on life-long; this has major implications in terms of chronic debilitating
side effects such as lipodystrophy (Bodasing and Fox, 2003) and the emergence
of viral resistance. The latter necessitates changes in treatment regime that can
rapidly reduce the antiviral options available to the patient in the future.

3.5. Correct drug choice

Having decided that antiviral treatment should be commenced, the next step
is to decide on the correct drug, or drug combination. Despite the relatively lim-
ited number of antivirals, there are a number of options for most treatable viral
infections (see examples in Table 1, or for more detailed information see Waugh
et al., 2002). The decision will be based on a number of factors: efficacy, side-
effect profile, route of administration, dosage schedule, resistance profile of the
drug and the virus, underlying pathology, and cost.

Proven efficacy. Where possible a drug should be chosen in line with evi-
dence-based guidelines or controlled trial data for that particular situation.

Side effect profile. Where alternatives exist an antiviral should be chosen
which has the fewest side effects. Thus in the treatment of HSV, foscarnet,
which is an effective inhibitor of viral replication, is not the first-line treatment
due to a poor safety profile with nephrotoxicity (Balfour et al., 1994).

Route of administration. Many antiviral compounds that are currently
available are formulated for only one route of administration, it is therefore
important to attempt to use one which can be delivered in a way which ensures
adequate drug levels and maximises the likelihood of adherence. Inhalers are
often difficult for elderly patients to administer correctly, thus for an elderly
patient with influenza, the oral neuraminidase inhibitor oseltamivir may be
preferred to inhaled zanamivir (Diggory et al., 2001).

Dosage schedule. If adherence is likely to be a problem, or treatment will
be long term or frequent, then an antiviral requiring fewer daily doses may be
preferred. In the treatment of recurrent genital herpes simplex infection the
oral aciclovir dose is five times a day while valaciclovir requires administra-
tion only twice daily (British National Formulary, 2003). In HIV treatment
regimes multiple factors need to be considered, such as the dosage interval of
the different drugs in the regime, whether or not food should be taken at the
same time, and in the patient’s own daily routine. Fitting the regime as much as
possible to the patient’s lifestyle helps improve tolerability and thus adherence
(Trotta et al., 2002).
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Resistance profile of the drug. In some situations it is particularly desir-
able to use an antiviral that is less prone to selecting out resistant virus. In
nursing homes, for example, a neuraminidase inhibitor may be preferred to
amantadine for the treatment of influenza, as the rapid emergence of resistance
to the later would result in the spread of resistant virus (Hayden and Hay,
1992). Where the patient is known to have a virus resistant to a particular anti-
viral, a drug should be used where cross-resistance is unlikely to be a problem.

Underlying patient pathology. The relative importance of a particular side
effect will often vary when the patient has other coexisting pathology. Hence,
although ganciclovir is normally the first-line choice in CMV infection in the
immunocompromised, in patients where myelosuppression is a particular con-
cern, foscarnet may be preferred, despite its nephrotoxicity, as it causes less
neutropoenia.

Cost. Antiviral cost is an issue that can never be overlooked. The newer
drugs tend to be more expensive than those that are more established. Where
two equally effective alternatives exist the cheaper should always be consid-
ered. However, a number of factors need to be considered, such as the likeli-
hood of adherence and possible side effects, and the cheapest drug will not
necessarily be the most cost-effective in overall terms.

3.6. Correct dose and duration

Achieving an antiviral dose sufficient to maximally suppress viral replica-
tion is critical not only in terms of successful treatment of the infection, but
also to prevent the development of resistant virus. Subtherapeutic antiviral
doses result in viral replication in the presence of a drug, thus allowing the
emergence of resistant virus. General recommendations on antiviral doses are
available from national and local formularies, but a number of factors need to
be considered before deciding on a dose for a patient in a particular situation.
One factor is the susceptibility of the virus to the antiviral. The IC50 for aci-
clovir (the concentration required to inhibit viral replication by 50%) is 10-fold
greater for VZV than for HSV. The latter therefore requires higher treatment
doses. A further factor is the site of the infection and the ease with which the
drug can penetrate that compartment of the body. Only 50% of intravenous
aciclovir serum concentrations are achieved in the CSF, so again higher doses
are recommended for HSV encephalitis.

In acute illness the aim is normally to continue treatment until the viral infec-
tion is resolved by a combination of the antiviral and the patient’s own immune
system. Where the immune system is not acting optimally this often results in a
requirement for longer duration of treatment. In chronic infection, where the aim
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is to control rather than cure the disease, treatment may be continued indefinitely
if benefit is still being achieved. In HBV infection lamivudine is often continued
for several years, and in HIV treatment it is usually expected to continue life-
long once started. This can lead to resistance if treatment is stopped, particularly
for drugs with a long half-life, as there is an effective period of under-treatment
as antiviral levels drop, so replication continues in the presence of suboptimal
drug concentrations. Nevertheless, stopping treatment may be necessary due to
side effects or if patient wishes. If possible a replacement regime should be insti-
tuted immediately to suppress replication. A controversial therapeutic strategy
for HIV, known as a structured drug interruption (Gulick, 2002), is aimed at
boosting the patient’s own immune response to the virus and allowing them a
break from arduous treatment regimes. Although there are potential benefits, one
of the major concerns is the risk of promoting the emergence of resistant virus.

3.7. Adherence

As with all medical treatment the adherence of the patient to the regime is
vital to its success. Erratic drug intake results in subtherapeutic drug levels with
treatment failure and resistance. In patients on short-term courses of antivirals
for acute infections, such as primary herpes simplex, this is less of a concern. In
HCV the patients require to undergo treatment with a combination of interferon
and ribavirin for 6 months or more. The interferon is given by subcutaneous
injection and most patients experience flu-like illness and lethargy, with a sig-
nificant percentage suffering depressive symptoms. Especially as the patient
may not have felt particularly unwell prior to treatment, the future benefits may
be less obvious to them than the acute side effects. In HIV, regimes are complex
with multiple drugs and significant side effects, particularly given the long-
term nature of treatment. Adherence may be compromised by all these factors.
It is important that regimes are kept as simple as possible and that patients are
fully informed regarding their treatment and the need for good adherence.

3.8. Combination antiviral therapy

Combination treatments, which can prevent or delay the development of
resistance, are most commonly used for chronic conditions. In HCV, the com-
bination of interferon and ribavirin helps achieve viral suppression by a com-
bination of boosting host immune responses and direct viral effects. In HIV
combination therapy with three or more antiretrovirals from two or three
classes of drug (Highly Active Antiretroviral Therapy—HAART) has resulted
in regimes of sufficient potency to fully suppress viral replication, which
should delay the emergence of resistant virus. There are, however, also obvious
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disadvantages, with cumulative side effects and drug interactions. Adherence
to combination regimes has been greatly helped by the availability of antivirals
as compound preparations containing two or three drugs, which reduces pill
burden and improves compliance. As with all compound drugs, this does limit
the flexibility to change individual drugs and their doses.

3.9. Monitoring treatment

Often, simple clinical improvement is all that is required to monitor antivi-
ral treatment, for example, in acute infection with influenza or herpes simplex
in the immunocompetent. For chronic infections, or infections in the immuno-
suppressed, regular testing is required. This may be qualitative, for example,
weekly testing after infection or reactivation of CMV, or quantitative, such as
in HBV and HIV infections (Pillay et al., 2002).

Where symptoms fail to resolve or worsen on treatment, or where laboratory
testing shows a failure to suppress viral levels or viral rebound, the antiviral
regime should be reviewed in terms of dose, duration, and adherence, and other
possible confounding patient factors considered. If, despite optimised treatment,
symptoms still fail to resolve, resistance should be considered (Pillay et al.,
2002). Viral resistance testing is now usually based on sequencing of the virus
and identification of known resistance mutations, rather than on viral suscepti-
bility in culture. This is generic technology and is becoming increasingly avail-
able in regional virus laboratories. The detection of resistant virus normally
indicates the need to change therapy.

Monitoring is particularly important where an antiviral is being used in a
situation where experience and evidence for benefit is limited. In such cases
both regular clinical and virological review are essential.

4. ANTIVIRAL PROPHYLAXIS STRATEGIES

Many of the considerations above for the use of antivirals in the treatment of
viral infections are also relevant when considering the use of antivirals for pre-
vention. One should consider in which situations antiviral prophylaxis is war-
ranted, and whether there are alternatives, such as vaccination or pre-emptive
treatment strategies for CMV.

Prophylaxis should only be considered where there is a significant risk of a
specific viral infection or of reactivation, where such infection would cause a
significant risk to the patient and where effective vaccination is not possible.
The need for prophylaxis must also be balanced against the possible disadvan-
tages, such as unwanted side effects and possible selection for resistance.
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4.1. Restrict to necessary situations

Most routine antiviral prophylaxis is used in patients on immunosuppres-
sive regimes, usually post-transplant, and patients with low CD4 counts in
HIV infection. The aim is to prevent primary infection or reactivation of latent
infection. The main viral targets are CMV and HSV. Not all immunocompro-
mised patients require prophylaxis, and protocols should define those patients
for whom it is necessary. The decision should be based on the likelihood of
infection or reactivation and the severity of the immunosuppressive regime or
level of the CD4 count. In solid-organ transplants, CMV prophylaxis is often
only considered where there is a miss-match in serostatus, such that a primary
CMV infection will result from transplant of an organ from a seropositive
donor. In HIV, CMV reactivation and disease become a problem requiring
prophylaxis only when CD4 counts fall below 50 (Kaplan et al., 2002).

Antiviral prophylaxis can also be used to prevent infection post-exposure,
such as after significant contact with HIV (Department of Health, 2000). It is
important to reserve treatment to situations where there is a real risk of infec-
tion, especially for HIV where treatment requires multiple drugs and side
effects are common. Thus, a needlestick requires a thorough risk assessment to
establish whether significant blood contact occurred and the likely HIV status
of the source.

Prophylaxis may also be indicated to prevent spread of infection in out-
breaks. Again it should only be considered in high-risk situations, such as an
influenza outbreak in a nursing home with elderly patients, or in a hospital
ward with immunocompromised patients. As described below vaccination is
normally the preferred option in these situations.

4.2. Alternatives to antiviral prophylaxis

It is always important to consider alternatives to drug therapy. Two options
are vaccination and pre-emptive treatment strategies.

Vaccines, where available, are the preferred method for viral prophylaxis
pre-exposure and often also post-exposure, for example, the hepatitis B vaccine
and influenza vaccines (Department of Health, 1996). Vaccine, or a course of
vaccine, need usually only be given once in a lifetime or, in the case of
influenza, yearly. They generally have minimal side effects and no further
action is required if contact does occur. Antiviral prophylaxis may still be
required in some circumstances where a vaccine is available, such as where vac-
cine is contraindicated or response to vaccination is poor, as in the immuno-
compromised. Passive vaccination with immunoglobulin may be another option
after contact. For example, varicella zoster immunoglobulin is available after
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contact with VZV and is usually preferred to aciclovir as there is more informa-
tion on its use in this situation (Department of Health, 1996).

In some transplant units a CMV pre-emptive strategy is used in place of
antiviral prophylaxis. In this situation patients at risk of CMV infection or
reactivation are monitored by PCR at regular intervals (usually once or twice a
week). When the virus is detected in the blood, or levels are seen to be rising in
quantitative assays, antiviral drug is started at treatment, rather than prophy-
laxis, doses. This has the advantage of limiting drug treatment, thus minimis-
ing side effects and reducing the emergence of resistant virus. There is still
debate on which strategy is best (Emery, 2001; Hart and Paya, 2001). It should
be noted that for pre-emptive strategies to succeed there needs to be adequate
laboratory funding and expertise and a high degree of organisation regarding
the collection, transport, and testing of samples and communication of results.

4.3. Timing and duration of treatment

Ideally a patient should be on prophylaxis before there is significant risk of
infection or reactivation. Thus treatment should start before or soon after
transplant, or when the CD4 count is seen to be dropping towards the threshold
for treatment in HIV. Treatment should continue until immunity is reconsti-
tuted to a significant level, often taken as 100 days post-transplant. Various
studies have shown that although immune reconstitution on HAART in HIV is
not necessarily complete it appears to be safe to discontinue prophylactic treat-
ment when the CD4 count has risen (Macdonald et al., 1998).

Timing of treatment is vital for post-exposure prophylaxis. For example,
after a significant needlestick from an HIV positive source, antiretroviral post-
exposure prophylaxis should ideally start within 1 hr of contact (Department
of Health, 2000). In contrast, following contact with VZV in a high-risk indi-
vidual, such as a pregnant woman, aciclovir treatment is given from 6 to 10
days post-contact in keeping with the natural history of the infection and
timing of viraemia (Asano et al., 1993).

4.4. Drug choice and dose

Drug choice should be guided by the factors mentioned in the discussion
on treatment strategies. Avoidance of side effects is particularly important
given the fact that the patients are not being treated for an active infection.
Drug doses for prophylaxis are often lower than those recommended for treat-
ment. Drug choice is a particular issue for post-exposure prophylaxis in HIV,
where knowledge of the source’s treatment history, and possible viral resis-
tance profile, may influence the treatment combination chosen.
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4.5. Adherence

Adherence is important for successful antiviral prophylaxis. It is important
that the patient is aware of the reasons why the treatment is necessary.

4.6. Monitoring for infection

Prophylactic regimes do fail. Prophylaxis doses are generally lower than
those required for effective treatment, thus it is necessary to react quickly to
the development of infection, not only to ensure correct treatment, but also to
prevent the development of resistance on regimes that are not fully suppres-
sive. Clinical and virological monitoring is important. Where monitoring
detects active viral infection or a patient becomes unwell on prophylaxis, sam-
ples should be taken to confirm the diagnosis as quickly as possible, although
it may be necessary to start treatment before results are available.

5. CONCLUSION

Antiviral therapy continues to be a rapidly expanding field. Complex
issues need to be addressed such as the effects of long-term use and the emer-
gence of resistance. If these agents are to realise their full potential both now
and in the future it is essential for their use to be the subject of rational and
well monitored prescribing practises.
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The prevalance of hospital-acquired infections with multiresistant bacteria has
increased in many countries around the world (Boyce, 1990). Nosocomial
pathogens originating from colonized or infected patients can contaminate the
environment and survive for extended periods. As a result, the hospital envi-
ronment has become an important source (and or reservoir) of multiresistant
bacteria capable of colonizing or infecting patients. Environmental surfaces
have been associated with nosocomial outbreaks of multiresistant bacteria
(Hayden, 2000; Talon, 1999) and community outbreaks of hepatitits A and
acute gastroenteritis due to other viruses (Evans et al., 2002; Leoni et al.,
1998; Love et al., 2002). Still these problems do not justify routine disinfection
of surfaces and fomites, but targeted use of disinfectants is an important factor
in preventing infections in the hospitals (and possibly in the community).

1. DEFINITIONS

Cleaning is the removal of all visible and invisible organic material (e.g.,
soil) from objects to prevent microorganisms from thriving, multiplying, 
and spreading. It is accomplished using water with detergents or enzymatic
products. In sanitary facilities (e.g., washbasins, toilets), separate buckets and
cloths have to be used and alkaline detergent is recommended for cleaning.



Cleaning must precede disinfection and sterilization, since it reduces the 
number of microorganisms on contaminated equipment (Rutala, 1996; WIP,
2002 Module 6.1).

Disinfection describes the inactivation of pathogenic microorganisms
(vegetative bacteria and/or fungi and/or viruses) on inanimate surfaces as well
as intact skin and mucous membranes. It can be accomplished by the use of
liquid chemicals or wet pasteurization in healthcare settings. Disinfection is
aimed at minimizing the risk of transfer of microorganisms, but this process
does not inactivate all microorganisms; bacterial endospores usually survive.
Disinfection differs from sterilization by its lack of sporocidal activity, but a
few disinfectants (frequently referred to as “chemical sterilants”) will kill
spores after prolonged exposure times (6–10 hr). At similar concentrations 
but with shorter exposure periods (�30 min), these disinfectants may kill all
microorganisms with the exception of high numbers of bacterial spores and are
called “high level disinfectants”. Disinfectants that kill only most vegetative
bacteria, some fungi, and some viruses (�10 minutes) are called “low level
disinfectants” (Rutala, 1996).

Disinfection (as well as sterilization) can be effected by the prior cleaning
of the object, organic load, the type and the level of microbial contamination,
the concentration of and exposure time to the germicide, the nature of the
object, and the temperature and the pH of the disinfection process.

Quaternary ammonium, iodine, alcohol, aldehyde, organic acid, peroxide,
and halogenated compounds are the chemical disinfectants and have proven
effective against a broad spectrum of microorganisms (Rutala, 1996; WIP, 2002
Module 6.1).

Based on the risk of infection, items are classified in three risk categories:

1. Critical items enter sterile tissue or the vascular system and if such an item
is contaminated there is high risk of infection. Therefore these items must
be sterile.

2. Semicritical items come in contact with mucous membranes or non-intact
skin and these objects must be correctly cleaned and should undergo a disin-
fection process that eradicates all microorganisms and most bacterial spores.

3. Noncritical items come in contact with intact skin but not mucous mem-
branes and these items need not be sterile. Environmental surfaces and
fomites (e.g., bed rails, linens, bedside tables) in hospital are considered
noncritical items (Rutala, 1996).

2. ENVIRONMENTAL CONTAMINATION

Outbreaks of hepatitis A or acute gastroenteritis can occur in hospitals, but
are furthermore major public health problems, especially in schools, military
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quarters, and nurseries. The aetiological agents of these diseases are excreted
in high numbers in the faeces of infected individuals and are able to persist for
extended periods of time in the environment (Evans et al., 2002; Kawai and
Feinstone, 2000). In many outbreaks, surfaces may act as vehicles for the
spread of the infection (Leoni et al., 1998; Lloyd-Evans et al., 1986; Weniger
et al., 1983). During viral infections of the respiratory tract, patients shed large
amounts of virus into their naso-tracheal secretions and these can contaminate
the environment. Respiratory viruses, such as respiratory synscytial virus
(RSV), rhinovirus, and parainfluenza virus have been shown to survive for
extended periods in suspensions and on surfaces (Brady et al., 1990; Hall
et al., 1980; Hendley et al., 1973; Sizun et al., 2000). Transmission of rhi-
novirus infection by contaminated surfaces was also shown in an experimental
study (Gwaltney and Hendley, 1982). Contaminated environmental surfaces
are considered to represent a significant vector for viral infections in the com-
munity and, also in paediatric units in the hospital. Next to direct droplet trans-
mission, indirect transmission (environment → hands → self-inoculation of
mucous membranes) is probably even more important in spreading viral respi-
ratory diseases.

Nosocomial infections result from a patient’s endogenous flora, person-
to-person transmission, or are linked to contaminated surfaces (Shaikh et al.,
2002; Weber and Rutala, 1993). Extensive environmental contamination has
been demonstrated in rooms housing patients with multiresistant bacteria
(Byers et al., 1995; Dembry et al., 1995; Hargreaves et al., 2001; Rutala et al.,
1983). Several investigators have demonstrated that the inanimate environment
near an infected patient commonly becomes contaminated with pathogenic
microorganisms (Bonten et al., 1996; Boyce et al., 1997; Karanfil et al., 1992;
Weber and Rutala, 1997). Furthermore, these microorganisms can survive in
the environment—including on working surfaces—for a long time (Ansari
et al., 1988; Byers et al., 1998; Getchell-White et al., 1989; Mbithi et al.,
1992; Neely and Maley, 2000; Weber and Rutala, 2001). Consequently, CDC
guidelines include measures to prevent infection originating from environmental
contamination (CDC, 2001, 2003c).

Despite the fact that noncritical items or contact with noncritical surfaces
carries little risk of transmitting infectious agents to patients, these items may
contribute to secondary transmission by contaminating hands of healthcare
workers or medical equipment (Weber and Rutala, 1993). In a survey study,
63% of 369 infection control professionals strongly or somewhat agreed that
the inanimate environment plays a critical role in transmission of organisms
(Manangan et al., 2001).

Boyce et al. (1997) found environmental contamination of rooms in 73% of
the rooms harboring patients with methicillin-resistant Staphylococcus aureus
(MRSA) infections and 69% when patients were colonized with MRSA.
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Objects that frequently were contaminated included the floor, bed linens, 
the patient’s gown, tables, and blood pressure cuffs. Even in the absence of
direct patient contact 42% of the healthcare workers (HCW) contaminated their
gloves by touching contaminated surfaces, thereby proving that contaminated
environmental surfaces may serve as a source for MRSA spread. Rightfully,
infection control measurements for MRSA outbreaks include decontamination of
the environment (Burd et al., 2003; Hails et al., 2003; O’Connell and Humphreys,
2000). While antibiotic-resistant pathogens, including MRSA, so far were a
strictly nosocomial problem, it recently became an important and growing threat
to the public health. Around the world, cases of serious infections due to commu-
nity acquired MRSA have been described (Mongkolrattanothai et al., 2003).

Another bacterial genus that has emerged as important nosocomial patho-
gen with increasing resistance to antibiotics are enterococci. The National
Nosocomial Infections Surveillance (NNIS) system has identified enterococci
as the second most common nosocomial pathogen. The report also demon-
strated an overall increase in the incidence of vancomycin-resistant enterococci
(VRE) from 0.3% to 7.9% between 1989 and 1993 (CDC, 1993). In many
reports, hospital outbreaks of VRE have been related to environmental contam-
ination and most outbreaks have been controlled with appropriate infection
control measures (Armstrong-Evans et al., 1999; Boyce, 1995; Boyce et al.,
1995; Calfee et al., 2003; Karanfil et al., 1992; Mayer et al., 2003; Montelcalvo
et al., 1999; Noskin et al., 1995; Porwancher et al., 1997; Sample et al., 2002;
Smith et al., 1998; Timmers et al., 2002). On the other hand standard disinfec-
tion methods, as those used in the United States (using sprays to apply the dis-
infectant to the surface) may not be sufficient to properly free the environment
and surfaces from VRE. In a study by Byers et al. (1998) only the use of the
“bucket method” successfully achieved room decontamination.

Multi-resistant Gram-negative bacilli have emerged as nosocomial patho-
gens, especially in intensive care units and became endemic in many hospitals,
causing local outbreaks. Since environmental contamination plays an impor-
tant role in these outbreaks, they frequently have been controlled with simple
infection control measures including environmental disinfection (Alfieri et al.,
1999; Aygun et al., 2002; Berg et al., 2000; Dijk et al., 2002; Engelhart et al.,
2002; Talon, 1999).

The risks of transmission of blood-borne viruses, like human immunodefi-
ciency virus (HIV), hepatitis B virus (HBV), and hepatitis C virus (HCV) have
been well documented (Bolyard et al., 1998; CDC, 2003a). Although percuta-
neous injuries are among the most efficient modes of HBV transmission, these
exposures probably account for only a part of these infections among HCWs.
In several investigations of nosocomial hepatitits B outbreaks, most infected
HCWs could not recall an overt percutaneous injury, although in some studies,
up to one third of infected HCWs recalled caring for a patient who was
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HBsAg-positive. In addition, HBV demonstrated to survive in dried blood at
room temperature on environmental surfaces for at least 1 week. The potential
for HBV transmission through contact with environmental surfaces has fur-
thermore been demonstrated in investigations of HBV outbreaks among
patients and staff of haemodialysis units. Data on survival of HCV and HIV in
the environment are limited (Bolyard et al., 1998; CDC, 2003b; Sattar et al.,
2001). Transmission of these viruses from patient to staff or from patient to
patient could theoretically be mediated by contaminated surfaces and instru-
ments and avoiding contact with contaminated materials are valuable means of
protection. The indirect spread of these viruses, although much less common,
can occur when objects that are freshly contaminated with tainted blood enter
the body or contact damaged skin (CDC, 1977; Lewis et al., 1992).

2.1. Cleaning or disinfection of environment

Cleaning is necessary to control environmental contamination and for min-
imizing the spread of microorganisms. Cleaning also serves aesthetic aspects
and a clean environment promotes further hygienic action.

There are two cleaning methods: dry cleaning and wet cleaning. The choice
between wet and dry cleaning depends on the nature of the dirt and the room.
A dry system is preferred for the cleaning of floors and particular materials.
The dry system uses little or no liquid. Floors remain dry during cleaning and
can be used by HCWs and patients immediately after cleaning without the
danger of slipping. While recent wet cleaning or fluid spillage promotes the
growth of Gram-negative organisms, these pathogens are rare in dry cleaned
environments (Ayliffe et al., 1990; Dharan et al., 1999). Ballemans et al.
(2003) conducted an experimental prospective study over a 10-week period
and compared a new dry cleaning method, using humidified high-performance
cloths with the wet routine cleaning practice. They showed a statistically sig-
nificant reduction of the total viable counts, for the new dry cleaning method
compared with the wet mopping. Unfortunately the study did not look into the
impact on infection rates and/or reduced cross-contamination. Despite these
results, dry cleaning is not sufficient to remove “stuck-on dirt”; a wet system
must be used. Wet cleaning has to be the choice in departments where frequent
spilling occurs (e.g., intensive care units). In general, wet cleaning of large
surface is always preceded by dry mopping (WIP, 2002 Module 6.4).

Patient areas should be cleaned periodically and after contamination.
Tables 1–7 give the advised frequency of routine cleaning according to the
national Dutch infection control guidelines (WIP) in the nursing department
(Table 1), isolation rooms (Tables 2–4), outpatients’ clinic (Table 5), operating
department (Table 6), and in “other” rooms within healthcare institutions
(Table 7) (WIP, 2002 Module 6.4).
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Table 1. Frequency of routine cleaning in the nursing department (including contact
isolation and droplet isolation)

Floor Furniture/objects

Patient room Clean daily Clean daily
Treatment room Clean daily Clean daily
Sanitary facilities Sanitary clean twice a day, Sanitary clean twice a day,

every day of the week every day of the week
Utility room Clean daily Clean daily
Kitchen Clean daily Clean daily
Administrative area Clean 5 days in a week Dusting 3 days in a week
Storage room Clean 2 days in a week Dusting 1 day in a week
Cloakroom Clean 2 days in a week Dusting 1 day in a week
Hallways and stairs Clean daily

Table 2. Frequency of routine cleaning in isolation room: airborne isolation

Floor Furniture/objects

Room Clean daily Clean daily
Sanitary facilities Sanitary clean twice a day, Clean daily

every day of the week
After end of isolation; Clean Clean
room, sanitary facilities, and sluice

Table 3. Frequency of routine cleaning in isolation room: strict isolation

Floor Furniture/objects

Room Clean daily Clean daily
Sanitary facilities Sanitary clean twice a day, Clean daily

every day of the week
Sluice Clean daily Clean daily
After end of isolation; Disinfection Disinfection
room, sanitary facilities, and sluice

Table 4. Frequency of routine cleaning in isolation room: protective isolation

Floor Furniture/objects

Room Clean daily Clean daily
Sanitary facilities Sanitary clean twice a day, Sanitary clean twice a

every day of the week day, every day of the week
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Table 5. Frequency of routine cleaning in the outpatients’ clinic

Floor Furniture/objects

Treatment rooma Clean 5 days in a week Clean 5 days in a week
Consulting room, Clean 5 days in a week Clean (dusting) 5 days in a week
hard floor coveringa

Consulting room, Vacuum cleaning 2 days in Clean (dusting) 2 days in a week
soft floor covering a week
Examination rooma Clean 5 days in a week Clean 5 days in a week

aIf in use at the weekend, clean daily.

Table 6. Frequency of routine cleaning in the operating department

Floor Furniture/objects

Operating room Clean daily Clean daily
Scrub area Clean daily Clean daily
Room for immediate pre- Clean daily Clean daily
operative care
Storage room Clean daily Clean (dusting) 1 day in a week
Waste storage room Clean daily Clean daily
Dirty linen storage room Clean daily Clean daily
Instrument washing room Clean daily Clean daily
Office area Clean daily Clean (dusting) 1 day in a week
Hallway Clean daily Clean (dusting) daily
Sluice Clean daily Clean (dusting) daily
Changing room Clean daily Clean (dusting) daily
Recovery room Clean daily Clean daily

aIf not in use at the weekend, then clean 5 days in a week.

Table 7. Frequency of routine cleaning in various rooms

Floor Furniture/objects

Baby and children’s room Clean 5 days in a week Clean 5 days in a week
Endoscopy room Clean 5 days in a week Clean 5 days in a week
Physiotherapy exercise room Clean 5 days in a week Clean 5 days in a week
Radiology, room for Clean 5 days in a week Clean 5 days in a week
invasive examination
Radiology, room for Clean 5 days in a week Clean (dusting) 2 days in a week
other examination
Rooms other than operating Clean 5 days in a week Clean 5 days in a week
room in which invasive
procedures are performed
Laboratory Clean 5 days in a week Clean 5 days in a week

(only workbenches)
Central kitchen Clean daily Clean daily

aIf in use at the weekend clean daily.



Routine cleaning of environmental surfaces with detergents and elimina-
tion of heavy dust is sufficient in most circumstances (WIP, 2002 Module 6.4).
Detergents, disinfectants, and cleaning equipment itself may become a source
of contamination. Werry et al. (1988) reported contamination of detergent
solutions used for cleaning of surfaces. The contaminants, mainly Gram-negative
non-fermentative bacilli, including Acinetobacter spp. and Pseudomonas
aeruginosa. Since contamination may occur during the preparation of fresh
solutions, cleaning solutions must be prepared daily or as needed, and fre-
quently be replaced with fresh solution according to facility policies. The mop
head should be changed at the beginning of each day and/or after cleaning up
large spills of blood or other body substances. The use of disposable materials
is preferred for all methods of cleaning. When using non-disposable materials,
they have to be sent to the laundry service immediately after completing a
cleaning job (WIP, 2002 Module 6.4).

Rutala et al. (2000) reviewed the epidemiological and microbiological data
regarding the use of disinfectants on noncritical surfaces. They concluded to
disinfect housekeeping and noncritical patient care equipment–surfaces given
the minimal extra cost and added antimicrobial activity. Still, the routine use of
disinfectants to clean hospital floors and other surfaces is controversial and the
influence on nosocomial infections unclear. Danforth et al. (1987) compared
the influence of disinfection vs cleaning using plain soap on nosocomial infec-
tion rates during a 6-month period. The combined nosocomial infection rate
for the eight acute-care nursing wards did not differ between the disinfectant
and detergent groups. No differences in floor contamination were observed.
Comparing detergent- and disinfectant-use, Dharan et al. (1999) observed no
change in the incidence of hospital-acquired infections during a 4-month trial
period compared to the preceding 12 months.

When surfaces, furniture, or objects are found to be contaminated with
blood or other body fluids, disinfectants must be used. Further indications 
for disinfection are: rooms of patients infected or colonized with multiresis-
tant microorganisms, for example, MRSA, VRE, multiresistant Gram-negative
bacteria (Hayden, 2000; Muto et al., 2003) and during viral epidemics, for
example, HAV, coronavirus, rotavirus, etc. (Griffith et al., 2000; Leoni et al.,
1998; Lloyd-Evans et al., 1986; Rutala and Weber, 1997). In general, when
controlling epidemics, disinfection should be part of the solution to control the
spread.

For noncritical instruments and devices as well as for general environmen-
tal surfaces high level disinfectants/liquid chemical sterilants should not be
used (Rutala, 1996). As mentioned above, pre-disinfection cleaning is neces-
sary, to reduce the biological burden and to remove organic matter (e.g., blood)
that can partly inactivate disinfectants. Only a few industrial products offer
cleaning and disinfection in one. Furthermore, disinfectants must be applied in
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the right concentration and the prescribed contact time must be used (WIP,
2002 Module 6.4).

A chlorine-based disinfectant is typically used for disinfection of floors
and other large surfaces. It is bactericidal, virucidal, tuberculocidal, and fungi-
cidal. When chlorine reacts with proteinaceous material, such as blood, some
of the chlorine combines with proteins and forms N-chloro compounds. The
surface should be cleaned before the disinfectant is applied. Otherwise, a high
concentration of available chlorine is required to inactivate virus in the pres-
ence of undiluted blood. Surfaces contaminated by blood or other body fluids
which cannot be physically cleaned before disinfection, should be disinfected
with 0.5% (5,000 ppm, i.e., 1:10 dilution) available chlorine or iodine. On the
other hand, if the surface is hard and smooth and has been cleaned appropri-
ately, 0.05% (500 ppm, i.e., 1:100) solutions are sufficient. Higher concentra-
tions (1,000 ppm) are required to kill Mycobacterium tuberculosis. Once
surfaces and objects have been cleaned, they must be in contact with the 
chlorine (“wet”) for at least 5 min. This is the minimum time required to let the
disinfectant take effect. After disinfection surfaces should be allowed to air
dry (Rutala, 1996). Clostridium difficile has been associated with outbreaks of
diarrhea and colitis in hospitalized adults, especially those receiving antimi-
crobial therapy. Although there is evidence of person-to-person transmission in
the hospital as well as transmission via contaminated environmental surfaces
and transiently colonized hands, control of C. difficile is usually achieved by
proficient cleaning of environmental surfaces (McFarland et al., 1989). In
order to reduce surface contamination and to control outbreaks, the use of
sodium hypochlorite solutions (500 and 1,600 ppm) were shown to be more
effective than chlorine. Thus, in outbreak situations, sodium hypochlorite
should be the disinfectant of choice in reducing the levels of environmental
contamination with C. difficile (Rutala and Weber, 1997).

Viruses can be transmitted from environmental surfaces either directly to
mucous membranes or from surface-to-finger-to-mucous membranes. There
may be discontinuous phases of infections between hospitals and the commu-
nity involving environmental surfaces (Griffith et al., 2000; Rheinbaben et al.,
2000; Rutala and Weber, 2000). Apart from good hand hygiene, Ward et al.
(1991) showed, in an experimental study, that the use of disinfectants is an
efficient method of inhibiting the transmission of rotavirus to human subjects.
Sattar et al. (1993) determined that chlorine, phenolic, and phenol/ethanol
products prevented rotavirus transmission from stainless steel disks to finger-
pads. Infection occurred in 63% to 100% of volunteers who licked rotavirus-
contaminated fingers/surfaces, but no volunteers became infected after licking
contaminated surfaces that had been disinfected with the phenolic/ethanol spray.
Hypochlorite was shown to be effective in controling outbreaks with coron-
avirus (1,000 ppm, 1 min), human parainfluenza virus (1,000 ppm, 1 min),
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coxsackie B virus and adenovirus type 5 (5,000 ppm, 1 min), rotavirus 
(800 ppm, 10 min), hepatitis A virus (5,000 ppm, 1 min), and rhinovirus type 14
(800 ppm, 10 min) (Abad et al., 1997; Muto et al., 2003).

Also phenolics and quaternary ammonium can be used to disinfect envi-
ronmental surfaces. Sodium hypochlorite has the additional advantage of
being considerably less expensive than commercially available phenolic and
quaternary disinfectants. Also, cleaning with sodium hypochlorite solutions
may exacerbate respiratory disorders in some patients. When sodium hypo-
chlorite is inappropriate, a phenolic or quaternary ammonium compound may
be the preferred alternative. The phenolic detergents are tuberculocidal, fungi-
cidal, virucidal, and bactericidal at their recommended use-dilution. The qua-
ternary ammonium compounds sold as hospital disinfectants are generally
fungicidal, bactericidal, and virucidal against lipophilic viruses (HBV, HCV,
HIV, HSV-1); they are not sporocidal and generally not tuberculocidal or viru-
cidal against hydrophilic viruses (Rutala, 1996).

For disinfection of smaller surfaces and materials, 70% alcohol can be used.
Engelenburg et al. (2002) showed that a high concentration alcohol mixture
(80% ethanol and 5% isopropanol) has a high virucidal potential in particular
for the blood-borne lipid-enveloped viruses HIV, HBV, and HCV. But they
are flammable, evaporate quickly, and are not appropriate for large surfaces
cleaning (Rutala, 1996).

Also, for fomites (beds, bed linens, tray tables, etc.) in the patient room, clean-
ing and, if necessary (i.e., blood and/or other body fluids are detected or contam-
ination with multiresistant bacteria), disinfection should be done regularly. The
fomites are cleaned after the patient is discharged or in the event of visible soiling.
If the fomites are used by the same patient for a long period of time, they must
be cleaned at least once every 4 weeks. Shortstay beds and the other fomites for
outpatients’ treatment are cleaned after each use (WIP, 2002 Module 33.1).

2.2. Susceptibility to disinfectants

The multiple antibiotic-resistant Gram-negative bacilli, MRSA, and VRE
have become established as a major problem in many hospitals around the
world (Alfieri et al., 1999; Aygun et al., 2002; Berg et al., 2000; Boyce, 1990;
Burd et al., 2003; Dijk et al., 2002; Engelhart et al., 2002; Getchell-White
et al., 1989; Mongkolrattanothai et al., 2003; Timmers et al., 2002). Repeated
exposure of hospital pathogens to antibiotics can lead to resistance, and also a
similarly intensive exposure to antiseptics and disinfectants might result in a
possible resistance to these agents.

Russell et al. (1998) have developed stable chlorhexidine resistance in some
strains of Pseudomonas stutzeri by exposure to increasing concentrations of the
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bisbiguanide. The chlorhexidine-resistant strains showed a variable increase in
resistance to quaternary ammonium compounds and to trichlosan. Additionally,
these chlorhexidine-resistant strains demonstrated a variable increase in resis-
tance to polymyxin B, gentamicin, nalidixic acid, erythromycin, and ampicillin.
They concluded that concomitant antibiotic and antiseptic resistance in Gram-
negative bacteria may occur. Thomas et al. (2000) reported a stable increase
in chlorhexidine MICs for P. aeruginosa after exposure to subinhibitory con-
centrations simulating residual levels of this antiseptic in the environment.
Increases in resistance may result from exposure of microorganisms to sub-
lethal doses of disinfectants. The high organic load or bioburden protects the
bacteria and requires higher concentrations of the disinfectant to reach the
disinfecting efficacy on the predominant microflora (Gebel et al., 2002).

However, Martro et al. (in press) assessed the bactericidal activity of sev-
eral antiseptics and disinfectants on Acinetobacter baumannii strains obtained
from clinical and environmental specimens in an intensive care unit during
an outbreak. And observed neither evidence of development of resistance to
biocides over time, nor a correlation between resistance to antibiotics and a
decreased susceptibility to antiseptics or disinfectants.

The studies about activity of disinfectants against VRE, found no difference
in the in vitro susceptibility of VRE and vancomycin-susceptible enterococci to
standard hospital disinfectants (Block et al., 2000; Saurina et al., 1997). Also,
Rutala et al. (1997) conducted a study to evaluate the susceptibility of antibiotic-
susceptible and antibiotic-resistant hospital bacteria and did not find a correla-
tion between antibiotic resistance and resistance to disinfectants. So, routine
disinfection methods do not need to be altered for resistant bacteria.
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1. INTRODUCTION

Antibiotic resistance is a major clinical problem that affects both hospital and
community populations. The community problems arise mainly from the car-
riage of resistant organisms that while basically quiescent can alter and initiate
disease. In hospitals, the major challenge is the development of multiply resis-
tant organisms in long-stay and severely immunocompromised patients. It is
well established that many infections, in otherwise healthy patients, involve pen-
etration of the mucosae by a small group of related organisms that then prolifer-
ate (Moxon et al., 1994) (Figure 1). Most individuals cope with this continuous
challenge via the immune system, but problems arise either from very vigorous
infections or when the immune system is partially disabled (Levin and Antia,
2001). For the majority of infections, antibiotic treatment is a sufficient aid to the
immune system to accelerate bacterial clearance. However, when bacteria either
occupy or create niches that are difficult to reach with either antibiotics or the
immune system, then the potential for the explosive development of high levels
of resistance is considerable. This chapter supplies a personal perspective on the
current understanding of the issues associated with the development of antibiotic
resistance. It is not comprehensive but there are now many excellent reviews in
this area that provide coverage of this important topic (Canton et al., 2003;
Chopra et al., 2003; Drlica, 2003; Livermore, 2003; Martinez and Baquero,



2002; Ruiz, 2003; Whittle et al., 2002). Rather, I have incorporated papers that
report experiments or philosophies that I consider to be illuminating.

1.1. Acquisition of resistance

Antibiotic resistance can arise by the acquisition of resistance determinants
from other organisms by horizontal gene transfer or by the occurrence of muta-
tions that either affect the structural genes for target proteins in the cell or alter
the rates of penetration or expulsion of the antibiotic. Some mechanisms might
be considered hybrids, such as the evolution of �-lactamases that has occurred to
create the TEM, SHV, and ESBL categories of enzymes—the initial acquisition
of the gene encoding the enzyme is followed by the accumulation of mutations
that confer new properties. Changes in the fidelity of DNA replication and repair
can potentiate the acquisition of new drug resistance (see Section 4, Mutators),
both by enhancing the rate of mutation and by allowing more frequent
gene transfer events between species that are normally maintained separate
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Figure 1. Generation of diversity among microorganisms. A few organisms from a hetero-
geneous group infect the patient and are either cleared from the system or find protected
niches where they can evolve. The treatment with antibiotics (or interaction with the immune
system) establishes the potential for selection of variants. The outcome of each mutagenic/
selection regime may differ depending upon the properties of that niche with regard to
accessibility to antibiotics, the immune system, and other organisms. The presence of muta-
tor organisms and of strangers carrying drug resistance elements can accelerate and/or
change the direction of evolution.



(Chopra et al., 2003). The degree to which acquired resistance is a significant
event in patients depends largely upon the degree of isolation of the evolving
organism from other microorganisms. In isolated niches, such as deep seated
cysts in the liver (Low et al., 2001), the opportunities for gene exchange with
“strangers” would be rare, whereas for a uropathogenic organism, the opportuni-
ties for illicit gene exchange might be more frequent. It is clear, therefore, that
the study of the development of antibiotic resistance in patients is as interesting
as a purely scientific problem as it is important as a clinical one.

2. ANTIBIOTIC CONCENTRATIONS AT 
TARGET SITES

It is well recognised that the efficiency of antibiotics in vivo is determined
by their pharmacokinetics and pharmacodynamics (Wise, 2003). The former
describes relatively simple processes of absorption, distribution, metabolism,
and excretion of the antibiotic, which are properties of the molecules them-
selves. Resistance selection is favoured among the microbial community if the
drug does not reach the site of infection at sufficiently high concentrations to
kill all of the microorganisms. Variable penetration of tissues will lead to het-
erogeneity in the antibiotic concentration in different body compartments
leading to eradication of organisms at one site but promoting resistance devel-
opment at another. One of the significant attributes of fluoroquinolones is con-
sidered to be the rapidity with which they are absorbed and distributed around
the body—but even these antibiotics show low uptake into cerebrospinal fluid
and fatty tissues (Wise, 2003). For �-lactams, a more restricted distribution
may negatively impact their efficiency. Purulent fluid sampled from infected
liver cysts in a patient on intravenous meropenem therapy contained only
1.2–5 mg/L compared with serum levels of 91.7 mg/L 30 min prior to surgery
(Low et al., 2001). This may represent an extreme example, but similar ratios
have been recorded for salivary concentrations of most �-lactams and sul-
famethoxazole (Soriano and Rodriguez-Cerrato, 2002). Most antibiotics
shared these characteristics with only the weakly basic antibiotics being con-
centrated to high levels (�40% of serum concentration), for example,
ciprofloxacin and trimethoprim. This study (Soriano and Rodriguez-Cerrato,
2002) sought to correlate the pharmacokinetic properties of different antibi-
otics with their impact on the nasopharyngeal flora since the mucosa is coated
with saliva. With the exception of antibiotics that are known to have low
in vitro activity on the flora (e.g., ciprofloxacin), there was a reasonable corre-
lation between salivary concentration and impact on the flora (Soriano and
Rodriguez-Cerrato, 2002). However, in terms of either reducing the carriage of
resistant streptococci or the development of resistance, there was a tendency
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for �-lactams to eliminate only the sensitive strains creating the potential for
the expansion of the resistant and intermediate flora. It was considered that
the low salivary concentration of some of these antibiotics, coupled with their low
to moderate effectiveness in vitro, was a significant factor in determining their
effectiveness. Antibiotics with a high in vitro activity proved more successful
(Soriano and Rodriguez-Cerrato, 2002). The compounding problem is that
selection for non-susceptible strains can lead to cross-resistance. In the ARISE
project (Soriano and Rodriguez-Cerrato, 2002), it was observed that elimina-
tion of 67% of the Streptococcus pneumoniae strains by treatment with peni-
cillin (0.06 mg/L) led to an increase in non-susceptible strains but also doubled
the incidence of clarithromycin-non-susceptible organisms. A similar finding
was made for treatment with clarithromycin. These observations point to the
importance of the antibiotic reaching the effective concentration at the target
tissue in order to prevent the development, or enrichment, of resistant strains.

2.1. Mutant prevention concentration and 
mutant selection window

Pharmacodynamics deals with the relationship between antibiotic concentra-
tion and bactericidal effects and post-antibiotic effects. Such relationships can
only be examined using either animal or in vitro models or by collation of data
obtained with human subjects. Wise (2003) has pointed out that the MIC is the
major in vitro parameter studied with clinical isolates, but because this analyses
bacterial growth at a fixed concentration, it cannot reflect in vivo activity very
closely because here the concentration of the antibiotic varies with time. A num-
ber of different pharmacodynamic parameters have been defined that relate the
persistence of the antibiotic in the serum at concentrations above the MIC to the
efficacy of the drug (Hyatt et al., 1995; Schentag et al., 2001). Which of these
parameters is the most important depends on the antibiotic class being studied
(Hyatt et al., 1995). For �-lactams, oxazolidinones, and macrolides, it has been
suggested that the serum concentration needs to be maintained above the MIC
for an effective treatment (Wise, 2003). In contrast to the aminoglycosides and
fluoroquinolones, the ratio of maximum serum concentration to MIC is consid-
ered to more important as a predictor of efficacy of treatment.

It is generally held that if the concentration of the antibiotic at the site of
infection exceeds the MIC for the microorganism, then resistance can be
avoided. This led Drlica and colleagues to propose the mutant prevention con-
centration (MPC) for an antibiotic (Dong et al., 2000; Drlica, 2003; Sindelar
et al., 2000). Based on their analysis of fluoroquinolone potency against
Mycobacterium, they argued that the selection of mutations could be avoided
if the antibiotic concentration could be maintained above one that prevented
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the growth of cells that had acquired the first step mutation required for
increasing the MIC (Dong et al., 2000). The MPC definition was arrived at
after in vitro studies of resistance development and considerations of extant
clinical data and defines the MPC as the minimum concentration that allows
no mutant recovery when more than 1010 cells are applied to drug-containing
agar (Dong et al., 2000; Drlica, 2003). Many current antibiotics cannot achieve
serum concentrations that are likely to exceed, or even approach, the MPC
(Dong et al., 2000), suggesting that the selection of resistant clones will
remain a significant issue for the immediate future. However, the definition of
MPC does give a basis for the design of antibiotics to reduce the frequency
with which mutations to resistance will arise.

The proposal of the MPC was developed from an analysis of the rise in resis-
tance to fluoroquinolones in mycobacteria. These observations fit with other data
on the pharmacodynamics of antibiotics, but the concept has been superceded by
the mutant selection window, which is the idea that there is a range of concentra-
tions of the antibiotic over which more resistant mutants are most frequently
selected (Drlica, 2003). As the concentration of antibiotic increased, the sensitive
flora died, but then a plateau in the kill was observed due to the presence within
the population of resistant mutants. Progressively greater concentrations lead to a
further decline in the numbers of survivors as the resistance is overcome. The
selection window is that range of concentrations over which survival is essentially
constant and represents the interval between the lower boundary, at which
concentration-sensitive organisms are killed, and the upper boundary, which rep-
resents the concentrations that kill cells that possess only a single mutation con-
ferring resistance (Drlica, 2003). Wise (2003) documents a number of cases
where high doses of antibiotics given for short periods resulted in eradication of
the pathogen in a high percentage of patients and prevented the appearance of
resistance. Thus, the pharmacokinetics and pharmacodynamics of antibiotics
offer opportunities for limiting the development of resistance in patients.

3. SELECTIVE PRESSURE

The ideal environment for the selection of antibiotic-resistant bacteria is one
in which the concentration of the antibiotic is too low to kill all the organisms
but high enough to present an opportunity for a slightly more resistant organism
to outgrow the rest of the population. Over the last 40 years, since the introduc-
tion of ampicillin, more than 60 variants of the TEM-1 �-lactamase have been
characterised. Genetic experiments have shown that many more variants can be
isolated in the laboratory, but that selection in the patient involves more com-
plex parameters than simply the maximum activity against a particular 
�-lactam (Blazquez et al., 2000). Similar observations have been made for
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ciprofloxacin resistance determinants (Ruiz, 2003). In particular the “patient-
environment” represents a spatially- and temporally-variable context within
which organisms must evolve to survive. The reason for the observation of a
narrower spectrum of mutations in the patient isolates than in the laboratory
represents the more varied challenges that are posed in the former, particularly
with respect to variations in antibiotic exposure. A patient who is failing treat-
ment with one �-lactam will be rapidly switched to another—the microorgan-
ism that specialises in survival of the first antimicrobial at the expense of
dealing with a related molecule will be short-lived!

3.1. The principle that not all change is good

A demonstration of this principle was achieved through the analysis of the
evolution of TEM-1 �-lactamase in vitro (Figure 2). Escherichia coli cells
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Figure 2. Fluctuating �-lactam pressure alters the pattern of evolution. Blazquez and col-
leagues (2000) devised an experiment in which cells were serially sub-cultured at increasing
concentrations of ceftazidime and in a parallel experiment the cells were also subjected to an
overnight incubation with a fixed concentration of amoxicillin. The outcome of the evolution
of a TEM-1 �-lactamase was investigated by sequencing the resulting plasmids when the
cultures had achieved growth in the presence of 32 mg/L ceftazidime.



expressing TEM-1 were subjected to serial passage through medium containing
increasing, doubling concentrations of ceftazidime until growth occurred at
32 mg/L. In parallel, a second series of similar serial passages on ceftazidime
was conducted but an overnight challenge with amoxicillin was performed
between each growth cycle. The protein sequences of the resulting TEM
enzymes were deduced by sequencing the respective genes, and the outcome
of the continuous direct selection and the dual selection compared. It was
found that continuous single selection selected five different mutations, three
of which had not been observed in natural variants of TEM-1. All three of the
unusual amino acid changes were found to diminish the MIC for amoxicillin,
suggesting that they altered enzyme activity so that this antibiotic was no
longer so readily hydrolysed. As expected from the MIC data for the mutants
isolated by continuous single selection, only two mutant types were isolated by
dual selection, both of which had been encountered previously in natural iso-
lates. These mutations were also dominant among the isolates selected by con-
tinuous exposure to ceftazidime and also conferred higher MIC values for this
antibiotic suggesting that these mutations create a better �-lactamase than did
either of the rarer changes (Blazquez et al., 2000).

3.2. Small concentration differences do matter

Recent work has pointed to the small differences in �-lactamase enzymes
that might be sufficient to lead to selection. Negri and colleagues (Negri et al.,
2000) noted that many TEM variants possess multiple amino acid changes that
could only arise by several rounds of mutagenesis and selection. Although
mutators increase the mutation frequency by up to 103-fold (see below), they
are unlikely to introduce several mutations into a single gene in any one gener-
ation. Thus, selection of each mutant is mandatory. It has been pointed out that
TEM-12 differs from TEM-1 by a single amino acid change, which produces a
small change in growth inhibition by cefotaxime: E. coli cells expressing
TEM-1 are inhibited by 0.008 mg/L compared with 0.015 mg/L for those
expressing TEM-12. TEM-12-producing strains have been selected by cefo-
taxime, suggesting that this small change in MIC is sufficient growth advan-
tage to select for this mutation (Negri et al., 2000). In a series of elegant
experiments, it was demonstrated that cells expressing TEM-12 were selected
over TEM-1 when the antibiotic concentrations were very low, but that TEM-1
was selected at higher cefotaxime concentrations. The authors concluded that
this confirmed the idea of selective windows—a concentration range over
which a particular mutation confers a specific growth advantage to the cells
expressing it. The duration of the exposure of the cultures to the antibiotic, at
concentrations in the selective window range, increased the selection for the
TEM-12-bearing cells.
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In these studies, it was noted that there was an unpredicted second, higher,
concentration range in which the TEM-12 enzyme was more advantageous to
cells than TEM-1. This proved to be due to the selection of an OmpF	 muta-
tion that conferred the higher MIC when combined with TEM-12 rather than
with TEM-1 (Negri et al., 2000). The experiment was repeated in mice inocu-
lated with a mixed population of cells expressing either TEM-1 or TEM-12, by
varying the dose of cefotaxime. As predicted from the in vitro experiments,
TEM-12 cells were selected over TEM-1 cells at low concentrations of cefo-
taxime but not at higher concentrations. The selective window appeared to
be larger than in the in vitro experiments but the overall effect was similar
(Negri et al., 2000). These data show that apparently small differences in 
cell performance can be selected given the appropriate antibiotic concentra-
tion. Moreover, it demonstrates that spatial heterogeneity within the human
body, giving rise to protected compartments with lowered antibiotic penetra-
tion, is likely to provide a selective environment for a range of resistance
mutations.

4. MUTATOR STRAINS

Mutator strains are those that have acquired high rates of mutagenesis due to
a breakdown in the normal proofreading processes engaged during DNA repli-
cation and repair. Throughout evolution there has been a drive to maintain the
fidelity of the genome sequence. Mutation is essential for evolution to take
place, but the rate must be controlled to ensure the overall viability of the organ-
ism. Changes that occur naturally are minimised by repair systems that identify
mismatched bases. In E. coli, four genetic loci (mutS, mutL, mutH, and uvrD)
are associated with increased mutation rates due to loss of the mismatch repair
system (Chopra et al., 2003; Gross and Siegel, 1981; Matic et al., 1997;
Radman et al., 2000). Similarly mutD (dnaQ) codes for the ε (proofreading)
subunit of DNA polymerase III and ensures the fidelity of DNA replication and
mutations in this locus alter the rates of mutation due to overload of the mis-
match repair system (Chopra et al., 2003; Oller et al., 1993). Altering the
metabolism of cells can also predispose them to exhibit high rates of mutagen-
esis. Cells that have undergone oxidative damage accumulate oxidised guanine
bases, both as the free 8-oxo-dGTP and incorporated into DNA. Three gene
products, MutT, MutM, and MutY eliminate these oxidised bases. A less obvi-
ous example is that of nucleotide diphosphate kinase (ndk), loss of which
causes increases in the pools of dGTP and dCTP that in turn appears to favour
A:T to G:C changes (Oller et al., 1993). The mutation is synergistic with a mutS
mutation since mismatch repair normally undoes the mutations caused by
unbalanced pools of deoxynucleotide triphosphates. This study also found that
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not all types of mutator activity can be detected by the standard mechanism of
measuring the rate of mutation to rifampicin resistance. Altered pools of
dCTP/dGTP also caused duplications of repeat sequences, which would alter
the reading frame of genes and cause loss of function.

It seems probable that mutation rates will rise due to changes in the envi-
ronment once a pathogenic organism has entered a macrophage or another
environment in which it is nutritionally disadvantaged. The impact of oxida-
tive damage has been alluded to above. In starving colonies of E. coli, an
increase in error-prone repair has been suggested to cause increased genetic
heterogeneity (Taddei et al., 1995, 1997). Recent work has shown that
Brucella and Salmonella undergo modified gene expression when they enter
macrophages that is consistent with them resisting the mutagenic effects of
the natural electrophile methylglyoxal (MG) (Eriksson et al., 2003; Eskra
et al., 2001; Kohler et al., 2002). MG is produced by cells either in response
to phosphate limitation or when the balance of carbon metabolism is per-
turbed leading to the accumulation of sugar phosphates (Booth et al., 2003).
Overproduction of this metabolite by cells is known to be mutagenic and is
countered by repair mechanisms and by detoxification of MG by a glu-
tathione-dependent glyoxalase pathway. Salmonella cells that have been
engulfed by macrophages exhibit induction both of phosphate scavenging
pathways and systems for protection against MG (Eriksson et al., 2003).
These data point to the potential for the intracellular environment to increase
the rate of mutagenesis.

It has been known for almost 50 years that mutator bacteria exist within the
natural populations, but they do so at a low frequency (approx. 1%) (LeClerc
et al., 1996). These observations have been repeated and extended at intervals,
particularly during the investigation of the emergence of new pathogenic
strains and the growth in interest in antibiotic-resistant isolates. Hypermutable
Pseudomonas aeruginosa were isolated from a cystic fibrosis (CF) lung infec-
tion (Oliver et al., 2000). From a range of perspectives, this is a very challeng-
ing environment for a bacterial cell—both natural and man-made challenges
are prevalent. In contrast to isolates from acute clinical infections, those from
the CF patients were found to be quite diverse in appearance and in physiology
(Oliver et al., 2000). Many of the CF isolates gave mucoid colonies, a property
that is strongly associated with pathogenesis. It may affect adherence, resis-
tance to antibiotics and to macrophages, quenching of oxygen radicals and
hypochlorite. Mutations in the mucA gene, which forms part of the regulatory
network governing algD that produces the immediate precursor of alginate,
have been observed in P. aeruginosa isolates from CF patients. Loss of MucA
leads to high levels of expression of AlgD and synthesis of alginate, which
enhances survival of P. aeruginosa in the lung (Boucher et al., 1997; Govan
and Deretic, 1996).
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Such considerations led to the hypothesis that mutators might be more
frequent among CF patient isolates than among those from acute infections
(Oliver et al., 2000). Mutator isolates were obtained from 11 of 30 CF patients
and 19.5% of all isolates from all the patients exhibited the mutator phenotype
(scored by the acquisition of resistance to either rifampicin or streptomycin at
a frequency 20 times that of the control strain PAO1; Oliver et al., 2000). Each
patient who had mutator clones exhibited unique P. aeruginosa lineages with
no suggestion that there had been cross-infection. In contrast, it was observed
that no mutators were found among 50 blood isolates and among 25 respira-
tory isolates from non-CF patients. The mutation rates were �100 times greater
in the mutators than in the non-mutator strains. In most cases, the origin of the
mutator phenotype was a mutation in either mutS, which could be comple-
mented by the cloned mutS gene or in the mutY gene (Oliver et al., 2000). The
patients from whom these strains were obtained had received several courses
of different antibiotics and thus the isolates were screened for their MIC values
for a range of antimicrobial agents. As expected, all of the CF isolates exhib-
ited a tendency to be more resistant to antibiotics that non-CF isolates, but for
almost all drugs, a higher frequency of resistance was observed among the CF
isolates (Oliver et al., 2000).

4.1. Persistence of mutators

There is a strong prediction that mutators pose only a transient advantage
while the selective pressure is strong, but should be at a disadvantage in the
long run when selective pressure is relieved (Chopra et al., 2003; Funchain
et al., 2000; Giraud et al., 2001a). As a rule, significant frequencies of mutator
strains have been found in clinical situations where the organism persists for
extended periods and is probably subject to severe challenge from both host
defences and antibiotic treatment. In the CF example, mutator bacteria sur-
vived for long periods in the patients, with similar isolates being obtained from
one patient after a 4-year interval. The constantly changing environment of the
lung as the patient’s health deteriorates poses a continuing challenge to the
colonising organisms, and consequently may act as a selective force in favour
of mutators despite their potential to generate nonbeneficial mutations (Giraud
et al., 2001b). Recent work has identified mutators among fluoroquinolone
resistant clones of E. coli isolated from the urinary tract (Lindgren et al.,
2003). The most resistant clones were found to have multiple mutations in
gyrA and parC and were also found to exhibit mutation rates two orders of
magnitude greater than the more sensitive clones that also possessed fewer
mutations contributing to resistance (Lindgren et al., 2003). Similarly, in a
comparison of 603 commensal and pathogenic isolates of E. coli and Shigella,
the highest rates of mutation were found to be associated with uropathogenic
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strains (Denamur et al., 2002). The incidence of mutators did not differ signif-
icantly between commensals and pathogenic organisms, but was found to be
enhanced among strains recovered from urinary tract infections. Strains recov-
ered from pus were found to have the lowest rate of mutation among the whole
collection of strains, but the reasons for this are unknown.

4.2. Gram-positive bacteria

The role of mutator strains in the development of antibiotic resistance
among Gram-positive organisms in the clinical setting is largely unknown.
Analysis of the mutation rate of over 490 clinical Staphylococcus aureus iso-
lates suggested that none were exceptional (O’Neill and Chopra, 2002). In
contrast, mutS alleles of S. aureus have been created and they exhibit the
expected increase in mutation rate and were used to select high level
vancomycin-resistant clones that only arise from the acquisition of multiple
mutations (Schaaff et al., 2002). Among 200 clinical isolates of Streptococcus
pneumoniae, �8% had mutation rates equivalent to those seen in mutS mutants
of this organism (Morosini et al., 2003). However, these strains appeared to
have normal hexA (mutS) and hexB (mutL) loci and the presence of the muta-
tors did not appear to influence the level of resistance to penicillin. In labora-
tory experiments, the potential of mutators has again been demonstrated. Low
concentrations of cefotaxime led to enrichment of a mixed population
(hexA/wild type) of S. pneumoniae cells for the hypermutable strain due to the
higher rates of acquisition of mutations in pbp2x (Thr550Ala) (Negri et al.,
2002). From these initial studies, it seems likely that mutators will play a role
in the development of resistance among Gram positives in an appropriately
selective environment.

5. CASE STUDIES IN EVOLVING 
RESISTANCE IN PATIENTS

Two major studies have been published that describe the evolution of
antibiotic resistance within the same patient over a period of time (Low et al.,
2001; Rasheed et al., 1997). Each obtained serial isolates which when charac-
terised by molecular methods were shown to have evolved from a common
stock distinct from other E. coli strains. Both studies observed the periodic
selection of different resistant mutants followed by their replacement with
other related strains. Additionally, in both studies, the progressive increase in
MIC for �-lactams was associated with changes in porin expression (and
structure) and in the complement of �-lactamases. However, the two studies
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differ in the probable mechanism by which the switch of �-lactamase profile
takes place.

5.1. An infant with aplastic anaemia

Tenover and colleagues (Rasheed et al., 1997) studied serial isolates,
obtained over a 3-month period, from the blood of an infant with idiopathic
aplastic anaemia. Extensive broad spectrum antibiotic treatment took place
during this period to treat fever episodes, in parallel with treatment for the
aplastic anaemia. The first confirmed E. coli isolate from blood was some 
�10 weeks after initial admission. Eight days after the initial isolate, three dis-
tinct phenotypes were noted among the isolates from the blood on the same
day suggesting that the population was diverging or that the infected locus
contained an already diverged community. The most distinctive isolate had
acquired high-level resistance to tetracycline, gentamicin, and sulfonamides.
This strain was found to have a modified plasmid banding pattern consistent
with the possible enlargement of a preexisting 120 kDa plasmid. The multiple
drug resistance phenotypes could be transferred by conjugation, whereas the
�-lactamases could not (Rasheed et al., 1997). Midway through this period,
the resistance spectrum of the isolates changed dramatically with the acquisi-
tion of high-level resistance to several oxyimino cephalosporins, for example,
cefotaxime and ceftazidime. PCR analysis coupled with IEF/nitrocefin-based
detection of �-lactamases showed that the new variants had acquired an SHV
�-lactamase in addition to the TEM-type enzyme already present. Over the
time course of the study, strains lacking the porin OmpF were also detected,
although the final pair of isolates exhibited some OmpF protein. As indicated
above, analysis of the genome by pulsed field gel electrophoresis (PFGE) and
by arbitrarily-primed PCR showed that all of the strains originated from a sin-
gle clone. Thus, there was considerable diversity selected in the patient over a
relatively short time period

The nature of this patient’s illness suggests that the major source of the
infecting organisms was the intestine. Thus, there are several parallel processes
that may be responsible for the evolution of the antibiotic resistance. The
intestinal flora may have contained a group of related strains that were inter-
acting to effect the transfer of drug resistant determinants, for example, the
SHV �-lactamase. The OmpF	 strains may have been resident the whole time
and were then selected by changes in the antibiotic regime. Alternatively,
mutations may have arisen during the course of treatment. It is not clear from
the study if the strains were mutators. The reappearance of the porin-
containing strains among the final blood isolates suggests the potential for
coexistence in the gut of both OmpF-lacking and “normal” strains and thus both
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might have been the focus of evolution throughout the period of observation.
Data from the author’s group suggest that evolution of a related group of
E. coli isolates in the gut is probably a frequent occurrence.

Studies in the author’s laboratory have analysed the complexity of the
faecal E. coli in the gut of an elderly patient exhibiting bacteraemia (J. Park,
F. MacKenzie, I. M. Gould, and I. R. Booth, unpublished data). A remarkable
diversity was observed below the molecular level. PFGE and single-gene
RFLP patterns suggested that there were just two major clones, one of which
was also isolated from the patient’s blood. The minor clone, which was repre-
sented by 3/20 faecal isolates, exhibited a completely different PFGE pattern,
a unique ompC gene sequence, had acquired sucrose metabolism and a very
high MIC for amoxicillin. The pattern of plasmids in this strain was also quite
distinct from the major clone, although by transformation experiments it was
demonstrated that they also had at least one plasmid in common (J. Park,
F. MacKenzie, I. M. Gould, and I. R. Booth, unpublished data). However, the
major faecal clone, which was identical to the blood isolate, could be subdi-
vided into two metabolic types with respect to the rate of metabolism of
melibiose. In addition, the isolates exhibited distinct MIC values for amoxi-
cillin and differed in the degree of inhibition of the �-lactamases by clavulanic
acid. While not an exhaustive analysis, the data point to considerable diversity
coexisting among the resident E. coli flora in a single patient (J. Park,
F. MacKenzie, I. M. Gould, and I. R. Booth, unpublished data). Other studies
have concluded that E. coli is the dominant carrier of antibiotic resistance in
the faecal flora and have suggested that the main potential route of transmis-
sion is by conjugation (Osterblad et al., 2000). In this study, comparisons were
made between isolates from the community, from short-stay patients and from
long-stay (geriatric) patients. In all three groups, E. coli was the main resistant
organism, but it was notable that some of the hospital samples (short-stay) had
increased levels of multidrug resistant Enterobacteriaceae that exhibited
distinct profiles from the multidrug resistant E. coli.

5.2. A long-standing E. coli infection of liver cysts

More complex scenarios were seen with a study of a patient with infected
cysts (Low, 2002; Low et al., 2001). A patient suffering Caroli syndrome,
which is a congenital disease frequently associated with the formation of liver
cysts, was treated for frequent episodes of bacteraemia associated with E. coli
colonisation of the cysts. Via surgical examination, it was estimated that the
patient had �100 cysts, many of which were infected. Cell densities in two
cysts, sampled surgically, were found to be 2 � 105 and 3.5 � 107 viable cells
per millilitre. Over a 2-year period, five E. coli samples were recovered from
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the blood and a further two from infected cysts during surgery. The isolates
showed unique patterns of antibiotic resistance of increasing severity and the
final isolates were resistant to meropenem, imipenem, ceftazidime, and cefo-
taxime as well as ciprofloxacin. Variable resistance was observed to trimetho-
prim, but the isolates were sensitive to gentamicin throughout (Low et al.,
2001). PFGE analysis suggested isolates that derived from a single infecting
clone which then diversified. The clonal nature of the isolates was confirmed
by the discovery that the ompC gene sequence had diverged significantly from
that observed in E. coli K-12 and pathogenic E. coli (an observation subse-
quently extended to other clinical isolates; J. Park, F. MacKenzie, I. M. Gould,
and I. R. Booth, unpublished data). Sequencing the ompC gene demonstrated
that it had diverged more than 9% from the E. coli K-12 sequence and that this
was more than double the rate of change of other genes in the same strains and
higher than the observed rate of change in E. coli O157 and in two commensal
E. coli obtained from the faeces of healthy volunteers (Low et al., 2001). All
seven isolates from the patient had the same basic ompC gene sequence (Low
et al., 2001). However, the strains progressively accumulated mutations in the
ompC gene but did not at any stage express OmpF despite the presence of a
functional structural gene. In the later isolates, the mutations rendered the
OmpC protein unstable and consequently lowered levels of the protein were
observed in the outer membrane.

A complex pattern of evolution of the �-lactamases was observed in these
clinical isolates. Each isolate possessed the same dominant TEM-class enzyme
(pI �5), but possessed several other �-lactamase activities with more acidic
(strains 1–4) or slightly more alkaline (strain 5) pI values. At least two different
TEM-class proteins were detected in the first isolate by proteomic analysis of the
periplasmic fractions. The first isolates had three large plasmids and this reduced
to one by the final isolates. No attempt was made to study their transmission to
other E. coli. The isolation of the E. coli in the individual liver cysts makes it
unlikely that the variants arose by plasmid acquisition and would be consistent
with at least two blaTEM genes in the first isolate and their divergence and selec-
tion during subsequent antibiotic regimes. In this regard, it was notable that
while the first two isolates were non-mutators, the later isolates displayed a very
strong mutator phenotype (J. Park, F. MacKenzie, I. M. Gould, and I. R. Booth,
unpublished data). Not only did the isolates alter their plasmid-encoded 
�-lactamase pattern, but they also evolved increased expression of chromosomal
AmpC due to mutations in the promoter and regulatory regions. This evolution
was most marked over the period after the isolate had acquired mutator proper-
ties (J. Park, F. MacKenzie, I. M. Gould, and I. R. Booth, unpublished data).

The importance of the mutator status is also supported by the analysis of
ciprofloxacin resistance (Figure 3). Ciprofloxacin had been used in treatment
prior to the storage of the first blood culture for analysis. The MICs of the first
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two strains were in the sensitive range, but analysis of the gyrA gene sequence
revealed one of the commonest mutations that gives rise to low-level resistance
(D87Y) in the first two isolates and in all the subsequent strains. In the third
isolate, the MIC rose to 128 mg/L but fell in subsequent isolates to 8 (isolate
4) and 16 (isolates 5, 6, and 7) mg/ml. Four of these strains were found to have
additional mutations in gyrA (S83L) and parC (E84G). These mutations alone
cannot explain the MIC values since isolate 1, 2, and 4 have the same muta-
tions in gyrA, but have quite different MIC values and, similarly, isolates 3, 5,
6, and 7 have the same mutations in both gyrA and parC but have MIC values
ranging from 128 to 8 mg/L. Mutations affecting efflux systems must have
arisen in some of the strains, but to date none have been detected. The data illu-
minate two points. First, the multiple mutations within the components that
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Figure 3. The evolution of drug resistance in a patient with infected liver cysts. The patient
first presented at the end of 1994 and was monitored for 3 years with bacterial samples from
the blood and cysts being acquired at intervals. The figure shows the time line for the infec-
tion, a summary of the antibiotic treatment (see Low et al., 2001 for further details) and the
times at which samples were obtained and analysed. The lower half of the diagram indicates
a Split Tree Decomposition (STD) analysis of all the molecular data obtained from the
patient samples. Isolates 3–7 were subsequently discovered to be mutators. Abbreviations:
Cip, ciprofloxacin with MIC indicated as a superscript; 2L and 5L, the superscript indicates
the isolate was obtained directly from a cyst; Leu and Pur (as subscripts) indicate the two
isolates with auxotrophies. The STD analysis was performed by Dr Martin Maiden,
University of Oxford.



can give rise to ciprofloxacin resistance point to the importance of the evolution
of the mutator status in these strains. Second, some mutations are present in the
first and in all subsequent isolates, but others are present only transiently in the
isolated strains. This pattern of the mutations in sequential isolates points to
the separate and independent evolution of the antibiotic resistance. This is
graphically illustrated in Split decomposition analysis of all the sequence data,
suggesting that the infected cysts provided unique environments in which
different evolutionary paths were followed.

Analysis of the total number of changes that took place during the evolution
from a core infecting population led to the conclusion that the strains evolved
in parallel (Low et al., 2001) (Figure 3). In this patient, we believe that sepa-
rate cysts created unique environments in which mutation and selection took
place at different rates and with separate outcomes. At intervals, the patient
presented with a bacteraemia as a result of one, or more, of the cysts leaking
their microbial load. The presence of the same mutations in some isolates but
not in others that were isolated subsequently suggests that at different stages,
some cysts became infected with organisms that originated in another cyst
possibly during the bacteraemia. The mutator status of the later isolates from
the liver cysts is interesting and is consistent with the prevalence of mutators in
the antibiotic-resistant P. aeruginosa flora of CF patients and in uropathogenic
E. coli (Denamur et al., 2002; Oliver et al., 2000). This is possibly the first
notification of mutator organisms from a tissue within the body cavity since
previous isolates have been from lung and bladder. It may also explain the
observation that two of the isolates had demonstrable separate auxotrophies
while others had a more general impairment of growth on minimal medium
(Low et al., 2001).

6. CONCLUSIONS

The study of the molecular mechanisms of antibiotic resistance has been
very informative. It provides a backcloth against which an understanding of the
properties of both microorganisms and antibiotics can be understood. In turn
this understanding has led to changes in clinical practice, though not as rapidly
in all countries as many would desire. In addition, it is clear that the under-
standing of the pharmacodynamics of antibiotics can inform their design.
Finally, it is appropriate to place the evolution of resistance in patients at the
centre of our thinking. Basic insights into protein structure and mechanisms of
action of enzymes and transporters can tell us the options that are at the bac-
terium’s disposal to acquire resistance. However, it is through the analysis of the
actual outcomes of failed therapy in patients that we begin to understand the
checks and balances within biology that make some options preferred to others.
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Emergence of Resistance
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Canisius Wilhelmina Hospital, Nijmegen, The Netherlands

1. INTRODUCTION

One of the more important issues in the prudent use of antimicrobial agents
is to use an antibiotic in such a manner that the effect of the antimicrobial 
is optimal. This involves not only choosing the best antibiotic for a specific
indication, but also to administer the correct dose to ensure a maximal effect.
At the same time, the dosing regimen given should also minimize the proba-
bility of emergence of resistance. In various studies, it has been shown, and
will be further explored in this chapter, that using suboptimal doses increases
the probability of emergence of resistant clones.

A second major issue is the early detection of resistance in the community
and in the hospital. In several chapters in this book, emergence of resistance is
evaluated based on the categorization of resistance as reported by the micro-
biology laboratory. The categorization in susceptible (S), intermediate sus-
ceptible (I), and resistant (R) has historically been based on both frequency
distributions, some measure of activity, or both (Kahlmeter et al., 2003;
Mouton, 2002, 2003). Since these breakpoints were primarily designed to help



clinicians and guide therapeutic decisions and not to detect emergence of
resistance, resistance is identified when it might be too late. Breakpoints
sometimes are too far off from the upper part of the wild-type distribution to
notice mutations. Although these may have little clinical impact at the time,
they may be a prebode for problems later on (Grohs et al., 2003; Lim et al.,
2003). Thus, resistant clones may have emerged, but have not been detected
simply because they are categorized as susceptible. Ideally, emergence of
resistance, or in practical terms, an increase in minimum inhibitory concentra-
tion (MIC) is identified as early as possible.

In the first part of this chapter, dose–effect relationships are discussed and
it is shown that these can be used to set clinical breakpoints that can be used in
guiding therapy by the clinician. In the second part, a brief history of break-
points is presented. It is shown that historically, breakpoints are not consistent
and vary over time and place, resulting in a wide variety of definitions and per-
centages of resistance. It is discussed how the European Committee on
Antimicrobial Susceptibility Testing (EUCAST) is approaching this challenge.
In the third part, the relationship between dose and/or concentration and the
emergence of resistance is explored. Although a relatively young area of
research, data are accumulating fast and provide insight in how this can be
applied to minimize emergence of resistance.

2. DOSE–EFFECT RELATIONSHIPS

2.1. The MIC

The major parameter that has been used for several decades as a measure of
susceptibility of a microorganism to a drug is the MIC. However, in itself the
MIC is not very informative: The MIC is determined at static concentrations,
usually in a twofold series of dilutions and is read after 18–24 hr, thus at a spe-
cific point in time. The MIC has, however, been shown to be a reasonably
reproducible measure of activity of an antimicrobial agent against a micro-
organism (EUCAST, 2003), although methods to determine the MIC vary
slightly (Andrews, 2001; NCCLS, 2002).

Conversely, in vivo concentrations are not static but decline over time.
Furthermore, it is not only the effect of an antimicrobial after 18–24 hr that
one is interested in, but primarily the effect of a drug over time in relation to
the concentration–time profile of the drug in vivo. As a consequence, some
sort of relationship between the MIC as measured in a test tube has to be 
correlated to the in vivo effect as a function of the concentration–time profile
and/or dosing regimen of the antimicrobial.

388 Johan W. Mouton



2.2. Concentration–time curves and the PK/PD index

The concentration–time curve of a drug possesses two major characteris-
tics: the peak concentration (Cmax) and the area under the concentration–time
curve (AUC) (Figure 1). Both these pharmacokinetic parameters can be related
to the MIC of a microorganism by determining the ratio between the two to
obtain pharmacokinetic/pharmacodynamic (PK/PD) indices (Mouton et al.,
2002a). Thus the AUC/MIC ratio and the Peak/MIC ratio are obtained. A third
important PK/PD characteristic of the drug with respect to the microorganism
is the time the concentration of the antimicrobial remains above the MIC of the
microorganism (T�MIC). This latter value is usually expressed as a percentage
of the dosing interval over 24 hr. By using different dosing regimens in animal
models of infection and in in vitro pharmacokinetic models, by varying both
the frequency and the dose of the drug it has been shown that there exists a
relationship between a PK/PD index and efficacy. The efficacy is usually
expressed as either the decrease or increase in the number of bacteria with
respect to the initial inoculum (at the start of treatment) as a function of the
PK/PD index. It has been shown that this efficacy measure correlates well 
with survival (Andes and Craig, 2002). In general, two patterns of activity are
recognized: Antimicrobials showing a clear relationship between AUC and
efficacy and those where efficacy is correlated to the time the concentra-
tion remains above the MIC, T�MIC. An example is shown in Figure 2 for 
levofloxacin and ceftazidime. For levofloxacin there is a clear relationship
between AUC and effect while there is virtually no relationship between T�MIC

and efficacy, while for ceftazidime the T�MIC is correlated with effect.
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Figure 1. Diagram of a concentration–time curve showing the pharmacokinetic parameters
Peak (or Cmax) and AUC. The PK/PD indices are derived by relating the pharmacokinetic
parameter to the MIC: AUC/MIC, Cmax/MIC, and T�MIC.



Since the pharmacokinetic parameters describe the concentration–time
profile of the drug, and the MIC is a measure of the activity of the drug,
another way to look at the PK/PD index is normalizing the relationship
between concentration–time profile and effect.

2.3. The sigmoid dose–response curve

As can be observed from Figure 2, the relationship between PK/PD index
and effect can be described by a sigmoid curve. The model most often used to
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Figure 2. Relationship between T�MIC, AUC, and Peak of levofloxacin (upper) and cef-
tazidime (lower) in a mouse model of infection with S. pneumoniae as obtained by various
dosing regimens and efficacy expressed as cfu (colony forming units). The best relationship
is obtained with the AUC for levofloxacin and T�MIC for ceftazidime. Reproduced from
Andes and Craig, 2002.



describe this relationship is the Emax model with variable slope or Hill equa-
tion, where the effect E � Emax � EI50

g/(EI50
g 
 Ig). The EI50 is the PK/PD

index necessary to obtain 50% of the maximum effect, I is the PK/PD index
value, and g is the slope factor. Focusing on quinolones, this relationship has
now been demonstrated in numerous studies. Observations in vitro (Lacy 
et al., 1999; Lister, 2002; Lister and Sanders, 1999a, b; Madaras-Kelly et al.,
1996), animals (Andes and Craig, 1998; Bedos et al., 1998a, b; Croisier et al.,
2002; Drusano et al., 1993; Ernst et al., 2002; Fernandez et al., 1999; Mattoes
et al., 2001; Ng et al., 1999; Onyeji et al., 1999; Scaglione et al., 1999) and
clinical studies (Ambrose et al., 2001; Forrest et al., 1993, 1997; Highet et al.,
1999; Preston et al., 1998) have shown a clear relationship between AUC/MIC
ratio and effect and the results are fairly consistent. Importantly, the AUC/MIC
values needed to obtain a certain outcome is similar for the various quinolones.
It has to be emphasized here that this is true for the free fraction of the drug, that
is, non-protein bound fraction, only (Cars, 1990; Liu et al., 2002).

Figure 3 shows five characteristics of the sigmoid relationship in relation
to the efficacy parameter often used to characterize the potency of the drug.
Apart from the minimum (or no) effect and the maximum effect, these are the
static effect, the 50% effect and the 90% of Emax values. The PK/PD index
values correlating with these effects are the EIs, EI50, and EI90, respectively.
The static effect is where the number of bacteria remaining after treatment is
equal to the initial inoculum. Both the static effect and the EI90 are applied 
as an effect measure—for various practical purposes the 100% effect is not
suitable to use. The EI50 is, since it is in the steepest part of the curve, most
sensitive to changes and is often employed to show differences between treat-
ment effects.
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2.4. Determination of clinical breakpoints for
susceptibility testing using the PK/PD index

The relationship between PK/PD index value and effects can be used to
determine clinical breakpoints, presuming that these distinguish between bac-
teria that can likely be treated with a commonly used dosing regimen and those
that can not. If the dosing regimen commonly used is known, the AUC and
other pharmacokinetic parameters can easily be estimated for the average
patient from pharmacokinetic studies available. From the PK/PD index–effect
relationship, the EIs, EI50, and EI90 are identified and the only unknown para-
meter in the equation is (taking the EI90 as an example) the MIC; EI90 �
AUC/MIC or, to put it differently, MIC � AUC/EI90. This MIC would be
a reasonable estimate of the clinical breakpoint. Higher MICs than this break-
point would result in lower AUC/MIC ratios and thus have a lower probability
of successful treatment (resistant) while infections with microorganisms
with lower MIC values would have a higher chance of successful treatment
(susceptible).

The debate that ensues, is whether to apply the EIs or the EI90 as a parame-
ter to settle on the S breakpoint. Both have their advantages and disadvantages.
The argument to use the EI90 is that, since the objective of treating patients is
to treat them optimally, one should always aim for an EI90. On the other hand,
in non-immunocompromised patients and/or non severe infections, the EIs is
probably as good as the EI90. Whichever of these two is used, what is clear and
obvious is that this relationship can be used to determine breakpoints and that
this also provides a method or system where the different quinolones are
treated equally in the sense that their breakpoints are consistent with each
other (Mouton, 2002; Turnidge, 1999). The same argument, of course also
applies to other classes.

From these arguments, it is obvious that the breakpoint is dependent on the
dosing regimen given. If a certain PK/PD index value is desired to obtain a cer-
tain effect, this is dependent on both the PK part and the MIC part of the ratio.
Since for the same strain the MIC is a constant, the clinical breakpoint is
entirely dependent on the dosing regimen. An example is provided in Figure 4
for amoxicillin/clavulanic acid. The per cent of T�MIC of amoxicillin over 
24 hr is depicted here as a function of the MIC for four different dosing regimens
(Mouton and Punt, 2001). The value needed for efficacy in this example is
taken as 40%. Thus, drawing a horizontal line at the 40% level, the crossing
point with the T�MIC function indicates the clinical breakpoint for that specific
dosing regimen. It is clear from this figure, that the breakpoint value obtained
is dependent of the dosing regimen and this is one of the reasons breakpoints
differ between countries (there are other reasons, these are discussed below).
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2.5. Monte Carlo simulations

In the discussion above, the AUC/MIC or T�MIC was used as a reference
value to determine tentative PK/PD breakpoints. However, the values used to
calculate the breakpoint were mean values of the population. Thus, approxi-
mately half the population will maintain a PK/PD index lower than this value
(for instance because of a higher than average clearance) and the other half
will have a higher value. However, when PK/PD indices are being used as a
value for the determination of breakpoints that are used to predict the proba-
bility of success of treatment as discussed above, this should be true not only
for the population mean, but also for each individual within the population,
also that part of the population with a higher elimination. An example is given
in Figure 5. The figure shows the proportion of the population reaching a 
certain concentration of ceftazidime after a 1 g dose. It is apparent that there
are individuals with a T�MIC of 50%, while others have, with the same dosing
regimen, a T�MIC of more than 80%. It is, in particular, those individuals who
have lower values than average that one should be concerned about, since if
they have infection with a microorganism with an MIC at the breakpoint level,
it may be reported as susceptible, while the PK/PD index value for those par-
ticular individuals is less than optimal. Thus, when using the relationship
between PK/PD index and efficacy, the breakpoint chosen should take this
interindividual variation into account. To that end, Drusano et al. suggested an
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dosing regimen needed for effect, the breakpoint for the 875 mg q12 h is 2 mg/L while for
the dosing regimen of 500 mg q6 h it is 8 mg/L. Based on Mouton and Punt, 2001.



integrated approach of population pharmacokinetics and microbiological
susceptibility information (Drusano et al., 2000, 2001) by applying Monte
Carlo simulations. This is a method which takes the variability in the input
variables into consideration in the simulations (Bonate, 2001) and thereby gen-
erates slightly different pharmacokinetic parameters concordant to the varia-
tion in the population. Thus, PK/PD index values are generated not only for the
population mean, but for every possible individual in the population. This is
subsequently used to determine the breakpoints, not using the mean PK/PD
index of the population but also taking into account the distribution. This
approach has been used now by several authors (Ambrose and Grasela, 2000;
Drusano et al., 2001; Montgomery et al., 2001; Mouton et al., 2002b; Nicolau
and Ambrose, 2001). An extensive discussion on this subject can be found in
Mouton (2003); it is mentioned here because it may affect breakpoint values in
some cases.

From the discussion above, two important conclusions have to be drawn.
The first is, as discussed in the last section, that the clinical breakpoint value is
dependent on the dosing regimen. The second one is that, when different
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agents within a class show more or less similar dose–effect relationships, the
breakpoints of these agents relative to each other should be consistent.

3. BREAKPOINTS: A SHORT HISTORY AND
OVERVIEW

The criteria used for categorization in “susceptible” and “resistant,” and the
meaning of S and R, have varied over time and place and are not always clear.
Initially, the terms susceptible and resistant were largely based on frequency
distributions, the distributions of the populations being well apart and largely
confined to distinguishing susceptible from resistant Staphylococcus aureus
strains, which correlated well with clinical success and failure. From that per-
spective the term breakpoint was first used in the Report of an International
Collaborative Study on Antimicrobial Susceptibility Testing by Ericsson and
Sherris in 1971 (Ericsson and Sherris, 1971). Since then, interpretation and
use have diverged between various countries, persons and societies, with major
differences in approach between Europe and the United States. This has led to
breakpoint values diverging by as much as a factor 32 for some drugs. In
Europe, most of the national breakpoint committees were, apart from creating
reproducible antimicrobial susceptibility testing (AST) methods, primarily
interested in providing breakpoints which could be used to predict clinical and
bacteriological efficacy based on serum concentrations achieved in patients. In
most cases, the duration of time that the free fraction remained above a certain
value was considered to be the breakpoint and less attention was paid, except
for notably the SRGA in Sweden and the BSAC in the United Kingdom, to the
fact that the natural population distribution of MICs could be divided by using
this approach too rigorously. Alternatively, the line in the United States tended
to categorize bacteria based on frequency distributions and thus in some cases
breakpoints that were higher than the highest concentration were achieved
clinically. Table 1 shows an overview of the various approaches used in six
European countries and the United States.

It was mentioned above that in particular the SRGA and the BSAC took the
population distribution into account when setting their breakpoints. The reason
for this was that the reproducibility and accuracy of MIC testing (or measuring
zone diameters) in the routine medical microbiology laboratory does not allow a
precise answer: In general, the accuracy of MIC measurement is within 1–2
twofold dilutions, while the wild-type population distribution spans a concentra-
tion range of 3–4 twofold dilutions. Thus, it is impossible to determine the exact
MIC from a single measurement and whether a particular strain belongs to the
upper part or the lower part of the population distribution. Indeed, the distribu-
tion of measurements of the same strain is very similar to that of the distribution
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of strains within a species (Figure 6). Consequently, the MIC or zone diameter to
indicate whether a strain is susceptible or resistant, the breakpoint, has be either
at the lower or at the upper end of the distribution but not in the middle.

3.1. Different breakpoints, different resistance rates

Since there are different breakpoints in use for some (most) drugs in vari-
ous countries, it is obvious that the resistance rates in these countries differ, if
only because of the definition used. It is therefore not very rational to compare
resistance rates between countries if the breakpoints countries use differ and it
is not known what the effect of these different breakpoints is on the resistance
rates. An example of the various rates one might obtain using breakpoints from
different countries is shown in Figure 7 for cefotaxime and Escherichia coli.
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Table 1. Breakpoint systems used

Country Committee Method References

France CASFM Formulaa based on PK � (Soussy et al., 1994)
(Cmax/3 
 Ct 1–2 
 C4h)/3 � (1 	 k)

Great BSAC Formulab based on PK � Cmax � (MacGowan and
Britain f � s/(e � t) Wise, 2001)

Netherlands CRG 70–80% T�MIC for non-protein (Mouton et al., 2000)
bound fraction

Sweden SRGA Pharmacokinetic profile and (Swedish Reference
frequency distribution, Group of Antibiotics,
species dependent 1997)

Norway NWGA 67% T�MIC (Bergan et al., 1997)

Germany DIN Pharmacokinetic profile, (Deutsches Institut 
frequency distributions, efficacy fur Normung, 1990)

Europe EUCAST Clinical breakpoints: PK profile (EUCAST, 2003)
and efficacy
Wild-type cut-offs: 
frequency distribution

US NCCLS Frequency distribution, pharmaco- (NCCLS, 2002, 
kinetic profile 2003)

aCmax, maximum serum concentration; Ct 1–2, concentration in serum after one half-life; C4h,
minimum quantity obtained over 4 hr period that corresponds approximately to 10 bacterial
generations; k, degree of protein binding.
bCmax, maximum serum concentration at steady state, usually 1 h post-dose; e, factor by
which Cmax should exceed MIC (usually 4); t, factor to allow for serum half-life; f, factor 
to allow for protein binding; s, shift factor to allow for reproducibility and frequency
distributions (usually 1).



The susceptibility data were taken from a survey of urinary isolates in the
Netherlands (de Man et al., 1998). Table 2 lists the current breakpoints for
cefotaxime as used by various breakpoint committees (Kahlmeter et al., 2003).
Depending on the breakpoint used, the resistance rates range from 0.5% to 4%.
For other drugs, the differences may be much larger.
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Figure 6. Distributions of zone diameters from repeated measurements of the quality control
strain (left) and clinical isolates from the same species (right). The distributions are rela-
tively similar, except for the resistant strains, which is particularly obvious for tetracycline.
Reproduced from Mouton, 2002.
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3.2. Breakpoint harmonization in Europe

It is apparent that the difference in breakpoints within Europe leads to 
confusion and may lead to erroneous conclusions. Given the similarities in
dosing within the various countries in Europe, it seems logical that breakpoints
within Europe should be harmonized. The discussion above has also shown
two important fundamentals in setting breakpoints that were not clearly distin-
guished or recognized in the past. The first is that, over the last decade, clear
dose–effect relationships have been established for antimicrobials and
microorganisms and that these relationships can be used to set breakpoints to
help guide therapy. At the same time it is recognized that early detection of
emergence of resistance is increasingly important, but that clinical breakpoints
are not particularly suitable to detect that. The EUCAST has therefore con-
cluded that these two objectives of using breakpoints serve different purposes
and that therefore, apart from clinical breakpoints, a new type of breakpoints
should be introduced (EUCAST, 2003). These are wild-type cut-off values and
are set at the edge of the wild-type distribution. Microorganisms that have
MICs higher than this value will be easily detected, even if the MICs are 
well below the clinical breakpoint. For instance, in a study by Grohs et al.
(2003), the wild-type MIC for moxifloxacin is 0.125 mg/L while strains
with single ParC mutations have MICs of 0.5 mg/L. Since the clinical break-
point of moxifloxacin is above 0.5 mg/L, these strains, indicating emergence of
resistance, would not be identified using clinical breakpoints. A wild-type cut-
off value of 0.25 mg/L however would pick-up these strains, alert the labora-
tory that this strain is not wild-type and subsequently relevant action can be
taken.
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Table 2. Similarities and differences in international breakpoint systems—current cefotaxime
and ciprofloxacin breakpoints for Enterobacteriaceae in Europe and the United States.
Reproduced from (Kahlmeter et al., 2003)

Breakpoint Cefotaxime breakpoint Ciprofloxacin
committee (country) (mg/L) breakpoint (mg/L)

Susceptible Resistant Susceptible Resistant

BSAC (UK) 2 4 1 2
CA-SFM (France) 4 �32 1 �2
CRG (Netherlands) 4 �16 1 �2
DIN (Germany) 2 16 1 4
NCCLS (USA) 8 64 1 4
NWGA (Norway 1 32 0.12 4
SRGA (Sweden) 0.5 2 0.12 2



3.3. Use of PK/PD to set clinical breakpoints 
for quinolones

Based on PK/PD relationships, considering that the dosing regimens in vari-
ous countries in Europe are largely similar, EUCAST has proposed clinical
breakpoints for a variety of antimicrobials and is still in the process of complet-
ing those for all antimicrobials. The breakpoints for quinolones are shown in
Table 4 and are based on the pharmacokinetic properties of the drug (Table 3;
EUCAST, 2003). The breakpoint values are consistent in that the S breakpoint
determined from the AUC/MIC ratio is similar for all quinolones. There is one
notable exception, the S breakpoint for levofloxacin and S. pneumoniae. The S
breakpoint here is 2 mg/L instead of 1 mg/L because a 1 mg/L breakpoint would
divide the wild-type population. It has to be realized however that the downside
of designating all S. pneumoniae strains with an MIC of �2 mg/L susceptible is,
that the probability of a successful outcome is slightly less than one would
conventionally presume. This may be overcome by using a higher dose.

From the discussions above it thus becomes apparent and evident that two
different types of breakpoints are required. Clinical breakpoints based on
PK/PD relationships confer a different meaning to resistance than early detec-
tion of microorganisms that do not belong to the natural bacterial population,
but somehow have acquired resistance mechanisms. An example is shown in
Figure 8 for ciprofloxacin and E. coli. The figure shows the MIC distributions
of E. coli from a variety of sources (EUCAST, 2003) with arrows indicating
the wild-type cut-off breakpoint (for epidemiological purposes and early detec-
tion of emergence of resistance) as well as clinical breakpoints (based on PK/
PD and probability of cure).

It has to be emphasized that clinical breakpoints may vary over time and
place because they are dose dependent, but that wild-type cut-off values do not,
because the susceptibility of wild-type bacteria to a drug is a universal charac-
teristic. It is thus that the wild-type cut-off is especially suited to compare rates
of resistance between countries and over time.
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Table 3. PK parameters of four fluoroquinolones based on dosing regimens
generally used. Adapted from Mouton, 2002

Fluoro Regimen Cmax AUC Protein
quinolone (mg/L) (mg • hr/L) binding

(%)

Ciprofloxacin 500 mg/12 hr 2.8 22.2 22
Levofloxacin 500 mg/24 hr 5.2 61.1 30
Ofloxacin 200 mg/12 hr 2.2 29.2 30
Moxifloxacin 400 mg/24 hr 4.5 48.0 40
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4. PHARMACODYNAMIC RELATIONSHIPS
AND EMERGENCE OF RESISTANCE

In the sections above, it was shown that there is a relationship between
PK/PD index and efficacy and that this relationship can be used to optimize
dosing regimens. The question that can be asked subsequently is, whether
there is a relationship between PK/PD indices and emergence of resistance as
well. To answer that question, two items need to be addressed. The first is
whether the PK/PD index itself is the proper measure to use, more in particu-
lar whether the MIC part of the ratio should be applied to calculate the index or
whether another pharmacodynamic measure of antibacterial activity is more
appropriate. The second item that needs to be addressed is a measure of 
emergence of resistance. Both these items are discussed below.

4.1. Pharmacodynamic measures: PK/PD index,
mutation prevention concentration and 
mutation selection window

The mutation prevention concentration (MPC) has been used recently as
a measure for emergence of resistance. Although various definitions and
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Figure 8. Distribution of E. coli MICs of ciprofloxacin from various sources (EUCAST,
2003). Arrows indicate the wild-type cut-off and clinical breakpoints, respectively.



method descriptions exist, the one used most often lately is comparable to an
agar dilution MIC with a high inoculum. Agar plates are prepared with anti-
microbial concentrations in twofold dilutions. The plates are inoculated with a
high inoculum, typically 109 or more colony forming units (cfu). The MPC is
the lowest concentration where no growth is observed.

The major shortcoming of the MPC is comparable to the use of the MIC as
discussed above. The MPC, similar to the MIC, is determined at static concen-
trations and read after a certain period of time, while in vivo concentrations
decline over time. In attempting to overcome this problem, to correlate the
MPC to emergence of resistance, the mutant selection window is defined and
it is hypothesized that when concentrations of an antimicrobial fall into this
window there is a marked increase in risk of emergence of resistance.
Concentrations should be above the MPC for the whole dosing interval or, at
least, the duration of exposure at concentrations within this window should be
as short as possible (Zhao and Drlica, 2002; Drlica, 2003) (Figure 9). Several
authors have attempted to demonstrate the validity of the concept, mainly with
the fluoroquinolones (Firsov et al., 2003). Although some of these studies
seem to favour the concept, it is difficult to prove and there are a number of
theoretical and practical arguments against it. The two most important ones are
again that both the MIC and the MPC are determined at static concentrations
after a certain period of time and the window itself does not take into account
the momentary effects of the concentrations, nor the effect of the concentrations
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over time. Another important argument is that the window is determined by
concentrations determined in serum, while the concentration profile at the site
of infection may be markedly different.

Another approach that has been taken is to correlate emergence of resis-
tance to PK/PD indices, the effect parameter being the frequency of resistant
clones after exposure. In this manner the total concentration–time profile is
correlated to outcome in terms of emergence of resistance in a similar way
to the efficacy of the drug. In a recent study by Firsov et al. (2003), it was
demonstrated that there is a clear relationship between AUC/MIC 
ratio and frequency of emergence of resistance that followed a Bell-shaped
curve when exposing four S. aureus strains to various dosing regimens of
quinolones in an in vitro pharmacokinetic model (Figure 10). Indeed, the
model fit to the data shown in the figure is analogous to the normal equation.
At low AUC/MIC ratios the frequency of emergence of resistant clones is
very low, as it is also low at relatively high values. There is a value of the
AUC/MIC ratio that corresponds to the highest frequency of resistant clones
after exposure, in this instance 43 hr. Similar relationships could be made for
results obtained in other studies (Aeschlimann et al., 1999; Firsov et al.,
2003; Peterson et al., 1999). The question that arises is, how does the value 
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Figure 10. Bell-shaped relationship between AUC/MIC and frequency of resistance for
quinolones. Reproduced from Firsov et al., 2003.



of 43 hr compare to the PK/PD index value necessary for a maximum effect?
In the paper mentioned this was not the subject of study, but other studies
involving quinolones and Gram-positive microorganisms have found values
between 30 and 50 hr. Thus, it may very well be that the PK/PD index 
value necessary to minimize emergence of resistance is higher than the value
needed to obtain maximum efficacy. Experiments have also been performed
in vivo. In an established abscess mixed model of infection Stearne et al.
determined the frequency of emergence of resistant clones following expo-
sure to ceftizoxime (Stearne et al., 2002). The data presented allowed 
the determination of PK/PD index values for the various dosing regimens.
Figure 11 shows the relationship between T�MIC and frequency of emergence
of resistant clones. Again, a Bell-shaped curve is observed. Apparent from the
figure is that the highest frequency of resistance is observed at values of
60–70% while the frequency is very low at T�MIC values above 87%. These
values are higher than those where a maximum effect is reached. One study in
humans has shown that the probability of emergence of resistance was far
greater when AUC/MIC ratios were lower than 100 hr as compared to values
above 100 hr (Figure 12) (Thomas et al., 1998).

Taken together, these studies, although still few in number, show that there
is a clear relationship between PK/PD index values and emergence of resis-
tance and that suboptimal dosing leads to a higher probability of emergence of
resistance. It is therefore important that dosing schedules of antimicrobials are
derived which do take these relationships into account. This probably also
applies to breakpoints, but this has, as yet, to be taken into consideration.
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5. CONCLUDING REMARKS

It is evident that increasing insight in dose–effect relationships of anti-
microbials has led to a re-appreciation of the meaning of susceptible and 
resistance. In a world where resistance is an escalating problem there is both a
need to have the ability for fast intervention as well as a requisite to treat
patients in the best way possible. In retrospect, it is not surprising that the 
limitations of one breakpoint system encompassing both these key elements
have lead to controversies, as they were anticipated in the report by Ericsson
and Sherris in 1971(Ericsson and Sherris, 1971).

The approach that EUCAST is now taking, by formulating both clinical
breakpoints and wild-type cut-off values (or epidemiological breakpoints), to
distinguish between the two objectives can therefore also be regarded as a con-
tinuance of that earlier work. Although it may be difficult to reach global
consensus on clinical breakpoints (actually impossible because of differences
in dosing), global consensus should easily be reached for wild-type cut-off
values. Comparisons between resistance rates will then be more rational, while
early intervention will be more likely.
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Chapter 22

Types of Surveillance Data and Meaningful
Indicators for Reporting Antimicrobial Resistance

Hervé M. Richet
Laboratoire de Bactériologie—Hygiène Hospitalière, Institut de Biologie des Hôpitaux de
Nantes, Centre Hospitalier Universitaire de Nantes, 44093 Nantes Cedex 01, France

1. INTRODUCTION

Available data indicate that many important human pathogens carry
antimicrobial resistance characters and these pathogens are sometimes resis-
tant to all or nearly all available antimicrobials causing a major public health
threat worldwide in both community and healthcare settings. The control of
this phenomenon is now considered a priority by organizations such as the
World Health Organization (WHO). However, the control of this impending
public health problem may be hampered in developed countries by the increas-
ing complexity of the healthcare delivery system and by attempts to reduce the
costs of healthcare. In contrast, lesser developed countries may lack the indis-
pensable basic microbiology and infection control resources needed to analyze
the situation and to set up control and prevention programs.

Conscious of the problem caused by the emergence of multidrug resis-
tance, the European Union (EU) organized a conference in Denmark in 1998
entitled “The Microbial Threat” (The Copenhagen Recommendations, 1998).
The recommendations elaborated by the EU experts participating in this meet-
ing included the need to collect good quality data on resistant microorganisms
essential to underpin effective interventions to counter the problem of resis-
tance and developing guidelines for prescribing antimicrobial drugs. In addi-
tion, the EU experts emphasized that data collected have to be clinically and
epidemiologically relevant.



Earlier, a task force set up by the American Society for Microbiology
(ASM) in 1995 had developed recommendations for dealing with the rise of
antimicrobial resistance in bacterial pathogens (Cassell, 1995). Here are the
main recommendations of the task force:

● Increase basic research and training
● Develop more consistent measures of antimicrobial resistance
● Develop more information on the impact of infectious diseases
● Surveillance measures to provide a long-term view of the emergence and

development of antimicrobial resistance are urgently needed. Developing
reliable baseline information about current levels of antimicrobial resistance
in animal and human pathogens is considered critical to these efforts.

Both the EU experts and the ASM task force mention surveillance of
antimicrobial resistance as a critical task to perform in order to contain and/or
prevent antimicrobial resistance.

2. DEFINITION OF SURVEILLANCE

According to the United States Centers for Disease Control and Prevention
(CDC), surveillance is defined as “the ongoing, systematic collection, analy-
sis, and interpretation of health data essential to the planning, implementation,
and evaluation of public health practice, closely integrated with the timely dis-
semination of these data to those who need to know” (CDC, 1988a). The key
words in this definitions are probably “planning, implementation, and evalua-
tion of public health practice” and “timely dissemination of the data.” These
words are important because they mean that a surveillance program not used
as an evaluation tool is useless and that surveillance programs should have an
impact on the control and prevention of diseases under surveillance.

3. EVALUATION OF THE ANTIMICROBIAL
RESISTANCE SURVEILLANCE DATA
PUBLISHED IN THE MEDICAL LITERATURE

The perception of antimicrobial resistance as a threat by a growing number
of microbiologists, physicians, public health authorities, or scientific societies
has led to the implementation of surveillance programs at the local, national,
or international levels. However, the continuous emergence of new resistance
phenotypes and the spread of multidrug-resistant organisms suggest that those
surveillance programs as well as the efforts at controlling those phenomena are
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failing. Therefore, before addressing the issue of how to conduct surveillance
of antimicrobial resistance it seems important to evaluate the characteristics of
the existing surveillance programs by answering the following questions. What
antimicrobial resistance surveillance activities are conducted? Are the data
available/published on antimicrobial resistance predictive/representative of the
global situation? Can the available/published data on antimicrobial resistance
be used to intervene or to predict the evolution of this phenomenon?

3.1. Results of the review

To assess if the available surveillance data can serve such purpose, a review
of all articles published in the medical literature from January 1, 2000 to
October 31, 2000 and indexed in Medline under the key words “surveillance”
and “antimicrobial resistance” was performed for a review article published in
ASM news (Richet, 2001). The search retrieved 101 articles showing that sur-
veillance data were collected in 32 individual countries in Africa, Asia, North
and Latin America, Central and Western Europe, and the Pacific Region.
Regarding the microorganisms under surveillance, a combination of multiple
Gram-negative and Gram-positive bacteria was included in 28% of the surveil-
lance programs, followed by Streptococcus pneumoniae (18%); Enterococcus
spp. and Escherichia coli (9% each); Salmonella spp. and Haemophilus
spp. (5.6% each); a combination of various Gram-negative bacilli, various
Enterobacteriaceae, and Staphylococcus aureus (4.4% each); methicillin-
resistant S. aureus, coagulase negative staphylococci, Pseudomonas
aeruginosa, Vibrio cholerae, and Moraxella catarrhalis (3.3% each). The
majority (81%) of the surveillance programs conducted surveillance of three
or more different classes of antimicrobials. When only one class of antimicro-
bials was surveyed, �-lactams were the most common class of antimicrobial
surveyed (13.3%), followed by fluoroquinolones (6.7%), cephalosporins
(4.4%), glycopeptides (3.3%), aminoglycosides (3.3%), macrolides (3.3%),
sulfonamides (2%), penicillins (1%), trimethoprim/sulfamethoxazole (1%).

Bacteremia was the most common infection surveyed and was included
in 20% of the surveillance programs followed by respiratory tract infections
(14.4%), diarrhea and urinary tract infection (11%), and meningitis (6.7%). In
addition, surveillance of colonization was included in six surveillance programs.

The mean number of isolates included in the surveillance programs was
1,772, the median 502 ranging from 66 to 34,530 isolates. Data were collected
during a mean of 37 months with a median duration of 24 months ranging
from 1 to 156 months.

The setting of the surveillance was not mentioned in more than a third
(36.7%) of the reviewed articles. Almost half (47.8%) of the surveillance
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activities were performed in healthcare facilities and 18% in the community.
More specifically, hospital acquired infections were the object of surveillance
in 24.4% of the programs, community acquired infections in 22% of the pro-
grams, adults in 15.6% of the programs and animals in 8% of the programs.
The characteristics of the individuals/patients under surveillance were men-
tioned in only 22 of the articles, those characteristics included hospitalization
in intensive care units (10%), HIV infection (4.4%), cancer (3.3%), newborns
(2%), transplantation (1%), and immunosuppression (1%).

In 62% of the articles, the only results presented were the rates of resis-
tance to the different antimicrobials tested. In the remaining articles, in addi-
tion to the resistance rates, the results of additional studies were shown. They
included molecular typing of the isolates in 15.6% of the articles, the analysis
of risk factors for infections caused by a resistant organism (12%), the genetic
analysis of resistance characters (8%), the assessment of mortality (5.6%), the
assessment of the relationship between antimicrobial use and antimicrobial
resistance (4.4%), evaluation of antimicrobial therapy (2%), and evaluation of
control measures (1%).

3.2. Critical evaluation of the surveillance programs

To assess how the published data could be used to implement control and
prevention strategies, we used as evaluation criteria the attributes of a surveil-
lance program as defined by the CDC (1988b). Evaluation of surveillance sys-
tems should promote the best use of public health resources by ensuring that
only important problems are under surveillance and that surveillance systems
operate efficiently. Among the attributes of a “good surveillance system” are
simplicity, flexibility, representativeness, timeliness, and usefulness.

3.2.1. Simplicity

The simplicity of a surveillance system refers to both its structure and ease
of operation. This includes the amount and type of information necessary to
establish the diagnosis, the number and type of reporting sources, the methods
of data transmission, and the number of organizations involved in receiving
case reports.

Surveillance of antimicrobial resistance is most often a very simple process
since the amount and type of information needed are laboratory data and
nowadays, most laboratory data are computerized and supposedly easy to
use for surveillance purpose. Most of the surveillance programs included in
this review were very simple since they only included laboratory data and the
results presented were restricted to the proportion of resistance to various
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antimicrobials. However, regarding surveillance of antimicrobial resistance,
simplicity may be a limitation since, for instance, the sites of the infections
and/or the specimens included were not mentioned in 33.3% of the articles and
the patients’ characteristics were not presented in 36.7% of the articles.

3.2.2. Flexibility

A flexible surveillance system can adapt to changing information, needs,
or operating conditions and accommodate new diseases and health conditions.
Flexibility is best judged retrospectively by observing how a system responded
to a new demand. An example is the capacity of an S. aureus surveillance sys-
tem to accommodate special surveillance for glycopeptide-intermediate or
resistant S. aureus.

Flexibility is a very important attribute for antimicrobial resistance surveil-
lance programs because they have to detect emerging resistance phenotypes or
emerging pathogens. Unfortunately, no early warning system was described
and the flexibility of the surveillance systems was never demonstrated.

3.2.3. Representativeness

A surveillance system that is representative, accurately describes the
occurrence of a health event over time and its distribution in the population by
place and person. Representativeness is assessed by comparing the characteris-
tics of reported events to all such actual events. Judgment of the representa-
tiveness is possible based on knowledge of characteristics of the population
(age, socioeconomic status, geographic location), natural history of the condi-
tion, mode of transmission, prevailing medical practices, multiple source of
data, and quality of data. Regarding representativeness, there is both good and
bad news. The good news is that the global nature of antimicrobial resistance is
clearly addressed by the publication of antimicrobial resistance data collected
in both developed and developing countries. Even if 18% of the data on
antimicrobial resistance came from the United States, antimicrobial resistance
data were also provided by lesser developed and even developing countries in
Africa, Central and South America, Asia, and Central Europe. Since antimi-
crobial resistance is a global problem, these data are valuable because the
extent of antimicrobial resistance in developing countries, where inappropriate
antimicrobial usage may be more common, was until recently unknown. The
spectrum of microorganisms under surveillance was also broad, including
pathogens and opportunistic pathogens, although the pathogens were unevenly
distributed with some such as S. pneumoniae probably being overrepresented.
The bad news is that there was usually little information on the characteristics
of the population, the natural history of the conditions such as the modes of
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transmission, the medical and laboratory practices, and the quality of the data,
was rarely assessed. One problem with the representativeness of antimicrobial
resistance surveillance activities is that many of those programs are sponsored by
drug companies who will therefore influence the choice of the microorganisms
and antimicrobials under surveillance. This may explain why S. pneumoniae
was the leading microorganism surveyed and cephalosporins and fluoro-
quinolones the leading antimicrobials.

3.2.4. Timeliness

Timeliness reflects the speed or delay between steps in a surveillance sys-
tem and may be evaluated in terms of availability of information for disease
control, either for immediate control efforts or for long-term program plan-
ning. The timeliness of these antimicrobial resistance surveillance programs
can be evaluated by looking at the interval between the end of data collection
and their publication. The median interval between the end of the data collec-
tion and publication was 2 years ranging from 1 year to 5 years. The timeliness
of these surveillance programs is probably not optimal since antimicrobial
resistance is rapidly evolving and a 2 year delay is probably much too long.
The published data probably do not reflect anymore the current state of antimi-
crobial resistance.

3.2.5. Usefulness

A surveillance system is useful if it contributes to the prevention and con-
trol of adverse health events. A surveillance system can also be useful if it
helps determine that an adverse event previously thought to be unimportant is
actually important. The evaluation of the usefulness can be done by answering
the following questions:

Does the system detect trends signaling changes in the occurrence of diseases?
The duration of surveillance, which was relatively short (median 24 months),

as well as the fragmentary nature of the published data (different laboratories,
different methods, different microorganisms, different antimicrobials, different
settings when they are known, different populations) and the multiplicity of sur-
veillance programs make the detection of trends rather difficult. What we can
observe through the reviewed publications looks like a puzzle or a series of snap-
shots rather than a continuous process or a coherent ensemble.

Does the system provide estimates of the magnitude of morbidity and mortality
related to the health problem under surveillance?

Regarding surveillance of antimicrobial resistance, the answer is mostly no
since very few studies sought to assess the mortality and there was nothing
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about morbidity or cost.It is obvious that the assessment of mortality, morbid-
ity, or cost associated with antimicrobial resistance is a very difficult task
requiring the collection of extensive clinical data including severity of disease
scores and the use of sophisticated epidemiologic methods like matched case-
control studies. Once again, most laboratories, even when they are computer-
ized, receive and store very few clinical data and it is, for instance, usually
impossible to assess, with the information present on the laboratory request
form, if the infection is hospital or community acquired.

Does the system stimulate epidemiologic research likely to lead to control and
prevention?

Control and prevention of antimicrobial resistance requires knowledge of
risk factors leading to the emergence of new resistance genes or phenotypes,
and knowledge of the modes of transmission of the resistance genes and organ-
isms. The most common epidemiologic research performed was molecular
typing of isolates in 16% of the articles, genetic analysis of the resistance
genes in 8% of the articles, and assessment of the relationship between antimi-
crobial use and antimicrobial resistance in 4% of the articles.

Does the system identify risk factors associated with disease occurrence?
Risk factors for infections caused by resistant organisms were assessed in

only 12% of the studies and the relationship between antimicrobial use and
antimicrobial resistance was evaluated in only 4% of the publications. It is obvi-
ously difficult to implement efficient control strategies for a disease if the risk
factors for this disease are not clearly identified. This is especially difficult for
antimicrobial resistance because many factors related to the organism, the
host, the therapies, procedures, or precautions may influence the risk of emer-
gence and dissemination of antimicrobial resistance genes and/or antimicro-
bial resistant organisms.

Does the system permit assessment of the effects of control measures?
Only one article presented the results of an evaluation of control measures.

Does the system lead to improved clinical practice by the healthcare providers
who are the constituents of the surveillance system?

Because the majority of antimicrobial therapies are prescribed before the
susceptibility of the infecting strain is known, the production of epidemiologic
data about antimicrobial resistance is essential. Therefore, the most useful
benefit of the reviewed articles could be, if timeliness is not an issue, to
improve the prescription of antimicrobials by making the prescription evi-
dence based.

In conclusion, this review of the literature shows relatively little good news
regarding our capacity to control the spread of antimicrobial resistance and
this may be explained by the fact that the public health approach is 
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rarely integrated into antimicrobial resistance surveillance activities, as shown
by the fact that the majority of surveillance programs are laboratory
based. Very few clinical data are collected and the data obtained by most sur-
veillance programs cannot be used to implement control and/or prevention
measures.

4. HOW TO DESIGN A SURVEILLANCE
PROGRAM

The major dilemma when setting up a surveillance program is to decide
which bacteria, which antimicrobials, which denominators, which susceptibil-
ity testing method, which specimens, which patients, and which setting to use
and which data to collect. Theses choices may be made easier by assessing the
public health importance of these indicators. Therefore such choice should be
based upon the expected number of cases, the severity of the health event mea-
sured by the mortality rate and the case-fatality ratio, the medical cost of the
event, and its preventability. These surveillance programs should be useful,
meaning that they should contribute to the prevention and control of antimi-
crobial resistance. To do that, microbiologist will have to collect not only labo-
ratory data but the clinical data that are missing in the majority of the reviewed
articles and are nevertheless needed to design prevention and control strate-
gies. Criteria used to evaluate a surveillance system can also be used to deter-
mine which bacterial species and antimicrobials to survey in which
population. In addition to the criteria presented in the previous chapter, which
include simplicity, flexibility, representativeness, and timeliness, other criteria
such as acceptability, sensitivity and predictive positive value can also be used.

Acceptability. Acceptability reflects the willingness of individuals and
organization to participate in the surveillance system. Factors influencing
acceptability include the public health importance of the health event, the
recognition by the system of the individual’s contribution, the responsiveness
of the system to suggestions or comments, the time burden relative to available
time, and also the legislative requirement for reporting.

Sensitivity. The sensitivity of a surveillance system can be considered on
two levels. At the level of case reporting, the proportion of cases of a disease
detected by the surveillance system can be evaluated for its ability to detect
epidemics. This can be important with antimicrobial resistance.

Predictive positive value. The predictive positive value is the proportion of
persons identified as having cases who actually do have the condition under
surveillance.

416 Hervé M. Richet



5. PRACTICAL ASPECTS OF THE
IMPLEMENTATION OF THE 
SURVEILLANCE PROGRAM

An antimicrobial resistance surveillance program should be based on the
acquisition and reporting of reliable standardized, quality controlled, non-
duplicative data. This objective may be achieved by obtaining appropriate speci-
mens from the infected individual, by the successful identification and isolation
of the causative organism, by the accurate determination of the antimicrobial
susceptibility of the isolate and by transforming the data into useful information
for action. The microorganisms, the antimicrobials, and the setting of the sur-
veillance have to be chosen according to the criteria presented above but addi-
tional decisions should be taken about the choice of specimens, method and
duration of the surveillance program, indicator, and denominator. In the mean-
time, if they do not exist, quality control programs should be implemented.

Case definition. Ideally, surveillance of antimicrobial resistance should
involve the collection of both clinical and microbiological data. Therefore, the
first step in setting up a surveillance program is to design a case definition. As
usual, the case definition should serve as inclusion criteria and include infor-
mation about time, place, and persons. Here are two examples of case defini-
tions of infections and of the data to collect for key pathogens developed by
WHO (2002).

Pneumonia:

(a) clinical: febrile illness with purulent productive cough, rapid breathing in
children;

(b) laboratory: isolation of S. pneumoniae or H. influenzae from sputum or
blood;

(c) appropriate specimens: sputum, blood (nasopharyngeal swabs may be used
in children);

(d) optimal sampling location and surveillance type: primary health care
facility.

Urinary tract infection:

(a) clinical: frequency and dysuria or fever in presence of indwelling catheter
or other focus of infection;

(b) laboratory: isolation of E. coli from urine in significant numbers or blood;
(c) appropriate specimen: urine (midstream or catheter specimen);
(d) optimal sampling location: primary healthcare facility.
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Mode of surveillance. Surveillance may be defined as passive or active.
Passive surveillance is done when data are awaited and no attempts are made
to seek reports actively from the primary data collector. Surveillance is said to
be active when reports are sought from the primary data collector on a regular
basis. Active surveillance is the method of choice.

Choice of specimens. A distinction should be made between specimens col-
lected to diagnose an infection and those realized to detect colonization. The
choice of the specimens to include depends on the objectives of the surveillance
program. The types of specimens to include should be part of the case definition.
Emerging resistance may present first in colonizing organisms.

Data to collect. Below is an example of minimum data set to collect for a
specific organism according to WHO (2002). Recommended minimum data
set for S. aureus:

(a) case-based data: unique identifier capable of cross linkage with laboratory
data. Age or date of birth; gender; healthcare facility and care group; date
of admission and of onset; presenting sign, symptoms; predisposing fac-
tors (surgery, trauma, indwelling devices);

(b) laboratory-based data: unique identifier capable of cross-linkage with clini-
cal data. Specimen date and type; method of identification, resistance to
specified antimicrobials.

Microbiological representativeness. Colonies used for susceptibility test-
ing should be representative of the culture as a whole.

Expression of antimicrobial resistance data. Laboratories should use stan-
dards for reporting quantitative resistance data (e.g., minimal inhibitory con-
centrations or zone diameters) in ways that will detect decreased susceptibility.
This is necessary because numerical antimicrobial test results reported non-
quantitatively (e.g., as susceptible, intermediate, or resistant) may hide an
emerging resistance character in microorganisms with a small decrease in
susceptibility that may still be classified as susceptible.

Choice of the surveillance method. The measure of the incidence rate is
the best way to conduct surveillance of antimicrobial resistance. Incidence
quantifies the number of new cases of diseases in a population at risk during a
specific time interval. The duration of surveillance should be based on the
expected rate of the event under surveillance. Table 1 shows the estimate of
sample size needed for documenting increasing antimicrobial frequencies. As
an example, if 5% of isolates in a sample of 200 are resistant, an increase to
11% or more in a second sample will show a significant increase.

Numerator for surveillance. For reliable and accurate information, data
should relate to a single episode of disease in each patient. Regarding surveil-
lance of antimicrobial resistance, it is of the utmost importance to avoid
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including duplicate results since a patient may have either consecutive cultures
obtained from the same body site or cultures from different body sites yielding
the same organism (e.g., urine and blood culture). Therefore, only the first pos-
itive culture from the patient for each disease episode should be reported for
surveillance purposes. However, there is a need for a clear definition of what
represents a “disease episode.” Emerging resistance in an organism isolated
previously from the same patient could count, according to a predefined case
definition, as a new episode.

Denominator for surveillance. Whenever possible, rates should be expressed
as incidence rates within a defined human population instead of using the number
of isolates tested as denominators. This is important because the submission of
microbiology specimens to the laboratory is inconsistent and varies broadly.
Rates produced by using this method are of limited epidemiological relevance. In
hospital settings, it is recommended to use the number of admissions and the
number of days of hospitalization, which are particularly useful for inter- or intra-
healthcare facility comparison.

Quality control program. Organizers of antimicrobial resistance programs
should ensure that clinical laboratories providing data for the surveillance pro-
gram have access to and routinely participate in pertinent training and profi-
ciency testing programs with good performance and that they indicate in their
reports the antimicrobial resistance testing methods they use (e.g., specific
automated methods or manual techniques). Internal and external quality control
should be performed.

6. CONCLUSIONS

Surveillance programs of antimicrobial resistance should stimulate epi-
demiologic research and improve control and prevention strategies. To control
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Table 1. Estimate of sample size needed for documenting increasing
antimicrobial resistance (WHO, 2002)

% of resistance detected % resistance (indicative of significant increase)
in original sample detectable in a second sample at sample size of

100 200 400 600 1000

2 9 7 5 4 3
5 14 11 9 8 7
10 21 17 15 14 12
25 39 35 32 31 28
50 65 60 58 25 54



the development of antimicrobial resistance, investigators generally need to
understand risk factors that lead to resistance, modes of transmission of resis-
tance traits, and other features that contribute to the emergence of resistant
pathogenic microorganisms.

Unfortunately, the results of the survey presented in this chapter may help
to explain why it is proving so difficult to slow the expansion of antimicrobial
resistance. The underlying reason could be that a public health approach is
rarely integrated into antimicrobial resistance surveillance activities. For that
to happen, more clinical microbiologists should be trained in epidemiology.
In addition, the choice of microorganisms and antimicrobials to survey should
be based on their relative public health importance, using criteria such as
expected numbers of cases, severity of the infectious disease as measured by
its mortality rate and case-fatality ratio, medical costs of such infections, and
preventability. Moreover, when surveillance programs are being developed,
they should be designed to be useful, meaning that they should contribute to
the prevention and control of antimicrobial resistance. To do that, microbiolo-
gists will have to collect not only laboratory data but the clinical data that is so
often missing from surveillance reports.
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Chapter 23

Data Mining to Discover Emerging Patterns of
Antimicrobic Resistance

J. A. Poupard, R. C. Gagnon, and M. J. Stanhope
GlaxoSmithKline, Collegeville, PA, USA

1. INTRODUCTION

Antimicrobial susceptibility testing results are typically presented as
summary information in the form of percent susceptible-intermediate-resistant
(SIR), as the minimum concentrations required to inhibit 50% or 90% of iso-
lates (MIC50/90s) or as MIC frequency distributions. However, extracting addi-
tional information from large databases, involving thousands of isolates tested
against more than 20 antimicrobial agents containing 6–10 individual dilu-
tions, involve data points numbering in the millions. In such cases, traditional
methods of analysis are insufficient. One approach to dealing with these levels
of complexity is by applying novel data mining procedures. Although it should
be noted that there is no universal definition of the term “data mining,” for the
purposes of this chapter it is defined as:

A new discipline lying at the interface of statistics, database technology, pattern 
recognition and machine learning, and concerned with secondary analysis of large
databases in order to find previously unsuspected relationships, which are of interest or
value to their owners. (Hand, American Statistician, 1998 [Hand, 1998]).

Due to the complex nature of data mining in this context, a team effort is
required involving experts from various fields, including specialists in com-
puter/bioinformatics. Regardless of the number of disciplines involved, it is
critical that someone specializing in microbiology or infectious diseases is



included. This person should have full knowledge of the limitations, in design
and execution, of the susceptibility testing procedures used to generate the
data. In this capacity, the microbiologist evaluates the data generated and
searches out inconsistencies in those data as well as in the quality control pro-
cedures associated with the primary database. Any inconsistencies that are
revealed need to be pursued and resolved in order to assure validation of the
primary database. Failure to do this thoroughly will undermine any further
analysis conducted. As data mining of large multinational resistance databases
is relatively novel, the complexity of these procedures is just now becoming
apparent.

The goal of this chapter is to focus attention on methods for identifying
new or unrecognized resistance patterns in large surveillance study databases.
Application of these data for use in resistance modeling and infection control
is addressed elsewhere in this book. Although methods applicable to these
large databases certainly apply to information generated in individual hospital
laboratories, the large surveillance databases pose a special problem because
of the volume of data involved.

2. BRIEF LITERATURE REVIEW

Although it may not have been called data mining, the extraction of informa-
tion from large databases has been a hallmark of epidemiology studies for a long
period of time (Kaslow and Moser, 2000). In the 1980s investigators started to
apply data mining techniques in attempts to combine antimicrobial susceptibility
testing information obtained from the clinical microbiology laboratory with hos-
pital/medical center information systems to help identify specific hospital infec-
tion control problems. These studies attempted to characterize and rapidly
identify outbreaks of infection, particularly in locations such as intensive care
units. A series of papers associated with investigators at the University of
Alabama focused on many of these and related issues (Brossette et al., 1998,
2000; Moser et al., 1999). In a 1998 paper, Brossette et al. described a concept
they called data mining surveillance system (DMSS) to encourage the applica-
tion of rules of association in identifying new patterns within large infection
control and public health surveillance data. The DMSS was further refined in
subsequent papers through its application to intensive care units and for infection
control surveillance. More recently, Peterson and Brossette introduced the con-
cept of virtual surveillance to encourage the application of data mining
techniques on an ongoing basis (Peterson and Brossette, 2002).

Two significant data mining studies on antibiotic use and drug resistance in
a hospital setting have been conducted (Lopez-Lazano et al., 2000; Monnet
et al., 2001). These studies combined antimicrobial susceptibility testing data
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with information on antimicrobial use obtained from the hospital pharmacy to
conduct time-series analysis employing data mining techniques based on the
ARIMA (autoregressive integrated moving average) model proposed by Box
and Jenkins (Box and Jenkins, 1976). They succeeded in demonstrating a tem-
poral relationship between the use of two antibiotics in the hospital and the
percentage of Gram-negative bacilli resistant or intermediate to those antibi-
otics. In somewhat similar studies, Brown et al. evaluated the use of binary
cumulative sums (CUSUMs) and moving average (MA) control charts to iden-
tify clusters of nosocomial infections using changes in antimicrobial resistance
of isolates (Brown et al., 2002). In 2002 Poupard et al. summarized three meth-
ods for data mining of large multinational surveillance databases (Poupard
et al., 2002). It is becoming apparent that as hospital and third party payer data-
bases expand, the use of novel applications of data mining from other fields will
become increasingly applied to resistance surveillance databases.

3. PRIMARY RESISTANCE SURVEILLANCE 
DATA

When planning surveillance studies, the basic database for analysis will
need to contain line listings of MICs for the individual isolates. This is impor-
tant, not only because breakpoints (SIR) change over time, but because the
investigator may want to apply unique breakpoints that differ from the stan-
dard breakpoints; for example, in order to collect information on possible 
first-step mutations prior to an organism becoming resistant.

It should also be noted that as much patient demographic information and
specific isolate information as possible is always preferred, regardless of the
original intent of the planners. These kinds of information are often invaluable
when resolving issues of unusual or interesting results from data mining 
procedures.

4. THREE APPROACHES TO RESISTANCE
INFORMATION DATA MINING

Three main approaches will be discussed for data mining of large data-
bases containing drug susceptibility/resistance information to search for novel
information or patterns of antimicrobial resistance: (1) the antibiotype method,
(2) multivariate analysis, and (3) evolutionary genetics approaches. These
methods were previously presented in a summary paper analyzing information
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generated by the Alexander Project, a 10-year multinational surveillance study
of upper respiratory isolates (Poupard et al., 2002).

4.1. The antibiotype approach

This is a method that first converts the long string of MICs to any number of
drugs into a series of 0s and 1s with 0s representing a susceptible result and 1s
representing non-susceptible or resistant results; the basic antibiotype. It
should be noted that the 1 can be based on selected, published breakpoints, or
an artificial breakpoint such as an MIC result that the investigator determines
to be a first-step mutation. The string of S (susceptible) and R (non-susceptible)
results of an isolate tested against individual drugs is converted into a string of
0s and 1s. The use of the binary code is adaptable to all computer programs and
enables the investigator to search the database for novel patterns. A string of 
all 0s indicates an isolate is susceptible (based on the chosen breakpoints) to all
drugs tested which is often lost when one prepares summary tables based on
percent SIR or on MIC50/90s.

In order to perform more sophisticated analysis, the long string of numbers
can be converted into a two- or three-digit number. This is done by grouping the
string of 0s and 1s into subsets of three numbers. Each consecutive number in the
set of three is assigned a value of 1, 2, or 4, with 0s remaining 0s. For example,
100 � 100; 010 � 020; 001 � 004; 111 � 124, etc. Once converted in this way,
each set of three numbers can then be transformed to a single number derived
from the sum of the values for the non-susceptible results, so: 100 � 100 � 1;
010 � 020 � 2; 001 � 004 � 4; 111 � 124 � 7, etc. It is also possible 
to assign a two- or three-digit hyphenated code based on the number of non-
susceptible results (1s) in the binary string. Each unique string with the same
number of non-susceptible results would give a new second digit, and the process
would be continued until each antibiotype has a unique number designation.

Use of this method permits the determination of the predominant antibio-
type, as well as rare antibiotypes, and enables the evolution of these antibio-
types to be tracked over time or by designated locations. It also permits analysis
of variability in a population of unique antibiotypes over time and can show 
the rise or decline in the all zero antibiotype within the population. Specific
applications of this methodology to isolates of Streptococcus pneumoniae and
Haemophilus influenzae can be found in the previously cited paper by Poupard
et al. (2002).

4.2. Multivariate analysis methods

Multivariate projection methods are applicable for obtaining a broad
overview of large, complex (multidimensional) data. Projection methods are
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powerful tools for discovering patterns in such data and have been applied in
many situations, for example, genetics (Nguyen and Rocke, 2002), cheminfor-
matics (Janne et al., 2001), and statistical process control (MacGregor and
Kourti, 1995), among others. In this chapter, we describe their application to
multinational surveillance data. These methods are not meant to supersede the
traditional univariate approach to analysis of surveillance data. Rather, they are
meant to enhance the univariate analysis and to enable a greater understanding
of the underlying patterns of variability among the antibiotics, countries, dates
of collection, isolate sources, etc. In addition to this greater understanding,
identification of interesting isolates, which may have escaped detection using
the univariate approach, is likely. Thus, multivariate processes extend the level
of understanding of the data beyond that obtained from the standard univariate
approaches and provide a framework for additional analysis.

We applied multivariate analysis to the 1998 Alexander Project collection
of 8,952 S. pneumoniae isolates from 24 countries. Isolates were tested against
20 antibiotics and data were available for age, gender, and isolate source
(Table 1). While it is possible, and generally of interest, to apply multivariate
techniques to the entire dataset, such an application may give rise to results
which are artifacts of the sampling, rather than reflecting true patterns of resis-
tance. For example, preliminary examination showed that data were collected
from any of six sources (throat, ear, sputum, blood, nasopharynx, sinus) and
from patients of any age. However, these data were not well distributed across
the countries of origin. Some countries had no ear isolates (e.g., Austria,
France, Germany) whereas others had many (e.g., United States). Similarly,
some countries have very few isolates from patients of 5 years of age or less
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Table 1. Antibiotics (abbreviation used) analyzed from the 1998 Alexander Project

�-Lactams Macrolides Quinolones Others

Penicillins Erythromycin (Ery) Ciprofloxacin (Cip) Clindamycin (Cli)
Penicillin (Pen) Clarithromycin (Cla) Ofloxacin (Ofl) Chloramphenicol (Chl)
Amoxicillin Azithromycin (Azi) Gemifloxacin (Gem) Doxycycline (Dox)
(Amx) Co-trimoxazole (Cot)
Amoxicillin/
clavulanic acid 
(Aug)

Cephalosporins and 
loracarbef

Cefaclor (Fac)
Loracarbef (Lor)
Cefuroxime (Fur)
Cefixime (Fix)
Cefotaxime (Tax)
Ceftriaxone (Axo)
Cefprozil (Cpz)



(e.g., Switzerland, Austria) and others had many (e.g., United States, Japan). As
the prevalence of resistance has been shown to vary based on isolate source and
age, particularly in patients of 5 years of age or younger (Sahm et al., 2000;
Thornsberry et al., 1999), there was a risk that the uneven distribution of these
data would produce misleading results. However, all the countries had large
numbers of sputum isolates from patients older than 5 years of age and the analy-
sis was therefore restricted to this subset, including 1,295 bacterial isolates.

For the 1998-subset data, 20 antibiotics were tested representing 20 dimen-
sions (variables) against 1,295 bacterial isolates (observations). It is, of course,
not possible to visually examine 20-dimensional data. The concept of multi-
variate projection is that high dimensional data are transformed into a lower
dimensional space, allowing data to be examined visually while at the same
time explaining the variation in the data. The percentage of the total informa-
tion in the data that is represented by the lower dimensional space is deter-
mined by R2, analogous to the familiar R2 value from simple linear regression.
Distributions of MIC data are generally not symmetric. For most modeling
procedures, whether univariate or multivariate, transformation of the MIC data
to achieve a close-to-symmetric distribution is common. For example, MIC
distributions are sometimes summarized using the geometric mean, which is
based on log MIC, a close-to-symmetric transformation of the MIC data. Such
transformations are essential for data modeling, mainly to make the models
more efficient (reliable) and to remove undue influence on the model from
relatively few extreme values, in this case extreme MICs.

For our analysis, MIC data were transformed to achieve a close-to-symmetric
distribution using a log transformation. Data were first modeled using principal
components analysis (PCA). The mathematical complexities of PCA are dis-
cussed in many statistical texts; see, for example, Morrison (1990), or Eriksson
et al. (2001). PCA was carried out on the log MICs using SIMCA (2000)
software. The principal components were then summarized graphically using
score and loading plots. In their lower dimensional space, score plots describe the
coordinates of the observations (isolates) while loading plots describe the coordi-
nates of the variables (antibiotics). In order to interpret the principal components,
it is necessary to examine loading plots. The loading plot for each principal com-
ponent describes the structure being revealed by the component. The largest com-
ponent corresponds to the highest proportion of total R2 explained and is called
the principal component 1, or p[1]. In addition to plots of individual loadings,
two-dimensional or three-dimensional plots of combinations of the loadings are
also very informative. Variables contributing similar information, for example,
those that are correlated, are grouped together in two-dimensional or three-
dimensional loading plots. Variables that are negatively correlated are located on
opposite sides of the plot. The further from the plot origin that a variable lies, the
greater its impact on the PCA model.
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For the 1998 MIC data, the 20 variables and 1,295 observations were
represented by four principal components, accounting for 88% of the total
information in the MICs. Thus, the 20-dimensional data are summarized and
interpretable in only four dimensions. The loadings for the first four principal
components for S. pneumoniae in 1998 are shown in Figure 1. As stated, the
loadings reflect structure among the variables, in this case antibiotics.

● The first principal component, p[1], explained 61% of the information in the
MIC data and described isolates with high MICs among all antibiotic classes
except the quinolones (Figure 1a).

● The second component explained an additional 13% of the MIC informa-
tion, separated macrolides, chloramphenicol, and doxycycline from the �-
lactams and co-trimoxazole, but contained relatively little information about
the quinolones (Figure 1b).
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Figure 1. Loading plots for the first four principal components. (a) Antibiotic loadings 
for principal component 1 (p[1]); (b) antibiotic loadings for principal component 2 (p[2]);
(c) antibiotic loadings for principal component 3 (p[3]); (d) antibiotic loadings for principal
component 4 (p[4]).



● The third component (11% of information) uniquely described isolates with
high quinolone MICs (Figure 1c).

● The fourth component (3% of information) picked up isolates with high 
chloramphenicol, doxycycline, and co-trimoxazole MICs, with relatively
low macrolide MICs (Figure 1d).

The 1998 MIC data therefore can be described by four components, which,
perhaps not surprisingly, closely follow the antibiotic classes.

Plots of two-dimensional loadings (antibiotics), combined with two-
dimensional score plots (isolates), reveal unusual isolates, patterns among the
isolates and relationships between the isolates and antibiotics (Figure 2). A two-
dimensional plot of components p[1] vs p[2] revealed clustering by antibiotic
class, with �-lactams clustered in the upper right-hand corner (Figure 2a).
This cluster was due to the strong correlation among the �-lactam MICs
(co-trimoxazole MICs were closely correlated with the �-lactams). The
macrolides (plus clindamycin) were also clustered, but were separate from the
�-lactams. Chloramphenicol and doxycycline were closely related to each
other, but dissimilar from the other classes of antibiotics. The quinolones, being
close to the origin, exerted no influence in the first two components. The two-
dimensional score plot for the first two dimensions is shown in Figure 2b. The
scores in dimension 1 are denoted t[1], and in dimension 2 are denoted t[2]. The
score plot revealed distinct clusters among the isolates and was interpreted by
relating the position of observations in the plot (which represent individual
bacterial isolates) to the positions of variables in the p[1], p[2] loading plot.
For example, the upper right quadrant of Figure 2b represents a cluster of iso-
lates with high �-lactam and co-trimoxazole MICs (cluster 1). These isolates
are associated with low macrolide MICs, and low to midrange doxycycline and
chloramphenicol MICs, because these drugs are located in different regions of
the loadings plot.

The median MICs from cluster 1 in Figure 2b were plotted in Figure 3a
expressed as the number of dilutions from each antibiotic’s respective MIC90.
As expected, the �-lactam median MICs were at their respective MIC90s
(i.e., 0 dilutions from the MIC90) and macrolide, clindamycin MICs were
between 9 and 11 dilutions below their MIC90s. Cluster 2, at the bottom of the
score plot Figure 2b, was associated with high macrolide and low �-lactam
MICs; this was reflected by median MICs in that cluster, compared to the
MIC90s for each drug (Figure 3b). Clusters 3 and 4 were both high in the first
component, the difference being the relative positions in the second compo-
nent, and hence these clusters differed primarily by macrolide MICs (Figure 3c
and 3d, respectively). Clearly the MICs were high for all drugs (except
quinolones) in cluster 4, and in cluster 3 the increase in MICs among the
macrolides was evident (compare with Figure 3a).
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Figure 2. Two-dimensional loading and score plots for the first four principal components at
the MIC level. (a) p[1] vs p[2] loading plots, showing clustering among antibiotics for the
first two components; (b) t[1] vs t[2] score plots, showing major clusters among isolates for
the first two components; (c) p[3] vs p[4] loading plots, showing clustering among antibi-
otics in the last two components; (d) t[3] vs t[4] score plots, showing major clusters among
isolates in the last two components.

Figure 1c showed that the third principal component represented the
quinolones and Figure 1d showed that the fourth component was dominated by
chloramphenicol. Two-dimensional loading plots and corresponding two-
dimensional score plots help to reveal how the isolates with high quinolone or
chloramphenicol MICs cluster with the other isolates (Figure 2c and 2d).
Isolates with high quinolone MICs are easily identified (on the far right of
Figure 2d), and other outlying isolates, driven by high or low chloramphenicol
MICs can be seen clearly. Note the vertical banding among the isolates of
Figure 2d; these bands correspond to MICs of the quinolones, with the highest
density bands being in the mid-MIC range.
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Figure 3. Median number of dilutions from each antibiotic’s MIC90, for major clusters in the
first two principal components (p[1] and p[2]). (a) Cluster 1, median MICs for isolates in
cluster 1 are at the MIC90 for �-lactams, but are between 9 and 11 dilutions below the MIC90

for the macrolides, between 3 and 5 dilutions below the MIC90 for clindamycin and doxycy-
cline, and 2 dilutions below for chloramphenicol; (b) cluster 2, this is the inverse of cluster 1
with the �-lactams having low MICs relative to their MIC90s, whereas macrolides and clin-
damycin are at their MIC90s; (c) cluster 3, this shows MICs which are similar to cluster 1
except that macrolide, clindamycin MICs have increased compared with cluster 1; (d) clus-
ter 4, this corresponds to high MICs for all non-quinolones, with MICs at the MIC90s.
Note that quinolones are not included in this figure as there was no information about the
quinolones in the first two principal components.

The methodology described above can also be applied to the antibiotypes,
and, as expected, the results were similar, though with some notable excep-
tions. First, the two-dimensional loadings plot for the first two components
(Figure 4a) illustrates that antibiotic groupings were similar to the MIC group-
ings (Figure 2a), with the exception that amoxicillin and amoxicillin/clavulanic
acid, at the antibiotype level, were distinct from the other �-lactams in p[1].
This distinction is due to the comparatively increased susceptibility of 
S. pneumoniae strains to amoxicillin vs other �-lactams when NCCLS break-
points are used to determine the antibiotype (NCCLS, 2000). Figure 4b
describes the distribution of isolates at the antibiotype level. The interpretation
was similar to that for isolates at the MIC level (Figure 2b), although here 
there appeared to be a greater variety in the clustering pattern. The third and



fourth components (Figure 4c) described (1) isolates with resistance to the
quinolones ciprofloxacin and ofloxacin (there was no resistance to gemi-
floxacin in the isolates analyzed), and (2) the isolates with resistance to amox-
icillin and amoxicillin/clavulanic acid (Figure 4c). Figure 4d shows the pattern
of isolates in the third and fourth components. Isolates resistant to both 
amoxicillin and amoxicillin/clavulanic acid but not the two quinolones were
clustered at the very top of the plot (cluster 1). There were two isolates with
resistance to both amoxicillin and amoxicillin/clavulanic acid and one of the
two quinolones, ciprofloxacin, or ofloxacin (cluster 2). A small group of 
six isolates were resistant to both quinolones, as well as to amoxicillin and
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Figure 4. Two-dimensional loading and score plots for the first four principal components at
the antibiotype level. (a) p[1] vs p[2] loading plots showing clustering among antibiotics in
the first two components; (b) t[1] vs t[2] score plots, showing major clusters among isolates
in the first two components; (c) p[3] vs p[4] loading plots, showing clustering among antibi-
otics in the last two components; (d) t[3] vs t[4] score plots, showing major clusters among
isolates in the last two components.



amoxicillin/clavulanic acid (cluster 3). Cluster 4 included a group of isolates
resistant to one of the two quinolones but not amoxicillin or amoxicillin/
clavulanic acid. Finally, cluster 5 was a group of isolates resistant to both
quinolones but not to amoxicillin and amoxicillin/clavulanic acid.

Other interactions among the antibiotics and isolates may be obtained 
by other two-dimensional and/or three-dimensional views of the components.
The four components together explained over 80% of the information in the
antibiotypes. In the above analysis, the country-to-country effect was not
included. However, it is straightforward to include country as a variable. One
way is to fit the same overall PCA model but use different colors or graph
symbols in the score plots to depict the distribution of isolates for the different
countries, and/or use graphical tools to display the countries individually. This
works well and is a rather striking way to examine countries. Another approach
is to use a related multivariate projection to model the relationship between
countries and isolates; in this case the technique known as projection to latent
structures (PLS) works well. The technical details of PLS have been well
described (Eriksson et al., 2001). With PLS, countries are considered predictor
variables (or X variables) and antibiotics are considered response variables (or
Y variables), with the isolates as observations. Both the X and Y, which are
matrices with rows as isolates and columns as variables (countries in the 
X matrix and antibiotics in the Y matrix), are projected into lower dimensional
space similar to a PCA projection, with the projections modified slightly to
maximize the correlations between the X and Y variables. PLS models are 
easily fitted with the SIMCA software package.

The results of our PLS modeling have shown which countries are most 
(or least) highly associated with the antibiotic MIC or antibiotype patterns. As
an example, we consider the 1998 antibiotype data previously modeled.
In PLS we examine loadings for both X and Y variables to learn about their
associations. To distinguish the PLS loadings from the PCA loadings, we used
w[i] and c[i] for X and Y loadings, respectively, for component i. The loading
plots for the first two components of the PLS projections are shown in Figure
5a (countries) and 5b (antibiotics). Figure 5b shows that the first Y component
had high loadings for all antibiotics except the quinolones, and to a lesser
extent amoxicillin, amoxicillin/clavulanate, clindamycin, and co-trimoxazole.
Thus, this component picked up countries with resistance patterns dominated
by most of the non-quinolone agents. X variables with high loadings are highly
correlated with these Y loadings—hence from Figure 5a we see that France,
Hong Kong, and Japan were the countries most highly associated with resis-
tance to most non-quinolone agents. The next PLS component, captured in
Figure 5c and 5d, was primarily driven by the United States, Japan, and the
Slovak Republic, and picked up isolates that were differentiated based upon
macrolide/�-lactam/doxycycline/co-trimoxazole resistance. Note that Figure
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5b and 5d shows that there was no information about the quinolones in the first
two PLS components.

As with PCA, it is of interest to plot two-dimensional plots. In Figure 6a we
plotted w[1] and w[2] for the country loadings, and in Figure 6b c[1] and c[2]
for the antibiotic loadings. Figure 6a shows which countries had the most
extreme patterns of resistance (The Slovak Republic, United States, Japan,
Hong Kong, and France) compared with the rest of the countries sampled.
Figure 6b shows the projection into the Y space for the antibiotics, and spa-
tially relating positions of antibiotics and countries in Figure 6a and 6b pro-
vides an understanding of the relationship between antibiotic resistance and
country. Hong Kong, with high loadings in component 1 and loadings close to
zero in component 2 had a relatively large number of isolates with resistance
across all antibiotics. France was similar to Hong Kong, but a smaller compo-
nent 1 loading suggests that this type of resistance was not as prevalent as in
Hong Kong. Japan, high in component 1, but low in component 2 had isolates
with resistance across all antibiotics, but also had a set of isolates with high
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Figure 5. Loading plots for PLS models, relating country to antibiotype. (a) X matrix 
loading for component 1; (b) Y matrix loading for component 1; (c) X matrix loading for 
component 2; (d) Y matrix loading for component 2.



resistance among the macrolides, chloramphenicol, doxycycline, and clin-
damycin with low resistance among the �-lactams. Japan’s second component
of resistance was almost the opposite of the United States, which appeared to
have isolates with resistance among the �-lactams but not among other antibi-
otics. The Slovak Republic had isolates generally associated with �-lactam
resistance. The quinolones were not significant in the first or second compo-
nent and hence no interpretations can be made regarding quinolone resistance
and country for these two components. Note that this PLS model, with two
components, explained only 30% of the information among the countries. The
model points toward relationships between countries and antibiotics that are
potentially of interest and worth further investigation.

The multivariate analysis clearly shows the broad patterns of antibiotic MICs
and resistance for 1998 in S. pneumoniae. Based on PCA, �-lactam and
macrolide resistance were responsible for the greatest variation among isolates,
followed by quinolone resistance and resistance to chloramphenicol. At the MIC
and antibiotype levels there were distinct clusters of isolates, which were largely
determined by �-lactam and macrolide resistance. As the prevalence of quinolone
resistance is still low, these agents were set apart from the other classes. At the
antibiotype level, amoxicillin and amoxicillin/clavulanic acid were distinct from
the population of other �-lactams, with less resistance to these two antibiotics.

4.2.1. Multidimensional scaling

It is often of interest to genotype the isolates. Isolates that are similar genet-
ically can be grouped together, and likewise, isolates dissimilar genetically,
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can be identified using a multitude of techniques. Multidimensional scaling
(MDS) is one such technique, which is often applied to the analysis of genetic
distances—see, for example, Agodi et al., 1999. For a detailed description 
of this approach, see texts on multivariate statistics, such as Morrison, 1990. 
In this section we show an example from a set of 193 isolates sampled and
genotyped from the 1998 and 1999 Alexander Project. In this example, the
housekeeping gene gki was genotyped. After the nucleotide sequences were
determined, the genetic divergence matrix for pairwise divergence among the
isolates was computed (see Section 4.3 for details).

Similar to PCA and PLS, MDS approximates the data matrix, in this case the
matrix of genetic divergence, in a lower dimensional space. Hence the 193-
dimensional divergence matrix will be represented in a few, interpretable dimen-
sions. We applied the PCA program from SIMCA to the divergence matrix; 
the two-dimensional loadings plot for p[1] and p[2] is shown in Figure 7. From
this figure, along the p[1] axis we see isolates which are genetically highly
divergent. In particular, a lone isolate collected in Italy in 1999 at the p[1] �
	0.05 level (circled in Figure 7a) was very different from, for example, any of
the isolates in the p[1] � 0.06–0.08 range. This was confirmed by plotting
pairwise distances for the isolate at p[1] � 	0.05 and two isolates at the other
extreme. As an example we picked two isolates near p[1] � 0.08 and p[2] � 0
(one from the United Kingdom 1998, the other from Portugal 1999), and plot-
ted the set of 193 distance pairs for these two, and for the former against the
p[1] � 	0.05 Italian 1999 isolate (Figure 8). In Figure 8a, the two isolates that

Data Mining to Discover Antimicrobic Resistance 435

0.
10

-0
.1

5
0.

05
-0

.1
0

-0
.0

5
0.

0

-0.04

p[
2]

0.0 0.02-0.02 0.04
p[1]

0.06 0.08

0.
2

0.
3

-0
.2

0.
1

-0
.1

0.
0

-0.15

p[
3]

0.0 0.05 0.10-0.10 -0.05
p[2]

(a) (b)

Figure 7. Multidimensional scaling of gki divergence matrix for 193 isolates from the
Alexander project, 1998–9. (a) Two-dimensional plot for the first two components, identify-
ing divergent isolates. The circled isolate is genetically divergent on p[1] and was collected
in Italy in 1999; (b) Two-dimensional plot for the last two components, identifying divergent
isolates and clusters of similar isolates.



are close together on the plot are highly correlated; the Italy 1999 isolate is not
correlated with these and the divergence from each of the other isolates is large
(Figure 8b). Once genetically divergent isolates are identified, cross referenc-
ing with MIC and/or antibiotype data can be carried out, to determine the 
relationship of these divergent isolates to their MIC/resistance phenotype.

4.2.2. Summary

The projection methods described above can handle extremely large num-
bers of observations and variables. For example, the Alexander Project 10-year
dataset (1992–2001) has well over 35,000 isolates; despite this, analysis of the
entire dataset is well within the computational boundaries of these projection
methods. This may be of particular interest, for example, when investigating
time trends over the 1992–2001 period. The many variables available in the
Alexander Project data can also be modeled, such as age, gender, isolate
source, and country. It is also possible to assess genetic divergence for these
very large sets of data. Many other data mining methods exist for evaluation of
such large datasets, and each method has its merits. Projection methods are
robust methods that can handle extremely large data sets of predictor (X)
and/or response (Y) matrices, and user-friendly software is readily available.

4.3. Evolutionary genetic approaches

Technical developments associated with the polymerase chain reaction
(PCR) and automated DNA sequencing technology, over the course of the last
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decade or so, have made it very easy to obtain large amounts of comparative
sequence data from virtually any organism. Alongside this progression in lab-
oratory technology, the evolutionary analysis of molecular sequence data has
also advanced. This concomitant development of molecular biology technol-
ogy and analytical perspective has resulted in the burgeoning field of molecu-
lar phylogenetics, which is now influencing all areas of biology. Despite this,
the application of modern principles and techniques of molecular phylogenet-
ics to the analysis of antibiotic resistance development and spread has not been
widely undertaken. Nonetheless, we feel the application of such a perspective
is ideally suited to extracting important information from large antimicrobial
susceptibility databases, such as the Alexander Project. This is at least partly
due to the fact that molecular phylogenetics falls within the broader realm of
comparative biology and the nature of such databases provides numerous com-
parative possibilities. Databases such as the Alexander Project have a temporal
perspective allowing comparisons between years, a geographical component
allowing comparisons between collecting centers, as well as susceptibility data
for numerous antibiotics for each isolate. This permits the correlation of 
isolate genetics with resistance over time and across geographical regions. 
The purpose of this section is to outline a few modern molecular phylogenetic
perspectives on typical questions of antibiotic resistance development and
spread in S. pneumoniae.

4.3.1. S. pneumoniae and questions of clonal spread

Analyses performed over recent years suggest that a small number of geno-
types are responsible for �85% of fully penicillin-resistant pneumococci in
the United States (MICs �2 mg/L) (Corso et al., 1998; Gherardi et al., 2000;
Richter et al., 2002). The majority of these studies used pulse field gel elec-
trophoresis (PFGE), however, and in an organism such as S. pneumoniae,
where nucleotide substitutions are relatively uncommon, PFGE is arguably too
imprecise a method to gain an accurate picture of the species’ genetic diversity.
Furthermore, most of these studies examined only resistant isolates, whereas
the inclusion of isolates with resistant as well as susceptible phenotypes is 
necessary to gain a more complete picture of the origins of resistance. An
important additional level of specificity to isolate typing has been achieved
with multiple locus sequence typing—MLST (Enright and Spratt, 1998;
Maiden et al., 1998; McGee et al., 2001). However, the allele frequency data
that arise from such studies do not lend themselves to forming an accurate 
picture of the cladistic history of the isolates.

Individuals from the same species diverge later than individuals from 
different species, which means that intraspecific molecular sequence data are
typified by much lower levels of sequence variation. We have found this to be
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particularly the case in an organism like S. pneumoniae. This species exhibits
very low levels of genetic diversity in comparisons of housekeeping gene
sequences in clinical isolates sampled from globally distributed locations. In
contrast, in comparisons involving the same housekeeping genes for the same
country and year in the Alexander Project collection, H. influenzae has much
higher genetic diversity than S. pneumoniae. For example, in the Alexander
Project during collection of isolates for the United Kingdom in 1998, indexes
of diversity for three different housekeeping gene sequences are 1.8–5.4 times
higher for H. influenzae than for S. pneumoniae (Table 2).

The relative lack of genetic variation in S. pneumoniae means that it can be
more difficult to accurately reconstruct the evolutionary history of isolates
using traditional molecular phylogenetic procedures (which require at least
moderate levels of sequence divergence between entities), particularly when
the number of isolates is quite large. Furthermore, it is very difficult to root an
S. pneumoniae phylogeny using another species. This is because most of the
taxa widely recognized to be different species are much too distant to provide
anything but a long branch attraction problem (a phylogenetic artifact which
results in some sequences being artificially “dragged” to the base of the 
tree due to homoplasy with the outgroup), and other taxa which are currently
classified as different species, may have no evolutionary basis for such a 
classification (Stanhope, unpublished data).

Methods have been developed over the course of the last decade, and 
are coming into increasing use over the last number of years, that employ phy-
logenetic statistical procedures for dealing with this problem of low sequence
variation in the reconstruction of evolutionary history. One such method, known
as statistical parsimony, was developed by Templeton in a series of important
papers in the early to mid-1990s (Templeton, 1995; Templeton and Sing, 1993;
Templeton et al., 1987, 1992). In addition to being able to reconstruct accurate
histories with low sequence divergence, the method also has a number of 
other important benefits: (1) the algorithm collapses the sequences into their

438 J. A. Poupard et al.

Table 2. Nei and Li’s (1979) index of nucleotide diversity; based on
total number of alleles, population frequency of each allele, and
number of nucleotide substitutions per site between alleles; for 
S. pneumoniae (N � 75) and H. influenzae (N � 73) collected from the
United Kingdom as part of the 1998 Alexander Project

Species gdh gki recP

S. pneumoniae 0.01092 0.01479 0.00717
H. influenzae 0.02623 0.02633 0.03844



various haplotypes, estimates the maximum number of differences among
these haplotypes, resulting from single substitutions, and then joins the haplo-
types in a parsimony network with each step justified by a probability level of
95%; (2) the program TCS estimates haplotype outgroup probabilities for each
haplotype, with the highest probability being judged the most likely ancestral
haplotype for that set of sequences (Clement et al., 2000); (3) it can be com-
bined with a nested analysis procedure to partition the resulting network into a
series of nested clades which can in turn be used to statistically test associa-
tions between genotype and phenotype, where “phenotype” could represent
anything, such as geographic location, clinical setting, or antibiotic resistance
phenotype (Templeton and Sing, 1993; Templeton et al., 1987).

To illustrate this evolutionary approach using TCS, statistical parsimony
networks were reconstructed from gki (840 bp) and gdh (1,245 bp) sequences
for a set of isolates possessing a mixture of resistance phenotypes collected
from Ohio, USA (Alexander Project collection, 2000) (Figure 9). For each of
these two networks we tested the following null hypothesis: no association
between genotype and isolates with penicillin (Pen) MICs �4 mg/L. For both
these loci and networks the null hypothesis is rejected. Thus, we can conclude
that, at least for this set of isolates, there was a significant correlation between
genotype and isolates with penicillin (Pen) MIC �4 mg/L, indicating a signif-
icant degree of clonality to this type of resistance. By then examining the
phenotypes of the constituent members of the various nests in the network, we
can determine if there is a single clone or several clones that have convergently
evolved this phenotype. In the present example, the vast majority of penicillin
resistance of MIC �4 mg/L could be explained by two or three clones which
have convergently evolved this phenotype. The fact that this test is not signifi-
cant at the “0–step” clades (i.e., the individual haplotypes) indicates that both
the relationships depicted in the network and the nested cladistical design
associated with it were necessary to detect the genotype–phenotype associa-
tion. In other words, any attempt to correlate haplotypes with resistance, while
not taking into consideration the evolutionary history depicted in these net-
works, would have resulted in inaccurate conclusions.

Although in recent years there has been important work accomplished on
the question of clonality and resistance in S. pneumoniae, it is also true that the
issue can still benefit from the analytical procedures and perspective typical of
modern molecular evolutionary biology. The statistical parsimony approach
has various advantages, including the fact that it can be scaled up tremendously
to include hundreds of isolate sequences. In contrast, traditional phylogenetic
methods would be bogged down with such large numbers of highly similar
sequences, as those typical of comparative data regarding S. pneumoniae
housekeeping genes.
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4.3.2. Horizontal transfer of resistance loci in S. pneumoniae

It has been known for many years that one of the principal mechanisms 
for S. pneumoniae resistance to �-lactam antibiotics is through specifically
mutated penicillin-binding protein ( pbp) genes. Unlike the housekeeping
genes of S. pneumoniae, pbps tend to be highly variable between isolates with
a mosaic pattern in their homology comparisons to other species of strepto-
cocci. This pattern has provided evidence that these hyper-variable, resistance-
conferring pbps in S. pneumoniae have their origins in lateral gene transfer
events involving other species, followed with intraspecific recombination
events to create the mosaics. The frequency with which such lateral resistance
transfer events take place is not well understood.
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Arguments regarding lateral gene transfer events, whether it be regarding
antibiotic resistance or not, are often based on basic interpretations of percent
identity, or quite simply, BLAST (basic local alignment search tool) alignment
scores. However, understanding whether a gene has been laterally transferred
from another lineage is an evolutionary biology problem. A high profile exam-
ple of the risks of failing to use such a perspective concerns claims, by the
Human Genome Sequencing Consortium, that hundreds of human genes likely
resulted from independent horizontal transfer events from bacteria at various
points in the diversification of vertebrates (IHGSC, 2001). This conclusion was
based on BLASTP alignment scores, or in other words, basic interpretations of
sequence homology. However, subsequent, detailed phylogenetic analysis of
this claim, did not find any support for horizontal gene transfer from bacteria
to vertebrates (Stanhope et al., 2001). Similarly, the best means to understand
the history and dynamics of lateral transfer of pbps in S. pneumoniae is to
employ phylogenetic principles and techniques.

If two or more genes have the same evolutionary history then it is likely
that there has been no lateral transfer involving those genes, and their history
can be explained through a shared common ancestry and descent. In contrast,
genes that have been laterally transferred will be discordant with the history
depicted by genes that are not laterally transferred. Housekeeping genes are
much less likely to be laterally transferred than are pbps, and there is little
a priori evidence to support their lateral transfer. Thus, the clearest phyloge-
netic evidence for lateral gene transfer of pbps would be strongly supported by
conflicting branching arrangements when comparing the phylogenies of pbp
sequences and housekeeping genes for the same set of isolates. The phylogeny
arising from the housekeeping genes can, therefore, be regarded as a “control
phylogeny,” or the best estimate of the true phylogeny. Nonetheless, in order to
help verify their vertical inheritance, there are various methods available to
detect the presence of recombinant sequences in any given sequence alignment
(see, e.g., Posada, 2002). If one or more of such methods identify the presence
of a recombinant, that particular sequence can be excluded from the set under
analysis. These same methods can be used to distinguish between intragenic
recombination of pbps vs lateral transfer. In other words, it is possible that dis-
cordant phylogenies between housekeeping genes and pbps could be the result
of pbp lateral transfer, or intragenic recombination.

To illustrate this approach, we include an example of pbp sequences from a
set of Alexander Project isolates from the United Kingdom collected in 1998.
The control phylogeny in this case is based on an alignment of two concate-
nated housekeeping gene sequences, gdh and gki for a total of 2,085 bp; com-
plete gdh and gki sequences were obtained for each isolate, these two
sequences were joined together to make one long sequence for each isolate,
and then the set of concatenated sequences were aligned. The low sequence
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divergence typical of S. pneumoniae housekeeping genes means that a single
gene often does not have sufficient phylogenetic signal to reconstruct robust
phylogenies using traditional methods (i.e., in comparison with methods such
as TCS). However, low sequence divergence is not typical of pbps, and thus in
our experience it is possible to easily reconstruct reliable histories of at least
pbp1a, pbp2b, and pbp2x genes. Traditional phylogenetic methods are best
suited for comparisons between evolutionary histories—there is a wealth of
theory, and statistics, for comparing the branching arrangements of bifurcating
phylogenies, but at present such methods for comparing networks, such as
those obtained from TCS, lag behind. Programs for computing phylogenies
from molecular sequence are numerous, but the two most common and 
comprehensive are PHYLIP (Felsenstein, 1993) and PAUP* (Swofford, 2002).

In the present example the resulting housekeeping gene sequences showed
no evidence for intragenic recombination and there was no evidence of lateral
transfer for either housekeeping gene (no strongly supported conflicting nodes
in individuals trees for each gene). Consequently, both loci were combined to
yield the unrooted maximum likelihood tree depicted in Figure 10. Similarly,
there was no evidence for intragenic recombination in the pbp2x sequences.
Note that the composition of the italicized clade of isolates in the housekeep-
ing tree includes two phenotypes: susceptible (isolates labeled 0) and those
resistant to penicillin, cephalosporins, and co-trimoxazole (isolates labeled 17).
Note that in the pbp2x tree, the “17” phenotype is either identical or very
closely related to several other isolates with multidrug resistant phenotypes
(labeled 23, 20, and 24), to which it was unrelated in the housekeeping tree.
Furthermore, the “0” isolates from the housekeeping 0/17 clade no longer
group with the multidrug resistant 17 isolates. These results indicate that there
was the lateral transfer of a particular pbp2x allele into one or another of the
“0” isolates of the 0/17 clone, and that this lateral transfer was correlated with
a major shift in phenotype from all susceptible to multidrug resistant.

In general, our present collection of data suggests that pbp genes that are
judged by our approach to be laterally transferred are often highly similar
between a selection of multidrug resistant isolates. As these isolates share no
close relationship on the basis of housekeeping genes, the most parsimonious
explanation is lateral transfer rather than intragenic recombination. Whether
the explanation is intragenic recombination or lateral transfer, the knowledge
of the evolutionary history of the isolates themselves, based on their house-
keeping gene sequences, can lead to important conclusions regarding the 
shifts in phenotype that have occurred coincidentally with the acquisition or
alteration of the pbps in question.

This comparative approach can be scaled up to include larger numbers of
isolates from different locations and years allowing examination of (1) the rel-
ative frequency of lateral transfer of the resistance loci and whether this differs
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between years and countries; (2) which variants of these loci are associated with
major shifts in resistance phenotype; (3) the sequence of lateral transfer events
involving the resistance loci—that is, which resistance genes are acquired first,
or all at once; (4) whether there are geographically specific pbps that are being
laterally transferred amongst a set of isolates within a given region.

5. CONCLUSIONS

Microbiologists are conditioned to approach a scientific subject with a
hypothesis, a protocol outlining how to proceed, and a clear idea of what they
are looking for. Data mining is a relatively new concept to microbiologists, and
requires a change in mind set, as a key element of this approach is to apply
methods developed for other fields like statistics and bioinformatics to a search
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for novel facts within the accumulated data. The papers cited in Section 2 of
this chapter are included here to encourage workers interested in the subject of
antimicrobial resistance to approach their subject within a new paradigm. The
three general methods presented in some detail, antibiotypes, multivariate
analysis, and evolutionary genetics, are techniques designed to stimulate the
investigator rather than present any one set approach to the subject. Interested
parties are encouraged to take the first step, namely, search for colleagues with
expertise in other fields to become familiar with the rich data generated by
antimicrobial surveillance and other research programs from the viewpoint of
their individual specialities and search for novel aspects that will shed light on
a problem that will only become more critical over the coming years. Data
mining is one approach that may offer novel insights into our understanding 
of resistance, and ultimately may result in providing potential solutions to 
slow the rate of resistance against organisms of medical and environmental
importance.
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1. PROBLEMS WHEN ATTEMPTING TO
DEMONSTRATE A RELATIONSHIP 
BETWEEN ANTIBIOTIC CONSUMPTION 
AND BACTERIAL RESISTANCE

Data must be of the same type for both antibiotic consumption and bacterial
resistance if one wants to study the relationship between these two parameters.
These can be collected at the patient or at the collective level. Patient-level data
allow the study of the effect of individual patient exposure to antibiotics on
emergence and selection of bacterial resistance in this patient. However, these
data are rarely available and do not take into account the possible conse-
quences on resistance in other patients. Aggregated data, that is, data at the
level of a hospital, a ward, or a primary care region, cannot take into account



misuse of antibiotics in individual patients and only represent the ecological
pressure due to antibiotics; however, they often are the only available data in
most hospitals. The type of aggregated data will determine the type of evi-
dence in the demonstration of a relationship. If data are available for a specific
period and for a large number of similar and independent settings, it will be
possible to demonstrate a consistent association and/or a dose–effect relation-
ship between antibiotic consumption and bacterial resistance (McGowan,
1987). Common problems with this approach are small sample size and possi-
ble selection bias. Multicenter studies, thus increasing statistical power and
minimizing selection bias, have been implemented to circumvent these prob-
lems. However, even these multicenter studies often lack adequate sample size,
include observations that are not independent, for example, hospitals or wards
that exchange patients, cannot take into account the necessary delay between
antibiotic use and bacterial resistance, and fail to deal with consumption of
other antibiotic classes and other confounding factors. To illustrate this point,
the data presented in Figure 1 suggest a relationship between the percentage of
ceftazidime-resistant Pseudomonas aeruginosa and consumption of third-
generation cephalosporins. However, this relationship clearly does not apply to
two out of eight (25%) hospitals, where resistance is possibly explained 
by other factors such as consumption of other antibiotics, infection control
practices, detection of resistance, etc. (McGowan, 1994; Monnet, 2000b).

When longitudinal data on antibiotic consumption and on bacterial resis-
tance are available for a long period of time, it is possible to study concomitant
variations, that is, changes in antibiotic consumption followed by changes in
resistance in the same direction (McGowan, 1987). These variations are the
most convincing proofs of causality when using aggregated data since they
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Figure 1. Percent ceftazidime-resistant/intermediate P. aeruginosa and third-generation
cephalosporin use at eight US hospitals, CDC/NNIS Project ICARE Phase 1, 1994. Adapted
from Monnet et al. (1998).



take into account the time sequence between the suspected cause, that is,
antibiotic consumption, and the observed effect, that is, bacterial resistance.
Such concomitant variations have been reported from various single hospitals
or from single countries. However, when pooled data, covering one or several
years, were used to analyze temporal associations observed between two 
time periods, these studies were not able to measure the delay necessary to
observe an effect of antimicrobial use on resistance. Additionally, because data 
generally are available on a yearly basis, empirical attempts to take this delay
into account consider a 1-year delay. For example, Goossens et al. (1986)
found a correlation between the percentage of gentamicin-resistant Gram-
negative bacilli and gentamicin use during the previous year. Interestingly, no
correlation was observed when using gentamicin during the same year.

Our experience at Hospital Vega Baja (López-Lozano et al., 2000b) shows
that there is often a 1-year delay between a variation in antibiotic use and a
consecutive variation in resistance, but not always. As shown in the example
presented in Figure 2, we generally observed such variations of the percentage
of ceftazidime-resistant Gram-negative bacilli following variations in cef-
tazidime use, except in 1996 when ceftazidime resistance increased following
a decrease in ceftazidime use in 1995.

However, if we graphically represent the monthly percentage of ceftazidime-
resistant Gram-negative bacilli and the monthly consumption of ceftazidime, we
can observe variations at time periods shorter than 1 year (Figure 3). As shown
below, there is a significant relationship between these monthly data.

Additionally, by simply smoothing the monthly series using a 5-month 
centered moving average transformation, the relationship becomes clear with
ceftazidime consumption preceding ceftazidime resistance (Figure 4).

Applications of Time-series Analysis 449

Figure 2. Yearly hospital ceftazidime use and percent ceftazidime-resistant/intermediate
Gram-negative bacilli, Hospital Vega Baja, Orihuela, Spain, 1991–8. Adapted from Monnet
et al. (2001). �, ceftazidime use (DDD/1,000 patient-days); �, ceftazidime-resistant/
intermediate Gram-negative bacilli (%).



2. DETERMINISTIC AND STOCHASTIC
PROCESSES

To predict the trajectory of a missile following its launching—a classical
example of a deterministic process—one can use physical laws if the direction
and the velocity of the missile are known. To forecast weather—a very complex
phenomenon, which depends on many complex, unstable, and sometimes
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Figure 3. Monthly hospital ceftazidime use and percent ceftazidime-resistant/intermediate
Gram-negative bacilli, Hospital Vega Baja, Orihuela, Spain, 1991–8. Adapted from López-
Lozano et al. (2000). , ceftazidime use (DDD/1,000 patient-days); ___, ceftazidime-
resistant/intermediate gram-negative bacilli (%).

Figure 4. Five-period centered moving average of monthly hospital ceftazidime use and per-
cent ceftazidime-resistant/intermediate Gram-negative bacilli, Hospital Vega Baja, Orihuela,
Spain, 1991–8. Adapted from López-Lozano et al. (2000). , ceftazidime use (DDD/1,000
patient-days); ___, ceftazidime-resistant/intermediate Gram-negative bacilli (%).



unknown factors—one cannot use a mathematical model because not all causal
factors are known. However, it is possible to construct a model to calculate the
probability for a future value, for example, of temperature, to be between two
specified confidence limits based on past values of temperature and of some well-
known influencing factors such as atmospheric pressure or season. Such a model
is called a probability model or a stochastic model. It is constructed to explain 
a stochastic process, which results from the interaction of several phenomena that
act simultaneously to produce a variable outcome (Box and Jenkins, 1976).

Antibiotic resistance measured ecologically and over time can be consid-
ered a stochastic process since it is the result of the action of various and 
complex factors such as the level and the distribution of antibiotic consump-
tion (variable), the transmission of resistant strains from one patient to another
(conditioned by the level of infection control, which is also variable), the prob-
ability of spontaneous bacterial mutations (unpredictable, variable), and the
number of isolates (conditioned by the number of microbiological samples and
the frequency of sampling, also variable).

3. MODELING STOCHASTIC PROCESSES
USING TIME-SERIES ANALYSIS

A time series corresponds to a group of observations taken sequentially
over time and at equal intervals much shorter than the study period. Each time
series is only one among many other possible realizations of the underlying
stochastic process. Time series cannot be analyzed using classical regression
techniques, that is, linear regression, because these techniques necessitate that
the consecutive observations are independent from each other. Time-series
analysis corresponds to a group of techniques aimed at adjusting a model to a
time series for the purpose of predicting future behavior of the series based on
its historical behavior and trying to explain its characteristics as well as the
effect of some factors influencing the series. Unlike usual statistical methods,
time-series analysis takes advantage of the relationships existing between con-
secutive observations, a phenomenon known as autocorrelation (Helfenstein,
1996). In 1976, Box and Jenkins provided a practical method for modeling
time series by use of so-called auto regressive integrated moving average
(ARIMA) models that analyze the temporal behavior of a variable as a func-
tion of its previous values, its trends and its abrupt changes in the near past (Box
and Jenkins, 1976). Since then this method has been used in various fields
where data are collected at repeated intervals for long periods of time, such as
econometrics, engineering, weather forecast, and water resources research.
More recently, it has been applied in medical specialties where such data are
collected at the patient or population level, such as endocrinology, cardiology,
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environmental medicine, and the study of chronic diseases (Crabtree et al.,
1990; Helfenstein, 1996). Additionally, several modeling techniques of time-
series analysis can be used to assess the relationships between a target (output)
series and one or several explanatory (input) series. There are various types 
of multivariate time-series analysis models, for example, transfer function 
or polynomial distributed lag models. In transfer function models, delays or
time lags between series are identified by the cross-correlation function
(Helfenstein, 1996). In medicine, transfer function models have been used to
study, for example, the relationship between weather parameters and mortality
(Saez et al., 1995) or influenza and mortality (Stroup et al., 1988).

4. WHY USE TIME-SERIES ANALYSIS TO
STUDY THE RELATIONSHIP BETWEEN
ANTIMICROBIAL CONSUMPTION AND
BACTERIAL RESISTANCE?

Time-series analysis is clearly relevant to the analysis of data produced by
surveillance activity, which consist of repeated measurements at regular inter-
vals during long periods of time. Such data, for example, the monthly percent-
age of antimicrobial-resistant microorganisms and the monthly number of
defined daily doses (DDDs) of antimicrobial per 1,000 occupied bed-days 
(or patient-days), represent time series and can easily be produced by clinical
microbiology laboratories and hospital pharmacies. Observation of these time
series show short-term variations of both antibiotic resistance and antibiotic
consumption, which could not be shown by using yearly data (Figures 2–4).

Additionally, our experience shows that these consecutive measurements of
resistance levels on the one hand and of antibiotic use on the other hand, are
highly autocorrelated, that is, show correlation from one period to another or
several other periods as shown in the example in Figure 5. This autocorrelation
should not be disregarded and classical statistical methods should not be used
to analyze longitudinal antibiotic consumption and resistance data since these
methods necessitate independent observations. Instead one should make use of
methods that take this correlation into account such as time-series analysis.

The effect of antimicrobial use on resistance is not contemporaneous, that is
to say, antimicrobial use needs some time in order to modify the ecological dis-
tribution of strains in a specific setting. Once a patient receives an antibiotic
treatment his bacterial population might be modified acquiring resistance to
this drug. Resistance measured as a group phenomenon is the sum of resistance
expressed by an entire setting (animate and inanimate reservoirs) as a whole.
Transmission of resistance is not immediate. Some time is necessary in order to
pass from the initial carrier to others. This transmission is influenced by the
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hygiene control measures that can facilitate or restrict the diffusion of resistant
strains from the initial patient to other patients via healthcare workers as well as
the inanimate environment.

Because time-series analysis can assess the lagged relationship between
two time series, it allows us to measure a non-contemporaneous relationship
between two or more phenomena measured in a temporal basis (and at the
same frequency).

A setting showing a certain resistance level can influence the levels for 
the same setting in the following time periods. This aspect of the resistance 
transmission is expressed as autocorrelation in the time series representing the
temporal evolution of resistance.

Time-series analysis is based on the modeling of a series based on its past
behavior as well as in the current or past evolution of one or more explaining
series. In our case we will try to explain resistance as a function of: (1) its own
past values, and (2) the current or past values of antimicrobial use and other pos-
sible influencing factors (compliance with hospital hygiene control measures).

5. EXAMPLES OF APPLICATION OF 
TIME-SERIES ANALYSIS

5.1. Study of the relationship between bacterial
resistance and antimicrobial consumption

We studied the temporal relationship between hospital ceftazidime use and 
the percentage of ceftazidime-resistant or intermediate Gram-negative bacilli at
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Figure 5. Example of auto-correlation in monthly resistance data.



Hospital Vega Baja, a 400-bed general hospital in Southern Spain (López-Lozano
et al., 2000b). During the period July 1991–December 1998, the clinical microbi-
ology laboratory isolated 6,244 non-duplicate (López-Lozano et al., 2003) Gram-
negative bacilli from hospital inpatients. The average observed monthly
percentage of ceftazidime-resistant/intermediate Gram-negative bacilli was 3.3%
(extremes: 0–10.9%) (Figure 3).

Based on these monthly data, we built an ARIMA model to predict the per-
centage of ceftazidime-resistant/intermediate Gram-negative bacilli. Following
Box and Jenkins method, we found that time series had a stationary variance
and mean, and therefore did not require stationarization. We identified an
ARIMA model with two significant autoregressive terms of order (lag) 3 and
5 (months). The series residuals corresponded to white noise. The Akaike
Information Criterion (AIC) was 659 and the determination coefficient (R2)
0.38. Between July 1991 and December 1998, the average observed monthly
hospital ceftazidime use was 4.4 DDD/1,000 patient-days (extremes: 0–15.0)
(Figure 3). On the basis of these monthly data, we built a second ARIMA model
to predict ceftazidime use. We identified an ARIMA model with two significant
autoregressive terms of order (lag) 1 and 3 (months). We verified that the series
residuals corresponded to white noise.

To investigate a possible relationship between the percentage of cef-
tazidime-resistant/intermediate gram-negative bacilli and hospital ceftazidime
use, we built a transfer function model. The cross-correlation function (CCF)
of the series of residuals obtained from the two previous ARIMA models
showed only one significant correlation (parameter: 0.399, SE: 0.105) with a
lag of 1 month between the hospital ceftazidime use series and the percentage
of ceftazidime-resistant/intermediate Gram-negative bacilli series. We intro-
duced a 1-month lag in the ceftazidime use series and estimated the parameters
of an ARIMA(0, 0, 0) model with the lagged ceftazidime use series as the only
dynamic predicting factor. Examination of the CCF of this last model residuals
series with the ceftazidime use residuals series showed no other significant
lag. Examination of the autocorrelation function (ACF) and the partial auto-
correlation function (PACF) of the transfer function to determine the stochas-
tic part of the model showed a good adjustment with two autoregressive terms
of order 3 and 5. The series residuals corresponded to white noise. The para-
meters of the final transfer function model are presented in Table 1. The AIC
was 416 and the R2 � 0.44.

To predict the percentage of ceftazidime-resistant/intermediate Gram-
negative bacilli by using this transfer function model and thus taking into
account hospital ceftazidime use, we first needed to predict hospital cef-
tazidime use for the first 6 months of 1999. Then we predicted the percentage of
ceftazidime-resistant/intermediate Gram-negative bacilli for the first 6 months
of 1999 as 8.0, 4.7, 3.9, 4.5, 4.2, 3.4, and 4.2, respectively; which is slightly
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different from what was obtained when predicting on the basis of the resistance
series alone (data not shown). Finally, to give a graphical representation of the
relationship between the series, we plotted both the smoothed resistance and
use series using a 5-month moving average transformation (Figure 4). This
figure showed an increasing trend in ceftazidime use but no trend for the per-
centage of ceftazidime-resistant/intermediate Gram-negative bacilli.

The model allows us to adjust an equation in which the present level of
resistance would be a function of: (1) the level of resistance seen 3 months and
5 months before, and (2) ceftazidime use 1 month before in the same hospital.
Note that the significant relationship is established with a delay of 1 month; it
is not simultaneous. The interpretation of the parameter is: 1 DDD/1,000
patient-days, which is equivalent to 6.5 days of treatment approximately,
would imply that resistance would increase 0.42% 1 month later, that is to say,
it would change from R � 5% to R � 5.42%.

5.2. To predict the short-term evolution of resistance

When a doctor is confronted with symptoms of a possible infection in
a patient several issues arise: (1) if it really is an infection, (2) is possible to
expect a satisfactory spontaneous progress, (3) if infection is due to a bacteria,
a fungus, a virus, or another microorganism, and (4) in the event a bacterial
origin is suspected and once the treatment is decided, the doctor must choose
among the available antibiotics, the one that maximizes the possibilities of
therapeutic success. Apart from clinical or pharmacologic considerations, the
most influential factor in his decision is the possibility that the unknown
microorganism responsible for the infection be resistant to the antibiotic he
decides to use, (5) a basic factor is to determine the infecting microorganism.
The problem that arises is that the microbiological analysis takes a while (one,
two, three days) to show information about the germ that infects the patient,
but meanwhile is often necessary to start the therapy, therefore an important
factor is to predict the causal microorganism. In that sense, to know the usual
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Table 1. Transfer function model for percentage ceftazidime-resistant/intermediate Gram-
negative bacilli taking into account hospital ceftazidime use, Hospital Vega Baja, Orihuela,
Spain, 1991–8 (R2 � 0.44) (López-Lozano et al., 2000b)

Independent variable Lag (months) Coefficient (SE) T-statistic P-value

Constant 0 1.354 (0.760) 1.78 0.078
Ceftazidime use 1 0.420 (0.096) 4.34 �0.0001
AR 3 0.352 (0.096) 3.68 �0.001
AR 5 0.265 (0.098) 2.72 �0.01



local flora (hospital, community, etc.) will help us. (6) On the other hand, once
it is established as to which is the microorganism that most probably caused
the infection, we must choose among the available antibiotics. The knowledge
about the spectrum of bacterial resistance in the setting in question (hospital,
community, etc.) will help us in the choice of an antibiotic with minimal pos-
sibilities of the causal germ to be resistant. The doctor usually support his deci-
sion on guidelines made in other places, which recommend an antibiotic to use
against this or that microorganism. Obviously, these recommendations should
not be necessarily applied in our environment given that, as has been explained
above, the stochastic nature of the phenomenon makes certain microorgan-
isms show resistance phenotypic patterns completely different in different
environments.

Time-series analysis let us make predictions based on previous values and
related factors in terms of causality that we know, particularly antibiotic use.
These predictions can be interesting in terms of practical application as an aid
to their empiric antimicrobial treatment. Indeed, if we were able to decide
every time as to what is the probability of a patient to have an infection due to
this or that microorganism and if we were also able to estimate the probability
of every microorganism to be sensitive or not to every available antibiotic, we
could make recommendations about the empiric therapy, relevant to our local
environment, that would minimize the probability of error in the therapeutic
choice.

ViResiST (Spanish acronym for ‘Resistance Surveillance using Time-
series Analysis Techniques’, www.viresist.org) is a project that focuses on
antibiotic consumption and bacterial resistance in a short-term temporal
dimension and at the local level (López-Lozano et al., 2002b). It uses the 
following:

1. Microbiology data: Monthly hospital and community antibiotic susceptibil-
ity data for several years (usually from 1992) are exported into the
ViResiST database. Duplicate and surveillance, that is, screening, isolates
were excluded.

2. Pharmacy data: For the same period, monthly quantities of antimicrobials
prescribed in the community and hospital are also exported into the
ViResiST database. Data on use of individual antibiotics and antibiotic
classes are stored as a number of DDD per 1,000 inhabitant-days for the
community and per 1,000 patient-days for the hospital (ATC, 2002).

A Windows based interface allows an easy examination of the data as well
as the selection and exportation of interesting time series (of monthly percent-
ages of resistance and/or of monthly antibiotic consumption) in order to analyze
them using time-series analysis techniques.
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The first usefulness of the application program is a look up table with the
results of the predictions of the ARIMA models fitted on each series of resis-
tance. This table gathers the expected resistance for the current quarter as per-
centages of resistant strains of each microorganism to each antibiotic. In order
to calculate these predictions we fit different ARIMA models using a semiau-
tomatic method based on the software SCA (www.scausa.com). The applica-
tion program also calculates the frequency of each microorganism in each type
of sample, hospital department, and primary healthcare facility.

This information can be used by the clinician to improve his empiric ther-
apy when he suspects that the patient has an infection caused by a certain
microorganism and must decide among various antibiotics. Once the microor-
ganism is known, the tables give the possibility of choosing the antibiotic with
the lowest expected resistance. The expected resistance percentage and the fre-
quency of microorganism in each type of sample can be used for the elabora-
tion of empiric antimicrobial therapy guidelines based on local ecology at a
certain hospital or health center.

5.3. To evaluate interventions to control 
antibiotic resistance

Example. Evaluation of a hospital-wide policy restricting third generation
cephalosporin use to reduce Clostridium difficile-associated diarrhea: a time-
series analysis (Thomas et al., 2003)

The occurrence of Clostridium difficile-associated diarrhea (CDAD) has
been observed closely at Sir Charles Gairdner Hospital (SCGH), a 560-bed
urban teaching hospital in West Australia, since the early 1980s. Between 1983
and 1992, the incidence of CDAD increased from 23 to 50 cases per 100,000
patient-days at a time when consumption of third generation cephalosporin
(3GC) antibiotics also increased (Riley et al., 1994). Following the restriction
of 3GC at the hospital in 1998, a significant decline in incidence of CDAD was
observed (Thomas, 2002). The aim of this study was to describe the relationship
between CDAD and 3GC consumption from 1993 to 2000, using time-series
methodology, in order to evaluate the impact of the antibiotic policy change.

The study was conducted in SCGH from 1993–2000. Hospitalized patients
that had a positive laboratory test, either direct faecal cytotoxin detection, or
culture of C. difficile, were identified from the microbiology laboratory data-
base from January 1993 to 2000. A period of 14 days or less between positive
laboratory tests for C. difficile was considered to be part of the same episode.

Monthly use of 3GCs for the same period was obtained from the hospital’s
pharmacy as gram amounts dispensed and converted to the number of DDD
per month (ATC, 2002).
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Polynomial distributed lag (PDL) modeling was used to evaluate the rela-
tionship between 3GC use and the incidence of CDAD episodes in SCGH.
PDL models for the monthly incidence rate of CDAD episodes, expressed as
the number of C. difficile positive episodes/1,000 patient-days (the dependent
series), and the monthly rate of 3GC use, expressed as DDDs/1,000 patient-
days (the independent series), were constructed using Eviews 4.0 (Quantitative
Micro Software, Irvine, California, USA). Diagnostic checking of the models
consisted of ensuring all significant autocorrelation patterns were accounted
for. The cumulative sum (CUSUM) and cumulative sum of squares
(CUSUMQ) plots of the residuals were examined to locate possible structural
changes in the model that were confirmed by applying Chow tests. The good-
ness of fit of the model was estimated using the determination coefficient (R2).

Monthly incidence of CDAD and use of 3GC in SCGH, from January 1993
to December 2000 are illustrated in Figure 6. 3GC consumption fell from
28.95 DDD/1,000 patient-days (95% CI 28.63–29.26) prior to October 1998 to
3.29 DDD/1,000 patient-days (95% CI 3.12–3.46) after the policy was intro-
duced. The average incidence of CDAD during the pre-intervention period was
0.61 episodes/1,000 patient-days (95% CI 0.56–0.65). During the post-inter-
vention period the average incidence was 0.28 episodes/1000 patient days
(95% CI 0.23–0.33).

The output for the final model of the relationship between 3GC antibiotics
and CDAD is presented in Table 2. The incidence of CDAD observed in one
month was related to (1) the incidence of CDAD four months previously and
(2) the consumption of 3GC antibiotics during the same month. From the
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Figure 6. Five-period centered moving average of monthly incidence of C. difficile-associ-
ated diarrhoea episodes and hospital third-generation cephalosporin use, Sir Charles
Gairdner Hospital, Perth, Australia, 1993–2000. Adapted from Thomas et al. (2003).



coefficients in Table 2, if 3GC use increased by 1DDD/1000 patient-days in a
particular month, an increase in 0.013 CDAD episodes/1000 patient-days
could be expected in that same month.

Two structural changes were identified in the model. First, a shift in CDAD
took place in September 1997 and, second, a substantial change in the influence
of 3GC antibiotics occurred in August 1998. Prior to August 1998, 3GC use had
a positive relationship with CDAD; after August 1998 this effect was canceled.
That is, when consumption of 3GC fell, the impact on CDAD was so great that
a relationship between 3GC and CDAD was no longer statistically detectable.

Time-series analysis was used to describe the temporal relationship between
3GC use and the incidence of CDAD in a public teaching hospital, in order to
evaluate the impact of a restriction in the use of ceftriaxone at the hospital.

Using PDL modelling, 3GC consumption in one month was related to
CDAD in the same month. Past incidence of CDAD was also related to current
CDAD, however, the effect of a change in the incidence in 1 month was not
produced until 4 months later. Explanations for this are not clear, however, 
a 4-month lag such as this relates to data from the preceding quarter and there-
fore may indicate some seasonal variation. For example, variation in hospital
contamination, or the use of other antibiotics for community-acquired pneu-
monia during winter months.

The ceftriaxone policy implementation manifested as a structural change in
the relationship between 3GC consumption and CDAD incidence from August
1998, 2 months prior to the policy introduction. An audit of 3GC was under-
taken in the study hospital during July 1998 that may have influenced subse-
quent use of 3GC before the policy was introduced. During the period of 
the study, ceftriaxone was the only 3GC antibiotic in use from early 1997 after
ceftazidime and cefotaxime were discontinued. However this change did not
manifest as a structural change in the PDL model. An unexplained shift in
CDAD was detected in September 1997 that may be attributed to unknown
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Table 2. Polynomial distributed lag model for monthly incidence of Clostridium difficile-
associated diarrhoea (CDAD) episodes, Sir Charles Gairdner Hospital, Perth, Australia,
March 1994–December 2000 (R2 � 0.62). Adapted from Thomas et al. (2003)

Independent variable Lag (months) Coefficient T-statistic P-value

Past incidence of CDAD 4 0.30 3.92 0.0002
episodes

Third-generation cephalosporin 0 0.013 7.95 0.0000
use

Structural change (09/1997) 0 0.22 6.16 0.0000
Interaction between structural 0 	 0.018 	 4.78 0.0000
change (08/1998) and third-
generation cephalosporin use



factors such as changes in consumption of other antimicrobials or infection
control practices.

The results from this study indicate that in settings where 3GC consump-
tion is high, reduction in the use of these antibiotics, -via policies aimed at pre-
scription restriction, effectively reduces the occurrence of C. difficile infection
in hospitals. Although others have reported similar observations for 3GCs
(Ludlam et al., 1999) this is the first study to evaluate such a policy by quanti-
fying the relationship of antibiotics with CDAD using time-series models.

5.4. Other applications

Time-series analysis techniques was used in order to study many other
aspects of the evolution of resistance, the behavior of antimicrobial use, and its
dynamic relationship: in order to evaluate the impact of antibiotic policies
(Monnet et al., 1999), modeling the relationship between the use of several
antibiotics and the emergence of methicillin-resistant Staphylococcus aureus
(MRSA) in various Scottish hospitals as well as its interrelationship
(MacKenzie et al., 2002a, 2003), modeling the interrelation between the emer-
gence of MRSA in a hospital and in the surrounding community (MacKenzie
et al., 2002b), the relationship between the use of various antibiotics and the
emergence of amikacin-resistant P. aeruginosa (López-Lozano et al., 2002a),
the relationship between the hospital hygiene conditions and the emergence of
multiresistant microorganisms and Candida albicans in an intensive care unit
(Allaouchiche et al., 2002a, b) and the behavior and seasonality of antimicrobial
use (Campillos et al., 2002; López-Lozano et al., 2002a).

6. CONCLUSION

During the past 20 years, there have been numerous attempts to study the
relationship between antimicrobial use and resistance using surveillance data.
The method presented here represents another of those attempts. It proved
helpful to demonstrate a temporal relationship between antimicrobial use and
resistance and unlike most other methods, this method can take into account
the use of several antimicrobials to explain specific types of resistance, quan-
tify the effect of use on resistance, and estimate the delay between variations in
use and subsequent variations in resistance. Additionally, it has allowed us to
predict future levels of resistance based on past antimicrobial use and resis-
tance data. Our observations show that ecologic systems such as that within
the hospital tend to react to changes in antimicrobial use much faster than pre-
viously thought, that is, within a few months rather than several years. This
finding has recently been confirmed by Corbella et al. who reported rapid
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variations in the percentage of imipenem-resistant Acinetobacter baumannii
following changes in carbapenem use in a Spanish hospital (Corbella et al.,
2000), and by Lepper et al. who also reported changes in P. aeruginosa resis-
tance to imipenem following changes in hospital imipenem use (Lepper et al.,
2002). The recent application of time-series analysis to antimicrobial use and
resistance data from the primary healthcare sector in Denmark shows that this
is probably also true outside hospitals (Monnet, 2000a). In conclusion, time-
series analysis is a new tool that can help us make sense of antimicrobial use
and resistance surveillance data, an area where modeling has proven difficult.
Future developments must include confirmation of the usefulness of this
method in other hospitals and in other countries.
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Biocide Use and Antibiotic Resistance
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1. INTRODUCTION

Bacterial resistance to antibiotics is a well-known phenomenon, which has
been extensively described. Despite the early optimism in the 1960s that the
advent of the antibiotic era would eradicate bacterial diseases, drug resistance
in bacteria has increased at an alarming rate, so that bacterial resistance has
been described for most if not all available antibiotics. Multidrug resistance in
bacteria is indeed a major clinical problem (Hawkey, 2001). This situation is
further exacerbated by the slow pace at which new molecules are being pro-
duced and by the rapid microbial adaptation to new antimicrobials. Several
reasons have been put forward for the emergence of bacterial resistance to
antibiotics, among which the overuse and sometimes misuse of antibiotics
have been the most important. More recently, biocides (i.e., disinfectants,
antiseptics, and preservatives) commonly used in hospital settings and else-
where, for example, domiciliary and industrial environments, have been
implicated in the emergence of antibiotic resistance in bacteria. This has
raised concerns in the scientific community (Bloomfield, 2002; Levy, 2000;
Russell, 1999a, 2000, 2002a; Russell and Maillard, 2000; Schweizer, 2001)
and among institutions (Anon, 1997) and prompted many investigations into
the possible linkage between biocide and antibiotic resistance in bacteria.

This chapter aims to give a brief description of disinfectant usage, evidence
of resistance to these agents with possible linkage between biocide and



antibiotic resistance, and the possible role, or not, of disinfectants in selecting
for drug resistance.

2. DISINFECTANTS: TYPES, ACTIONS,
AND USAGES

2.1. Use of disinfectant in the hospital environment

Biocides have been used for centuries, originally for the preservation of
foodstuff and water, then for antisepsis and more recently for disinfection pur-
poses (Hugo, 1999a). The number and diversity of chemicals used as biocides
have increased tremendously within the last 50 years. Likewise, the usage of
biocides has diversified over the years and more recently has found a commer-
cial if not practical niche in the home environment (Bloomfield, 2002) with
public awareness of hygiene-related issues (Favero, 2002; Maillard, 2002).

The first recorded use of biocides for a “clinical” purpose was probably that
of the burning of juniper branches in the 14th century to combat the episodic
scourge of the plague (Hugo, 1999a). The use of biocides for wound healing, and
notably the use of mercuric chloride, have been practiced since the Middle Ages.
However, the use of biocides in the hospital environment really progressed in the
19th century with the work of Semmelweis and notably of Lister with his study
on antiseptic surgery (Hugo, 1999a; Rotter, 1998, 2001). Since then the number
of chemical biocides used in the hospital environment has increased tremen-
dously with the development of cationic biocides such as the bisbiguanide
chlorhexidine, quaternary ammonium compounds (QACs), phenolic compounds,
and the aldehydes and peroxygen compounds (Russell, 1999b).

In the hospital environment, biocides fulfil several functions (Rutala and
Weber, 1999): (1) disinfection of equipment and surfaces, (2) antisepsis (e.g.,
handwashing), and (3) preservation of medical and pharmaceutical products.
The activity of biocides and their use often depends upon their activity against
the different types of microorganisms (Maillard, 2002), but also on the type of
equipment or surfaces to disinfect. Therefore, high-level disinfection is used
for equipment that comes into contact with sterile parts of the body, intermediate-
level for those that come into contact with broken skin, and low-level for
equipment and surfaces that come into contact with intact skin (Maillard,
2002; Rutala and Weber, 1999).

2.2. Mechanisms of action of biocides

It is generally accepted that at “in-use” concentrations, biocides have mul-
tiple target sites on the bacterial cells, the inactivation/alteration/destruction of
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which lead to an inhibitory or lethal effect (Hugo, 1999b; Maillard, 2002).
These agents can be divided according to their reactivity with the bacterial
cells. Highly reactive biocides such as alkylating (e.g., glutaraldehyde, ortho-
phthalaldehyde) and oxidising agents (e.g., hydrogen peroxide, peracetic acid,
chlorine dioxide) are often used for high-level disinfection. Because of their
nature and their interaction with the target cell (McDonnell and Russell, 1999;
Russell, 1999b; Russell et al., 1997), the emergence of bacterial resistance to
these compounds is uncommon, but not impossible as observed with glu-
taraldehyde (see Section 3.1). Halogen-releasing agents such as chlorine and
iodine-based products have a broad spectrum of activity. Some of these agents
find an important role in clinical settings. Povidone-iodine is widely used for
antisepsis and notably in surgical soap, whereas chlorine-releasing agents such
as sodium hypochlorite and sodium dichloroisocyanurate (NaDCC) are used to
disinfect blood spillages and other contaminated materials (Russell, 1999b).
Less reactive biocides used for intermediate- to low-level disinfection en-
compass membrane-active agents such as bisbiguanides (e.g., chlorhexidine),
QACs (e.g., benzalkonium chloride), and the phenolics (e.g., triclosan). These
agents act primarily by disrupting the bacterial membranes before altering/
inactivating other target sites within the bacterial cytoplasmic membrane and
cytosol. They have also a broad spectrum of activity. Their efficacy is often
limited (if any) against spores, some mycobacteria, and certain viruses, partic-
ularly non-enveloped ones (Maillard, 2001; Russell et al., 1997). As for most
biocides, the antimicrobial activity of these agents can be altered by several
factors, such as concentration, pH, organic load, and temperature (McDonnell
and Russell, 1999). Among these factors, concentration of biocides is of para-
mount importance (Russell and McDonnell, 2000), particularly for the emer-
gence of bacterial resistance as described below. Indeed, although it is well
recognised that biocides have multiple target sites on the microbial cells, some
biocides, notably, the cationic and phenolic compounds, might have a “pri-
mary” target site, at a lower concentration (Maillard, 2002). This is particu-
larly pertinent since these cationic and phenolic compounds have been
implicated in a possible linkage between biocide and antibiotic resistance.
Furthermore, there are sometimes similarities between biocide and antibiotic
antimicrobial action. For example, triclosan and isoniazid both target the
enoyl-acyl reductase carrier protein in mycobacteria whereas acridines, isoth-
iazolones, chloracetamide, phenylethanol, �-lactams, fluoroquinolones, and
novobiocin induce the formation of filaments in Gram-negative bacteria,
although no cross-resistance between these biocides and antibiotics was
observed (Ng et al., 2002). Further useful information on the types and mech-
anisms of action of biocides can be found in the papers by Russell (1995,
1999b, 2002b), Russell and Russell (1995), Russell et al. (1997), Hugo (1999b),
and Maillard (2002).
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3. BACTERIAL RESISTANCE TO BIOCIDES

Bacterial resistance to biocides has been reported since the 1950s, although
the number of cases describing such resistance has increased steadily within
the last two decades. This might reflect the increased use of biocides in the
food, pharmaceutical industries and in the hospital and domiciliary environ-
ments. Biocides employed for intermediate- and low-level disinfection, anti-
sepsis, and preservation have been particularly implicated in the emergence of
bacterial resistance to biocides but also in the selection of bacterial strains with
low-level antibiotic resistance. The mechanisms underlying such bacterial
resistance are now better understood and it is emerging that bacterial cells have
developed an arsenal of measures, which used together or not allow the cells to
survive biocide exposure.

3.1. Evidence of bacterial resistance to biocides

For the last 50 years, there have been multiple reports on bacterial resis-
tance to various biocides. Generally, bacterial resistance to biocides has been
well reported in the literature (Poole, 2002), particularly for these biocides
that are used for low- and intermediate-level disinfection, or antisepsis, such as
the cationic biocides, QACs, chlorhexidine, and phenolics. In most cases, 
low-level resistance has been reported, often based on MIC determination,
although in some instances high-level resistance has been described, for exam-
ple, with triclosan (Heath et al., 1998, 2000a; Sasatsu et al., 1993). Microbial
contamination of cationic biocide formulations (QACs or chlorhexidine) by
Gram-negative microorganisms has been reported as early as the 1950s and
has been amply described since then (see Russell [2002c] for a comprehensive
list of references). However, it has to be noted that in many instances, the
emergence of resistance to these biocides often resulted from an improper
usage/storage of these products often implying a decrease in the active 
“in-use” concentration (Russell, 2002c). Anderson et al. (1984) reported the
contamination of a commercial iodophor solution with Pseudomonas aerugi-
nosa, which was probably linked to the formation of a biofilm in the manufac-
turing plant. Kahan (1984) reported the contamination of a 0.05%
chlorhexidine wound irrigation solution with Burkholderia picketti, which lead
to septicemia in six patients. Likewise, contamination of chlorhexidine with
Burkholderia cepacia (Speller et al., 1971) and of a QAC by Serratia marcescens
(Ehrenkranz et al., 1980) has been reported. Contamination of such products
often results from a poor appreciation of the importance of the concentration
exponent of a particular agent (Russell and McDonnell, 2000). For example,
the inappropriate use of disinfectants (Centers for Disease Control, 1974;
Curie et al., 1978; Sanford, 1970), the use of weak solutions (Prince and
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Ayliffe, 1972), and the “topping-up” of containers lead to the observations of
bacterial resistance to a biocide. The emergence of bacterial resistance in clin-
ical practice is more of a concern. For example, Stickler (1974) reported the
isolation of chlorhexidine-resistant Proteus mirabilis from patients with long-
term indwelling catheterization after the extensive use of the biguanide to treat
urinary tract infections. It has to be remembered that some microorganisms,
notably spores, some mycobacteria, and Gram-negative bacteria such as
P. aeruginosa are intrinsically resistant to some disinfectants, and therefore
their presence where “in-use” or below “in-use” concentration of a biocide is
used is not exceptional. Furthermore, the expectation to encounter such
microorganisms should dictate the use of a more active biocidal formulation,
even though, there have been some reports where resistant bacteria to high-
level disinfectants have been isolated. For example, Griffiths et al. (1997) iso-
lated two Mycobacterium chelonae resistant to the high-level disinfectant
glutaraldehyde from endoscope washer disinfectors.

Acquired resistance is more of a concern, whereby a previously sensitive
microorganism becomes resistant to a biocide. Staphylococci showing resis-
tance to QACs have been isolated from healthcare facilities (Gillespie et al.,
1986) but also from other sources such as food preparation (Heir et al., 1995).
Biocide resistance in staphylococci has also been observed, particularly to
cationic agents, acridines, and diamidines (reviewed by Russell, 2002a) and
has been linked to the acquisition of multidrug resistance determinants
(Section 4.2.4). Lear et al. (2000) isolated from biocide manufacturing sites,
Acinetobacter and Citrobacter that showed high-level resistance to triclosan.
Some staphylococci with low-level resistance to the bisphenol were also
observed. Laboratory experiments also provide valuable information on the
mechanism of the development of bacterial resistance to biocides. Tattawasart
and colleagues (1999) were able to develop Pseudomonas stutzeri resistance to
biguanides and other cationic compounds. Long-term and short-term exposure
of P. aeruginosa to sub-inhibitory (residual) concentration of chlorhexidine
showed some marked increase in resistance to the biguanide and to benzalko-
nium chloride (Thomas et al., 2000). Winder et al. (2000) observed that
P. aeruginosa was able to develop resistance to isothiazolones as a result of a
constant exposure to sub-inhibitory concentrations. Likewise, McMurry et al.
(1998a) demonstrated that resistance of Escherichia coli to triclosan and other
compounds (Walsh et al., 2003), and of Mycobacterium smegmatis (McMurry
et al., 1999) to the bisphenol can be increased, although in most cases 
low-level resistance was observed as measured by MIC determination. As
mentioned above, the emergence of bacterial resistance to highly reactive bio-
cides has also been described. Two isolates of M. chelonae have been isolated
from endoscope washer disinfectors (Griffiths et al., 1997; van Klingeren
and Pullen, 1993). These two isolates were shown to be highly resistant to
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glutaraldehyde (Fraud et al., 2001; Manzoor et al., 1999; Walsh et al., 2001).
Resistance to hydrogen peroxide and peracetic acid has also been described,
but in this case, microbial biofilms were responsible (see below).

Chapman (1998) and Chapman et al. (1998) described bacterial strains,
which were virtually resistant to all known preservatives. Russell (2002a)
pointed out that although the emergence of such strains would be expected,
since preservatives have been used extensively for a long period of time, the
number of cases concerning bacterial-resistance to “in-use” concentrations of
biocides is low.

3.2. Mechanisms of bacterial resistance to biocides

In order to survive biocide exposure, the main objective of the microorgan-
ism is to decrease the toxic concentration of chemicals and thus several “resis-
tance” mechanisms can be activated. The main mechanisms are probably
based on decreased uptake/penetration of the agents through “reinforcing” an
impermeability barrier, and to some extent the decrease of the intracellular
concentration of the agents through efflux systems and also degradation. A
selected decrease in the toxic effect of the agents can also take place through
phenotypic alteration and target modification.

Some of these mechanisms are intrinsic to microorganisms, whereas other
can be acquired. Acquired resistance can arise from one or several processes:
mutation or amplification of an endogenous chromosomal gene, and the acquisi-
tion of resistance determinants from extra-chromosomal elements (i.e., plasmids
and transposons) (Poole, 2002). Phenotypic variations that might lead to biocide
resistance are dealt with later (Section 3.2.5) (Chapman, 2003). In addition, one
preliminary investigation on the adaptation of Staphylococcus aureus to
chlorhexidine demonstrated the possible role of bacterial “alarmones” (extracel-
lular induction components), which confer the Gram-positive bacteria a 3-fold
increase in MIC. However, no evidence was found that such a mechanism was
involved with increased level of triclosan resistance or in E. coli (Davies and
Maillard, 2001).

3.2.1. Impermeability

The most resistant microorganisms to disinfection are bacterial spores
(Russell, 1990; Russell et al., 1997). The particular structure of bacterial spores
(i.e., the presence of several envelopes), their low water content, and the presence
of small soluble proteins (SASPs) account for their high resistance to antimicro-
bials (Russell, 1990). Intrinsic resistance of mycobacteria to biocides involves
mainly the outer cell layer, which acts as an impermeability barrier (McNeil and
Brennan, 1991; Russell, 1996; Russell et al., 1997). For example, Manzoor et al.
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(1999) observed that the reduction in susceptibility of M. chelonae isolates to
glutaraldehyde was associated with a change in cell wall polysaccharides. In
Gram-negative bacteria, the outer envelope is responsible for resistance to both
antibiotics and biocides. It has been suggested that Gram-negative bacterial
susceptibility to biocides could be decreased with a change in cell permeability
(McDonnell and Russell, 1999), for example, by changes to overall cell
hydrophobicity (Tattawasart et al., 1999), but particularly outer membrane ultra-
structure (Tattawasart et al., 2000a, b), protein composition (Brözel and Cloete,
1994; Gandhi et al., 1993; Winder et al., 2000), and fatty acid composition
(Guérin-Méchin et al., 1999, 2000; Jones et al., 1989; Méchin et al., 1999).

The importance of the outer membrane impermeability of Gram-negatives
in decreasing biocide susceptibility has been exemplified by the use of perme-
abilizers such as ethylene diamine tetraacetic acid (EDTA), which induces a
release of lipopolysaccharides (LPS) (Ayres et al., 1998; McDonnell and
Russell, 1999). Likewise, the use of permeabilizers in mycobacteria has been
shown to reduce the intrinsic resistance of these microorganisms to biocides
(Broadley et al., 1995). The investigation of bacterial spheroplasts can also
provide information on the role of the outer cell layer in bacterial resistance to
biocides (Fraud et al., 2003; Munton and Russell, 1970).

3.2.2. Multidrug efflux pumps

Multidrug efflux pumps have been shown to play a role in bacterial resis-
tance to a wide range of antimicrobials (Nikaido, 1996; Paulsen et al., 1996a).
Multidrug efflux determinants have now been found to be widespread in
Gram-negative and -positive bacteria. They can be separated into five main
classes: (1) the small multidrug resistance (SMR) family, which is now described
as part of the drug/metabolite transporter (DMT) superfamily, (2) the major
facilitator superfamily (MFS), (3) the ATP-binding cassette (ABC) family, (4) the
resistance-nodulation-division (RND) family, and (5) the multidrug and
toxic compound extrusion (MATE) family (Borges-Walmsley and Walmsley,
2001; Brown et al., 1999; McKeegan et al., 2003; Poole, 2001, 2002; Putman
et al., 2000).

Bacterial resistance to QACs has been particularly studied and in many
cases active-efflux systems have been involved (Heir et al., 1995, 1999;
Leelaporn et al., 1994; Littlejohn et al., 1992; Lomovskaya and Lewis, 1992;
Sundheim et al., 1998; Tennent et al., 1989). In S. aureus, several genes have
been characterised; qacA and qacB, which confer high-level resistance, and
qacC and qacD, which confer low-level resistance (Littlejohn et al., 1990;
Rouche et al., 1990), smr (Lyon and Skurray, 1987), qacG (Heir et al., 1999),
and qacH (Heir et al., 1998). In addition, qacC and qacD are similar to the ebr
gene encoding for resistance to ethidium bromide in S. aureus. As a result,
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resistance to QACs is often concurrent with resistance to ethidium bromide.
In Gram-negative bacteria, similar efflux systems have been described.
In P. aeruginosa, the MexAB-OprM, MexCD-OprJ, and MexEF-OprN
(Schweizer, 1998), in E. coli, emrA (Lomovskaya and Lewis, 1992), qacE and
qacE�1 (Kazama et al., 1998). The role of efflux pumps in antimicrobial resis-
tance is discussed further in Section 4.2.2.

3.2.3. Degradation

The degradation of biocides has been described in several investigations.
Resistance to heavy metals (including mercury, copper, and silver) is usually
associated with enzymatic reduction of the cation to the metal (Cloete, 2003).
Likewise, the presence of aldehyde dehydrogenase in some strains has been
responsible for the bacterial resistance to aldehyde and notably formaldehyde
(Kummerle et al., 1996). The mechanism of action of oxidising agents such as
peroxygens is via the production of free radicals. Microorganisms have developed
a system to prevent and repair radical-induced damage, particularly with the
synthesis of proteins such as catalases, superoxide dismutase, and alkyl hydroper-
oxidases (Demple, 1996). In E. coli, these enzymes are encoded by multigene
systems such as soxRS and oxyR, which can be induced by biocides (Dukan and
Touati, 1996). In addition, such multigene systems can confer cross-resistance to
other oxidants (Greenberg and Demple, 1989; Greenberg et al., 1990). For exam-
ple, induction by hydrogen peroxide confers resistance to hypochlorous acid
and vice versa (Dukan and Touati, 1996). Degradation of the bisphenol triclosan
has been described among environmental isolates (Hundt et al., 2000), although
there is no evidence that degradation of bisphenol takes place in clinical isolates.

3.2.4. Alteration of target sites

The alteration of a specific target site is a well-established mechanism of
bacterial resistance to antibiotics (Chopra et al., 2002), but not to biocidal
agents, with the exception of the bisphenol triclosan. As previously mentioned,
biocides interact with the bacterial cell by targeting multiple nonspecific sites
(Maillard, 2002). Triclosan has been found to interact with an enoyl-acyl
reductase carrier protein in a range of microorganisms including E. coli (Heath
et al., 1998; McMurry et al., 1998b), P. aeruginosa (Hoang and Schweizer
1999), Haemophilus influenzae (Marcinkeviciene et al., 2001), Bacillus
subtilis (Heath et al., 2000b), M. smegmatis (McMurry et al., 1999),
Mycobacterium tuberculosis (Parikh et al., 2000), and S. aureus (Heath et al.,
2000a; Slater-Radosti et al., 2001). Indeed, crystallographic studies have
shown that triclosan binds specifically with FabI (Heath et al., 1999; Levy
et al., 1999, Roujeinikova et al., 1999; Stewart et al., 1999). Mutations in the
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M. smegmatis inhA and E. coli fabI genes have been associated with resistance
of these microorganisms to triclosan (Heath et al., 2000a; McMurry et al.,
1999; Parikh et al., 2000). However, while initially mutation in the fabI gene
was described as responsible for triclosan resistance (McMurry et al., 1998a),
other mechanisms of resistance have been described since (Gilbert and
McBain, 2003), notably involving efflux pumps (Schweizer, 2001).

3.2.5. Biofilms

Biofilms are responsible for infections in the hospital environment by
growing on implants, catheters, and other medical devices (Costerton and
Lashen, 1984; Costerton et al., 1987; Gilbert et al., 2003; Salzman and Rubin,
1995), but also by colonising various surfaces such as air conditioning systems
and cooling towers. Biofilms are notoriously more resistant to biocide action
that their planktonic cells (Allison et al., 2000). The involvement of biofilms
in the resistance to biocides is complex and involves several mechanisms that
work together towards decreasing or inhibiting the detrimental effect of a bio-
cide (Gilbert et al., 2003). The emergence of bacterial resistance following phe-
notypic adaptation upon attachment to surfaces and within the biofilms is an
important mechanism (Brown and Gilbert, 1993; Das et al., 1998), although
impairment of biocide penetration into the biofilm matrix, quenching by the
exopolysaccharides, and enzymatic inactivation have a role to play (Gilbert et al.,
2003; Gilbert and Allison, 1999). For example, some biocides, such as iodine
and povidone-iodine (Favero et al., 1983), chlorine, and peroxygens (Huang
et al., 1995) have been shown to be inactivated to some extent by bacterial
biofilm as a result of an interaction with the glycocalyx. Certain degradative
enzymes, for example, formaldehyde dehydrogenase, can become concen-
trated within the glycocalyx and can lead to a decrease of biocidal activity, by
hindering the penetration of biocide (Sondossi et al., 1985). Such mechanisms
might lead to the formation of a sublethal gradient-concentration, which in turn
might induce further resistance mechanism such as efflux (Gilbert et al., 2003).

4. EVIDENCE OF CROSS-RESISTANCE 
BETWEEN BIOCIDES AND ANTIBIOTICS

4.1. Evidence of bacterial resistance to 
biocides and antibiotics

Possible linkage between biocide and antibiotic resistance in bacteria
has been discussed in the literature, particularly within the last few years
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(Bloomfield, 2002; Levy, 2000; Russell, 2000, 2002a; Russell and Maillard,
2000; Russell et al., 1999; Schweizer, 2001).

In S. aureus, �-lactam resistance has been associated with QAC resistance
(Akimitsu et al., 1999). Chuanchuen and colleagues (2001) observed that
triclosan-resistant P. aeruginosa possessed elevated MICs to several antibiotics.
Chlorhexidine-resistant P. stutzeri have also been found to be resistant to some
antibiotics (Russell et al., 1998; Tattawasart et al., 1999). Cross-resistance in
E. coli has also been observed between pine oil, triclosan, and multiple antibi-
otics (Cottell et al., 2003; Moken et al., 1997), and diverse biocides (e.g.,
QACs, amine oxide) and multiple antibiotics (Walsh et al., 2003), although in
these studies, only a low-level resistance was observed. Triclosan exposure of
triclosan-sensitive mutants of P. aeruginosa produced an important increase
in resistance to the bisphenol and ciprofloxacin (Chuanchuen et al., 2001). How-
ever, other studies showed that the isolation of laboratory triclosan-resistant
S. aureus was not necessarily correlated with an increase in antibiotic resistance
(Slater-Radosti et al., 2001; Suller and Russell, 1999).

Methicillin-resistant S. aureus (MRSA) strains exhibiting low-level
resistance to triclosan (MICs 2–4 �g/ml) and resistance to mupirocin (MIC �
512 �g/ml) have been isolated from patients treated with nasal mupirocin and
daily triclosan baths (Cookson et al., 1991a). However, Suller and Russell
(2000) did not find changes in triclosan MICs in MRSA strains after the
acquisition of a plasmid encoding for mupirocin resistance. Likewise,
chlorhexidine appeared to be as effective against MRSA strains as against their
sensitive counterparts (Cookson et al., 1991b).

4.2. Possible mechanisms involved in bacterial 
resistance to biocides and antibiotics

The main difference between antibiotic and biocide is their mechanism of
action at their “in use” concentration. Whereas antibiotics have (generally)
a unique target site within the bacterial cell (Chopra, 1998; Chopra et al.,
2002), biocides are different in having multiple target sites, the inactivation/
alteration/ destruction of which lead to an inhibitory or lethal effect (Hugo,
1999b; Maillard, 2002). Microorganisms have developed several mechanisms
to survive the lethal or static effects of antibiotics (Poole, 2002) and biocides
(see Section 3.2). The main difference between these mechanisms is that the
alteration of target sites and the degradation of drugs are far more common
against antibiotics than against biocides. Nevertheless, some mechanisms bear
some similarities, particularly, impermeability and efflux systems and can 
lead potentially to a linkage in resistance to both antibiotics and biocides. 
In addition, the induction of some mechanisms (e.g., efflux and change in 
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permeability properties) and the acquisition of genetic elements play an impor-
tant role in the dissemination of bacterial resistance to both antimicrobials.

4.2.1. Changes in membrane permeability

Changes in the outer membrane have been shown to confer resistance to
both antibiotics and biocides in some investigations. For example, Tattawasart
et al. (1999) showed that P. stutzeri, which developed cationic resistance, also
presented an altered antibiotic susceptibility profile.

4.2.2. Induction of multidrug efflux systems

Multidrug efflux systems have been particularly involved in bacterial resis-
tance to both biocides and antibiotics. The structure and function of these pumps
have been reviewed recently by Borges-Walmsley and Walmsley (2001), Poole
(2001), and McKeegan et al. (2003). In P. aeruginosa, the MexAB-OprM has
been involved in bacterial resistance to several unrelated antibiotics (Schweizer,
1998), but also to some biocides. In S. aureus, several proteins involved in efflux
mechanisms have been described: QacA, QacB, Smr (QacC, QacD, Ebr), SepA,
QacE�1, QacG, and QacH (Borges-Walmsley and Walmsley, 2001; McKeegan
et al., 2003; Narui et al., 2002). NorA is another efflux pump which has been
linked to the low-level resistance to some antiseptics and to fluoroquinolones in
S. aureus (Noguchi et al., 2002). In E. coli, the Acr-AB-TolC multidrug efflux
pump exhibits a broad-spectrum activity, targeting antibiotics and biocides such
as QACs and phenolics (George and Levy, 1983; McMurry et al., 1998b; Moken
et al., 1997; Zgurskaya and Nikaido, 2000).

Bacterial exposure to sub-effective concentration of some biocides, such as
phenolics (Levy, 1992), has been shown to upregulate the expression of mul-
tidrug resistance operons and efflux pumps. In particular, the induction of the
mar phenotype and its relevance to cross-resistance between triclosan and pine
oil, and multiple antibiotic resistance has been well studied (Moken et al.,
1997). Overexpression of MarA leads to an increase in MIC triclosan and to
antibiotics (McMurry et al., 1998a). A similar phenomenon has been observed
with the overexpression of SoxS and AcrAB efflux pumps (McMurry et al.,
1998a; Wang et al., 2001).

4.2.3. Alteration of target sites

As mentioned previously, the mechanism of action of triclosan at a low
concentration is (at the moment) unique among biocides, since the bisphenol
has been shown to target, specifically, a bacterial enzyme. In M. smegmatis,
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mutation in inhA confers resistance to not only triclosan but also to isoniazid
(McMurry et al., 1999).

4.2.4. Acquisition of genetic determinants

The presence of resistance determinants on mobile genetic elements favors
the spread of resistance via horizontal gene transfer. The presence of genes
encoding for resistance determinants have been detected on genetic mobile
elements such as conjugative plasmids, transposons (Lyon and Skurray, 1987),
and integrons (Paulsen et al., 1993). For example, the qacA/B genes have been
found on plasmids encoding �-lactamases and heavy metal resistance determi-
nants. Likewise, the smr gene has been detected on large conjugative plasmids
with multiple-resistance determinants (Bjorland et al., 2001; Lyon and
Skurray, 1987). In S. aureus, the plasmid pSK01 also carries trimethoprim and
aminoglycosides resistance. Paulsen and colleagues (1993) found the qacE
and qacE�1 genes to be located on the 3� conserved sequence of integrons in
Gram-negative bacteria. These genes have been associated with multiple resis-
tance to biocides and antibiotics in clinical isolates of Gram-negative bacteria
(Kücken et al., 2000). Lemaitre and colleagues (1998) showed that QACs
resistance in listeriae resulted from the transfer of plasmids, which presented
high frequency of transfer. Inorganic (Hg2
) and organomercurial resistance
can be carried on plasmids encoding for penicillinase in clinical isolates of
S. aureus (Shalita et al., 1980). Plasmids that carry genes encoding for antibiotic
resistance but also metal ion resistance are not uncommon in Gram-negative
bacteria (Silver et al., 1989). Foster (1983) recognised that mercury resistance
was inducible and transferable by conjugation and transduction.

Pearce et al. (1999) studied the effects of sub-inhibitory concentrations of
several biocides in the transfer of antibiotic resistant genes in S. aureus.
Povidone-iodine at a low concentration (0.005%) reduced the conjugation 
efficiency of the pWG613 plasmid, while other biocides (at sub-inhibitory
concentrations), namely cetrimide and chlorhexidine, had no effect. However,
both the biguanide and povidone-iodine effectively inhibited transduction,
whereas cetrimide (0.0001%) increased the transduction efficiency.

4.2.5. Biofilms

The multicomponent resistance response of a biofilm accounts for its
resistance to both biocides and antibiotics (Gilbert et al., 2003). It was previ-
ously mentioned that the concentration of degradative enzymes within the gly-
cocalyx might play a role in biocidal resistance by enhancing the barrier
activity through degradation of molecules. Enzymes such as �-lactamase have
also been found within the glycocalyx (Giwercman et al., 1991) and might
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play a role in the bacterial biofilm resistance to antibiotics (Stewart, 1996).
Other mechanisms such as the ones described in Section 3.2.5, namely the
presence of a “biofilm-associated, drug-resistant phenotype” (Ashby et al.,
1994), the induction of multidrug resistance operons, and efflux pumps, also
play an important role (Maira-Litrán et al., 2000).

5. DISINFECTANT USAGE AND 
ANTIBIOTIC RESISTANCE

Following the evidence of a possible linkage between biocide and antibiotic
resistance in bacteria, several authors have claimed that the usage of biocides
was deemed to cause the emergence of antibiotic resistance.

There are a number of cases whereby the use of a biocide was associated with
emerging antibiotic resistance in bacteria. The use of silver sulphadiazine for the
treatment of burn infection which was somewhat successful (Lowbury et al.,
1976) in decreasing patient mortality, was also linked to the emergence of plas-
mid- mediated sulphonamide resistance (Bridges and Lowbury, 1977). Newsom
et al. (1990) observed that although the use of chlorhexidine scrub-based preop-
erative showers effectively decreased skin flora, it might also promote the growth
of staphylococci post-surgery, and notably those presenting high-resistance to
methicillin. However, similar observations were made when antibiotic prophy-
laxis was used instead of biocide (Archer and Armstrong, 1983).

Triclosan has been particularly investigated since the number of products
containing the bisphenols (and notably household products) has increased dra-
matically over the last few years. Although bacterial resistance to triclosan has
raised concerns (Chuanchuen et al., 2001; Heath and Rock, 2000; Lear et al.,
2000; Levy, 2001), emergence of bacterial resistance to other biocides com-
monly used in the hospital environment have been described, notably to
chlorhexidine. Gram-negative bacteria with a significant increase in chlorhex-
idine resistance and to several antibiotics have been isolated from patients with
long-term indwelling catheterization after the extensive use of the biguanide to
treat urinary tract infections (Stickler 1974; Stickler and Chawla, 1988;
Stickler et al., 1983). However, no plasmid-linked association between antibi-
otic and chlorhexidine resistance was isolated. Tattawasart et al. (1999, 2000a, b)
observed an increase in chlorhexidine insusceptibility in P. stutzeri and sev-
eral antibiotics after repeated exposures to the biguanide. However, Thomas
et al. (2000) noted that although exposure to low residual concentration of the
biguanide resulted in an increased insusceptibility of P. aeruginosa to the bio-
cide, there was no cross-resistance to any of the antibiotics tested. In staphylo-
cocci, chlorhexidine resistance has almost always been associated with
antibiotic resistance. Reverdy et al. (1992) concluded that the spread of
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resistant staphylococci in the hospital environment was increased by the use of
either antibiotics or biocides.

The selective pressure exerted by the use of cationic biocides has been
deemed to play a role in the dissemination of qac genes and thus the widespread
occurrence of multidrug efflux pumps (Heir et al., 1998, 1999; Mitchell et al.,
1998; Paulsen et al., 1996b, c; Sundheim et al., 1998). However, Russell (2002c)
pointed out that although a link between the introduction of cationic biocides and
the spread of resistance determinants in staphylococci is conceivable, further
evidence and investigations were needed to warrant this possibility.

Other biocides have also been involved in the emergence of antibiotic resis-
tance in bacteria. Armstrong et al. (1981, 1982) isolated multiple-antibiotic
resistant bacteria from drinking water. Disinfection and purification of water,
and notably chlorination, have been suggested to increase the occurrence of
antibiotic-resistant bacteria (Murray et al., 1984).

It has been observed that clinical isolates of Gram-negative bacteria tend to
be more resistant to biocides than their culture collection counterparts
(Hammond et al., 1987; Higgins et al., 2001). This might be explained by the
repeated exposures to the selective pressure provided by disinfection (Russell,
2002c). It was also proposed that the overuse of biocides might provide a
selective environment for less susceptible microorganisms such as MRSA
(Levy, 2000). However, at an “in-use” concentration of a biocide, antibiotic
resistant microorganisms are not necessarily more resistant to biocides than
their sensitive counterparts (Russell 1999b, 2000). It is pertinent to note that
selective pressure from biocide exposure is not necessarily correlated with an
increase in bacterial resistance to biocides and antibiotics. Lear et al. (2000,
2002) isolated only two microorganisms (Acinetobacter johnsonii and
Citrobacter freundii) showing elevated resistance to triclosan from industrial
sites where biocides are manufactured (apart from a multitude of intrinsically
resistant pseudomonads). However, the authors were not able to correlate
increased triclosan resistance with a change in antibiotic susceptibility profile
(unpublished data). For further information on this subject, Russell (2002c)
comprehensively reviewed the current evidence of biocide usage and the emer-
gence of antibiotic resistance in hospital.

Disinfectants are used in general at a very high concentration, often exceed-
ing 1,000 times that of their MIC, in order to achieve a rapid rate of kill. At a
high concentration, a biocide will interact with multiple target sites on the bac-
terial cell, producing multiple damages, which ultimately will account for cell
death. In addition, at these concentrations, it is unlikely that bacteria will
become resistant through adaptation or other mechanisms. However, it has to be
noted that some bacteria might be intrinsically resistant to a biocide, as already
mentioned. Hence, one has to take into account the type of microorganism
likely to be encountered and the level of disinfection that needs to be achieved.
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Furthermore, the concentration of biocides and the conditions of use (i.e.,
presence of organic load, temperature, bioburden, etc.) are of paramount impor-
tance to achieve an overall lethal activity (Russell and McDonnell, 2000).

6. CONCLUSION

The introduction of biocides into the hospital environment and the selective
pressure exerted by their extensive use might confer some level of, or select for,
biocide-resistant bacteria, which might impact ultimately on antibiotic resis-
tance. However, it is pertinent to remember that the selective pressure exerted
by the extensive use, and sometimes misuse, of antibiotics themselves bears a
far greater significance in the emergence of antibiotic resistant microorganisms
(WHO, 2000). The development of antibiotic resistance caused by overuse
is particularly well documented (French and Phillips, 1999; Gould and
MacKenzie, 2002; Hossein et al., 2002). However, there is an increasing body
of evidence of shared bacterial resistance mechanisms between biocides and
antibiotics. Although the historical use of biocides for hospital disinfection is
unlikely to have caused the emergence of antibiotic resistance in hospitals, the
improper use of biocides or the use of low sub-inhibitory concentration of a
biocide might lead to the development of bacterial resistance to biocide (at last
at the MIC level) and to some low-level resistance to antibiotics.

One of the main questions is the clinical relevance of such resistance.
Several authors have expressed their doubts as to whether the bacterial resis-
tance described in the literature (notably evidence from in vitro investigations)
has relevance in practice. It has been pointed out that genes encoding for efflux
pumps do not necessarily predominate in MRSA when compared to their sen-
sitive counterparts (methicillin-sensitive S. aureus, MSSA) (Bamber and Neal
1999; Suller and Russell, 1999). Furthermore, biocides such as triclosan are
still effective in killing hospital strains such as MRSA (Webster 1992; Webster
et al., 1994; Zafar et al., 1995). It has been suggested that although a low-level
biocide resistance might be produced by efflux systems, the concentration of
cationic biocides used in practice is much higher. At these concentrations,
where multiple target sites are attacked, it is unlikely that efflux mechanisms
will operate efficiently (Favero, 2002; Russell and Maillard, 2000). Finally,
some authors and institutions have advocated the rotation of biocide used for
low-level disinfection (Murtough et al., 2001).

When employed correctly, biocides have an important role to play in com-
bating infection in the hospital environment (Larson et al., 2000; Russell,
2002a). Therefore, it is important to ensure that biocides are used appropri-
ately, which implies a compliance with disinfection and antisepsis (notably
handwashing) regimens and possibly, staff training programs. Overall, more
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information is needed to establish whether the use of biocides in the clinical
context induces the emergence of antibiotic resistance. Bacterial resistance
to low (residual) concentration of biocide, notably to cationic and phenolic
compounds, might need to be monitored.

Monitoring and understanding the mechanism(s) involved in the emergence
of bacterial resistance to biocides are important, since they can indicate whether
a disinfection failure results from an operator (no compliance with manufac-
turer instructions), a product, or the formation of bacterial biofilm. They might
further indicate a possible risk for cross-resistance with antibiotics.
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Interventions to Improve Antibiotic Prescribing
in the Community

Sandra L. Arnold
Le Bonheur Children’s Medical Center, University of Tennessee, 
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Antimicrobial resistant bacterial pathogens have become an increasing threat
to the world’s population. Many common pathogens have become resistant to
usual antimicrobial therapy leading to escalating use of combinations of pow-
erful, broad-spectrum antibiotics. Worldwide, community-acquired infections
with drug resistant Salmonellae, Neisseria gonorrheae, and Mycobacterium
tuberculosis are quite prevalent. Given the ease of travel in the global commu-
nity, these pathogens among others, threaten the ability to treat infections, even
in areas with relatively effective public health and disease control programs.
Antibiotic resistance in other community-acquired pathogens has become
more frequent in the last years of the twentieth century and threatens our abil-
ity to treat common community-acquired infections in both the developing and
developed world.

Streptococcus pneumoniae is the most common community-acquired
pathogen causing meningitis, bacteremia, pneumonia, and otitis media in
young children. Population-based surveillance for invasive pneumococcal dis-
ease by the US Centers for Disease Control in selected regions has revealed an
overall incidence of 21–24 cases per 100,000 population (Centers for Disease
Control and Prevention, 2001). Antimicrobial resistance, especially penicillin
resistance, among isolates of S. pneumoniae has increased throughout the world
(where the incidence is substantially greater) since the late 1980s and early
1990s and threatens the ability to treat pneumococcal infections. Over the
course of 8 years, the prevalence of invasive penicillin-resistant (intermediate



and fully resistant) isolates increased from 2.8% to 6.8% in 10 Canadian pediatric
hospitals (Scheifele et al., 1996, 2000). Active surveillance by the US Centers for
Disease Control for invasive S. pneumoniae infections has revealed an increase in
the proportion of penicillin-resistant invasive isolates from 6.7% (Breiman et al.,
1994) to 27.5% in 8 years across the country, with some regions (Tennessee)
reporting 54% of isolates resistant to at least one antibiotic (Whitney et al., 2000).
In Europe, 11.4% of invasive pneumococcal isolates from 1999 to 2001 were
penicillin non-susceptible (EARSS, 2001). However, this was an average over all
with penicillin non-susceptibility rates as high as 45% and 35% in France and
Spain down to as low as 1–2% in the Netherlands.

Organisms other than S. pneumoniae causing infections in the community
are also demonstrating clinically significant antibiotic resistance. While less of
a problem in North America than Europe and Japan, macrolide resistant Group
A streptococci have been isolated with increasing frequency (Cornaglia et al.,
1996; Maruyama et al., 1979; Seppälä et al., 1992). In addition to concerns
about increasing resistance in respiratory tract pathogens, researchers have also
documented increasing rates of antibiotic-resistant Escherichia coli urinary
isolates. Several studies from different regions of the world have documented
resistance to trimethoprim-sulfamethoxazole among community urinary iso-
lates varying from 18% to 28% (Brown et al., 2002; Ladhani and Gransden,
2003; Zhanel et al., 2000).

The risk factors associated with colonization or infection with antibiotic-
resistant S. pneumoniae have been well characterized (Arason et al., 1996;
Block et al., 1995; Boken et al., 1995; Duchin et al., 1995; Jackson et al.,
1984; Nasrin et al., 2002; Nava et al., 1994; Pallares et al., 1987; Radetsky 
et al., 1981; Reichler et al., 1992; Tan et al., 1993; Zenni et al., 1995). There is
evidence that antibiotic exposure is associated with carriage of resistant
S. pneumoniae at the level of the individual (Brook and Gober, 1996; Dagan
et al., 1998). Antibiotic use in the preceding 3–6 months has been associated
with a 2–5-fold increase in the risk of nasopharyngeal colonization with antibi-
otic-resistant S. pneumoniae (Arason et al., 1996; Boken et al., 1995; Duchin 
et al., 1995; Nasrin et al., 2002; Radetsky et al., 1981; Reichler et al., 1992;
Zenni et al., 1995). The risk of invasive disease with antibiotic-resistant 
pneumococci (compared with infection due to susceptible bacteria) is increased
substantially following antibiotic exposure as well (Block et al., 1995; Jackson
et al., 1984; Nava et al., 1994; Pallares et al., 1987; Tan et al., 1993). In a study
of the dynamics of pneumococcal carriage during antibiotic treatment (Dagan
et al., 1998), it was observed that 19/120 children had a new pneumococcal 
isolate colonizing the nasopharynx at 3–4 days into treatment, 16/19 of which
were resistant to the antibiotic the child was taking.

The association between antibiotic use and resistance in bacteria has been
demonstrated for many other important community-acquired pathogens.
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Macrolide resistant Group A streptococcal infections in Europe and Japan
have been linked to the popularity of azithromycin (Priest et al., 2001; Seppälä
et al., 1995). Studies from Europe and Asia have documented substantial
decreases in the rates of erythromycin resistance following decreases in use of
macrolide agents (Fujita et al., 1994; Seppälä et al., 1997). In addition, antimi-
crobial resistance in urinary tract pathogens has also been associated with
recent antibiotic use (Allen et al., 1999; Brown et al., 2002; Magee et al.,
1999; Steinke et al., 2000; Zhanel et al., 2000).

Thus, there is compelling evidence that exposure of the community and the
individual to antibiotics enhances the risk of an individual’s harboring a resis-
tant organism. For S. pneumoniae carriage, it appears that frequent repeated
exposure to antibiotics in children (who are most likely to be carriers of the
organism) reduces the pool of circulating strains that are susceptible to antibi-
otics, allowing resistant strains to multiply and spread easily among children.

There is a major body of literature documenting the substantial misuse 
of antibiotics throughout the world for viral infections and other diseases, such
as asthma, for which antibiotics are of no known benefit (Cronk et al., 1954;
Gordon et al., 1974; Hardy and Traisman, 1956; Kaiser et al., 1996; Lexomboon
et al., 1971; Stott and West, 1976; Taylor et al., 1977; Townsend, 1960;
Townsend and Radebaugh, 1962). Antibiotics were the second leading class of
drugs prescribed in the United States according to the US National Ambulatory
Medical Care Surveys (NAMCS) (McCaig and Hughes, 1995) between 1980
and 1992 with the majority of such prescriptions for respiratory tract infections.
In another analysis of the 1992 NAMCS data (Nyquist et al., 1998), antibiotic
prescription rates for colds, upper respiratory tract infections, and bronchitis in
children were 44%, 46%, and 75% respectively, with similar rates of inappro-
priate prescribing for adults (Gonzales et al., 1997). In a pediatric practice in
Memphis, Tennessee, 43% of children with a diagnosis of uncomplicated upper
respiratory infection (URI) or asthma received a prescription for an antimicro-
bial (Arnold et al., 1996). In a Kentucky Medicaid study, 60% of patients
received an antibiotic prescription for the common cold (Mainous et al., 1996).

In England and Scotland, the number of antibiotic prescriptions increased
by 45.8% between 1980 and 1991. Rates of growth in antibiotic prescribing in
Germany and France were 78% and 65%, respectively in the same period
(Davey et al., 1996; Taboulet, 1990). In Canada, an analysis of Saskatchewan
Health Databases demonstrated that 85% of outpatient antibiotic prescriptions
for respiratory tract infections in children under the age of 5 years in that
province were inappropriate (Wang et al., 1999).

In addition to using antibiotics for inappropriate indications, physicians are
using more broad-spectrum antimicrobials, considered as second- or third-line
agents to treat common infections. In the NAMCS survey of 1980–92, the
authors noted an increase in the rates of use of amoxicillin and cephalosporins
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with a concomitant decrease in the use of penicillin (McCaig and Hughes,
1995). In another analysis of the NAMCS, the authors examined antibiotic
treatment for sore throat in adults from 1989 to 1999 (Linder and Stafford,
2001). They not only found excessive antibiotic use (prescribed for 73% of
visits for sore throat in a population expected to have a rate of streptococcal
pharyngitis of 5–17%) but also that there was a significant decline in the use of
recommended antibiotics (penicillin and erythromycin) and an overall rate of
prescribing non-recommended antibiotics of 68%.

Changing physician behavior requires identifying and addressing barriers
to change in practice. In a systematic review of interventions to improve physi-
cians’ practice and implement findings of medical research in practice, Oxman
and colleagues found “no magic bullets” for improving the quality of health-
care (Oxman et al., 1995). They found that simple interventions such as con-
ferences or the mailing of unsolicited materials produced little or no change in
behavior for a variety of areas of patient care. Complex (and expensive) inter-
ventions such as educational outreach visits or training of local opinion leaders
were moderately effective in producing changes in physician behavior.
Overall, conclusions could not be made regarding effectiveness of different
types of interventions because the scope of identified practice deficiencies,
types of physicians, and variations of interventions is too diverse. What these
authors did recommend was the careful evaluation of focused interventions on
specific practice areas after the elucidation of the root causes of suboptimal
performance and the identification of barriers to change.

Research has enhanced the understanding of the underlying reasons for
inappropriate antibiotic use for viral respiratory tract infections. The following
factors appear to be significant determinants of antibiotic use in clinical 
situations where they are not indicated are: (1) physician–patient interaction;
(2) physician characteristics; (3) physician time constraints; and (4) diagnostic
uncertainty (Arnold et al., 1999; Bauchner et al., 1999; Hamm et al., 1996;
Hutchinson and Foley, 1999; Mainous et al., 1997, 1998; McIsaac and Butler,
2000; Murray et al., 2000; Palmer and Bauchner, 1997; Steinke et al., 2000;
Watson et al., 1999).

Aspects of the physician–patient interaction have been studied extensively.
Many physicians argue that they prescribe antibiotics for viral infections
because they feel pressured to do so by patients or parents (Bauchner et al.,
1999; Palmer and Bauchner, 1997; Watson et al., 1999); however, it appears
that physicians frequently misjudge patients’ or parents’ intentions (Hamm
et al., 1996). Physicians with certain characteristics, such as longer duration of
time in practice (Mainous et al., 1998) or not being involved in medical teach-
ing (Steinke et al., 2000), appear to overuse antibiotics more frequently.
Physicians who see more patients and presumably, spend less time with each
patient (Arnold et al., 1999; Hutchinson and Foley, 1999) prescribe more
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antibiotics than those who see fewer patients. The issue of diagnostic uncer-
tainty (difficulty in distinguishing a benign, self-limited viral infection from a
more serious infection requiring antibiotic therapy) has received less attention
than these other areas in the medical literature and requires further study. It has
been shown that physicians frequently overestimate the probability that a
patient with a respiratory tract infection has a bacterial infection, particularly
for pharyngitis (McIsaac and Butler, 2000), sinusitis (Murray et al., 2000), and
bronchitis (Mainous et al., 1997; Murray et al., 2000). These studies have
mainly been performed in adult populations. Diagnostic uncertainty regarding
the presence of invasive bacterial infections in young children with high fever
(Bass et al., 1993; Carroll et al., 1983; Jaffe et al., 1987; McGowan et al.,
1973; Teele et al., 1975; Waskerwitz and Berkelhamer, 1981) is a distinct clin-
ical problem in pediatrics which likely has an impact on the use of antibiotics
in children with respiratory tract infection. When there is uncertainty in any
potentially infectious condition, physicians tend to be cautious and prescribe
an antibiotic if it could, at all, be beneficial.

Some of these identified barriers are amenable to change. However, given the
multifactorial nature of the problem, it is unlikely that a single approach will
work for all physicians in all regions. In addition, different patient populations
and conditions may warrant a variety of interventions. This chapter will explore
published studies of interventions to improve antibiotic prescribing in the ambu-
latory care setting. It will include reviews of studies targeting overall antibiotic
use, use for specific conditions, and use of recommended and nonrecommended
agents (usually defined locally). These studies predominantly address common
infectious clinical syndromes seen in ambulatory care including urinary tract
infections, respiratory tract infections (viral and bacterial), and infectious diar-
rhea in a large variety of ambulatory care settings around the world.

1. METHODS OF LITERATURE REVIEW

This review was initiated under the auspices of the Effective Practice and
Organization of Care (EPOC) review group of the Cochrane Collaboration. The
Cochrane Collaboration comprises a worldwide group of individuals dedicated
to systematically reviewing the literature on topics relevant to modern health-
care and maintaining an up-to-date database of these high-quality systematic
reviews. The focus of the EPOC review group is on “reviews of interventions
designed to improve professional practice and the delivery of effective health
services” (www.epoc.uottawa.ca/scope.htm).

The research relevant to this particular review was obtained by searching
the specialized register maintained by the EPOC review group. This register
was created to identify studies relevant to the EPOC scope. A search strategy
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was designed and compared to a gold standard of studies obtained by hand
searching the BMJ and Medical Care journals as well as electronic searching
of OVID for all relevant articles from the Annals of Internal Medicine, BMJ,
JAMA, and Lancet. Compared to this gold standard, the EPOC search strategy
was found to have a sensitivity of 92.4% and a precision of 18.5%. The register
includes studies obtained by searching MEDLINE back to 1966, HealthSTAR
back to 1975, EMBASE back to 1980, and CINAHL back to 1982. Monthly
updates are obtained automatically from OVID. The Cochrane Controlled
Clinical Trials register is searched every 3 months and the contents of several
key journals are scanned regularly. The EPOC search strategies are available
on the EPOC website (www.epoc.uottawa.ca/register.htm) and the register can
be accessed via the trials search coordinator.

For the purpose of this study, additional articles were obtained by searching
the bibliographies of retrieved articles and personal files. From all of these
sources a total of 148 titles and abstracts were obtained searching through the
end of 2002. On the first pass, many studies were excluded based on review of
the title and abstract. These early exclusions occurred for the following rea-
sons: systematic review of literature (used references as a source of studies),
hospital-based study, duplicate publication in another language, not an antibi-
otic prescribing intervention, or we were unable to obtain the full study after
contacting the authors or publishers (predominantly studies produced and pub-
lished by INRUD—International Network for the Rational Use of Drugs).

Several types of studies were considered for inclusion in this review. Any
randomized controlled trials (RCT) as well as quasi-randomized controlled
trials were reviewed. A quasi-randomized controlled trial is one in which par-
ticipants (or groups of participants) are prospectively assigned to one or more
intervention groups using a quasi-random allocation method, for example,
alternation, date of birth, patient or physician identifier number. In addition,
controlled before and after (CBA) studies, where subjects or groups of subject
were assigned to study group by some nonrandom method, were included.
Finally, studies designed to detect a trend in behavior of a single group without
controls were included. These are called interrupted time series (ITS) studies.

Studies of qualified physicians or other trained medical workers (including
nurse practitioners) of all ages and level of experience, who prescribe antibi-
otics and provide primary care in community or academic ambulatory settings,
as well as healthcare consumers were included. Studies including medical
trainees only were excluded. Studies examining the prescribing of multiple
drug classes were included provided that specific data on antibiotic prescrib-
ing could be extracted.

Interventions addressing professional practice or education, or financial or
structural changes to the method of delivery of care, alone or in combination,
were included.
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1. Distribution of educational materials: distribution of published or printed
recommendations for clinical care, including clinical practice guidelines,
audio–visual materials, and electronic publications. The materials may
have been delivered personally or through mass mailings.

2. Educational meetings: healthcare providers who have participated in
conferences, lectures, workshops, or traineeships.

3. Local consensus processes: inclusion of participating providers in discus-
sion to ensure that they agreed that the chosen clinical problem was
important and the approach to managing the problem was appropriate.

4. Educational outreach visits: use of a trained person who met with
providers in their practice settings to give information with the intent of
changing the provider’s practice. The information given may have
included feedback on the performance of the provider(s).

5. Local opinion leaders: use of providers nominated by their colleagues as
“educationally influential.” The investigators must have explicitly stated
that their colleagues identified the opinion leaders.

6. Patient mediated interventions: new clinical information (not previously
available) collected directly from patients and given to the provider, for
example, depression scores from an instrument.

7. Audit and feedback: any summary of clinical performance of healthcare
over a specified period of time. The summary may include recommenda-
tions for clinical action. The information may have been obtained from
medical records, computerized databases, or observations from patients.

8. Reminders: patient or encounter-specific information, provided verbally,
on paper or on a computer screen, which is designed or intended to prompt
a health professional to recall information. This would usually be encoun-
tered through their general education; in the medical records or through
interactions with peers and so remind them to perform or avoid some
action to aid individual patient care. Computer aided decision support and
drugs dosage are included.

9. Marketing: use of personal interviewing, group discussion (“focus
groups”), or a survey of targeted providers to identify barriers to change
and subsequent design of an intervention that addresses identified barriers.

10. Mass media: (1) varied use of communication that reached great numbers
of people including television, radio, newspapers, posters, leaflets, and
booklets, alone or in conjunction with other interventions; (2) targeted at
the population level.

11. Financial interventions: method of physician remuneration, patient-
oriented approaches such as user fees, formularies.

Outcomes that were considered relevant for improving the manner in which
ambulatory care physicians prescribe antibiotics were any one or more of: the
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decision to prescribe an antibiotic or the prescribing of a recommended choice,
dose or duration of antibiotic. In addition, secondary outcomes of interest were
considered. These included the incidence of colonization with or infection due
to antibiotic-resistant organisms prior to and following changes in prescribing
behavior, other adverse drug-related events (rash, gastrointestinal distur-
bances, allergic reactions) and the incidence of adverse events associated with
reduced use or duration of antibiotics or use of narrow-spectrum antibiotics.

A total of 116 articles were retrieved from the EPOC specialized register. In
addition, 32 articles were retrieved from personal files and review of bibliogra-
phies of retrieved articles and review articles for a total of 148 articles to be
reviewed. Three studies were excluded as they were duplicates of studies pub-
lished in another language (two studies) or as an abstract (one study). Two addi-
tional papers were long-term follow-up publications from earlier studies. These
were considered as single studies along with the original publication. Thirty-six
studies retrieved from the EPOC search were excluded prior to full review based
on the title and abstract as they were neither intervention studies nor studies of
medical healthcare workers, or were hospital-based studies or systematic reviews.

Sixty-eight further studies that were excluded after more detailed review
were excluded based on failure to meet minimum methodological criteria, the
most common reasons for which were: an ITS study without enough data
points, a nonrandomized controlled study without baseline prescribing data,
and unavailability of specific data for prescribing antibiotics (or data incom-
pletely reported or mixed with other prescribing data). If the published report
did not report appropriate baseline data or contained inextricable antibiotic
prescribing data, the authors of the study were contacted in an attempt to
obtain the data prior to excluding the study from review.

2. PROBLEMS WITH INTERPRETATION OF
PUBLISHED STUDIES

Among the 39 studies selected for review, there were 24 randomized (RCT)
or quasi-randomized clinical trials (QRCT), 13 controlled before and after stud-
ies (CBA) and two interrupted time-series studies (ITS). The methodological
quality of the included studies was highly variable. The most significant problem
with the RCTs and the CBAs was the failure to account for clustering of patients
within physicians or practices when the unit of randomization or assignment was
physician, practice, or region. In many studies, groups of physicians (often in
pre-existing practice groups or by geographic region) were assigned (randomly
or not) to intervention and control groups to prevent contamination of subjects.
Using such a cluster design requires larger sample sizes since the physicians
within these groups cannot be considered completely independent as there will
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be similarities in the way that these physicians practice medicine and in the
characteristics of the patients attending their practices (Diwan et al., 1992). Most
of these cluster randomized studies did not report sample size calculations. This
is of concern as it is possible that many of these studies are underpowered to
detect significant differences in prescribing between study groups.

In addition to issues regarding sample size, assignment to study group in
clusters requires that the data be analyzed in a manner that adjusts for these
clusters. Unit of analysis errors are considered to have occurred if the provider
or groups of providers have been assigned to intervention groups but the out-
comes are measured at the level of the individual patient or prescription. This is
a significant problem as it ignores the correlation in the physician’s prescribing
behavior among all the patients. That is, a physician’s decision to prescribe an
antibiotic each time he or she sees a patient is not a completely independent
event as the physician will tend to behave in a similar fashion from one patient
to the next. In addition, physicians not only tend to manage patients with simi-
lar problems in similar ways but also tend to attract patients who have similar
characteristics and treatment expectations. For this reason, data from physician
intervention studies should be analyzed with methods adjusting for the cluster-
ing of patients under physicians and if necessary, the clustering of physicians in
practices or other groups. Using simple statistical techniques such as paired 
t-tests, chi-square tests, or even simple least squares regression analysis ignores
the effects of these correlations. This leads to inflated results, where the point
estimates for the effect size are accurate but the standard errors are too small
leading to erroneously small confidence intervals and p-values. This has the
effect of making the intervention appear more effective than it is.

The choice of appropriate analysis depends upon the research design (Austin
et al., 2001; Moerbeek et al., 2003). One may use regression with fixed effects
which includes terms for the cluster (physician or physician group) and an inter-
action term between the cluster and the intervention. One may also use a sum-
mary measures method where the cluster is the unit of analysis and the outcome
at the patient level is considered a repeated measure. The generalized estimating
equation (GEE) has also been used which takes into account the correlation of
the repeated measures within subjects (physicians’ repeated decisions to pre-
scribe or not to prescribe). Finally, multilevel or hierarchical regression is 
considered by many methodologists to be the most appropriate analytic method
as it accounts for the multiple levels of data and leads to results that do not
appear to overestimate the intervention effect. Multilevel regression is, however,
complicated to perform and understand and thus the simpler methods described
previously may be acceptable as long as the limitations are recognized. The stud-
ies for which appropriate statistical considerations of this problem were under-
taken, generally utilized the GEE or multilevel regression in their cluster
analyses, both in sample size calculations and in statistical analysis of the results.
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In addition to problems with analysis there were other methodological
issues with many of the studies to bear in mind while reviewing the summary
of the results. In many of the randomized clinical trials the method of random-
ization was not reported and thus it is difficult to judge if the study is truly ran-
domized. In addition, in the control groups in some of these studies, physicians,
knew what the intervention was and might have altered their behavior during
the period of the study blunting the apparent effect of the intervention. In order
to prevent such contamination, many researchers utilized a cluster design so
that physicians practicing in the same group or geographic region were all
assigned to the same group. Another method used in a few studies was the
application of the intervention to change performance in two different areas,
with each group acting as a control for the other, to control for the Hawthorne
effect (positive effect of being in a study).

In most of the studies, the methods reported for measuring the prescribing
rates was objective, using pharmacy or insurance databases. However, there were
a few studies where less objective measures were used. In these, the prescribing
rates were frequently determined using chart review or interview of the patient.
The reliability of measures was frequently not reported making it difficult to
interpret the results of the studies. Studies using chart review or interview meth-
ods of data collection were performed primarily in developing countries.

Interrupted time-series studies were included if they reported enough data
points for appropriate statistical inference. Only two ITS studies were included
as the remainder did not report enough data points or could not define a point
in time when the intervention occurred. There were significant problems with
the statistical analysis of the two included ITS studies. Neither reported all
available data points and neither used appropriate statistical methods to appro-
priately test for trends in the data over time. The data from these studies was,
thus, reanalyzed using appropriate time-series methods.

A summary of the results from the reviewed studies follows. Studies are
grouped according to intervention type. There are no studies from all the cate-
gories of potential interventions listed previously. In addition, results of some
studies are reported more than once if the study compared two or more inter-
ventions that fall into different categories.

3. DISCUSSION OF INCLUDED STUDIES

3.1. Distribution of educational materials

There were four studies (Angunawela et al., 1991; Avorn and Soumerai,
1983; Ray et al., 1985; Schaffner et al., 1983; Seppälä et al., 1997) in
which physicians received printed educational materials regarding appropriate
antibiotic prescribing (see Table 1). One study (Ray et al., 1985) reports long
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term follow up data from a preceding study (Schaffner et al., 1983). These
materials consisted of information regarding treatment of specific infectious
conditions and/or recommendations regarding the use of certain medications
(including at least one antibiotic). No materials referring to the specific physi-
cian’s practice (i.e., audit of practice pattern with feedback) were sent. These
educational materials were unsolicited and sent by mail (Avorn et al., 1983;
Schaffner et al., 1983; Anunawela et al., 1991) or published in a national med-
ical journal (Seppala et al., 1997).

There were two RCTs (one cluster RCT in which groups of healthcare
workers rather than individuals are randomized), one CBA, and one ITS
involving distribution of educational materials. One study aimed to reduce use
of the oral cephalosporin, cephalexin (among other non-antibiotic medica-
tions) in general practice and compared printed educational materials alone or
combined with audit and feedback (see Section 3.2) to a no intervention con-
trol group (Avorn and Soumerai, 1983). The second study compared the effect
of printed educational materials with or without group educational seminars to
controls (three study groups) on reducing inappropriate use of antibiotics for
acute viral respiratory tract infections (Angunawela et al., 1991). In a CBA
study from Tennessee, researchers compared a mailed educational brochure to
an outreach visit by a pharmacist or physician (2 groups) and to controls to
reduce the use of certain antibiotics (oral cephalosporins, clindamycin, tetra-
cycline, and chloramphenicol) (Ray et al., 1985; Schaffner et al., 1983).
Finally, Finnish medical authorities sought to reduce the use of erythromycin
for Group A streptococcal infections with a published recommendation against
their routine use (Seppälä et al., 1997).
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Table 1. Distribution of educational materials

Study Design Analysis Outcome measure Results as reported 
citation in the study

Seppälä ITS No time Reduction in use 2.40 DDD per 1,000 popln 
et al. (1997) series of macrolide in 1991 to 1.38 in 1992 

analysis antibiotics ( p � 0.007)
reported

Avorn et al. Cluster No cluster Reduction in use Change in mean number 
(1983) RCT analysis of cephalexin of units prescribed 	 100

( p � NS)

Angunawela Cluster No cluster Reduction in use Mean difference in proportion
et al. (1991) RCT analysis of antibiotics for of patients receiving 

viral infections prescription of 	7.4%

Schaffner CBA No cluster Reduction in use No difference 
et al. (1983) analysis of contraindicated (numbers not given)

antibiotics and
cephalosporins



None of the first three studies showed any effect of printed educational
materials alone, in changing prescribing behavior. This was despite the fact
that the lack of adjustment for clustering likely resulted in an overestimation of
the intervention effect in these studies. The Finnish study demonstrated a sig-
nificant reduction in macrolide antibiotic use following publication of the rec-
ommendation which seemed to decay (not statistically significant) somewhat
over time (by time-series analysis not presented in the published paper). Thus,
written educational materials alone appear to have a limited impact overall
with three of four studies demonstrating no change in prescribing behavior.
The specific circumstances of the Finnish study, that is, there being an increase
in resistance to macrolides in Group A streptococci may have substantially
contributed to the effectiveness of the published recommendations in that par-
ticular study. Interventions tailored to circumstances may, therefore, be more
likely to be effective.

3.2. Audit and feedback with or without
other educational materials

The process of audit and feedback refers to the collection and analysis of
individual or group prescribing data followed by distribution of these materials
back to prescribing physicians. Additional materials distributed accompanying
the feedback material may include any one or more of the following: an expla-
nation of the prescribing data, comparative data for other physicians or groups
of physicians, and educational materials promoting more optimal prescribing
practices. Audit and provision of feedback data may also be a part of the infor-
mation provided at individual or group educational meetings or seminars. In
this section, only those studies involving distribution of written audit material
with or without accompanying comparative data and/or printed educational
materials are considered. This type of intervention has been popular as it is rel-
atively simple and inexpensive to perform. This means that even modest reduc-
tions in inappropriate prescribing may result in substantial cost savings for
insurers although the impact on antibiotic resistance may be less impressive.

There were four studies, three RCTs (Hux et al., 1999; Mainous et al.,
2000) (one cluster RCT [O’Connell et al., 1999]) and one CBA trial (Rokstad
et al., 1995), in this category (Table 2). In the first RCT (Mainous et al., 2000),
authors examined the effect of audit and feedback alone and audit and feed-
back with patient educational materials compared with a no intervention con-
trol group in an intervention designed to reduce antibiotic prescribing for viral
pediatric respiratory tract infection. The second study (Hux et al., 1999), com-
pared the effect of audit and feedback to controls on the prescribing of recom-
mended first-line antibiotics for community-acquired infections to senior
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citizens. In the cluster RCT (O’Connell et al., 1999), physicians were random-
ized by postal code regions to receive audit and feedback on the prescribing of
oral antibiotics (and four other classes of medication) or no intervention.
Finally, in the CBA study (Rokstad et al., 1995), Norwegian general practi-
tioners received audit and feedback material along with clinical practice guide-
lines for the management of urinary tract infection (UTI) in women
(diagnostic, first-line antibiotics, duration of therapy), with a control group
receiving similar information on the management of insomnia.

In these studies, audit and feedback with or without written educational
materials or prescribing guidelines had little or no impact on antibiotic pre-
scribing in general terms. Two studies demonstrated no significant change in
prescribing behavior in response to the intervention (Mainous et al., 2000;
O’Connell et al., 1999). The remaining two studies (Hux et al., 1999; Rokstad
et al., 1995) showed a small but statistically significant increase in the 
prescribing of recommended first-line antibiotics. In none of these studies was
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Table 2. Audit and feedback

Study Design Analysis Outcome Results as reported 
citation measure in the study

Mainous Cluster No cluster Reduction in Overall increase in 
et al. (2000) RCT analysis antibiotic use proportion of patients with 

for viral URI colds having prescriptions, 
gain scores compared with 
controls significantly lower 
by Dunnett’s T ( p � 0.05)

Hux et al. RCT No cluster Increase in Change of 2.5% in 
(1999) analysis prescribing of intervention compared 

first-line with 	1.7% in controls
agents ( p � 0.01)

O’Connell Cluster Acknowledged Reduction in No change in median 
et al. (1999) RCT intracluster overall prescribing rates per 

correlations for antibiotic use 100 medicare services
sample size
calculations but
did not use in
analysis

Rokstad CBA No cluster Increase Increase in mean number 
et al. (1995) analysis prescribing of of prescriptions for 

first-line trimethoprim of 32.5 
agents for (3.5–61.7) in intervention 
UTI group and reduction in 

control group 	31.8
(	54.7 to 	3.5)



appropriate statistical analysis to account for clustering of patients within physi-
cians undertaken and thus, the results of the latter two studies might be rendered
nonsignificant on reanalysis. The results from these studies indicate that there
may be certain prescribing situations that are more amenable to interventions
such as those studies seeking to increase prescribing of certain selected “first-
line” agents. In contrast, interventions aimed at reducing antibiotic overuse 
(for viral infections, for example) may require more complex interventions.

3.3. Educational group meetings or seminars

This category of study includes those in which the intervention consists of
one or more group educational sessions. It excludes educational outreach vis-
its which are generally one-on-one meetings between the prescribing physician
and another individual (physician, pharmacist, drug detailer). Information
reviewed at the meetings generally includes an oral and audiovisual review of
recommendations for appropriate prescribing practices for particular condi-
tions or particular antibiotics and/or review of a clinical practice guideline or
other published recommendations. Some educational meetings include a
review of practice audit material for the group.

There were seven cluster RCTs (Augunawela et al., 1991; Bexell et al.,
1996; Lagerlov et al., 2000; Lundborg et al., 1999; Meyer et al., 2001;
Santoso, 1996; Veninga et al., 2000), one cluster QRCT (Harris et al., 1984),
and two CBA studies (McNulty et al., 2000; Perez-Cuevas et al., 1996)
reviewed in this section, Table 3. Three cluster RCTs, from Sweden (Lundborg
et al., 1999), the Netherlands (Veninga et al., 2000), and Norway (Meyer et al.,
2001), used group educational meetings to promote prescribing of first-line
agents for UTI. Controls in these studies received a similar intervention target-
ing asthma management. Three cluster RCTs, two from Africa (Bexell et al.,
1996; Meyer et al., 2001) and one from Sri Lanka (Angunawela et al., 1991)
examined the effect of group educational sessions on reducing overall antibi-
otic use in community health clinics compared with controls receiving no
education. The content of these interventions was based on rational prescribing
guidelines promoted by the World Health Organization focusing on reducing
antibiotic use for viral respiratory tract infection and acute diarrhea (De Vries
et al., 1994). Similarly, a study from Indonesia (Santoso, 1996), in which health
centers were randomized to small or large group educational meetings or to no
intervention, aimed to reduce inappropriate antibiotic use for acute diarrhea.

In the European UTI prescribing studies, there was a moderate increase
in the use of recommended first-line agents in one study (Lundborg et al.,
1999). The other two studies showed modest reductions in the use of long
courses of therapy but showed no significant change in the prescribing of 
first-line agents (Lagerlov et al., 2000; Veninga et al., 2000). The two African
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Table 3. Educational meetings

Study Design Analysis Outcome measure Results as reported in the study
citation

Angunawela Cluster No cluster Reduction in use Mean difference in proportion of patients
et al. (1991) RCT analysis of antibiotics for receiving prescription of 	 7.3%.

viral infections

Lundborg Cluster Multilevel Increase use of Increase in proportion of UTI
et al. (1999) RCT regression first-line agents episodes with a first-line agent

used for and reduce 18% in intervention, 1% in control
cluster duration of ( p � 0.001).
analysis treatment for Reduction in duration of

UTI, reduce use antibiotics in both groups (7.51 to
of antibiotics for 7.41 days and 7.60 to 7.44 days).
asthma Increase in number of courses of

antibiotics per asthma patient (0.26
to 0.32 and 0.27 to 0.26).

Veninga Cluster Use Increase use of No significant change in the
et al. (2000) RCT multilevel first-line agents proportion of patients receiving

regression and reduce first-line agents (0.12, SE 0.12;
for cluster duration of relative effect size, 1%).
analysis treatment for UTI Reduction in the number of DDD

of antibiotics (	0.37 DDD, SE 0.02;
relative effect size, 31%).

Harris QRCT No cluster Reduction in the No change in intervention group
et al. (1984) analysis use of penicillins (16.5 prescriptions per 1,000 to

(among many 16.7/1,000) vs increase in control
other drugs) group (16.0/1,000 to 18.9/1,000).

Meyer Cluster No cluster Reduction in Reduction in proportion of patients
et al. (2001) RCT analysis prescribing of with URI with antibiotic

antibiotics for prescription 66.3 to 29.41 
URI and diarrhea ( p � 0.05) compared with 

53.99 to 45.64 ( p � NS) in controls.
For diarrhea change from 66.41 to
44.03 (p � 0.05) compared with
11.15 to 5.86 ( p � NS) in controls.

Santoso Cluster No cluster Reduction in Reduction in proportion of patients
(1996) RCT analysis prescribing receiving antibiotics for diarrhea

antibiotics for in small groups (77.4 to 60.4,
diarrhea p � 0.001) and large groups 

(82.3 to 72.3, p � 0.001) but not for 
controls (82.6 to 79.3, p � NS).

Lagerlov Cluster Use Increase in the Relative increase in proportion of
et al. (2000) RCT multilevel number of UTIs UTIs treated with short course

regression treated with short therapy, 13.1% ( p � 0.0001) and
for cluster course antibiotics relative reduction in long course
analysis (4 days) therapy, 9.6% ( p � 0.0004)

Bexell et al. Cluster No cluster Reduction in Proportion of patients prescribed
(1996) RCT analysis overall antibiotic antibiotics changed from 41.2% to

use 34.2% in intervention compared
with 41.0% to 42.1 % in controls.
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Table 3. Continued

Study Design Analysis Outcome measure Results as reported in the study
citation

McNulty CBA No cluster Reduction in Reduction of 2,458 antibiotic
et al. (2000) analysis overall antibiotic prescriptions for intervention

use; increase in use compared with reduction of 1,209
of narrow-spectrum for control ( p � 0.09); change in
and reduction in narrow-spectrum agent use of 	139
use of broad- for intervention compared with 
spectrum 	1,248 in controls ( p � 0.003); change
antibiotics in broad-spectrum use 	1612 for

intervention compared with 
561
for controls ( p � 0.002).

Perez- CBA No cluster Reduction in Proportion of patients prescribed
Cuevas analysis antibiotic use for antibiotics reduced by 17.7% in
et al. (1996) rhinopharyngitis intervention compared with 10.6%

in controls ( p � 0.05).

studies (Bexell et al., 1996; Meyer et al., 2001) produced a moderate reduction
in overall antibiotic use at the intervention clinics while the study from Sri
Lanka did not (Angunawela et al., 1991). In the Indonesian study (Santoso,
1996), small group meetings resulted in a larger reduction in antibiotic pre-
scribing for diarrhea than large group meetings; however, both type of meet-
ings were only modestly effective.

The quasi-randomized cluster trial from Britain showed a minimal reduc-
tion in the use of penicillin with repeated small group meetings that included
the use of audit material (Harris et al., 1984). Antibiotic prescribing work-
shops in Northern England (McNulty et al., 2000) were more successful in
reducing the use of broad-spectrum antibiotics than in reducing overall antibi-
otic use for viral respiratory tract infections. Modest reductions in antibiotic
use for viral URI were seen following group meetings targeting this behavior
in Mexico (Perez-Cuevas et al., 1996).

Overall, the results from studies of group educational meetings are modest.
Greater effect sizes are seen when the recommendations of the study are for
the use of certain proscribed “first-line” antibiotics and are much less impres-
sive for those studies whose goal is to reduce overall inappropriate antibiotic
use for viral respiratory tract infection or diarrhea. Only two studies appropri-
ately adjusted for the clustering of patients within physicians and physicians
within larger groups (Lagerlov et al., 2000; Veninga et al., 2000). Both of these
studies demonstrated a significant reduction in the duration of antibiotic
therapy for uncomplicated UTI.
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3.4. Educational outreach/academic detailing

Face-to-face detailing has been used by the pharmaceutical industry for
many years to market its products to physicians. The studies in this section use
similar methods of detailing physicians regarding appropriate prescribing. The
detailers in these studies were either clinical or research pharmacists or medical
doctors. In some studies the effectiveness of different types of detailers are com-
pared. This method is attractive for appropriate prescribing education as it has
been used very successfully by the pharmaceutical industry, possibly because of
the one-on-one attention paid to the prescriber. Materials discussed in the ses-
sions include the review of audit material from the physician’s own practice.

In this section, there were eight studies (Avorn and Soumerai, 1983; De
Santis et al., 1994; Dolovich et al., 1999; Font et al., 1991; Ilett et al., 2000;
McConnell et al., 1982; Peterson et al., 1997; Ray et al., 1985; long term fol-
low-up data for Schaffner et al., 1983) (see Table 4). The two cluster RCTs,

Table 4. Educational outreach visits

Study citation Design Analysis Outcome measure Results as reported in the study

Dolovich Cluster Controlled Increased Mean percent change in market
et al. (1999) RCT for location prescribing of share for amoxicillin in

of pre- first-line agents intervention region 0.63 compared
scriber in (amoxicillin) for with 	0.72 in controls ( p � 0.15).
multivariable acute otitis media
analysis

De Santis Cluster No cluster Increase Increase in proportion of
et al. RCT analysis prescribing of prescriptions that are pencillin or
(1994) penicillin and erythromycin from pre to post

erythromycin for intervention in both groups—
tonsillitis 60.5% to 8 7.7% in intervention,

52.9% to 71.7% in controls.

Avorn Cluster No cluster Reduction in use Mean difference from controls
and Soumerai RCT analysis of cephalexin between pre and post intervention
(1983) periods 	382 (mean number of

units prescribed) ( p � 0.0006).

Ilett et al. RCT No cluster Increase Significant increase in prescribing
(2000) analysis prescribing of of amoxicillin from median 293

first-line agents prescriptions per physician to 594
for UTI, bacterial ( p � 0.05) and doxycycline from
tonsillitis, otitis median 235 prescriptions per
media, bacterial physician to 865 ( p � 0.05) (within
bronchitis, mild group comparison only). Both
pneumonia recommended first-line agents for

otitis media and pneumonia,
respectively.
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Table 4. Continued

Study citation Design Analysis Outcome measure Results as reported in the study

McConnell RCT No cluster Reduction in Average number of tetracycline
et al. (1982) analysis prescribing of prescriptions per provider dropped

tetracycline from 12.6 to 1.8 ( p � 0.001) in
intervention group and 7.6 to 3.2
( p � 0.001) in controls.

Font et al. RCT No cluster Reduction in Median number of prescriptions
(1991) analysis prescribing of per month for combination agents

antibiotics fell from 86.53 to 75.89 ( p � 0.001)
combined with for intervention group, 98.55 to
symptomatic 91.96 for controls ( p � 0.001)
drugs, injectable between group comparison
cephalosporins significantly different ( p � 0.01);
and injectable for oral cephalosporins 4.97 to
penicillin/ 5.36 (p � 0.05), 6.43 to 5.98 (NS),
streptomycin between group comparison
combination, ( p � 0.01); injectable 
increase in oral cephalosporins no reduction;
cephalosporins penicillin/streptomycin between

group comparison NS.

Peterson CBA No cluster Increase Relative prescribing of first-line
et al. (1997) analysis prescribing of agents for UTI higher in

first-line agents intervention than control region
for UTI compared with baseline
(amoxicillin ( p � 0.0001)—ratio of
clavulanic acid, recommended to non
cephalexin, recommended antibiotics
trimethoprim) increased from 2.77 to 5.43 in

intervention region and 4.29 to
4.92 in control region.

Schaffner CBA No cluster Reduction in use Relative reduction in number of
et al. (1983) analysis of contraindicated prescriptions for contraindicated

antibiotics and antibiotics of 67%, 85%, and
cephalosporins 41% in pharmacist detailer,

physician detailer, and control
groups, respectively; for oral
cephalosporins, corresponding
changes were 35%, 50%, and 
33% reduction.

randomized by geographic region, examined changes in the prescribing of
first-line agents for acute otitis media (Dolovich et al., 1999) and tonsillitis
(De Santis et al., 1994) in response to academic detailing by a pharmacist.
Three of the physician randomized RCTs examined the effectiveness of 
academic detailing on reducing the use of particular antibiotics, oral
cephalosporins (Avorn and Soumerai, 1983), tetracycline (McConnell et al.,



1982), and antibiotics combined with symptomatic medications, oral and
injectable cephalosporins, and an injectable combination of penicillin and
streptomycin (Font et al., 1991). Another RCT used academic detailing to pro-
mote the use of certain first-line agents for a variety of community-acquired
bacterial infections (UTI, bacterial tonsillitis, otitis media, bacterial bronchitis,
and mild pneumonia) (Ilett et al., 2000).

The two cluster RCTs combined mailed educational materials with acade-
mic detailing by a pharmacist (De Santis et al., 1994) or a traditional pharma-
ceutical industry detailer (Dolovich et al., 1999) which focused on the content
of the previously mailed materials. One of these studies demonstrated a small
but significant benefit from academic detailing (De Santis et al., 1994) while
the other study showed not benefit (Dolovich et al., 1999). Among the physi-
cian randomized studies, two demonstrated a reduction in the use of specific
classes of antibiotics (cephalexin [Avorn and Soumerai, 1983] and tetracy-
clines [McConnell et al., 1982]) compared with controls and printed educa-
tional materials alone (Avorn and Soumerai, 1983). In the third study (Ilett
et al., 2000), very small changes in the prescribing of recommended first-line
agents were achieved; however, the large number of outcomes measured (many
antibiotics examined) raises concerns regarding multiple comparisons and the
possibility that small, significant results may be due to chance alone.

In the three CBA studies, academic detailing was successful in reducing
inappropriate antibiotic use as defined by the individual studies. One group suc-
cessfully increased the number of prescriptions for first-line agents in UTIs
(Peterson et al., 1997). The remaining two studies aimed to reduce the use of cer-
tain antimicrobials considered to be contraindicated for use in general practice.
Physicians prescribed fewer antibiotics in combination with symptomatic med-
ication and fewer courses of injectable cephalosporins in Barcelona following
academic detailing by a pharmacist (Font et al., 1991). The Tennessee statewide
intervention mentioned previously used pharmacist or physician detailers and
reduced the use of certain agents considered to be contraindicated with a greater
reduction seen with physician detailers than pharmacists (Schaffner et al., 1983).
This reduction was sustained after two years (Ray et al., 1985).

The effect of academic detailing on improving antibiotic prescribing
appears to be moderate in the best cases. Most of the studies utilized pharma-
cist detailers and thus, it is difficult to generalize about the differences
between pharmacist and physician detailers. In the one study comparing the
two types of detailing, physician detailing clearly had a more substantial effect
on changing prescribing behavior (Ray et al., 1985; Schaffner et al., 1983).
The one study utilizing traditional pharmaceutical representatives (Dolovich 
et al., 1999) to provide education did not demonstrate a significant impact. The
overall success of these studies may, in part, be due to the fact that the primary
goal in most of these studies was to reduce prescribing of certain agents and/or
promote prescribing of recommended first-line agents. None of these studies
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sought to reduce overall use of antibiotics for inappropriate indications which
appears to be a much more difficult task.

3.5. Financial/healthcare system changes

There are a variety of interventions which fall under the umbrella of finan-
cial interventions and/or changes in the healthcare system. These range from
changes in formularies or benefits to the institution of user fees, or coinsur-
ance for physician visits or medications. These are aimed at reducing utiliza-
tion of specific drugs or physician services. Reforms to the local healthcare
system usually involve changes in the manner in which healthcare delivery
occurs such as the use of non-physician providers or changes in the organiza-
tional structure of health clinics or regions. It is inappropriate to compare
interventions in this category head-to-head as they may involve disparate
methods that defy comparison.

There are only two studies that fall into this category (MacCara et al.,
2001; Juncosa and Porta, 1997) (Table 5). One examines the effect of a formu-
lary change (MacCara et al., 2001) and the other the effect of primary care
reform in a region of Spain (Junosa and Porta, 1997) Researchers in Nova
Scotia, Canada, studied the effect of a change in the provincial drug formulary
limiting the use of fluoroquinolones in the elderly to certain specific condi-
tions (MacCara et al., 2001). Using ITS data they reported a significant drop
in the mean number of fluoroquinolone prescriptions between the two time
periods; however, they did not use appropriate time-series analysis which com-
pares rates of prescribing over time before and after the intervention. Time-
series analysis detected the same significant drop in the level of prescribing
between pre- and post-formulary changes; the slope for fluoroquinolone pre-
scribing, however, increased between pre- and post-formulary change periods.
Thus while there was an immediate and dramatic impact of the formulary
change, time trends suggest that the level of prescribing over time might be
expected to return to pre-formulary change levels.

In a CBA study from Spain, researchers examined the effect of nationwide
primary care reform on drug prescribing in one county, using areas that had
not yet undergone reform as controls (Juncosa and Porta, 1997). The primary
care reform consisted, mainly, of changes in staffing (all working full time as
opposed to part time) and reimbursement (per capita payment changed to fixed
salary) as well as changes in the organization of services and integration of
preventive medicine services into the traditional curative model. Overall, there
was a greater reduction in all antibiotic prescriptions in the reform primary
care network compared with the non-reformed network.

The study from Nova Scotia demonstrates the substantial initial impact
that formulary changes may have on prescribing of particular medications
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(MacCara et al., 2001). However, overall antibiotic use did not change signifi-
cantly with substitution of macrolide antibiotics for fluoroquinolones. This
likely represents a substantial cost saving to the drug plan but does little to
control overall antibiotic use. This study also demonstrates the pitfalls in not
using appropriate analytic techniques for time-series data which, when per-
formed, indicated that levels of fluoroquinolone use were increasing after the
change and could eventually reach pre-intervention levels. The Spanish study
demonstrates that structural changes in the way in which healthcare is deliv-
ered can have an impact on physicians’ practice without applying specific edu-
cational interventions (Juncosa and Porta, 1997). It would be interesting to see
if the reduction in antibiotic use were maintained over time or simply repre-
sents the early enthusiasm for the restructured system.

3.6. Reminders

Physician reminders, at the point of care, have been assessed by three
physician randomized RCTs attempting to reduce antibiotic prescribing for
two clinical syndromes, acute otitis media (Christakis et al., 2001) and sore
throat (two studies of a similar intervention) (McIsaac and Goel, 1998;
McIsaac et al., 2002) (Table 6). The principle behind this type of intervention
is that if physicians are provided with information about specific treatments, at
the time they are making prescribing decisions, inappropriate antibiotic use
may be reduced.

In one study, an online prescription writer was used to present computer-
based point-of-care evidence on the optimal duration of antibiotics for acute
otitis media in children in an effort to reduce the duration of prescribing for
this condition (Christakis et al., 2001). The results indicated a significant
increase in the proportion of prescriptions for otitis media that were of less
than 10 days duration for intervention physicians compared with controls.
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Table 5. Financial/healthcare system changes

Study Design Analysis Outcome measure Results as reported in the study
citation

MacCara ITS No time- Number of Fluoroquinolone use dropped by
et al. (formulary series prescriptions for 80.2% following intervention
(2001) change) analysis fluoroquinolones

reported

Juncosa CBA No cluster Overall number of 56.6% relative reduction in
and Porta (primary analysis antibiotic prescribing in reform network
(1997) care prescriptions compared with 32.5% relative

reform) reduction in non-reform network



In the two studies of reminders for sore throats (McIsaac and Goel, 1998;
McIsaac et al., 2002) (both by the same authors), a paper-based decision sup-
port tool for diagnosis and management of sore throat was developed in an
effort to reduce inappropriate antibiotic use for this condition. This decision
support tool consisted of a scoring system for signs and symptoms of sore
throat to help determine the likelihood that a particular patient suffers from
streptococcal pharyngitis. Management recommendations were then based
upon scores. In the first study, family physicians received a package contain-
ing information on the study, a score card for diagnosing streptococcal sore
throat and a form to complete for one sore throat patient encounter. Physicians
in the study group received a form that required them to calculate a score
based on four items. The control form was identical except that the score items
were listed and physicians were not asked to calculate a score. Since each
physician contributed only one sore throat encounter, there was no need to
adjust the analysis for clustering. The authors were able to demonstrate a
reduction in the odds of prescribing an antibiotic for sore throat in the inter-
vention group compared with controls.

In the second study (McIsaac et al., 2002), by the same authors, the same
checklist and score were used. All physicians received a pocket card summariz-
ing the score, eight patient encounter and consent forms and a one page survey
of practice characteristics. Physicians in the intervention group received stick-
ers to place on the patient encounter forms with the score items and a place to
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Table 6. Reminders

Study Design Analysis Outcome Results as reported in the study
citation measure

Christakis RCT No cluster Reduction in Change in mean number of patients
et al. (2001) analysis duration of receiving �10 days of antibiotics

therapy for 44.43% vs 10.48 % in controls
acute otitis ( p � 0.000)
media to 
�10 days

McIsaac RCT No cluster Reduction in Proportion of patients receiving
et al. (1998) analysis antibiotic prescription for sore throat 27.8%

needed (only prescriptions in intervention group, 35.7% in
one patient for sore throat control group; odds ratio for an
per provider) antibiotic prescription associated

with intervention 0.44 (0.21–0.92)

McIsaac RCT Cluster Reduction in Proportion of patients receiving
et al. (2002) analysis antibiotic antibiotics for sore throat 28.1% in

performed prescriptions intervention group, 27.9% for
for sore throat controls; odds ratio for antibiotic

prescribing associated with
intervention 0.57 (0.27–1.17)



calculate the score. This resulted in the intervention physicians’ receiving
repeated prompts regarding the score and management recommendations. The
control physicians completed similar encounter forms without stickers. In this
study there was no reduction in the odds for prescribing an antibiotic associated
with the repeated prompts compared with controls.

From this limited dataset, physician reminders appear to have some effect
on altering prescribing behavior. In the otitis media study, intervention
physicians prescribed fewer long courses of antibiotics. In addition, however,
physicians had an opportunity to view information on the overall need for
antibiotics in otitis media. There was no reduction in overall prescribing for
otitis associated with this part of the intervention. While the sore throat score
seemed to modestly reduce antibiotic use for this condition when used for a
single patient, repeated prompts in the clinical setting did not have a beneficial
effect, limiting the usefulness of this intervention. This may have been due
to the effect of the control physicians’ receiving the score (without using the
repeated prompts) in the control group, leading to reduced prescribing overall.
It may also be that physicians stopped interacting with the score after using it
several times either out of fatigue or the sense that they could judge the proba-
bility of streptococcal infection well enough after using the score a few times.

3.7. Patient-based interventions

In several studies, patient-based interventions were evaluated in conjunc-
tion with other interventions. There were, however, five studies that examined
the effect of a variety of patient-based interventions alone (Table 7). These
studies evaluated the effect of patient educational materials (Mainous et al.,
2000), a patient information leaflet regarding antibiotics for acute bronchitis
(Macfarlane et al., 2002) and the use of delayed prescriptions for infections
where patients desired antibiotics but physicians did not feel antibiotics were
necessary (Arroll et al., 2002; Dowell et al., 2001; Little et al., 2001).

In the one study examining the effect of patient educational materials alone
(Mainous et al., 2000), there was a modest effect seen in the group with this
intervention compared with the control group. This effect was similar to that
seen in the other intervention groups (audit and feedback alone, or combined
with patient educational materials). In a study of prescribing for acute bron-
chitis in adults (Macfarlane et al., 2002), patients who were not felt to need
antibiotics by the physician but appeared to desire a prescription received a
prescription along with either a flyer explaining why antibiotics were unneces-
sary for this condition or a blank leaflet. Patients in the intervention group
were less likely to fill their prescriptions than those in the control group.

Three additional studies, utilizing the same concept, randomized patients
to receive and fill a prescription immediately or to fill the prescription later
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Table 7. Patient-mediated interventions

Study Design Analysis Outcome Results as reported in 
citation measure the study

MacFarlane RCT— No cluster Reduction in Proportion of patients 
et al. (2002) patient analysis number of filling prescription 47% 

randomized required patients filling in intervention vs 62% in 
prescription for control; hazard ratio 
antibiotic for for taking antibiotic for 
acute bronchitis intervention compared with 

control 0.66 (0.46–0.96)

Mainous RCT No cluster Reduction in Overall increase in propor-
et al. (2000) analysis number of tion of patients with colds 

prescriptions with prescriptions—gain 
for URI score compared with controls

significantly lower by 
Dunnett’s T (p � 0.05)

Arroll et al. RCT— No cluster Reduction in 48% of patients in delayed
(2002) patient analysis the number of prescription group filled

randomized required patients filling prescription vs 89% in 
prescriptions controls; odds ratio for filling 
for URI prescription for delayed

prescription 0.12 (0.05–0.29)

Dowell RCT— No cluster Reduction in 45% of patients in delayed
et al. (2001) patient analysis the number of prescription group received a

randomized required patients filling prescription vs 82% in the 
prescriptions control group (information 
for URI obtained from authors)

Little et al. RCT— No cluster Reduction in 24% of patients in delayed
(2001) patient analysis the number of prescription group filled a

randomized required patients filling prescription vs 98% in the 
prescriptions control group
for otitis media

(3–7 days depending on the study) if symptoms did not improve. In the two
studies of adult patients with the common cold, patients were much less likely
to fill the prescription in the delayed group (Arroll et al., 2002; Dowell et al.,
2001). A similar effect of delayed prescriptions was seen in the study of
prescribing for otitis media in children (Little et al., 2001).

The attractiveness of this type of intervention is that physicians advise
against the need for an antibiotic for viral infections while still feeling that
they have satisfied perceived patient demands. Indeed, some of the physicians
in these studies felt that they would continue to use this intervention with
demanding patients. Ultimately, the goal is that the patient will not fill the pre-
scription and recover from the illness with the knowledge that an antibiotic



was not necessary. He or she may then be less inclined to request a prescription
during the next illness or possibly even forgo a visit to the physician for this
problem as he or she now knows that it is benign and self-limited. One could
argue, however, that giving a patient a prescription when it is not necessary
sends a mixed message and places the onus of the decision on the patient.
Simply taking the time to explain why an antibiotic is not necessary may
accomplish the same goal.

3.8. Multifaceted interventions

Many of the older studies presented in the preceding sections have 
indicated that it is very difficult to produce anything but modest changes in
physicians’ antibiotic prescribing practices especially if one is attempting 
to reduce overall use for viral infections as opposed to promoting use of first-
line agents. As a result, seven of the most recent studies examined the effect 
of complex, multifaceted interventions on reducing antibiotic misuse (see
Table 8). (Belongia et al., 2001; Finkelstein et al., 2001; Flottorp et al., 2002;
Gonzales et al., 1999; Hennessy et al., 2002; Perz et al., 2002; Stewart et al.,
2000). These interventions include physician education in a variety of forums
as well as education of the patient/parent and the general public as to the
appropriate use of antibiotics. The public education message in these studies
has focused on the individual and public health hazards of antibiotic overuse.
The US Centers for Disease Control (CDC) was involved in the design and
implementation of four (Belongia et al., 2001; Finkelstein et al., 2001;
Hennessy et al., 2002; Perz et al., 2002) out of seven studies in this category.

In the four CDC sponsored studies, the interventions involved a combina-
tion of healthcare provider and consumer education aimed at reducing
inappropriate antibiotic use for viral respiratory tract infections. Healthcare
provider education was undertaken in the form of small group sessions, tradi-
tional CME lectures, hospital and clinic staff meetings and grand rounds, the
exact combination depending on the particular study. The content of the edu-
cational message was based upon the Principles of Judicious Antimicrobial use
for pediatric upper respiratory infections (Dowell et al., 1998) drafted by the
CDC, the American Academy of Pediatrics (AAP), and the American Academy
of Family Physicians (AAFP). Patient and community education was primarily
undertaken using printed educational materials produced by the CDC which
were distributed at hospitals, during doctor visits, and at community centers
and schools. Samples of this material can be found at http://www.cdc.gov/dru-
gresistance/community/tools.htm. In addition, some studies used community
meetings and local media to promote the judicious use of antibiotics.

Three of the CDC-sponsored studies in this category examined the effect of
the intervention on rates of penicillin-resistant S. pneumoniae in the communities
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Table 8. Multifaceted interventions

Study Design Analysis Outcome Results as reported in the study
citation measure

Belongia CBA No cluster Reduction in 11% reduction in
et al. (2001) analysis antibiotic use intervention region vs 12%

in children increase in control region
( p � 0.019) for liquid
antibiotics; 19% reduction in
intervention region vs 8%
reduction in control
( p � 0.042) for solid
antibiotics.

Finkelstein Cluster Used Reduction in 0.23 (0.08–0.39, p � 0.01)
et al. (2001) RCT generalized antibiotic use fewer antibiotic courses per

estimating in children person 3 to  � 36 mos per year;
equation for 0.13 (0–0.27, p � 0.06) fewer
cluster antibiotic courses per person
analysis 36 to  �72 mos per year

Hennessey CBA No cluster Reduction in First year: reduction from
et al. (2002) analysis overall 1.24 to 0.81 antibiotic

antibiotic use courses per person ( p � 0.01)
in intervention region vs 0.63
to 0.57 ( p � NS)
Second year: initial
intervention region constant
0.85 to 0.81 antibiotic
courses per person, 0.55 to
0.4, 0.55 to 0.41 ( p � 0.01) in
expanded intervention region
(control from first year)

Perz et al. CBA Used binomial Reduction in 19% reduction in antibiotic
(2002) regression antibiotic use prescriptions per 100 person

controlling for in children years in intervention vs 8%
region reduction in controls

(intervention attributable
effect 11% (8–14%)
reduction ( p � 0.001)

Gonzales CBA Cluster Reduction in Proportion of cases with
et al. (1999) analysis antibiotic antibiotics prescribed

performed prescribing for reduced from 74% to 48% in
using study acute full intervention site vs 82%
site as a fixed bronchitis in to 77% in limited intervention
effect in adults site ( p � 0.02 between site)
regression
analysis

Stewart CBC No cluster Increase No change in prescribing
et al. (2000) analysis prescribing of first-line agents compared

first-line agents with control (adjusted odds



being studied (Belongia et al., 2001; Hennessy et al., 2002; Perz et al., 2002).
This very important secondary endpoint will be discussed in detail in the 
section entitled “Effect of interventions on antibiotic resistance.”

Among the CDC-sponsored studies, there was one cluster randomized 
trial (Finkelstein et al., 2001) and three CBA studies (Belongia et al., 2001;
Hennessy et al., 2002; Perz et al., 2002). All of these studies were successful in
significantly reducing the inappropriate use of antibiotics for viral respiratory
tract infections. Effect sizes ranged from moderate (12–16% relative reduction
in antibiotic use) (Finkelstein et al., 2001) to a more substantial relative reduc-
tion in antibiotic use of 31% (Hennessy et al., 2002).

In a CBA study, Gonzales and colleagues (Gonzales et al., 1999) applied a
full intervention (consisting of physician education and patient materials in the
office and sent to homes) to one site and compared the effect to an intervention
limited to patient education materials at another site and two (no intervention)
control sites. This study demonstrated a substantial absolute reduction in pre-
scribing from baseline for the full intervention site compared with controls
(24%) while the patient intervention alone had no significant effect. The
remaining two studies demonstrated little (Stewart et al., 2000) or no change
(Flottorp et al., 2002) in prescribing despite extensive interventions. The
Norwegian study (Flottorp et al., 2002) purported to use interventions that
were tailored to locally identified barriers to change and included changes to
the fee schedule for phone calls with patients in order to reduce the number of
visits to physicians for sore throat and UTI. Despite this study’s excellent
design and execution, the authors could not demonstrate a reduction in the use
of antibiotics for sore throat.

Overall the methodology of these studies was better than for studies in other
categories. In addition, these combined interventions appeared to be more
effective in reducing inappropriate antibiotic use than single interventions.
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Table 8. Continued

Study Design Analysis Outcome Results as reported in the
citation measure study

ratio 1.02 [0.99–1.06]);
increase in prescribing
second-line agents in control
region vs intervention region
(odds ratio 1.40 [1.32–1.49])

Flottorp RCT Multilevel Reduction in Proportion of cases of sore
et al. (2002) regression use prescribing throat with antibiotics

for cluster antibiotics for reduced from 48.1% to
analysis sore throat 43.8% in intervention vs

50.8% to 49.5% in control
region ( p � 0.032)



4. EFFECT OF INTERVENTIONS ON 
ANTIBIOTIC RESISTANCE

Among the 39 studies reviewed, only 4 studies simultaneously assessed the
effect of the interventions on bacterial antimicrobial resistance in the study
communities (Belongia et al., 2001; Hennessy et al., 2002; Perz et al., 2002;
Seppälä et al., 1997). Seppälä et al. (1997) examined the effect of a reduction
in consumption of macrolides on the rate of isolation of macrolide-resistant
Group A streptococci from throat swabs and pus specimens. The reduction in
macrolide use in Finland was observed following a published recommendation
against use of macrolides as first-line agents for Group A streptococcal infec-
tions. For the analysis of the trend in macrolide resistance, they used data from
1992 as the recommendations were issued in late 1991 and early 1992. This
data could not be subjected to time-series analysis as there were an insufficient
number of pre-intervention data points with which to perform such an analy-
sis. Using logistic regression, it was determined that the odds of an isolate
being erythromycin resistant in 1996 were half the odds of it being resistant in
1992 indicating a significant reduction in the rate of resistance (odds ratio 0.5
[95% CI 0.4–0.5]). This held true when the data were analyzed by region.
Thus, these researchers were able to demonstrate that a reduction in consump-
tion of one class of antibiotics could result in a reduction in resistance to that
antibiotic class in the population. Of course, the reduction in macrolide
consumption was accompanied by an increase in use of other antibiotics for
Group A streptococcal infections; however, Group A streptococcal resistance
to penicillin has never been documented in Finland and thus penicillin repre-
sents an effective alternative that, at least currently, is safe from the problems
of antibiotic resistance.

The other three studies addressing the effect of interventions on antimicro-
bial resistance are three of the four studies sponsored by the CDC. In all three of
these studies, the researchers examined the effect of multifaceted interventions
on reducing overall antibiotic use in the study communities and on the rates of
isolation of penicillin-resistant S. pneumoniae from individuals in the commu-
nity. In the CBA community study from Wisconsin (Belongia et al., 2001), the
effect of the intervention on the rate of penicillin resistance (either intermediate
or full resistance as defined by NCCLS criteria) in pneumococcal isolates was
determined by performing nasopharyngeal swabs and cultures for pneumococ-
cal carriage on children attending child care facilities in the study communities.
The intervention resulted in a moderate reduction in antibiotic consumption 
following the intervention compared with the control regions. In a multivari-
ate logistic regression model controlling for clustering of children within child
care centers, nasopharyngeal carriage of a resistant pneumococcus was not
associated with living in a particular community (odds ratio 0.46 [0.18–1.18]).
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This indicates that over the period of the study (2 years) there was no significant
reduction in the odds of harboring a penicillin-resistant pneumococcus due to
the intervention.

In the multifaceted, community intervention trial in Alaska (Hennessy
et al., 2002), nasopharyngeal swabbing was performed on any community
member (adult or child) who consented to the procedure. After the initial edu-
cation intervention in region A, the proportion of pneumococcal isolates that
were penicillin non-susceptible (intermediate or full resistance) decreased
from 41% to 29% in region A but did not significantly change in the control
regions B and C (24% to 22%). The intervention continued in region A and
was expanded to regions B and C in the second year of the study. In the second
year, the reduction in the rate of resistance observed in region A was not sus-
tained and the proportion of pneumococci that were penicillin non-susceptible
increased from 29% to 43%. In the expanded intervention regions, the propor-
tion of pneumococci that were penicillin non-susceptible did not change
following the intervention (22% vs 26%). Thus, the initial reduction in region
A cannot be attributed to the reduction in antibiotic consumption observed
following the intervention.

In the community intervention study in Tennessee (Perz et al., 2002), the
effect of the intervention on the rate of pneumococcal resistance was assessed
by examining the rate of isolation of resistant (intermediate or full resistance)
pneumococci from sterile site isolates (blood, cerebrospinal fluid, other usually
sterile body fluids) from children under 15 years of age. While the intervention
resulted in an overall reduction in antibiotic use, the proportion of invasive,
sterile site isolates resistant to penicillin did not change over the 3 years of the
study (60% year 1, 74% year 2, and 71% year 3).

The results of these three multifaceted community intervention studies
indicate that despite the moderate success of the interventions in reducing
overall antibiotic used in the relative short term (1–2 years), a similar effect on
antibiotic resistance rates has not been demonstrated in the same time period.

5. EFFECT OF INTERVENTIONS ON
PATIENT OUTCOMES

Two studies examining the effect of patient-based interventions on antibi-
otic use also examined the effect of withholding antibiotics on the clinical out-
comes of enrolled patients. Both of these studies examined the effect of
delaying antibiotic prescriptions, one for acute otitis media in children and one
for the common cold in adults. Both studies documented reduced antibiotic
use by those patients randomized to the delayed antibiotics groups of the
respective studies.

Interventions to Improve Antibiotic Prescribing 519



In the study of delayed antibiotics in the common cold by Arroll and col-
leagues (Arroll et al., 2002), patients completed daily symptom checklists
until the tenth day after the initial medical visit. These checklists were col-
lected and symptom scores were tabulated for the two groups (immediate and
delayed prescription groups). Using the general linear model for repeated mea-
sures, it was found that patient temperatures did not differ between the two
groups over the course of the study. In addition, the symptom scores (based on
cough, nasal discharge, throat pain, headache, etc.—maximum score 15) for
the two groups were essentially the same at time points throughout the 10 day
follow-up.

In the otitis media study (Little et al., 2001), parents were requested to
complete a daily diary regarding presence of symptoms (earache, unwellness,
sleep disturbance), perceived severity of pain, number of episodes of distress,
use of paracetamol, and temperature measurements. Overall, parents of
patients in the immediate antibiotic group reported fewer days of crying and
sleep disturbance as well as less paracetamol use; however, there was no dif-
ference in mean pain scores, episodes of distress or absence from school.

It is not surprising that delaying (and ultimately preventing) antibiotic use in
the common cold had no effect on resolution of symptoms given the viral etiol-
ogy. In addition, the recruiting physicians could choose not to enroll anyone they
felt required an antibiotic (presumably for bacterial rhinosinusitis, ear infection,
or pneumonia detected clinically). The otitis study confirms that, in many cases,
patients diagnosed with otitis media will improve spontaneously, despite the bac-
terial origin of their disease. There has been a great deal of controversy about this
as it may be that acute otitis media is so loosely defined in many studies, includ-
ing this one, that many of the children may not truly have bacterial infection but
red painful ears due to viral infection. In that case, spontaneous resolution,
would be the rule. The authors of this study describe it as pragmatic, however,
pointing out that in the real world, many of these children are diagnosed with
acute otitis media and treated with antibiotics. Delaying the collection of a pre-
scription in this setting reduces antibiotic use and will not result in excess mor-
bidity. One might, however, also argue that teaching appropriate diagnostic
technique for acute otitis media, with antibiotics prescribed only to those
children who meet strict diagnostic criteria, would have a similar effect.

6. DISCUSSION OF RESULTS AND
IMPLICATIONS FOR PRACTICE

Given the broad array of targeted behaviors, the variation in interventions
(even within categories) and the differences in the clinical settings, it is diffi-
cult to generalize the results from these individual studies and arrive at broadly
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applicable recommendations for improving antibiotic prescribing in any
community. However, several general observations may be cautiously made.

The simple, single intervention studies (mailed or published educational
materials, audit and feedback) generally resulted in no or little change in pre-
scribing behavior. Previous systematic reviews have concluded that passive
methods of physician education such as traditional conferences and lectures as
well as publication of guidelines have very limited impact (O’Brein et al.,
2003a–d; Oxman et al., 1995). The most plausible explanation for this is that
these interventions often fail to address the root causes of inappropriate pre-
scribing. Simply drawing the physician’s attention to the behavior (audit and
feedback) or recommending an alternate behavior (educational materials) may
not provide the physician with the tools to change a behavior that likely is quite
ingrained and multifactorial in its origins. It bears mentioning that these low
cost interventions may result in cost savings to governments and other insurers
even if the results are marginal given the high cost of prescription medications.
Small changes in prescribing are unlikely, however, to reduce the incidence of
antibiotic resistant bacteria in a community.

The one exception to this lack of effect of simple interventions was the
impressive change in macrolide use in Finland following publication of a
guideline recommending against the use of this class of antibiotics for Group A
streptococcal infection. This result is unexpected given the limited effect of
published guidelines on physician behavior. The basis of the recommendation
was patient safety as there were concerns regarding treatment failures due to
the increasing rate of macrolide resistance. This emphasis on patient safety
may account for the impressive impact of the written recommendations com-
pared with other reports of this intervention. However, as time-series analysis
demonstrated, the effect of this single intervention (occurring at one point in
time, i.e., single publication) appeared to wane somewhat over time as indi-
cated by the positive slope of the post-intervention prescribing rates. Thus,
over the long term, the effect of this recommendation may wane as memory of
the publication fades.

The more complex the intervention, the more likely it was to produce
important changes in antibiotic prescribing behavior. Educational meetings
produced modest improvements in prescribing. The study examining patient
education materials alone or in combination with another intervention demon-
strated the benefit of including patient-based education in the intervention
(Mainous et al., 2000). This observation provided the rationale and impetus for
the community-based, multifaceted interventions undertaken by the CDC and
other groups of researchers. Combinations of interventions in most instances,
produced moderately large reductions in antibiotic use which was sustained in
those studies with follow-up data, depending on the specific intervention and
targeted behavior (Belongia et al., 2001; Finkelstein et al., 2001; Flottorp
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et al., 2002; Gonzales et al., 1999; Hennessy et al., 2002; Perz et al., 2002;
Stewart et al., 2000). One notable exception was the Norwegian study
(Flottorp et al., 2002) where researchers designed the intervention to specifi-
cally address previously identified barriers to change. There was no change in
antibiotic use for sore throat in this study, despite the tailored interventions
possibly due to the passive nature of the interventions or an inadequate dura-
tion of follow-up. This strengthens the impression that one cannot derive
broad-based recommendations from these studies to apply to any clinical situ-
ation in any community.

It appears that interventions aimed at increasing the prescribing of certain
recommended first-line antibiotics for specific infections are more likely to pro-
duce substantial changes in prescribing than those interventions targeting overall
inappropriate antibiotic use. As discussed in the introduction, the root causes of
antibiotic misuse in the community outpatient setting are manifold and may
include physicians’ succumbing to pressure from patients, lack of understanding
by the physician as to the necessity for antibiotics in certain clinical conditions,
diagnostic uncertainty as to the true nature of the patient’s illness, and constraints
on the physician’s time to explain the nature of the illness and the reasons an
antibiotic is not indicated. Convincing a physician or patient that a particular
antibiotic (usually the most narrow spectrum agent for the condition) should be
his or her first choice should be relatively simple as long as appropriate justifi-
cation for the recommendation is made. It stands to reason, however, that com-
pletely eliminating prescribing for a particular indication, such as a viral URI, in
a clinical situation in which the physician would usually prescribe an unneces-
sary antibiotic would be a more difficult behavioral change. While this generally
holds true for most of the reviewed studies, promoting the prescribing of first-
line agents was not as straightforward a task as might be predicted. One potential
explanation for this is that physicians may consider these prescribing recommen-
dations a limitation to their clinical freedom. In addition, physicians want to pre-
scribe what they think are the best medications for the individual patient which
often means a broad-spectrum agent to protect against potentially resistant
organisms regardless of the ecological consequences.

Several of the trials addressed patient-based outcomes such as changes in
antibiotic resistance patterns as a result of altered antibiotic use (Belongia
et al., 2001; Hennessy et al., 2002; Perz et al., 2002; Seppälä et al., 1997) and
illness outcomes following the withholding of antibiotics for certain condi-
tions (Arroll et al., 2002; Little et al., 2001). Over the intervention periods
(usually between 1 and 3 years) no substantial or persistent reductions in inci-
dence of isolating resistant bacteria were observed in any of the studies except
for the Finnish macrolide study (Seppälä et al., 1997), where changes were
observed in macrolide resistance rates after approximately 2 years. In contrast,
no sustained reduction in penicillin resistance was observed with overall
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reductions in antibiotic use in several communities (Belongia et al., 2001;
Hennessy et al., 2002; Perz et al., 2002). The reason for this has been sug-
gested by a mathematical model of rates of change of antibiotic resistance
among bacteria (Stewart et al., 1998). The conclusions from the model suggest
that the period time to observe reductions in the incidence of antibiotic-
resistant organisms will be longer than the preceding increases. Thus, it may
be many years before sustained reductions in antibiotic use produce reductions
in penicillin-resistant pneumococci. In addition, larger reductions in antibiotic
use may be necessary to produce more rapid changes in resistance patterns.
Assessing the full effect of reductions in community-wide antibiotic use may
be made complicated by the already observed reductions in invasive pneumo-
coccal infections in immunized children and their contacts due to conjugate
pneumococcal vaccines.

In the studies of the use of delayed antibiotic prescriptions for URIs and
otitis media, significant patient morbidity was not observed (Arroll et al., 2002;
Dowell et al., 2001; Little et al., 2001). As the outcome of viral respiratory tract
infections is not altered by antibiotics, these are not unexpected results for the
studies of URIs. It is important, however, to have data that demonstrates this
lack of morbidity for illnesses such as acute bronchitis and purulent rhinitis
where the etiologic agent, while usually viral, is often thought to be bacterial by
many practitioners. The demonstration that there is no benefit to immediate use
of antibiotics may serve to convince many physicians and patients that antibi-
otics are not needed for these conditions. Delayed prescriptions for acute otitis
media in children are frequently used in many European countries but have not
gained popularity in North America. This pragmatic study (Little et al., 2001)
demonstrates that waiting a few days to use an antibiotic among children diag-
nosed with otitis media does not increase morbidity from this disease. It has
been argued that studies like this do not validly assess the effect of antibiotics
on acute otitis media as the diagnostic criteria are not strict enough, leading to
the inclusion of many patients who did not truly have bacterial otitis media;
however, this argument only serves to strengthen the conclusions from this
study that antibiotics are not required for most cases of acute otitis media diag-
nosed in the primary care setting most likely because this condition is overdiag-
nosed. Withholding immediate antibiotic helps to weed out those children with
URIs and red tympanic membranes from those with true bacterial middle ear
disease, leading to more appropriate antibiotic use.

6.1. Implications for practice

The selection of the most effective intervention to improve the prescribing
of antibiotics appears to be condition and situation specific. In designing an
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intervention to change a particular prescribing behavior, the ultimate goal of
the intervention must be defined and barriers to change identified and
addressed by the intervention.

Small changes in the prescribing of narrow-spectrum, first-line agents may
be achieved to varying degrees with the use of simple, single interventions
such as guideline publication and distribution, educational meetings, and audit
and feedback. These incremental changes may result in substantial cost sav-
ings as these interventions are relatively inexpensive. These interventions are
unlikely to lead to a reduction in the incidence of antibiotic-resistant bacteria
causing community-acquired infection.

It appears that more complex interventions produce more substantial reduc-
tions in antibiotic prescribing. These interventions are also very expensive and
may not be cost-effective. Multifaceted interventions, however, are more likely
to result in the sort of changes in prescribing that may eventually lead to reduc-
tions in the incidence of antibiotic-resistant bacteria. That this was not observed
in the studies measuring this outcome is most likely a function of time. Long-
term follow-up of the intervention communities may reveal changes in the
antibiotic susceptibilities of community-acquired bacterial infections.

REFERENCES

Allen, U. D., MacDonald, N., Fuite, L., Chan, F., and Stephens, D., 1999, Risk factors for
resistance to “first-line” antimicrobials among urinary tract isolates of Escherichia Coli
in children. CMAJ, 160, 1436–1440.

Angunawela, I., Diwan, V., and Tomson, G., 1991, Experimental evaluation of the effects of
drug information on antibiotic prescribing: A study in outpatient care in an area of Sri
lanka. Int. J. Epidemiol., 20, 558–564.

Arason, V. A., Kristinsson, K. G., Sigurdsson, J. A., Stefansdottir, G., Molstad, S., and
Gudmundsson, S., 1996, Do antimicrobials increase the carriage rate of penicillin resis-
tant pneumococci in children? BMJ, 313, 387–391.

Arnold, S. R., Allen, U. D., Al-Zahrani, M., Tan, D. H., and Wang, E. E., 1999, Antibiotic
prescribing by pediatricians for respiratory tract infection in children. Clin. Infect. Dis.,
29, 312–317.

Arnold, K., Leggiadro, R., Breiman, R. et al., 1996, Risk factors for carriage of drug-
resistant Streptococcus pneumoniae among children in Memphis, Tennessee. J. Pediatr.,
128, 757–764.

Arroll, B., Kenealy, T., and Kerse, N., 2002, Do delayed prescriptions reduce the use of
antibiotics for the common cold? J. Fam. Pract., 51, 324–328.

Austin, P. C., Goel, V., and van Walraven, C., 2001, An introduction to multilevel regression.
Can. J. Pub. Health, 92, 150–154.

Avorn, J. and Soumerai, S. B., 1983, Improving drug-therapy decisions through educational
outreach. A randomized controlled trial of academically based “detailing.” N. Engl. J.
Med., 308, 1457–1463.

Bass, J. W., Steele, R. W., Wittler, R. R. et al., 1993, Antimicrobial treatment of occult 
bactermia: A multicenter cooperative study. Pediatr. Infect. Dis. J., 12, 466–473.

524 Sandra L. Arnold



Bauchner, H., Pelton, S. I., and Klein, J. O., 1999, Parents, physicians and antibiotic use.
Pediatr., 103, 395–401.

Belongia, E. A., Sullivan, B. J., Chyou, P-H., Madagame, E., Reed, K. D., and Schwartz, B.,
2001, A community intervention trial to promote judicious antibiotic use and reduce
penicillin-resistant Streptococcus pneumoniae carriage in children. Pediatrics, 108,
575–583.

Bexell, A., Lwando, E., von Hofsten, B., Tembo, S., Eriksson, B., and Diwan, V. K., 1996,
Improving drug use through continuing education: A randomized controlled trial in
Zambia. J. Clin. Epidemiol., 49, 355–357.

Block, S. L., Harrison, C. J., Hedrick, J. A. et al., 1995, Penicillin-resistant Streptococcus
pneumoniae in acute otitis media: Risk factors, susceptibility patterns and antimicrobial
management. Pediatr. Infect. Dis. J., 14, 751–759.

Boken, D. J., Chartrand, S. A., Goering, R. V., Kruger, R., and Harrison, C. J., 1995,
Colonization with penicillin-resistant Streptococcus pneumoniae in child-care center.
Pediatr. Infect. Dis. J., 14, 879–884.

Breiman, R. F., Butler, J. C., Tenover, F. C., Elliott, J. A., and Facklam, R. R., 1994, Emergence
of drug-resistant pneumococcal infections in the United States. JAMA, 271, 1831–1835.

Brook, I. and Gober, A. E., 1996, Prophylaxis with amoxicillin or sulfisoxazole for otitis
media: Effect on the recovery of penicillin-resistant bacteria from children. Clin. Infect.
Dis., 22, 143–145.

Brown, P. D., Freeman, A., and Foxman, B., 2002, Prevalence and predictors of trimetho-
prim-sulfamethoxazole resistance among uropathogenic Escherichia coli isolates in
Michigan. Clin. Infect. Dis., 34, 1061–1066.

Carroll, W. L., Farrell, M. K., Singer, J. I., Jackson, M. A., Lobel, J. S., and Lewis, E. D.,
1983, Treatment of occult bacteremia: A prospective randomized clinical trial.
Pediatrics, 72, 608–612.

Christakis, D. A., Zimmerman, F. J., Wright, J. A., Garrison, M. M., Rivara, F. P., Davis,
R. L., 2001, A randomized controlled trial of point-of-care evidence to improve the
antibiotic prescribing practices for otitis media in children. Pediatrics, 107, e15.

Cornaglia, G., Ligozzi, M., Mazzariol, A., Valentini, M., Orefici, G., and Fontana, R., 1996,
Rapid increase of resistance to erythromycin and clindamycin in Streptococcus pyogenes
in Italy, 1993–1995. The Italian Surveillance Group for Antimicrobial Resistance.
Emerg. Infec. Dis., 2, 339–342.

Cronk, G. A., Naumann, D. E., McDermott, K., Menter, P., and Swift, M. B., 1954, A con-
trolled study of the effect of oral penicillin G in the treatment of non-specific upper
respiratory infections. Am. J. Med., 16, 804–809.

Dagan, R., Leibovitz, E., Greenberg, D., Yagupsky, P., Fliss, D. M., and Leiberman, A., 1988,
Dynamics of pneumococcal nasopharyngeal colonization during the first days of antibi-
otic treatment in pediatric patients. Pediatr. Infect. Dis. J., 17, 880–885.

Davey, P. G., Bax, R. P., Newey, J. et al., 1996, Growth in the use of antibiotics in the com-
munity in England and Scotland in 1980–93. BMJ, 312, 613.

De Santis, G., Harvey, K. J., Howard, D., Mashford, M. L., and Moulds, R. F., 1994,
Improving the quality of antibiotic prescription patterns in general practice. The role of
educational intervention. Med. J. Aust., 160, 502–505.

De Vries, T. P., Henning, R. H., Hogerzeil, H. V., and Fresle, D. A., 1994, Guide to Good
Prescribing. WHO/DAP/95.1. World Health Organisation, Geneva.

Diwan, V. K., Eriksson, B., Sterky, G., and Tomson, G., 1992, Randomization by group in
studying the effect of drug information in primary care. Int. J. Epidemiol., 21, 124–130.

Dolovich, L., Levine, M., Tarajos, R., and Duku, E., 1999, Promoting optimal antibiotic 
therapy for otitis media using commercially sponsored evidence-based detailing: A
prospective controlled trial. Drug Inform. J., 33, 1067–1077.

Interventions to Improve Antibiotic Prescribing 525



Dowell, J., Pitkethly, M., Bain, J., and Martin, S., 2001, A randomised controlled trial of
delayed antibiotic prescribing as a strategy for managing uncomplicated respiratory tract
infection in primary care. Br. J. Gen. Pract., 51, 200–205.

Dowell, S. F., Marcy, S. M., Phillips, W. R., Gerber, M. A., and Schwartz, B., 1998,
Principles of judicious use of antimicrobial agents for pediatric upper respiratory tract
infections. Pediatrics, 101, 163–184.

Duchin, J. S., Breiman, R. F., Diamond, A. et al., 1995, High prevalence of multidrug-
resistant Streptococcus pneumoniae among chidlren in a rural Kentucky community.
Pediatr. Infect. Dis. J., 14, 745–750.

EARSS, 2001, System EARS. EARSS Annual Report 2001.
Finkelstein, J. A., Davis, R. L., Dowell, S. F. et al., 2001, Reducing antibiotic use in children:

A randomized trial in 12 practices. Pediatrics, 108, 1–7.
Flottorp, S., Oxman, A. D., Havelsrud, K., Treweek, S., and Herrin, J., 2002, Cluster ran-

domised controlled trial of tailored interventions to improve the management of urinary
tract infections in women and sore throat. BMJ, 325, 367.

Font, M., Madridejos, R., Catalan, A., Jimenez, J. J. M. A., and Huguet, M., 1991, Improving
drug prescription in primary care: A controlled and randomized study of an educational
method. Med. Clin. (Barc.), 96, 201–205.

Fujita, K., Murono, K., Yoshikawa, M., and Murai, T., 1994, Decline of erythromycin resis-
tance of group A streptococci in Japan. Pediatr. Infect. Dis. J., 13, 1075–1078.

Gonzales, R., Steiner, J. F., Lum, A., and Barrett, P. H. J., 1999, Decreasing antibiotic use in
ambulatory practice: Impact of a multidimensional intervention on the treatment of
uncomplicated acute bronchitis in adults. JAMA, 281, 1512–1519.

Gonzales, R., Steiner, J. F., and Sande, M., 1997, Antibiotic prescribing for adults with colds,
upper respiratory tract infections, and bronchitis by ambulatory care physicians. JAMA,
278, 901–904.

Gordon, M., Lovell, S., and Dugdale, A. E., 1974, The value of antibiotics in minor respira-
tory illness in children. A controlled trial. Med. J. Aust., 1, 304–306.

Hamm, R. M., Hicks, R. J., and Bemben, D. A. 1996, Antibiotics and respiratory infections:
Are patients more satisfied when expectations are met? J. Fam. Pract., 43, 56–62.

Hardy, L. M. and Traisman, H. S., 1956, Antibiotics and chemotherapeutic agents in the
treatment of uncomplicated respiratory infections in children. J. Pediatr., 48, 146–156.

Harris, C. M., Jarman, B., Woodman, E., White, P., and Fry, J. S., 1984, Prescribing—a suit-
able case for treatment. J. R. Coll. Gen. Pract., 24, 1–39.

Hennessy, T. W., Petersen, K. M., Bruden, D. et al., 2002, Changes in antibiotic-prescribing
practices and carriage of penicillin-resistant Streptococcus pneumoniae: A controlled
intervention trial in rural Alaska. Clin. Infect. Dis., 34, 1543–1550.

Hutchinson, J. M. and Foley, R. N., 1999, Method of physician remuneration and rates of
antibiotic prescription. CMAJ, 160, 1013–1017.

Hux, J. E., Melady, M. P., and DeBoer, D., 1999, Confidential prescriber feedback and edu-
cation to improve antibiotic use in primary care: A controlled trial. CMAJ, 161, 388–392.

Ilett, K. F., Johnson, S., Greenhill, G. et al., 2000, Modification of general practitioner
prescribing of antibiotics by use of a therapeutics adviser (academic detailer). Br. J. Clin.
Pharmacol., 49, 168–173.

Jackson, M. A., Shelton, S., Nelson, J. D., and McCracken, G. H., 1984, Relatively peni-
cillin-resistant penumococcal infections in pediatric patients. Pediatr. Infect. Dis. J.,
3, 129–132.

Jaffe, D. M., Tanz, R. R., Davis, A. T., Henretig, F., and Fleisher, G., 1987, Antibiotic admin-
istration to treat possible occult bacteremia in febrile children. N. Engl. J. Med., 317,
1175–1180.

526 Sandra L. Arnold



Juncosa, S. and Porta M., 1997, Effects of primary health care reform on the prescription of
antibiotics: A longitudinal study in a Spanish county. European Journal of Public Health,
7(1), 54–60.

Kaiser, L., Lew, D., and Stalder, H., 1996, Effects of antibiotic treatment in the subset of
common-cold patients who have bacteria in nasopharyngeal secretions. Lancet, 347,
1507–1510.

Ladhani, S. and Gransden, W., 2003, Increasing antibiotic resistance among urinary isolates.
Arch. Dis. Child, 88, 444–445.

Lagerlov, P., Loeb, M., Andrew, M., and Hjortdahl, P., 2000, Improving doctors’ prescribing
behavior through reflection on guidelines and prescription feedback: A randomised con-
trolled study. Qual. Health Care, 9, 159–165.

Lexomboon, U., Duangmani, C., Kusalasai, V., Sunakorn, P., Olson, L. C., and Noyes, H. E.,
1971, Evaluation of orally administered antibiotics for treatment of upper respiratory
infections in Thai children. J. Pediatr., 78, 772–778.

Linder, J. A. and Stafford, R. S., 2001, Antibiotic treatment of adults with sore throat by com-
munity primary care physicians: A national survey, 1989–1999. JAMA, 286, 1181–1186.

Little, P., Gould, C., Williamson, I., Moore, M., Warner, G., and Dunleavey, J., 2001, prag-
matic randomised controlled trial of two prescribing strategies for childhood acute otitis
media. BMJ, 322, 336–342.

Lundborg, C. S., Wahlstrom, R., Oke, T., Tomson, G., and Diwan, V. K., 1999, Influencing
Prescribing for urinary tract infection and asthma in primary care in Sweden: A random-
ized controlled trial of an interactive educational intervention. J. Clin. Epidemiol., 52,
801–812.

MacCara, M. E., Sketris, I. S., Comeau, D. G., Weerasinghe, S. D., 2001, Impact of a limited
fluoroquinolone reimbursement policy on antimicrobial prescription claims. Annals of
Pharmacotherapy, 35(7–8), 852–858.

Macfarlane, J., Holmes, W., Gard, P. et al., 2002, Reducing antibiotic use for acute bronchi-
tis in primary care: Blinded, randomised controlled trial of patient information leaflet *
Commentary: More self reliance in patients and fewer antibiotics: Still room for
improvement. BMJ, 324, 91.

Magee, J. T., Pritchard, E. L., Fitzgerald, K. A., Dunstan, F. D. J., Howard, A. J., and Group
WAS, 1999, Antibiotic prescribing and antibiotic resistance in community practice:
Retrospective study, 1996–8. BMJ, 319, 1239–1240.

Mainous, A. G. I., Hueston, W. J., and Clark, J. R., 1996, Antibiotics and upper respiratory
infection. Do some folks think there is a cure for the common cold? J. Fam. Pract., 42,
357–361.

Mainous, A. G. I., Hueston, W. J., and Eberlein, C., 1997, Colour of respiratory discharge
and antibiotic use. Lancet, 350, 1077.

Mainous, A. G. I., Hueston, W. J., and Love, M. M., 1998, Antibiotics for colds in children;
who are the high prescribers? Arch. Pediatr. Adolesc. Med., 152, 349–352.

Mainous III, A. G., Hueston, W. J., Love, M. M., Evans, M. E., and Finger, R., 2000, An eval-
uation of statewide strategies to reduce antibiotic overuse. Fam. Med., 32, 22–29.

Maruyama, S., Yoshioka, H., Fujita, K., Takimoto, M., and Satake, Y., 1979, Sensitivity of
group A streptococci to antibiotics. Prevalence of resistance to erythromycin in Japan.
Am. J. Dis. Child, 133, 1143–1145.

McCaig, L. F. and Hughes, J. M., 1995, Trends in antimicrobial drug prescribing among
office-based physicians in the United States. JAMA, 273, 214–219.

McConnell, T. S., Cushing, A. H., Bankhurst, A. D., Healy, J. L., McIlvenna, P. A., and
Skipper, B. J., 1982, Physician behavior modification using claims data: Tetracycline for
upper respiratory infection. West J. Med., 137, 448–450.

Interventions to Improve Antibiotic Prescribing 527



McGowan, J. E., Bratton, L., Klein, J. O., and Finland, M., 1973, Bacteremia in febrile chil-
dren seen in a “walk-in” pediatric clinic. N. Engl. J. Med., 288, 1309–1312.

McIsaac, W. J. and Butler, C. C., 2000, Does clinical error contribute to unnecessary antibi-
otic use? Med. Dec. Making., 20, 33–38.

McIsaac, W. J. and Goel, V., 1998, Effect of an explicit decision-support tool on decisions to
prescribe antibiotics for sore throat. Med. Decis. Making, 18, 220–228.

McIsaac, W. J., Goel, V., To, T., Permaul, J. A., and Low, D. E., 2002, Effect on antibiotic pre-
scribing of repeated clinical prompts to use a sore throat score. J. Fam. Pract., 51,
339–344.

McNulty, C. A. M., Kane, A., Foy, C. J. W., Sykes, J., Saunders, P., and Cartwright, K. A. V.,
2000, Primary care workshops can reduce and rationalize antibiotic prescribing. 
J. Antimicrob. Chemother., 46, 493–499.

Meyer, J. C., Summers, R. S., and Moller, H., 2001, Randomized, controlled trial of 
prescribing training in a South African province. Med. Educ., 35, 833–840.

Moerbeek, M., van Breukelen, G. J. P., and Bergerb, M. P. F., 2003, A comparison between
traditional methods and multilevel regression for the analysis of multicenter intervention
studies. J. Clin. Epidemiol., 56, 341–350.

Murray, S., Del Mar, C., and O’Rourke, P., 2000, Predictors of an antibiotic prescription by
GPs for respiratory tract infections: A pilot. Fam. Pract., 17, 386–388.

Nasrin, D., Collignon, P. J., Roberts, L., Wilson, E. J., Pilotto, L. S., and Douglas, R. M.,
2002, Effect of � lactam antibiotic use in children on pneumococcal resistance to peni-
cillin: Prospective cohort study. BMJ, 324, 1–4.

Nava, J. M., Bella, F., Garau, J. et al., 1994, Predictive factors for invasive disease due to
penicillin-resistant Streptococcus pneumoniae: A population-based study. Clin. Infect.
Dis., 19, 884–890.

Nyquist, A-C., Gonzales, R., Steiner, J. F., and Sande, M., 1998, Antibiotic prescribing for
children with colds, upper respiratory tract infections, and bronchitis. JAMA, 279,
875–877.

O’Connell, D. L., Henry, D., and Tomlins, R., 1999, Randomised controlled trial of effect of
feedback on general practitioners’ prescribing in Australia. BMJ, 318, 507–511.

Oxman, A. D., Thomson, M. A., Davis, D. A., and Haynes, B. R., 1995, No magic bullets: A
systematic review of 102 trials of interventions to improve professional practice. CMAJ,
153, 1423–1431.

Pallares, R., Gudiol, F., Linares, J. et al., 1987, Risk factors and response to antibiotic ther-
apy in adults with bacteremic pneumonia caused by penicillin-resistant pneumococci.
N. Engl. J. Med., 317, 18–22.

Palmer, D. A. and Bauchner, H., 1997, Parents’ and physicians’ views on antibiotics.
Pediatrics, 99, e6.

Perez-Cuevas, R., Guiscafre, H., Munoz, O. et al., 1996, Improving physician prescribing
patterns to treat rhinopharyngitis. Intervention strategies in two health systems of
Mexico. Soc. Sci. Med., 42, 1185–1194.

Perz, J. F., Craig, A. S., Coffey, C. S. et al., 2002, Changes in antibiotic prescribing for 
children after a community-wide campaign. JAMA, 287, 3103–3109.

Peterson, G. M., Stanton, L. A., Bergin, J. K., and Chapman, G.A., 1997, Improving the 
prescribing of antibiotics for urinary tract infection. J. Clin. Pharm. Ther., 22, 147–153.

Prevention CfDCa, 2001, Active Bacterial Core Surveillance: Division of Bacterial and
Mycotic Diseases.

Priest, P., Yudkin, P., McNulty, C., Mant, D., and Wise, R., 2001, Antibacterial prescribing
and antibacterial resistance in English general practice: Cross sectional study. BMJ, 323,
1037–1041.

528 Sandra L. Arnold



Radetsky, M. S., Istre, G. R., Johansen, T. L. et al., 1981, Mulitply resistant pneumococcus
causing meningitis: Its epidemiology within a day-care centre. Lancet, 2, 771–773.

Ray, W. A., Schaffner, W., and Federspiel, C. F., 1985, Persistence of improvement in 
antibiotic prescribing in office practice, JAMA, 253, 1774–1776.

Reichler, M. R., Allphin, A. A., Breiman, R. F. et al., 1992, The spread of multiply resistant
Streptococcus pneumoniae at a day care center in Ohio. Clin. Infect. Dis., 166,
1346–1353.

Rokstad, K., Straand, J., and Fugelli, P., 1995, Can drug treatment be improved by feedback
on prescribing profiles combined with therapeutic recommendations? A prospective,
controlled trial in general practice. J. Clin. Epidemiol., 48, 1061–1068.

Santoso, B., 1996, Small group intervention vs formal seminar for improving appropriate
drug use. Soc. Sci. Med., 42, 1163–1168.

Schaffner, W., Ray, W. A., Federspiel, C. F., and Miller, W. O., 1983, Improving antibiotic
prescribing in office practice. A controlled trial of three educational methods. JAMA,
250, 1728–32.

Scheifele, D., Gold, R., Marchessault, V., and Talbot, J., 1996, Penicillin resistance among
invasive pneumococcal isolates at 10 children’s hospitals, 1991–1994. The LCDC/CPS
Impact Group. The Immunization Monitoring Program, Active. Can Commun. Dis. Rep.,
22, 157–159, 162–163.

Scheifele, D., Halperin, S., Pelletier, L., Talbot, J., IMPACT Mo, 2000, Invasive pneumococ-
cal infection Canadian children, 1991–1998: Implications for new vaccine strategies.
Clin. Infect. Dis., 31, 58–64.

Seppälä, H., Klaukka, T., Lehtonen, R., Nenonen, E., and Huovinen, P., 1995, Outpatient use
of erythromycin: Link to increase erythromycin in group A streptococci. Clin. Infect.
Dis., 21, 1378–1385.

Seppälä, H., Klaukka, T., Vuopio-Varkila, J. et al.,1997, The effect of changes in the con-
sumption of macrolide antibiotics on erythromycin resistance in Group A streptococci in
Finland. N. Engl. J. Med., 337, 441–446.

Seppälä, H., Klaukka, T., Vuopio-Varkila, J. et al., 1997, The effect of changes in the con-
sumption of macrolide antibiotics on erythromycin resistance in Group A streptococci in
Finland. N. Engl. J. Med., 337, 441–446.

Seppälä, H., Nissinen, A., Jarvinen, H. et al., 1992, Resistance to erythromycin in group A
streptococci. N. Engl. J. Med., 326, 292–297.

Stalsby Lundborg, C., Wahlstrom, R. T. O., Tomson, G., and Diwan, V. K., 1999, Influencing
prescribing for urinary tract infection and asthma in primary care in Sweden: A random-
ized controlled trial of an interactive educational intervention. J. Clin. Epidemiol., 52,
801–812.

Steinke, D. T., Bain, D. J. G., MacDonald, T. M., Davey, P. G., 2000, Practice factors that
influence antibiotic prescribing in general practice in Tayside. J. Antimicrob. Chemother.,
46, 509–512.

Stewart, F. M., Antia, R., Levin, B. R., Lipsitch, M., and Mittler, J. E., 1998, The population
genetics of antibiotic resistance II: Analytic theory for sustained populations of bacteria
in a community of hosts. Theor. Popul. Biol., 53, 152–165.

Stewart, J., Pilla, J., and Dunn, L., 2000, Pilot study for appropriate anti-infective community
therapy. Effect of a guideline-based strategy to optimize use of antibiotics. Can. Fam.
Phys., 46, 851–859.

Stott, N. C. and West, R. R., 1976, Randomised controlled trial of antibiotics in patients with
cough and purulent sputum. BMJ, 2, 556–559.

Taboulet, F., 1990, Presentation d’une methodologie premettant de mesurer en quantite et de
comparer les consommations pharmaceutiques. J. D’econ. Med., 8, 409–437.

Interventions to Improve Antibiotic Prescribing 529



Tan, T. Q., Mason, E. O., and Kaplan, S. L., 1993, Penicillin-resistant systemic pneumococ-
cal infections in children: A retrospective case-control study. Pediatrics, 92, 761–767.

Taylor, B., Abbott, G. D., McKerr, M., and Fergusson, D. M., 1977, Amoxycillin and cotri-
moxazole in presumed viral respiratory infections of childhood: Placebo-controlled trial.
BMJ, 2, 552–554.

Teele, D. W., Pelton, S. I., Grant, M. J. A. et al., 1975, Bacteremia in febrile children under 
2 years of age: Results of cultures of blood of 600 consecutive febrile children seen in 
a “walk-in” clinic. J. Pediatrics, 87, 227–230.

Thomson O’Brien, M. A., Freemantle, N., Oxman, A. D., Wolf, F., Davis, D. A., and
Herrin, J., 2003a, Continuing education meetings and workshops. Cochrane Database
of Systematic Reviews, 3.

Thomson O’Brien, M. A., Oxman, A. D., Davis, D. A., Haynes, R. B., Freemantle, N., and
Harvey, E. L., 2003b, Audit and feedback versus alternative strategies. Cochrane
Database of Systematic Reviews, 3.

Thomson O’Brien, M. A., Oxman, A. D., Davis, D. A., Haynes, R. B., Freemantle, N., and
Harvey, E. L., 2003c, Educational outreach visits. Cochrane Database of Systematic
Reviews, 3.

Thomson O’Brien, M. A., Oxman, A. D., Haynes, R. B., Freemantle, N., and Harvey, E. L.,
2003d, Local opinion leaders. Cochrane Database of Systematic Reviews, 3.

Townsend, E. H. J., 1960, Chemoprophylaxis during respiratory infection in private practice.
Am. J. Dis. Child, 99, 566–573.

Townsend, E. J. J., and Radebaugh, J. F., 1962, Prevention of complications of respiratory ill-
nesses in a pediatric practice. Sem. Pediatr. Infect. Dis., 266, 683–689.

Veninga, C. C. M., Denig, P., Zwaagstra, R., and Haaijer-Ruskamp, F. M., 2000, Improving
drug treatment in general practice. J. Clin. Epidemiol., 53, 762–772.

Wang, E. E., Einarson, T. R., Kellner, J. D., and Conly, J. M., 1999, Antibiotic prescribing for
Canadian preschool children: Evidence of overprescribing for viral respiratory infec-
tions. Clin. Infect. Dis., 29, 155–160.

Waskerwitz, S. and Berkelhamer, J. E., 1981, Outpatient bacteremia: Clinical findings in
children under two years with initial temperatures of 39.5�C or higher. J. Pediatr., 99,
231–233.

Watson, R. L., Dowell, S. F., Jayaraman, M., Keyserling, H., Kolczak, M., and Schwartz, B.,
1999, Antimicrobial use for pediatric upper respiratory infections: Reported practice,
acutal practice and parent beliefs. Pediatr. 104, 1251–1257.

Whitney, C. G., Farley, M. M., Hadler, J. et al., 2000, Increasing prevalence of multidrug-
resistant Streptococcus pneumoniae in the United States. N. Engl. J. Med., 343,
1917–1924.

Zenni, M. K., Cheatham, S. H., Thompson, J. M. et al., 1995, Streptococcus pneumoniae
colonization in the young child: Association with otitis media and resistance to peni-
cillin. J. Pediatr., 127, 533–537.

Zhanel, G., G., Karlowsky, J. A., Harding, G. K. M. et al., 2000, A Canadian national 
surveillance study of urinary tract isolates from outpatients: Comparison of the activities
of trimethoprim-sulfamethoxazole, nitrofurantoin and ciptrofloxacin. Antimicrob. Agents
Chemother., 44, 1089–1092.

530 Sandra L. Arnold



Antibiotic Policies: Theory and Practice. Edited by Gould and van der Meer 

Kluwer Academic / Plenum Publishers, New York, 2005 531

Chapter 27

Education of Patients and Professionals

Christine Bond
Professor of Primary Care: Pharmacy
Department of General Practice and Primary Care
University of Aberdeen, UK and
Consultant in Pharmaceutical Public Health, NHSGrampian, UK

1. BACKGROUND

This chapter is about the rationale for, and mechanisms for, educating both
patients and professionals. First therefore, it seems appropriate to justify the
need for both of these.

Medical practice is now accepted to have moved on from a paternalistic
model of professional practice in which the physician or other healthcare pro-
fessional (HCP) told the patient what to do and expected their directions to be
carried out without any discussion. There is consensus that patients and the
public are partners in healthcare and should be part of decision-making both at
individual patient and population level. However for this partnership to be a
reality, for an informed consultation in which the patient has meaningful
involvement, it is necessary for the patient to understand the options available
and their wider ramifications, such as side effects and long-term outcomes.
While the healthcare professional can be the sole educator of the patient, this
has many obvious disadvantages and the NHS has a responsibility to educate
the public prior to the consultation.

Having considered the need to educate patients we should do likewise for
the professionals. It could be assumed that professionals are educated to the
necessary standard to practice, by virtue of their qualification and professional



accreditation. It might therefore be questioned why “Education of Patients and
Professionals” should be a topic in its own right. However, the current mantra
of “evidence based practice,” the importance of Clinical Governance, and the
ever increasing body of knowledge, means that there is an ongoing need to
continually provide up to date information at postgraduate, as well as under-
graduate level. In addition, practice is not just about having knowledge but
being skilled in its application. This is another area of practice in relation to
antibiotic usage which is particularly relevant and where training professionals
is essential.

This chapter therefore addresses the education of both patients and profes-
sionals, as two key strands of our strategy to improve the use of antibiotics.

2. PATIENTS

2.1. Current knowledge

The public are continually subjected to subliminal education via the media
and lay networks. This can result in an increased awareness of health education
messages, but does not necessarily mean the message is correctly understood.
Disseminated in this way, information is unlikely to be objective or balanced,
reviewed critically, or consistent. For example, recent media publicity report-
ing an increased rate of hospital admissions for pneumonia since campaigns to
reduce antibiotic prescribing (Price, 2003) could be misinterpreted and lead to
increased antibiotic use with damaging consequences. In contrast the earlier
high profile reporting of the Standing Medical Advisory Committee report
(SMAC: Department of Health, 1999) ensured that the key message of the
dangers of antibiotic resistance reached a wide audience with obvious benefit.

It is therefore important that the NHS takes the lead on educational cam-
paigns. This should have the advantage of giving clear balanced information in
a consistent way, which should empower the public and allow a true partnership
with the healthcare professional. Antibiotics are no exception to this core prin-
ciple. In response to the SMAC report, the UK government published a strategy
and action plan (Department of Health, 2000) in which stated objectives
included: “to promote optimal antimicrobial prescribing in clinical practice
through . . . professional education” and “to encourage realistic public expecta-
tions for antimicrobial prescribing . . . through a public information campaign
and . . . patient involvement in prescribing decisions.”

In theory, development of an educational programme should begin with
a statement of learning objectives and an assessment of current knowledge. In
practice and for a range of reasons, this is not always carried out, and much
“education” about antibiotic use has already been disseminated to the public,
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in particular since the SMAC report was published. However, a small Scottish
Study (Emslie and Bond, 2003) gave some indication of the public’s awareness
of issues around antibiotic use. Over half agreed that most infections cleared up
by themselves, yet two thirds would expect antibiotics for a very sore throat and
half for a persistent cough. This contradicted apparent knowledge, as three-
quarters agreed that we should be more careful how we used antibiotics. To
some extent this apparent contradiction reflects the difference in what people
want for themselves and what they believe is right for the wider population.

2.2. Public expectations

There is much anecdotal evidence that patients expect to receive an antibiotic
for many viral infections such as coughs, colds, ear infections and other minor
ailments. This is particularly the case for conditions, which do not resolve within
a few days. Again the Scottish Study carried out recently (Emslie and Bond,
2003) confirmed this and a fifth had consulted a doctor for their most recent res-
piratory tract infection, with three quarters of these going on to receive an antibi-
otic. The majority of these would expect them again for similar symptoms.

Such expectations and therefore attitudes translate into a pattern of
consulting behaviour which is reinforced if the professional prescribes an
antibiotic (Little et al., 1997). Given that minor ailments, almost by definition,
improve spontaneously, recovery is linked to the antibiotic as the causative
agent rather than natural improvement with time, and there is an understand-
able belief that this was the reason for recovery. It is no wonder that the next
time demand for such an antibiotic is even greater.

2.3. Methods of public education

The methods of disseminating health education messages are many and
there is little published information on their relative efficacy. A key point is to
ensure that professionals should all give a consistent message as reinforcement
is a strong educational tool in its own right. It is also important in this con-
text, as well as encouraging people not to use antibiotics and seek medical
advice unnecessarily, to be clear about those circumstances when medical
advice should be sought. The involvement of local champions and community
initiatives are generally recognised as effective strategies.

2.3.1. Health education leaflets

Leaflets and supporting posters are no doubt the quickest and cheapest way
of disseminating and targeting health information. Again there is little robust
research evidence of benefit in terms of outcomes, but there is no doubt that
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the public pickup leaflets from self-selection stands. These should be placed in
as wide a range of outlets as possible, including all health related locations
(e.g., GP surgeries, clinics, hospital outpatient areas, pharmacies, dentists,
opticians) as well as community buildings (e.g., community centres, libraries)
schools and colleges, and the workplace.
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Figure 1. Self help leaflets used in NHSGrampian, Scotland (reproduced with the permission
of Health Promotions, NHSGrampian).

Figure 2. Selected text from self-help leaflets used in NHSGrampian, Scotland (reproduced
with the permission of Health Promotions, NHSGrampian).



Health professionals should also use leaflets as part of the consultation (see
later) in place of the prescription, perhaps augmented by further detailed, per-
sonalised printed materials. Leaflets should be eye catching and give a clear
message with possibly more detailed information in smaller font. They should
explain their purpose (Why), what behaviour is expected (What), how to get
further help (How), who to consult (Who), and what to do (Actions to take).
Figure 1 illustrates the range of leaflets recently produced in Grampian for flu,
coughs, colds, and cystitis (reproduced with the permission of NHSGrampian).
Figure 2 illustrates some of the text for the flu leaflet emphasising why anti-
biotics use should be restricted.

Leaflets can of course be developed nationally, locally, or at a practice level.
It is important that messages are consistent, and a little preparatory research to
explore what is currently available is important. In addition, examples from other
countries, for example, Holland can be helpful (Van der Doef and Metz, 1996).

2.3.2. Other mechanisms

There are of course other ways of disseminating information, such as pub-
licity campaigns involving bus adverts, and posters with key messages on, for
example, the back of bus seats, and on the underground! These methods are
however costly and not evaluated.

As mentioned earlier the media including printed, audio, and visual mater-
ial, is a powerful tool and if harnessed and controlled can be a useful ally,
through either news and documentary programmes, medical slots or “soaps.”
Again the cost of these initiatives is expensive if pursued nationally, the
extreme of which would be national prime time television. However, local
options such as press, radio, and television can be more economical and if 
harnessed appropriately have the added benefit of local ownership.

Finally the Internet is increasingly being used as a source of information and
this can only increase. Local health organisations should add key “messages
for the day” to the public pages of their website and have dedicated pages
to the topic. Again, these must be in lay language, clearly written and ideally in
the same house style as the other current campaign materials. There should also
be hot links to more detailed websites, but the quality of these should be checked
out before the link is made, as endorsement of the content will be assumed.

2.4. Behaviour change

There is much interest in both sociological and psychological theories
explaining health seeking behaviour and understanding patients’ raison d’etre.
One of the most widely used models is the theory of behavioural change
(Prochaska and di Clemente, 1983) which depicts six stages of subject change.
These are pre-contemplation, contemplation, preparation, action, motivation,
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and sustained change. Although originally applied to addictive behaviour, they
have recently been used to understand other lifestyle change such as weight
reduction. They also can help us understand behaviour response to symptoms
of illness. Educational methods can be tailored to the stage of change and help
more subjects through the cycle to the “ideal” stage. Ways in which the educa-
tional methods described can be useful at various stages of the behavioural
change cycle to alter response to illness are illustrated in Table 1.

3. PROFESSIONALS

3.1. Which professionals

Many professionals have a role in the management of minor ailments and
can contribute to the appropriate use of antibiotics for these conditions. These
professionals include doctors, nurses, and pharmacists, as well as dentists.
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Table 1. Cycle of behavioural change and appropriate education to manage response to
illness

Stage of change and Mode of message most Professional role
interpretation for self care appropriate to stage 
behaviour of change

Pre-contemplation—Subject “Soaps,” news items, Professional advice,
unaware of any issues of magazine maintaining
antibiotic resistance and need articles, adverts patient relationship
to reduce overall use

Contemplation—Increased Documentaries, Professional advice, 
awareness of problem but not Dr columns/slots, suggesting other 
concerned enough to change magazine articles, non-medical
own behaviour Internet options

Preparation—Decides to change Documentaries, Professional advice,
behaviour and finds out leaflets, Internet suggesting other 
more about the issues and non-medical options
what he/she can do

Action—Is informed though Tailored leaflets, Appropriate professional 
appropriate advice on how disease specific, support
to self care patient specific

Maintenance—Continued self Self care support, Appropriate professional 
empowerment and self care Internet books support
as appropriate. 

Sustained behaviour change Self care support Appropriate professional 
support



At the moment, only doctors, nurses, and dentists are the professionals allowed
to prescribe antibiotics, with nurses being the recent addition (Department of
Health, 2002), but it is anticipated that pharmacists may also soon have these
prescribing rights (Department of Health, 2003). At the moment, most health-
care professionals, whether or not they prescribe antibiotics can influence and
modify patient behaviour through either giving advice on self-management or
referring to the general practitioner (GP), thus reinforcing patients’ behav-
iours. Therefore all the healthcare professionals, particularly including
doctors, pharmacists, nurses, health visitors, district nurses, dentists must be
educated with respect to:

● Knowledge of why and how antibiotic resistance develops
● Knowledge of different antibiotics and evidence of benefit in different

conditions
● Knowledge of how to manage symptoms and use of laboratory tests to iso-

late causative organism and confirm best treatment
● Attitudes to the different perspectives of patients and population
● Beliefs about the risks of not treating with an antibiotic and litigation
● Behaviour with respect to managing a demanding patient
● Behaviour with respect to new strategies such as deferred prescriptions and

laboratory testing (see above).

3.2. Undergraduate

All of the above learning outcomes must be delivered in the first instance in
the undergraduate curricula of the professionals already identified. This should
be done in an integrated way, so that, for example, information on drugs could
be a part of pharmacology, resistance part of microbiology, and managing
demanding patients part of communication skills. However, given the impera-
tive to really highlight issues of antibiotic resistance and the central role of good
professional practice in reversing that trend, there is also a case for targeted
“antibiotic” sessions to bring all aspects of the topic together. This can be done
through Problem Based Learning approaches and special study modules. There
is also a potential for such sessions to be multidisciplinary and interactive,
allowing students to experience the perspective of future professional colle-
agues and instil an ethos of common goals and team work at an early stage.

Of course to achieve the above, the individual curricula must include these
learning objectives and there is still some way to go to achieve this, given the
competing demands on limited time as knowledge advances. “Tomorrows
Doctor,” the General Medical Council’s recommendation for undergraduate
medical training, focuses on reducing the factual workload, emphasising the
acquisition of generic and lifelong skills, and increased teaching in the
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community (General Medical Council, 1993). These principles are fully
endorsed, but need examples from practice to make learning relevant and as a
vehicle for delivery. Antibiotics particularly lend themselves to a wide range of
relevant learning objectives such as critical appraisal of evidence, communica-
tion skills, relationships with patients and colleagues, risk assessment, and the
patient-population dichotomy. Because management of antibiotic use can be
used to deliver these generic issues, which cut across many specialities, it can
fully justify a dedicated slot. Indeed the recent policy on antibiotics in
Scotland (Scottish Executive Department of Health, 2002) had this as one of
its main recommendations and in the update on Tomorrow’s Doctors issued in
2002 this was partially recognised.

Graduates must know about and understand the principles of treatment including the
following: The effective and safe use of medicines as a basis for prescribing, including
side effects, harmful interactions, antibiotic resistance and genetic indicators of the
appropriateness of drugs.

A recent initiative, often referred to as “The Scottish Doctor” is an agreed set
of learning outcomes for graduates of the Scottish Medical Schools, developed
under the auspices of the Scottish Deans Medical Curriculum group (2002).
This identifies twelve learning domains under the three over-arching headings
of “What the doctor is able to do,” “How the doctor approaches his practice,”
and “The doctor as a professional.” Again antibiotics are not specifically
referred to but can be used as a topical exemplar in all three areas. The new core
curriculum for pharmacy undergraduates (Royal Pharmaceutical Society of
Great Britain, 2002) also identifies generic learning objectives for which antibi-
otics could be used as an exemplar, as do the curricula for nursing and dentistry.

3.3. Postgraduate

With issues of Clinical Governance paramount, continuing postgraduate
education has become a mandatory requirement and no longer a luxury.
Changing and increasing knowledge requires all professionals to be up to date
in order to deliver the best cost-effective and clinically effective care. Much
research has been carried out to provide an “evidence base” for dissemination
of knowledge (Grimshaw and Russell, 1993; Grimshaw et al., 1995) and there
is a need to balance locally and nationally driven initiatives. Outreach is seen
as one of the key component of effective dissemination, but as with patients,
reinforcement is also necessary to refresh and further update learning.

There is also some awareness that these methods and the hierarchy were
developed on the basis of empirical work with doctors and that results could be
different with other professional groupings. Recent research looking at
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disseminating information on the use of vaginal imidazoles in community
pharmacy, showed no difference between four groups receiving the educa-
tional materials as mailed guidelines, guidelines and a continuing education
evening, mailed guidelines and outreach, or a final group receiving all options.
It is clear that knowledge alone in this group was already good (Watson et al.,
2002) but that other factors such as patient pressure affected actual outcomes.
Therefore at postgraduate level, as well as undergraduate, managing the
patient or customer is an important skill to acquire and is likely to be relevant
across all the professions.

Continuing Education is now seen as one mechanism for delivery of edu-
cation rather than an activity in its own right. Continuing Professional
Development is the term currently applied to a reflective practitioner who
identifies knowledge deficits, generates learning objectives, and carries out
activities to meet these. Such activities could be attendance at a meeting, or
identifying and reading relevant material. The theory is that because there is a
need for the knowledge, which will be used in practice, that the learning is
both more relevant and more effective. To some extent this has reduced the
pressure on practitioners to read every new guideline but only to concentrate
on those of direct use. However there are some directly relevant to antibiotic
use (SIGN, 2003) and the reading of these by all professionals involved in
antibiotic use should be strongly encouraged.

Hours of Continuing Personal Development are mandatory for ongoing
annual registration with professional bodies. For example the Royal College
of Nursing requires five days every three years, the Royal Pharmaceutical
Society of Great Britain requires 30 hr per year and Royal College of General
Practitioners 25 hr per year. However, Clinical Governance is now becoming
even more intensive and intrusive and professional organisations have re-
accreditation on the agenda.

Given the high profile of the advantages and disadvantages of antibiotic use
in the medical literature, the SMAC report and others, it is likely that antibiotics
will be an area identified by practitioners as part of their CPD, or Personal
Development Plan. There is an onus on NHS organisations therefore to provide
local training sessions and these should ideally be multidisciplinary, again to
promote consistent messages, support mutual understanding of different modus
operandi, and improve local delivery of care.

A final mention must be made in this section to formularies, which are
both an educational tool and a guideline or protocol in their own right.
Introduced largely in the early 1990s, they were devised as a means to focus
practitioners on a small subset of the large numbers of preparations available
for prescribing, with the belief that if thousands of drugs could be reduced to
hundreds it became realistic to expect prescribers to be aware of the relative
costs, benefits, and side effects of the drugs they were using. The very act of
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developing a practice formulary, whether it be from scratch or derived from an
area formulary is educational, as it requires retrieval and appraisal of informa-
tion on clinical and cost effectiveness before agreeing final items for inclusion.
Having taken part in this process, adoption of the final recommendations
should be relatively easy. Current and developing prescribing computer soft-
ware and management screens facilitate implementation of this information
into practice.

3.4. Professionals as teachers for patients

Of course all professionals should have as part of their role a remit to
educate their patients. The still emerging concept of a concordant consultation
(Marinker, 1997) would again be a good way of involving patients in the some-
times challenging decision not to prescribe an antibiotic. “Concordance is
a new approach to the prescribing and taking of medicines. It is an agreement
reached after negotiation between a patient and a HCP that respects the beliefs
and wishes of the patient in determining whether, when and how the medicine
is to be taken. Although reciprocal, this is an alliance in which the HCP recog-
nises the primacy of the patient’s decision about taking the recommended med-
icine.” To agree not to prescribe an antibiotic within a concordant framework
depends to some extent on the patient being fully informed of the medical side
of the decision, which includes diagnosis and management, as well as the HCP
being fully aware of the patient agenda. Thus although a concordant consulta-
tion is one in which the professional and patient views have equal status, the
onus is on the professional to both inform the patient and inform him/herself
about the patient. In informing the patient, the professional is undertaking a
serious educational role, which requires skills of analysis, synthesis, and deliv-
ery of health education relevant to the patient’s needs and wishes and tailored to
the stage of change. This can be time consuming and may not always be wel-
comed and the extent to which this is pursued fully in practice is a matter for
professional judgement.

3.5. Professionals as teachers of professionals

Pharmacists have for long been the self proclaimed experts in medicine,
but while this has been recognised and utilised in the secondary care setting
this has not been fully reflected in primary care.

This is now changing with many GP practices having on site pharmacists
with a remit not to supply medicines but to advise on their prescribing. This
advisory role can be delivered in a range of ways, either after global review of
patient records and assessing appropriateness of drug against external validated
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indicators, or at individual patient review. Under the current regulations any
change recommended has to be actioned by the GPs although the new supple-
mentary prescribing regulations will alter this (Department of Health, 2003).
These justified recommendations to the doctor and ensuing discussions for
change, are educational in their own right.

In addition practice pharmacists can be given the task of providing “outreach”
educational sessions on targeted areas, such as antibiotic use, including first and
second line treatments for different infections and infection sites, as well as
reminders of when not to prescribe and how to use local laboratory services. Trials
of the use of community pharmacists in this way have demonstrated their poten-
tial effectiveness as teachers (Avorn and Soumerai, 1983; Watson et al., 2001).

4. A LOCAL EXAMPLE

For education to be successful, both professionals and patients must be
given the same knowledge at the same time. For example, it is unlikely that
educating professionals alone will be significant in changing practice if
patients are still unaware of the need to change their behaviour and continue to
inappropriately attend the GP and “demand” antibiotics. Even the best inten-
tioned professional will be quickly worn down and enthusiasm to put into
practice “negotiating” skills will soon wane, when faced with resistance or the
time-consuming task of educating an unwilling and unreceptive patient him-
self. In addition, education at this point, when the patient has clearly come in
with an agenda to get antibiotics, that is, is at the pre-contemplation stage, is
unlikely to be successful.

Similarly, campaigns targeted at the patient alone, will likewise fail, if they
attend their pharmacist for self-medication/symptomatic remedies, but are
referred immediately to the GP who because he thinks the patient expects it,
prescribes an antibiotic (Little et al., 1997)

To coordinate patient and professional education together probably needs
to be done at a locality level. An example of such a campaign, carried out in
my local NHS area illustrates that this can be done, using some of the educa-
tional techniques already described in the preceding sections.

The campaign, started in 1998, was in response to the then recently pub-
lished SMAC report and local trends for slightly higher than average use of
antibiotics per 1,000 population than for Scotland. Taking on board the princi-
ples outlined above, eye-catching leaflets were designed by the local health
promotion department, promoting the message that for colds and flu antibi-
otics were “not the answer.” These were displayed primarily in doctors’ surgeries
and pharmacies. More detailed “serious” looking informative typed A4 sheets
were also prepared with self-help guidance including symptoms, symptomatic
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relief, and when to call the doctor. It was envisaged that these sheets could be
used as part of the consultation, proffered instead of a prescription and ulti-
mately computer generated and individualised. Exact wording of both of these
leaflets had to be developed with care, because on the one hand, there is a need
to discourage unnecessary GP attendance, but on the other hand issues of lia-
bility might arise if a patient wrongly did not seek medical help and serious
morbidity or mortality resulted.

At the same time, information was sent to GPs and pharmacists reminding
them of best practice in using antibiotics, sending copies of the SMAC report,
copies of the patient leaflets, information on local prescribing trends, and their
exact practice position with respect to these—that is, practice feedback and
audit, to coin one of the well used terms in dissemination strategies.

In addition advertising slots were purchased on buses and local radio and
the press were invited to cover the campaign.

Preliminary evaluation at the end of the first year showed pharmacists and
GPs had valued the initiative, believed it had helped and requested more leaflets
for other common conditions. These have already been mentioned in Section
2.3.1. A subsequent more in-depth evaluation of patient knowledge and behav-
iour, while confounded because of a lack of a control group and limited sampling,
indicated that many patients did appreciate the issues around antibiotic resistance,
although were not always ready to translate this knowledge into their own behav-
iour when experiencing an infective illness. This second evaluation also demon-
strated the need to involve the wider healthcare team in the campaign (Emslie and
Bond, 2003). With the increased role of nurses in the management of minor ill-
nesses and as prescribers and as educators, this was particularly pertinent and
nurses and health visitors were included in campaigns in subsequent years.

Examination of current prescribing trends indicates that the prescribing of
antibiotics in Grampian has decreased faster than in other Health Board areas
in Scotland. Although absolute differences are small and there has been no
control group, the indicators are that the campaign has had modest success in
reversing the previous trends.

5. SUMMARY

Education is an important tool in changing professional and patient behav-
iour. However, both of these are complex and linked, and subject to a wide
range of external factors. Evaluation of health education campaigns are diffi-
cult because of the cost of robust study designs, which eliminate confounders.
Nonetheless evaluation of campaigns targeted at professional behaviour
change have indicated success and if we combine them with concurrent patient
initiatives this is likely to be symbiotic and valuable.
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Chapter 28

The Influence of National Policies on 
Antibiotic Prescribing

Moyssis Lelekis and Panos Gargalianos
The General Hospital of Athens “G. Gennimatas”, 154 Messogeion Avenue
Athens 11527, Greece

1. INTRODUCTION

Resistance to antimicrobial agents has emerged as a major problem both in
the community and the hospital. As S. B. Levy said “the warnings were there long
ago, but too few people heeded them. Thus an emerging problem has grown to a
crisis” (Levy, 2001). From the earliest signs of resistance, there was a reluctance
among providers and manufacturers to link the problem to the misuse of antibi-
otics. It is only lately that antibiotic use and especially misuse has been recognized
as a major cause of bacterial resistance, although the direct quantitative relation-
ship between antibiotic use and resistance is still lacking (Levy, 2001). Inevitably
the control of antibiotic use, by implementing antibiotic policies has been recog-
nized as a tool for controlling and reversing antimicrobial resistance. In fact the
principle aim of a policy is to bring about a change in prescribing, which will lead
to reduced resistance, decreased costs, and improved quality ( judicious, safe, and
appropriate) of antibiotic prescribing (Nathwani, 1999).

Since the problem of resistance is a global one, affecting most countries,
there is a trend towards involvement of international organizations (e.g., the
European Union [Jenkins, 1998]) in the battle against resistance. However,
despite the existing discussion concerning the implementation of uniform
international antibiotic policies, there are some limitations to this approach.
First, local resistance problems dictate different solutions and different



prescribing practices even within a single country. Second, huge economic and
social differences between different countries necessitate different approaches
at different levels (Keuleyan and Gould, 2001).

Nevertheless the minimum standards for a European Antibiotic Policy have
been proposed (Keuleyan and Gould, 2001):

● Establishment of a European antimicrobial resistance surveillance system to
provide data about antibiotic usage, resistance, and linked clinical information

● Establishment of European guidelines for good clinical practice
● Support of educational programs for practitioners and consumers
● Establishment of an infection prevention and control policy
● Support of research in the field
● Supply of funds for developing countries, for example, from WHO and the

World Bank.

2. NATIONAL ANTIBIOTIC POLICIES

Very often there is a confusion concerning relevant terms. For example the
terms policy and guideline are often used interchangeably, despite the fact that
they mean different things (Gould, 2002). Policy should refer to local, regional, or
national antibiotic stewardship programs as a whole, while guideline should
refer to specific treatment or prophylaxis recommendations for individual
diseases, syndromes, etc. (Gould, 2002).

A National Policy should address all relevant issues for antibiotic use, both
in the community and the hospital, including veterinary and agricultural use.
A national expert committee should be established in each country for that
purpose (Keuleyan and Gould, 2001).

Some important issues to be included in the policy are (Keuleyan and
Gould, 2001):

● Existing laws should be enforced to prevent non-prescription, over the
counter sale of antibiotics

● Guidelines for antibiotic treatment and prophylaxis should be prepared and
adapted institutionally at a local level

● Consumption of antibiotics should be monitored to estimate the national
consumption of antibiotics

● A national antimicrobial resistance surveillance system should be estab-
lished and coordinated with international systems

● A national control of infections program should be implemented
● Educational programs should be elaborated for both healthcare workers and

the public
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● Collaboration with international organizations (WHO, APUA, ESGAP, etc.)
should be established

● Appropriate funding should be made available by government or any other
organization.

3. THE PRACTICE OF NATIONAL 
ANTIBIOTIC POLICIES

The mid-1990s are considered an important time period, since at this 
time, antibiotic stewardship programs were implemented in many countries
(Chahwakilian, 2000). However, in practice the above-mentioned components
of a policy are only rarely or not at all found altogether in the policies imple-
mented in various countries. At the European level, the publication by Cars
et al. (2001) presents the differences in antibiotic consumption that exist
among European countries. Even though the data refer only to non-hospital
use of antibiotics, it is reasonable to consider them a reflection of antibiotic
policies implemented in the various European countries.

3.1. Southern Europe

In Spain the problem of antimicrobial resistance, mainly among community-
acquired bacterial pathogens, resulted in the generation of a Task Force by the
Ministry of Health to address the problem (Baquero et al., 1996). Members of this
panel were academic experts in clinical microbiology, infectious diseases (in both
children and adults), internal medicine, clinical epidemiology, veterinary micro-
biology, and public health administration. The proposals of this task force were
included in the document “Antibiotic resistance in Spain: what can be done”
whose objective was to provide a comprehensive framework to support the neces-
sary actions. The recommendations of this task force included all aspects and
interested parts of the problem and is a paradigm of a global approach to the issue
of antibiotic policies as a way to fight antimicrobial resistance:

1. Data on Antibiotic resistance:
(a) Continuous collection of data on resistance in human isolates, isolates

from animals, and food of animal origin.
(b) Detection of antibiotics and antibiotic resistance in the environment.
(c) Continuous collection of data on human consumption of antibiotics.
(d) Regular estimation of direct uncontrolled procurement of antibiotics by

the public.

National Policies and Antibiotic Prescribing 547



2. Physicians (the prescribers):
(a) Periodic collection of pharmacotherapeutic antimicrobial profiles of

office-based physicians.
(b) Periodic updating of physicians concerning consensus recommendations

on clinical and laboratory diagnosis of the most common community-
acquired infections and possible treatment protocols.

(c) Assurance of easy access for community-based clinicians to microbio-
logical laboratories and data on local resistance patterns of the more
frequent pathogens.

(d) Promotion of education on rational use of antibiotics.
(e) Optimization of the medical consultation time spent per patient in com-

munity clinics.
(f) Establishment of committees on antibiotic policies at the national,

regional, and local levels.
3. Patients and consumers:

(a) Dissemination of information about antibiotic resistance.
(b) Dissemination of information to the food industry on the dangers of

uncontrolled use of antibiotics in feed or water for therapeutic or pro-
phylactic purposes.

4. Pharmacists (the dispensers):
(a) Promotion of pharmacists as agents for the rational use of antimicrobials.
(b) Continuous inspection to prevent the over the counter delivery of 

antibiotics.
5. Veterinary medicine:

(a) Standardization of veterinarians prescription forms for the therapeutic
or prophylactic use of antimicrobials in animals.

(b) Encouragement of the rational use of antimicrobials in veterinary 
medicine and as growth promoters including specific education on
antibiotic use in veterinary schools.

6. Pharmaceutical industry:
(a) Support to the industry for research and development of new antibiotics

to overcome resistance.
(b) Provision of incentives for the companies ready to cooperate in various

ways for the control of resistance.
7. The Health administration:

(a) Consideration of the potential impact on antibiotic resistance should be
incorporated into the evaluation of new antimicrobials.

(b) Provision of better information in package inserts.
(c) Establishment of programs for rational use of antibiotics in humans.
(d) Reevaluation of products used as feed additives and of antibiotics used

in veterinary medicine.
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(e) Organization of local or regional committees for identifying outbreaks of
resistant organisms and for analyzing and instituting control procedures.

(f ) Evaluation of the role of vaccines in the control of antimicrobial resistance.

Indirect information on the efficacy of the above extensive measures is
available through a recent publication concerning antibiotic consumption in
Spain from 1985 to 2000 (Bengoa et al., 2002). The data analysis states clearly,
that consumption had three periods. During the first one (1985–1989), there
was a mild decreasing trend, while during the second lasting until 1995, there
was a generalised increase in all antibiotic classes. During the third period,
beginning in 1996, there is a sustained and generalized decline of antibiotic
consumption. This last significant decrease is attributed by the authors to the
campaign launched by public administration, to promote the rational use of
these agents (Bengoa et al., 2002).

In Greece, in the 1980s, extremely high resistance rates were reported among
important nosocomial pathogens, which correlated well with very high antibiotic
consumption in hospitals (ESGAR, 1987; Giamarellou et al., 1986). As a result,
an antibiotic restriction policy was established in Greek hospitals in late 1980s
concerning the newer and more potent antibiotics. In fact, a restrictive order
form was introduced for third generation cephalosporins, carbapenems, gly-
copeptides, newer quinolones, and aztreonam. Even though this policy has never
been subject to regular audit, sporadic reports showed that it worked, at least in
the beginning (Giamarellou and Antoniadou, 1997; Lelekis et al., 1993). Since it
was apparent that the compliance to this policy had a downwards route, the
policy was reinforced in 2003, with a regulatory order by the Ministry of Health.

In the year 2000, the National Committee for Nosocomial Infections
published a guide for antimicrobial chemotherapy and prophylaxis for the hos-
pitalized patient. The guide was distributed to all hospital doctors. In late 2002,
an audit performed in two tertiary care hospitals and three provincial sec-
ondary care ones, revealed that 76% of physicians were aware of the existence
of this guide and 61% had a copy. However, only 49% of those who had it,
used it on a regular basis for their everyday practice (Lelekis et al., 2003). It is
worth noting that hospital formularies do not exist in Greek hospitals and a
significant number of generics are used, (five for ciprofloxacin and four for
cefuroxime in many hospitals).

In the community, according to state regulations, antibiotics should be
dispensed only with a physician’s prescription. However there is no control what-
soever to detect and punish the over the counter sale of antibiotics which contin-
ues in significant rate (Contopoulos-Ioannidis et al., 2001). By regulatory order
oral third generation cephalosporins and newer quinolones are restricted in the
community. However the exceptions in this order for quinolones allows a
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significant consumption of these agents (ESAC, 2003). A campaign for the public
has been initiated since year 2001. It includes television spots and booklets dis-
couraging the over the counter sale of antibiotics and their use in cases of viral
infections. Moreover a guide for the use of antibiotics in the community is being
prepared and will soon be distributed to ambulatory care physicians. Besides
interventions for antibiotic prescribing, there has been a change in the willingness
of microbiologists to refer antibiotic resistance rates for the most important
pathogens to a centralized resistance surveillance system. Thus, it is now easier to
have data in a more generalized level (Vatopoulos et al., 1999).

In Italy, a nationwide survey was conducted in year 2000 to quantify the
prevalence in Italian hospitals of policies aimed to reduce the emergence and
dissemination of resistant strains (Moro et al., 2003). The overall response rate
was 80% (428/535). Of the respondents, 9.6% claimed to have implemented a
surveillance system of antimicrobial resistance, 90% had a hospital formulary
in place, 50% had a pharmacy committee, and 18% had an antibiotic policy
subcommittee that met at least once a year in 1999. Restriction policies were
implemented on 41% based on written justifications for antibiotics and 8% pro-
vided susceptibility results for first line antibiotics only. In only 11% of cases,
antibiotic consumption was monitored, by using the defined daily dose (DDD)
as a unit of measure. Moreover 58.6% claimed to have defined clinical prac-
tice guidelines for hand washing, 36.4% for isolation procedures and 1.6% for
the control of methicillin-resistant Staphylococcus aureus (MRSA) infections.
The overall conclusion of this survey was that there is a lot more to be done in
Italy concerning antibiotic policies.

3.2. Northern Europe

In Ireland the National Disease Surveillance Centre was asked by the gov-
ernment to make recommendations about combating antimicrobial resistance.
The committee prepared a report known as SARI (Strategy for the Control of
Antimicrobial Resistance in Ireland) (National Disease Surveillance Centre,
2001). There are five major constituents of this strategy:

1. The surveillance of antimicrobial resistance both in the community and the
hospitals.

2. The monitoring of the supply and use of antimicrobials. Especially in this
field it is recommended that:
(a) The tight legislative controls that exist in the area of antibiotic prescrib-

ing should be maintained and enforced.
(b) A system for the collection and analysis of antimicrobial use and pre-

scribing in hospitals and the community should be established.
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(c) A basic set of data agreed by the committee should be collected, that is,
the origin of the prescription (hospital or community), the agent and
dose prescribed, the indication and the length of treatment.

3. The development of guidance in relation to the appropriate use of 
antimicrobials:
(a) Expert opinion on infectious diseases should be available 365 days a year

to all medical practitioners both in the community and the hospitals.
(b) National guidelines for appropriate use of antibiotics should be drawn

up and introduced in practice both in the community and the hospitals.
(c) A process for reduction of the inappropriate use of antibiotics should be

defined, different for the community and the hospitals.
(d) Interventions aimed at changing clinical practice should be supported,

encouraged, and reinforced by a process of regular audit.
(e) A priority should be given to improvement of vaccine uptake, espe-

cially for influenza and pneumococcus.
4. Education:

(a) Education should commence at undergraduate level.
(b) Education should be directed at, all clinical professional groups provid-

ing patient care, the pharmaceutical industry, and the general public.
5. The development of principles in relation to infection control in the hospital

and community setting.

Furthermore the committee recommended the prioritization of funding the
campaign against resistance and defined the areas of future research in the area
of antimicrobial prescribing and the development of new treatment modalities
and new antimicrobial agents.

In the UK almost a decade ago, a survey was performed among consultant
microbiologists and pharmacists nationwide on methods used to control antibi-
otic usage (Working Party Report, 1994). A written policy for surgical prophylaxis
was available in 51% of hospitals, 62% had a written policy for therapy, and 79%
an antibiotic formulary. Compliance was monitored in approximately 40% and
steps were taken in half to control non-compliance. A restricted list was operated
in 77% of hospitals and 90% of respondents believed formularies to be beneficial.

After that, the British Society for Antimicrobial Chemotherapy (BSAC),
who commissioned the survey, recommended that the following minimum
control measures should be implemented in all UK hospitals (Working Party
Report, 1994).

1. Formulary and policies should be updated frequently with appropriate
funding for both staff and printing costs.

2. There should be widespread consultation before inception and effective
enforcement thereafter via good educational programs.
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3. A broadly representative committee should be set up to consider timely
introduction of new antibiotics with the authority to ensure their availability
or non availability. Quality of care should take preference over financial
considerations such as antibiotic cost.

4. Agents not included in the formulary should be only available for formal
clinical trials or after discussion with the requesting consultant.

5. Microbiology and pharmacy departments should have adequate facilities to
ensure that educational programs can be carried out.

6. Programs for assessment and appropriate adoption of automatic stop
dates, antibiotic prescription forms, and utilization coordinators should be
introduced.

7. There should be compulsory notification of pharmaceutical promotional
activities to the formulary committee in order that permission for these
activities be granted and that a member of the committee may be present if
appropriate.

8. Laboratories should regularly make local sensitivity patterns widely known
and routinely should only report on those agents, which appear on their for-
mulary and policy.

Despite apparent use of control measures like these, there were reports of
increasing antibiotic prescribing both in the hospitals and the community
(Gould, 1996). The experience of Grampian is very characteristic. In the
northeastern part of Scotland despite the implementation of a very strict
antibiotic policy, a significant increase in antibiotic consumption was recorded
between 1992–3 and 1996–7 (Gould and Jappy, 2000). The results from this
experience highlight the current difficulty in controlling prescribing budgets,
the increasing use of antibiotics and the consequent increase of antimicrobial-
resistant organisms.

In 1998 the Government’s response to the House of Lords Select Committee
on Science and Technology’s report “Resistance to antibiotics and other
antimicrobial agents,” indicated its intention to implement a comprehensive
strategy to tackle the problem of resistance. Key elements of this strategy are
(Standing Medical Advisory Committee, 1998):

1. Surveillance to provide the data on resistant organisms, illness due to them,
and antimicrobial usage necessary to inform action.

2. Prudent antimicrobial use to reduce the pressure for resistance by reducing
unnecessary and inappropriate exposure of microorganisms to antimicro-
bial agents in clinical practice, veterinary practice, animal husbandry, agri-
culture and horticulture. Prudent antimicrobial use in humans in particular
should be promoted through
(a) Professional education in all levels of seniority
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(b) Prescribing support (national, local guidelines etc)
(c) Organizational support.

3. Infection control to reduce the spread of infection in general and of resis-
tant microorganisms in particular.

All these need to be supported by the provision of tailored information,
education, communication, research, the necessary infrastructure, organization
support, and where necessary, legislation or regulation.

The first result of this strategy was a public education campaign advising
patients not to pressure their doctors to give them antibiotics for colds and flu
and recommended 3 days treatment for simple urinary tract infections (Gould,
2001). With the evidence of reduced expectations by patients, there has been
downturn in community prescribing but this had already started before 1998.

Lastly, a favourable impact on antibiotic prescribing is expected after the
last reforms of the National Health Service, with its drive to improve quality
and ensure better education of and performance by doctors. This includes the
introduction of Clinical Governance, which intends to make doctors responsi-
ble for the quality of their antibiotic prescribing and empower their employers
to ensure that this quality is achieved (Gould, 2001).

Even though significant differences exist between various regions, antibi-
otic use in the Netherlands is the lowest in Europe (Bruinsma et al., 2002; Cars
et al., 2001). Antibiotic use in this country was always restrictive. Earlier stud-
ies revealed that most Dutch hospitals had formularies, which contained recom-
mendations for antibiotic prescribing (Stobberingh et al., 1993). Furthermore,
most hospitals have, in general, adopted a conservative approach when devising
antibiotic policies and there has been a tendency to limit the use of newer, more
broad-spectrum agents (Janknegt et al., 1994). It is worth noting that until 1996,
Dutch governmental legislation obliged hospitals to have a drugs and therapeu-
tics committee. The development and implementation of formulary agreements
was an objective explicitly stated. After 1996 the law changed and policies and
methods for rational pharmacotherapy can now be designed and implemented
on the institution’s own view (Fijn et al., 1999). In a survey performed among
all Dutch hospitals in 1998 the participation was 99%. From this survey it was
apparent that the presence of a drugs and therapeutics committee and antibiotic
policies in general hospitals appears independent of hospital characteristics.
However, formulary agreements and treatment guidelines were less likely to be
present in hospitals with only one pharmacist employed. More than half of the
hospitals claimed to have restrictive formulary agreements. This was more
likely the case for large hospitals and hospitals in the eastern and southern
provinces (Fijn et al., 1999).

In order to further promote the responsible use of existing antibiotics, a foun-
dation was established in the Netherlands. The SWAB (Stichting Werkgroep
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Antibioticabeleid—Foundation Antibiotics Policy Work Group) has, as a primary
goal, to optimize the use of antibiotics in the Netherlands, in order to diminish the
development of resistance (van Kasteren et al., 1998a). One of the SWAB pro-
jects was to develop national guidelines for the use of antibiotics in hospitals. The
guidelines are prepared by a committee of experts and reviewed by external con-
sultants: infectious diseases specialists, medical microbiologists, and pharma-
cists. The revised version was then submitted for publication. The aim of SWAB
is to make prevention of antibiotic resistance a major factor in the choice of the
antibiotic. Up to now SWAB guidelines have been published for pneumonia
(van Kasteren et al., 1998b), for antimicrobial therapy in adults hospitalized
with bronchitis (van Kasteren et al., 1998c), for antimicrobial therapy of adults
with sepsis in hospitals (van Kasteren et al., 1999), perioperative prophylaxis 
(van Kasteren et al., 2000), and selective decontamination of intensive care
patients on mechanical ventilation (Bonten et al., 2001). Interesting is the fact that
a multicenter audit in Dutch hospitals of adherence to guidelines for surgical
chemoprophylaxis, revealed that there was a willingness to adhere to guidelines
(van Kasteren et al., 2003).

In Belgium, a country with significantly higher antibiotic usage, the noso-
comial usage of antimicrobial agents increased by 7% in volume and 21% in
value between 1991 and 1993. Moreover there was a trend toward an increased
usage of broad-spectrum and newer drugs (Struelens and Peetermans, 1999).
The introduction of a normative reimbursement system for antimicrobial
prophylaxis of surgical procedures in Belgian hospitals in 1997, has had a
dramatic impact on antibiotic consumption (Struelens and Peetermans, 1999).
Following the recommendations of the European Conference “The Microbial
Threat,” a Committee for the Coordination of Antibiotic Policy (BCCAP [Com-
mission de Coordination de la Politique Antibiotique/Commissie voor Coordinatie
van de Antibiotica Beleid]) was created in 1999, jointly by the Ministry of
Social Affairs, Public Health and Environment and the Ministry of Agriculture
(Nagler et al., 1999). All interested parties are represented in the Committee.
Its main tasks are:

● collection and organization of all available information on antibiotic use and
resistance

● publication of reports on antibiotic use and resistance
● information and increase of public awareness on antibiotic resistance and

the risks associated with the irrational use of antibiotics
● making recommendations on relevant points, such as detection of resistance,

cross-resistance mechanisms, use and consumption of antibiotics in both
man and animal, etc.

● making recommendations for research on antibiotic resistance and on the
transfer of resistance among bacteria and among ecosystems.
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Given the volume of antibiotic use in ambulatory care, a campaign was
launched by the committee (Bauraind et al., 2001a). The aims of the campaign
were:

● to inform the public about antibiotic resistance and to warn it about the med-
ical and general health issues related to the inappropriate use of antibiotics

● to foster the patient–physician and patient–pharmacist dialog about the
appropriate use of antibiotics.

The materials used for this campaign were, booklets, folders and posters
targeting patients, TV-spots and radio-spots targeting the public, direct press
and media communications targeting general public and MDs, Pharm and Web
sites for general public and MDs. The campaign was launched in November
2000 and it lasted until March 2001. Its evaluation (Bauraind et al., 2001b)
revealed that:

● it improved the awareness of the public and reduced requests for antibiotics
● it reduced antibiotic prescriptions only transiently
● media and especially TV are the most powerful tools for such a campaign for

both the public and GPs.

After these, the final conclusion was that this campaign should be repeated
and further improved (Bauraind et al., 2001b).

In France, in an effort to control ambulatory care costs, regulatory practice
guidelines, known as “références médicales opposables” (RMOs) or regulatory
medical references, were introduced by law in 1993 (Durieux et al., 2000).
According to the law, physicians who do not comply with RMOs can be fined. In
terms of antibiotic prescribing, the aim of this strategy was not to decrease the
number of prescriptions, but to reduce the total cost of antibiotics and reduce
especially the prescription of broad-spectrum, expensive agents (Chahwakilian,
2000). Moreover they were not planned to promote good antibiotic prescribing
practice. The RMO policy was questioned in 1997, when the reform of the
French Health System changed the rules (Colin et al., 1997). According to the
reform, French physicians having private practice could be collectively fined
at the end of each year if they overspent the budget prescribed by the French
parliament. On the contrary they could receive a bonus if they stayed within this
budget. This regulation resulted in protest on the part of physicians as being
unethical and it created an intense conflict. In a survey done in 1998 among
French family physicians, it was quite obvious that despite financial penalties
French physicians’ knowledge of RMOs was poor (Durieux et al., 2000).

The introduction of RMOs did not decrease the overall volume of outpatient
antibiotic use and had only a modest economic impact. However, the prescription
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patterns changed with this policy, leading to a decrease in the use of fluoro-
quinolones and oral cephalosporins and to a substantial increase in macrolide use
(Choutet, 2001).

Thus, in 1999 a national plan of actions for the control of antimicrobial
resistance was initiated in France and represents the most complete effort in
this direction. It includes (Chahwakilian, 2000):

1. Surveillance of resistance and antibiotic consumption for both the commu-
nity and the hospital and also evaluation of the practices.

2. Infection control programs in the hospitals and the day care facilities.
3. Actions for the promotion of good antibiotic prescribing with the applica-

tion of the existing recommendations, with the use of rapid diagnostic tests,
and with the development of visits free of charge.

4. Reinforcement of the control of the advertisement of antibiotics.
5. Promotion of research, especially in the field of optimization of antibiotic

prescribing and intervention studies on this subject.

In a comparison of France and Germany in terms of outpatient antibiotic
use, many interesting points were made, some of which refer to antibiotic poli-
cies implemented in these two countries (Harbarth et al., 2002).

Analyses of national sales data show that the use of oral antibiotics in
France is almost three times higher than in Germany. This can be attributed to
several reasons:

First, antibiotic practices vary tremendously between France and Germany.
A pan-European survey revealed that in Germany many more patients do not
get a prescription for an antibiotic at the first consultation visit for respiratory
tract infections, even in cases of suspected pneumonia (Harbarth et al., 2002).
This lower rate of prescriptions can be explained at least partly by a higher
recourse to diagnostic investigations and a watchful waiting approach very
common in Germany (Woodhead et al., 1996).

Second, there are differences in terms of cultural factors. Expectancy of
French people for an antibiotic prescription for respiratory tract symptoms is
much higher than that of Germans (Bouvenot, 1999; Pradier et al., 1999). This
allows German doctors to follow a much more conservative and watchful-waiting
approach in cases of non-life threatening situations. It is worth noting that in a
pan-European survey the demand index for an antibiotic prescription was 2.2
for French people surpassed only by Turkish patients (index 2.4—Branthwaite
and Pechere, 1996).

Third, there are differences in regulatory practices. Antibiotic prescriptions
are affected by reimbursement policies and the structure of the pharmaceutical
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market. Historically the French drug economy has been regulated by product
price control and has been considered as a low price, high quantity system,
whereas the German one was a high price, low quantity system. As a result
(a) Generics have played a minimal role in French pharmaceutical market in con-

trast to Germany (�5% vs 39%). This feature contributes to the trend in
France for using newer antibiotics (Garratini and Tediosi, 2000).

(b) Until recently, French pharmacies were better remunerated if they dis-
pensed large volumes of expensive drugs such as oral broad-spectrum
cephalosporins (Garratini and Tediosi, 2000). In Germany, on the contrary,
pharmacy remuneration is calculated by applying regressive percentages
to different price bands; the lower the price, the higher the pharmacy’s
share (Huttin, 1996).

(c) The French pricing system forces pharmaceutical companies to imple-
ment aggressive promotional efforts and marketing campaigns to com-
pensate for low prices. Thus German and French physicians are exposed to
different marketing information and pressure for prescribing antibiotics
(Le Pen, 1997).

A very important difference is that health authorities in Germany have more
regulatory power and thus a broader impact on drug use. In 1993 the introduc-
tion of capped physician budgets and a system of reference pricing in Germany,
led to a switch in prescribing preferences and an incentive for German physi-
cians to avoid expensive drugs priced above the reference price (Danzon and
Chao, 2000). As a result, from 1994 to 1997 the volume of antibiotics pre-
scribed decreased from 334 to 305 million DDDs (Giulani et al., 1998).

The consumption of antibacterials has remained relatively stable in
Scandinavia and is low compared with most other countries (Bergan, 2001).
However, among these countries there are differences concerning the volume and
the distribution of different classes of antimicrobials (Bergan, 2001). The con-
sumption is highest in Iceland and Finland and lowest in Denmark and Norway.

In Denmark there has been a long standing tradition for maintaining registries
for monitoring of a variety of healthcare parameters. The Danish Medicines
Agency is legally obliged to monitor the consumption of all medicinal products
in Denmark. This is done by regular reporting from all pharmacies, including
pharmacies located in hospitals to the agency (Sørensen and Monnet, 2000). For
every antimicrobial dispensed, the patient’s central personal registration (CPR)
number, the date, the place (pharmacy, hospital pharmacy, institute, etc.) the
reimbursement (if any) and the license number of the prescribing doctor are auto-
matically recorded and the data are transferred to the Danish Medicines Agency.

In Denmark there is no over the counter sale of antimicrobials. The emergence
of resistant Staphylococcus aureus in the mid-1960s had many favourable results
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due to the actions taken (Sørensen and Monnet, 2000). At that time the post nurs-
ing school education as a “hygiene nurse” was established. Furthermore, a formal
collaboration started in every county between hygiene nurses, clinical microbiol-
ogists, hospital pharmacists, hospital doctors, and general practitioners in close
collaboration with the national center for hospital hygiene, in order to focus on
reduction of the number of nosocomial infections, reduce resistance, and optimize
the use of antimicrobials. Subsequently a number of interventions were taken at
all levels of the Danish healthcare system ranging from medical audit projects in
small groups of general practitioners to national legislation.

The low level of resistance of the major pathogens allows for conservative
recommendations for the treatment of infectious diseases both in the hospital
and the community. These recommendations are printed and sent free of
charge to every doctor in Denmark (Sørensen and Monnet, 2000). Another
way to reduce the use of antibiotics at the general practitioner level is by
encouraging the use of rapid diagnostic tests. Fast negative results prevent
inappropriate prescriptions of antibiotics. Doctors are reimbursed for the test
itself and are paid for performing it (Sørensen and Monnet, 2000). At a
national level a powerful tool for controlling antibiotic use in Denmark is the
reimbursement policy. Changes in reimbursement policy resulted in a decrease
in antibiotic use (Sørensen and Monnet, 2000). In Danish Hospitals antimicro-
bials are not subsidized. Hospital pharmacies buy antimicrobials from phar-
maceutical companies after negotiation about the price through a union of
hospital pharmacies and sell them to the medical wards. Aside this economic
incentive, most hospitals have implemented local policies for the promotion of
prudent use of antibiotics (Monnet and Sørensen, 1999).

In Sweden in response to the increasing sales of antibiotics and the 
spread of penicillin non-susceptible pneumococcus, a national project named
STRAMA (Swedish Strategic Program for The Rational Use of Antimicrobial
Agents and Surveillance of Resistance) was initiated in 1994 (Mölstad and
Cars, 1999). Since the immediate threat was the emergence of resistant pneu-
mococcus, the project focused initially on treatment of RTIs, antibiotic usage
in pre-school children and surveillance of resistance in pneumococci.

At the national level, STRAMA was formed by clinical specialists from the
Swedish Reference Group for Antibiotics (SRGA) representing infectious
diseases, microbiology, general practice, ENT and pediatricians, as well as
representatives from scientific and administrative authorities. The primary
objective was to stimulate the formation of local STRAMA groups in each
county. National STRAMA coordinates surveillance programmes and follows
antibiotic consumption and the incidence of resistance nationwide. It also
makes recommendations on identified problems. The main goal was to contain
inappropriate use of antibiotics and antimicrobial resistance both in the
community and the hospital (Mölstad and Cars, 1999).
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The regional STRAMA groups that were formed in the counties of Sweden
had, as a main objective to evaluate antibiotic utilisation and patterns of resis-
tance in their geographical area. They influence healthcare workers to improve
diagnostic procedures and change the prescribing patterns of antibiotics. They
also decide whether proposed recommendations should be implemented in
their county.

In 1995 the national STRAMA group prepared antibiotic treatment poli-
cies for respiratory tract infections caused by resistant pneumococci and in the
following years on the treatment of urinary tract infections, chronic bronchitis,
and skin and wound infections. Guidelines were also issued for the use of
macrolides, vancomycin, and fluoroquinolones. Furthermore, STRAMA pro-
duced a brochure with patient information on respiratory tract infections,
antibiotics and resistance, which was distributed to all Swedish medical health
centres and surgeries. The folder gave the physician a possibility to offer writ-
ten, non-commercial information to patients with respiratory tract infections.

Another activity was the production of guidelines for the management of
resistant pneumococci in day care centres and family day care. A return visit
free of charge was proposed to encourage expectancy, instead of an antibiotic
prescription to patients with respiratory tract infections, who had no obvious
signs and symptoms of bacterial infection.

During the period that the STRAMA project has been running, antibiotic
consumption has decreased continuously. Between 1993 and 1997 it was
reduced by 22% and the reduction was most pronounced for children 0–6 years
old. Since large differences were recorded between counties, a further decrease
may be possible. The national frequency of resistant pneumococci did not
increase during the 1990s, while the increasing incidence in southern counties
seems to have been curtailed (Mölstad and Cars, 1999).

The Finnish experience is a paradigm of successful intervention for lower-
ing antimicrobial resistance in the community (Seppälä et al., 1997). In 1991,
a recommendation was made to decrease the use of macrolides in infections
caused typically by Group A streptococcus. As a result, the usage of macrolides
was nearly halved in all parts of the country and the resistance rate of strepto-
coccus to macrolides decreased significantly (from 19% to 9%).

Compared to other Nordic countries Finland has noticeably higher antibi-
otic consumption. Only Iceland has the same high level of use as Finland. This
high level of antibiotic usage in Finland could at least partly be attributed to
the prescription of antibiotic courses of long duration (Rautakorpi et al., 1997).
In late 1990s a countrywide programme called MIKSTRA was launched, having
as its main goal to develop an optimal antibiotic policy for outpatient infec-
tions (Rautakorpi et al., 2001). This joint research and development
program was planned for a 5-year duration and included new evidence-based
recommendations for diagnosis and treatment of the most common outpatient
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infections with a careful follow up, cost–benefit analysis of the new recom-
mendations, educational initiatives for both health professionals and the
public, as well as measurement of the changes in the attitudes of the health
professionals and the public. In particular the infection-specific, evidence-
based guidelines were issued by the Finnish Medical Society Duodecim with
the support of the Finnish Ministry of Social Affairs and Health. Six such
guidelines were published in 1999–2000 in a medical journal and on the
Internet (Rautakorpi et al., 2001). The targeted infections were otitis media,
throat infection, acute sinusitis, acute bronchitis, skin infections, and urinary
tract infections. Changes in bacterial resistance of the most common com-
munity pathogens were to be surveyed by the Finnish Study Group for
Antimicrobial Resistance.

The Icelandic experience is an example of a successful nationwide policy,
which was carried out without being overseen by an official body (Kristinsson,
1999). In fact, the intervention was carried out by key opinion leaders in
clinical microbiology, infectious diseases, general practice, and pediatrics. It
included use of television, radio, and newspaper for conveying the message.
Furthermore, articles in the Icelandic Medical Journal, medical meetings, and
conferences were used for the same purpose. The intervention focused on the
overuse of antibiotics in children. Physicians were urged to avoid prescribing
antibiotics for viral illnesses and to give antibiotics less frequently for otitis
media, sinusitis, and bronchitis in children. Moreover, new prescribing guide-
lines were prepared for general practitioners and the issue of prudent use of
antibiotics was a frequent topic for discussions both in the journal of the
Icelandic Medical Association and at numerous meetings.

The general feeling of Icelandic physicians is that the campaign changed
the parents’ attitude towards antibiotics. From 1991 until 1997 that this cam-
paign lasted, a decrease in antibiotic use was recorded. The overall decrease
was only 10%, but it was 35% for the use in children (Kristinsson et al., 1998).
Interestingly and most importantly, the incidence of penicillin–non susceptible
pneumococci showed a significant decline during the same period (Kristinsson
et al., 1998).

3.3. Central–Eastern Europe

The significant political and social changes that have taken place in
Eastern Europe have caused dramatic changes in healthcare as well. These
changes had an impact on antibiotic policies and antibiotic use. In a survey of
national and local antibiotic policies in central and eastern Europe, interesting
information was obtained about the situation 10 years after the decentralization
of state drug policies (Krcméry et al., 2000):
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Ten countries were studied in this survey: Poland, Czech Republic, Slovak
Republic, Hungary, Germany, Austria, Slovenia, Croatia, Bulgaria, and Russia.
The survey revealed that Czech Republic and Slovak Republic have the most
strict antibiotic policies, followed by Poland, Russia, and Croatia.

In particular a National Antibiotic Committee at a ministerial level exists in
Russia, Czech Republic, and Slovak Republic. Only Czech Republic, Slovak
Republic, and Russia have a National Antibiotic Formulary. These same coun-
tries have hospital-central guidelines for antibiotic use. In Czech Republic,
Slovak Republic, and Croatia there are restrictions in the community prescrib-
ing of antibiotics by GPs. Furthermore in all countries except Germany and
Austria there are restrictions in the use of some antibiotics in the hospital. In
most hospitals third and fourth generation cephalosporins, carbapenems, and
glycopeptides are restricted and can be used only after consulting an infectious
disease physician or pharmacologist.

The republic of Moldova is one of the new countries born after the break-
down of Soviet Union and can be used as a representative of these new coun-
tries. The establishment of market economy and the existence of 1,500
registered pharmacies in a population of 4.35 million citizens led to a flood of
medicines on the market in Moldova. Antibiotics are sold mainly over the
counter and even on the streets (Cebotarenco, 2001). Doctors are extremely
underpaid and can gain money by selling or prescribing antibiotics. Only one
sixth or one seventh of antibiotics are recommended by a doctor. In 1995 a
non-government, medical organization, the Association DRUGS, was estab-
lished in Moldova. The purpose of this organization was to provide to every
interested person unbiased, up to date information on the safety and efficacy
of drugs. Since its beginning the Association DRUGS has organized decades
of seminars and training sessions on various aspects of rational drug use in the
hospitals. Moreover a drug bulletin was published and distributed free of
charge to physicians and pharmacists. Through the Association DRUGS a net-
work was created for rational drug use in Moldova which included authorities
from the Ministry of Health, the National Institute of Pharmacy, Medical and
Pharmaceutical University of Moldova, pharmacists, physicians, journalists,
and non-government organizations.

Given the chronic under funding that covers only 5–7% of the hospitals
needs, the strategy to fight antimicrobial resistance included only training pro-
grams for physicians in an attempt to change antibiotic prescribing. Such a pro-
gram was developed in 1998–9 with the support of APUA and the United States
Pharmacopoeia in collaboration with the Association DRUGS. The program
had five components (Cebotarenco, 2001).

1. Questionnaire assessment of knowledge, attitude, and practice survey
(KAPS) of middle and lower lever pediatricians.
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2. “Improving antibiotic use” training.
3. Distribution of the manual of antibacterial therapy in Russian to the partic-

ipants of the training issued by US Pharmacopoeia.
4. Distribution of the APUA Newsletter among paediatricians and publish-

ing the result of the KAPS survey in the informational bulletin of the
Association DRUGS.

5. Using mass media to attract the public’s attention to the topics of antibiotic
rational use and antibiotic resistance.

4. CONCLUSIONS

Increasing antimicrobial resistance presents a major threat to public health
and has caused great concern worldwide. The problem calls for action at a
local and global level. Since antibiotic misuse is considered the major condi-
tion for the emergence of resistance, many countries have implemented differ-
ent policies and interventions for controlling antibiotic use most of the time
depending on existing resources and infrastructure. Some are simple, based
only on education, others are more extensive taking into consideration all
aspects involved in antibiotic prescribing. The results of an antibiotic policy
should be judged according to its impact on antimicrobial resistance and qual-
ity of prescribing and not solely on cost saving. In these terms some national
policies have been successful, others not and for some it is still too early to
make any judgment, since they are still in the early phase of implementation.
However, the effects of many national policies may not be optimal from a
global perspective if countries fail to take account of the cross-border effect of
their actions (Smith and Coast, 2002). Therefore, besides national policies,
international cooperation is a factor that can play a significant role in the bat-
tle against antimicrobial resistance. Specifically for Europe, its expansion with
the acceptance of new members, gives the challenging opportunity to collec-
tively tackle antimicrobial resistance. This can be done either by implementing
uniform European antibiotic policies, or if it is not feasible, by promoting the
close cooperation among the European countries on various relative issues.
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Chapter 29

Antibiotic Use in the Community

Sigvard Mölstad1 and Otto Cars2

1Unit of Research and Development in Primary Care, Jönköping Sweden; 
2Department of Infectious Diseases, University Hospital, Uppsala, Sweden

Antibiotic use and misuse is one of the key drivers of antibiotic resistance and
monitoring of antibiotic consumption is an essential tool in the strategy to 
contain this problem. Although publicly available data on antimicrobial use
has increased in recent years, there is still a lack of comprehensive data on
antibiotic consumption for most countries. In many parts of the world national
surveillance systems are lacking and from large areas of the world, no reliable
data on antibiotic use is available. In many developing countries the lack of
access to essential pharmaceuticals, over the counter sales, and suboptimal
dosage are major problems.

There are few population-based studies that address antibiotic use in the
community. Varying time periods, data collection system, and units of mea-
surements make it difficult to compare trends in antibacterial usage between
countries. The objective of this chapter is not to make a systematic review of
the literature, but to comment on some of the recently published papers where
comparable data are presented.

1. UNITS OF MEASUREMENTS

There is currently no consensus on the unit of measurement to compare the
consumption of antibiotics between hospitals or communities. An increasing
number of publications, however, use the system defined by the WHO
Collaborating Centre for Drug Statistics Methodology (1999) where antibiotic



use is expressed in defined daily dose (DDD) according to the Anatomic
Therapeutic Chemical (ATC) classification system. Since both the classifica-
tion of drugs within the ATC system and DDD may change over time, it is
important to consider such changes when analysing time trends.

Defined daily dose is a unit based on the average adult dose used for the
main indication of the drug, standardised by WHO. To make comparisons
between countries or geographical areas possible, the number of DDDs per
1,000 inhabitants and day (DID) can be calculated. This measure will be influ-
enced by several factors, for example, the dosage and duration of treatment,
which may vary between countries even for the same indication. Since the
DDD is based on the average dose for adults it may underestimate the number
of treatment courses in children. To be able to adjust for demographic differ-
ences between and within countries, data should therefore be available for dif-
ferent age groups.

Another measure of antibiotic use is the number of antibiotic prescriptions
per 1,000 inhabitants and year. This measure is probably more appropriate
when evaluating antibiotic use in children. A third unit of measurement is the
number of antibiotic prescriptions per office visits and/or per diagnosis. Data
on indications for prescriptions are essential to assess the compliance with
treatment guidelines. Such data are also valuable to evaluate if a change in pre-
scribing over time in an area is the result of changes in the physicians prescrib-
ing pattern or in the consultation pattern of the population. In most developed
countries, approximately 80–90% of antibiotics used in humans are for ambu-
latory care (outpatients) and 10–20% for hospital care (inpatients). In compar-
isons between countries and regions it should be borne in mind that the
allocation of antibiotic use (community vs hospital) may vary, for example, for
nursing homes, day care centres, and prescriptions by dentists.

2. DDD/1,000 INHABITANTS AND DAY (DID)

2.1. Europe

2.1.1. European Union

Data for non-hospital national sales for 1993 and 1997 was obtained for all
15 Members States of the European Union. For 13 countries (Austria, Belgium,
Germany, Finland, France, Greece, Italy, Ireland, Luxembourg, Netherlands,
Spain, Portugal, and the United Kingdom) from the Institute for Medical
Statistics (IMS) and for Sweden and Denmark from the National Corporation
of Swedish Pharmacies and the Medical Product Agency, respectively (Cars
et al., 2001). IMS collects data from different sources, including wholesalers,
manufacturers, pharmacies, physicians, and hospitals, and calculates national
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estimates. Data from Sweden and Denmark included all outpatient sales from
community pharmacies. Between 1993 and 1997, large increases were noted
in Italy (34%) and Luxembourg (12%), and a reduction was seen in five coun-
tries: Sweden had the largest (21%) and Greece the smallest (4%). Total sales
of antibiotics in 1997 varied 4-fold between the countries: France (36.5 DID),
Spain (32.4 DID), Portugal (28.8 DID), and Belgium (26.7 DID) had the high-
est sales, whereas the Netherlands (8.9 DID), Denmark (11.3 DID), Sweden
(13.5 DID), and Germany (13.6 DID) had the lowest. In Figure 1, these data
were compared with previously published data for France, Australia, United
States, Canada, United Kingdom, and West Germany (McManus et al., 1997).
There were also profound variations in use of different classes of antibiotics.
In 11 of the 15 countries, the most commonly used antibiotics were broad-
spectrum penicillin, which varied between 56% (Spain) and 20% (Germany)
of total sales. In Finland, the most common drug was a tetracycline (28%), in
Austria a macrolide (26%), and in Denmark and Sweden narrow-spectrum
penicillins (40% and 36%, respectively).
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Figure 1. Antibiotic consumption in DDD/1,000 inhabitants and day (DID) in 1997 in 15 EU
countries (France, Spain, Portugal, Belgium, Luxemburg, Italy, Greece, Finland, Ireland,
United Kingdom, Austria, Germany, Sweden, Denmark, and the Netherlands) (Cars et al.,
2001) and for France, Australia, United States, Canada, United Kingdom, and West
Germany in 1994 (Intercontinental Medical Service, Melbourne; McManus et al., 1997).



The European Surveillance of Antimicrobial Consumption (ESAC) is a
recently created international network of national surveillance systems funded by
the European Commission aiming to collect comparable and reliable data on
antibiotic consumption in European Countries. The first report showed retrospec-
tive data for 1997–2001 from ambulatory care from 21 countries in Europe
(www.ua.ac.be/ESAC). Use in Europe remained at a high average level in the par-
ticipating countries of about 20 DID for the study period. In 2001, the use varied
between 9.2 DID (Netherlands) and 32.9 (France). Finland, Sweden, Norway,
Denmark, the Netherlands, and Latvia were low consumers using relatively
narrow-spectrum penicillins and tetracyclines more extensively and less
cephalosporins and quinolones (Figure 2). Southern European countries (Portugal,
Italy, Greece, and France) were high consumers using broad-spectrum penicillins,
and exceptionally high proportions of cephalosporins, macrolides, and quinolones.

2.1.2. Nordic countries

In the Nordic countries (Denmark, Finland, Iceland, Norway, and Sweden)
all drugs are distributed through a national network of pharmacies, which
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enables a precise follow-up of the amounts of different antibiotics dispensed.
Iceland and Finland have the highest use and Denmark the lowest use of
antibiotics. The use of antibiotics has remained steady during the last decade,
but a decrease has been noted in Sweden between 1993–7 (Swedres, 2002;
Figure 3).

2.1.3. Eastern Europe

In 1998, information on used amount of antibiotics was gathered from dif-
ferent sources in the respective countries, including pharmaceutical manufac-
turers’ offices, pharmaceutical market research companies, and Ministries of
Health. The pattern of total antibiotic use (ambulatory and hospital use) in the
studied countries varied markedly, from 25.8 DID in Slovakia, 22.5 in Poland,
21.1 in Hungary, 11.2 in Russia, and 8 in Belarus (Stratchounski et al., 2001).
Russia and Belarus had a lower level of consumption and used lesser quantities
of penicillins, cephalosporins, macrolides, and quinolones but greater amounts
of aminoglycosides and chloramphenicol.
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2.1.4. Australia

Data on sales of oral antibiotics to retail and hospital markets was obtained
from a commercial market research organisation, Intercontinental Medical
Service, Melbourne. Antibiotic use remained steady between 1990 and 1995,
with an estimated 24.7 DID in 1990 and 24.8 DID in 1995 (McManus et al.,
1997). Using the same data source, a comparison with France, United States,
Canada, United Kingdom, and West Germany was reported. In 1995, France
had the highest use, approximately 34 DID, Australia 25, United States 23,
Canada 21, United Kingdom 16, and West Germany 11 DID (Figure 1).

3. PRESCRIPTIONS/1,000 INHABITANTS
AND YEAR

3.1. European Union

Information on the number of prescriptions was obtained for Austria,
Belgium, Finland, France, Germany, Greece, Italy, the Netherlands, Portugal,
Spain, and the UK from IMS (Mölstad et al., 2002). For Denmark and Sweden
information was obtained from the Danish Medicines Agency and the National
Corporation of Swedish Pharmacies. Between 1994 and 1997, the number of
prescriptions per 1,000 inhabitants increased in France and Greece while
Portugal, Spain, and Sweden reported a decrease. In 1997, Greece (1,350),
Spain (1,320), and Belgium (1,070) had the highest numbers of antibiotic pre-
scriptions per 1,000 inhabitants while the Netherlands (390), Sweden (460),
and Austria (480) had the lowest. The most common antibiotics were
extended-spectrum penicillins in 6 out of 13 countries, macrolides in Austria,
Finland, and Germany, narrow-spectrum penicillins in Denmark and Sweden,
and cephalosporins in Greece.

3.2. United States

In a sample survey 2,500–5,000 office-based physicians reported data on
office visits between 1980 and 1992 for all ages, including information 
on antimicrobial drug prescribing (McCaig and Hughes, 1995). From 1980 
to 1992, no major change in the frequency of prescriptions for all anti-
microbial drugs was registered. However, a relative increase in the number of
prescriptions/1,000 inhabitants and year was found for the more expensive,
broad-spectrum antimicrobial drugs, such as cephalosporins and decreasing
rates were observed for less expensive drugs with narrower-spectrum, such as
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penicillins. No trend was found for trimethoprim-sulfamethoxazole, ery-
thromycin, or tetracyclines.

In a sample survey between 1992–2000, 1,100–1,900 physicians and 200–
300 outpatient departments provided information on antibiotic prescriptions.
Between 1992 and 2000, the number of antimicrobial prescriptions decreased
from 151 million to 126 million (McCaig et al., 2002). During the same period
the number of physician visits increased slightly from 908 millions to 1.0 billion.
Antimicrobial prescriptions declined by 23%, from 599 to 461/1,000 inhabitants
and year. The prescribing per visit declined by 25%, from 166 to 125 antimicro-
bial drug prescriptions/1,000 visits and year. The decline in prescribing rates var-
ied between different age groups and was 32% for patients �15 years of age, 9%
in the age group 15–24 years, and 17% for patients 25–44 years of age. No
decline was observed in the age group �45.

There was a decrease in the use of amoxicillin/ampicillin, cephalosporins,
and erythromycin (	43%, 	28%, 	76%, respectively). Decreasing trends
were also found for other penicillins, tetracyclines, and trimethoprim-
sulfamethoxazole. There was increase in the use of azithromycin /clarithromycin,
quinolones, and amoxicillin/clavulanate (
388%, 
78%, and 
72%, respec-
tively). The most often used antibiotics in year 2000 were amoxicillin/ ampi-
cillin followed by cephalosporins, azithromycin/clarithromycin, quinolones,
and amoxicillin/clavulanate.

3.3. Canada

Data reported by IMS Health, Canada, showed that prescribing of antibi-
otics increased steadily in Canada between 1990 and 1995 to reach 27.3 mil-
lion (www.imshealthcanada.com). By the end of 1999, the number had
decreased between 1990 and 1995 by close to 2 million to 25.5 million. The
most commonly dispensed antibiotic, amoxicillin, decreased each year, while
second-line antibiotics increased by 23% in 1999. Approximately 800 pre-
scriptions per 1,000 inhabitants were dispensed in 1999, but with regional
variation between 750 and 1,190 prescriptions per 1,000 inhabitants and year
were dispensed.

The Drug Information Network is a prescription database, which reflects
drug use for the population in the Canadian province Manitoba. Total use of
antibiotics declined by 13.7% between 1995 and 1998 for non-institutionalised
population (Carrie et al., 2000). In 1995, 899 prescriptions per 1,000 inhabi-
tants were issued, a figure that decreased to 778 in 1997. In 1997, penicillins
were the most commonly used class of antibiotics, representing almost 50% of
total antibiotic prescriptions, followed by macrolides (8.7%), sulfonamides
(12.5%), cephalosporins (8.7%), tetracyclines (5.4%), and fluoroquinolones
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(4%). The most commonly prescribed antibiotics showed a decrease: amoxicillin
	17%, erythromycin 	29%, trimethoprim-sulfamethoxazole 	18.7%, narrow-
spectrum penicillins 	19.2% and tetracycline 	18.9%. Antibiotics used
more frequently included ciprofloxacin, 
21.9%, cefuroxime 
30.7% and
azithromycin/clarithromycin 
29.5%.

3.4. Australia

Data on dispensed antibiotics were obtained from a database, monitored by
the Drug Utilization Sub-Committee (McManus et al., 1997). The database
contains information on all subsidised prescriptions together with an estimate
of non-subsidised prescriptions from a sample of about 250 community phar-
macies. In 1995, amoxicillin, though declining, remained the most dispensed
antibiotic followed by amoxicillin 
 clavulanate, cefaclor, doxycycline, and
cefalexin. The use of quinolones was low (2.2%), most likely because of pre-
scribing restrictions. The overall antibiotic pattern in Australia was similar to
that in the United Kingdom.

4. INDICATIONS FOR ANTIBIOTIC
PRESCRIPTIONS

Available population-based studies which describe antibacterial use by
indication use physician surveys or prescription databases as the data collec-
tion mechanism. In most studies the most common indication for an antimi-
crobial prescription is a respiratory tract infection (RTI) (60–70%) followed by
urinary tract infections (UTI) (10–15%), and skin and soft tissue infections
(10%). In children, more than 90% of infectious episodes are respiratory tract
infections (including otitis media) and children also receive antimicrobial
treatment more often than adults. In the elderly urinary tract infections becomes
more prevalent as a diagnosis and increasing utilisation of antimicrobials are
observed in the veteran population.

4.1. Europe

In the comparative studies from countries in Europe there are no national
data on indications for prescribing, dose, or duration of treatment. However
there are some studies on diagnosis for prescriptions in outpatient care.

In the West Midlands General Practice Research Database, United
Kingdom, there was between 1993 and 1997 an overall decrease in prescribing
from 963 to 807 prescriptions per 1,000 patients and year (Frischer et al.,
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2001). Non-specific lower respiratory tract infections and throat infections
accounted for the main decreases in antibiotic prescribing.

In Norway, the most commonly recorded diagnosis was urinary tract infec-
tions, followed by acute bronchitis, ear infections, and non-specific upper
respiratory tract infections in 1989 (Straand, 1998). The most prescribed
antibiotics were narrow-spectrum penicillins (29%), followed by tetracyclines
(24%), trimethoprim-sulfamethoxazole (17%), and erythromycin (12%). Narrow-
spectrum penicillin was used in a majority of ear infections, tonsillitis, non-
specific upper respiratory tract infections and sinusitis. Tetracyclines were
most often prescribed for acute bronchitis and pneumonia and trimethoprim-
sulfamethoxazole for urinary tract infections.

In Sweden, a 1-week survey on 7,700 visits for infectious diseases in five
counties was conducted in the year 2000 (Stalsby et al., 2002). Respiratory
tract infections accounted for 70% of the diagnoses, of which 54% were pre-
scribed an antibiotic, of which narrow-spectrum penicillin accounted for 62%
of prescriptions, followed by tetracycline (14%). Most cases of acute otitis
media and acute tonsillitis were prescribed narrow-spectrum penicillin. In
acute bronchitis, 50% of cases were prescribed an antibiotic, of which tetracy-
cline was the most common followed by narrow-spectrum penicillin and
amoxicillin. In urinary tract infections, trimethoprim, pivmecillinam, and fluo-
roquinolones accounted for one third each. About 50% of skin and soft tissue
infections were treated with isoxazolylpenicillins whereas cefalosporins were
used in 12%.

In Finland, indications for antibiotic prescribing has been studied in a point
prevalence study conducted in 30 Health Centres (Rautakorpi et al., 2001). A
total of 7,800 visits for infections were recorded. The most common cause for
a visit was a respriratory tract infection (74%), followed by skin/wound infec-
tions and urinary tract infections (both 6%). Of the otitis media, 53% were
treated with amoxicillin, 16% with a macrolide, and 16% with co-trimoxazole.
Patients with acute bronchitis received antibiotic treatment in 70% of cases,
mostly macrolides (39%) and doxycycline (36%).

4.2. United States

In a sample survey 2,500–5,000 office-based physicians reported data on
office visits, including information on antimicrobial drug prescribing between
1980 and 1992 (McCaig and Hughes, 1995). During the years, an increasing
trend in the visit rate to office-based physicians for otitis media was observed,
while the visit rate for sinusitis among adults was found to be higher in 1992
than in each of the other study years. The five leading diagnoses for which oral
antibiotics were prescribed were otitis media, upper respiratory tract infection,
bronchitis, pharyngitis, and sinusitis.
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A sample of community-based physicians in the National Ambulatory
Medical Care Survey was used to collect data on 60,252 visits in 1991–2,
62,169 visits in 1994–5, and 37,467 visits in 1998–9 (Steinman et al., 2003).
The estimated annual national number of prescriptions decreased from
230 million prescriptions in 1991–2 to 190 million prescriptions in 1998–9.
Antibiotics were less frequently used in 1998–9 to treat acute respiratory tract
infections, such as the common cold and pharyngitis. However, use of broad-
spectrum agents increased from 24% to 40% of antibiotic prescriptions in
adults and from 23% to 40% in children. For common cold and unspecified
upper respiratory tract infection adult use of broad-spectrum antibiotics more
than doubled. For adults, use of azithromycin and clarithromycin also increased
from 1% to 16% of prescription. During the period, the use of fluoro-
quinolones increased from 17% to 35% of antibiotics prescribed for urinary
tract infections and from less than 1% to 13% of antibiotics to treat common
cold and unspecified upper respiratory tract infection. Among children, use of
broad-spectrum antibiotics increased for otitis media and more than doubled
for common cold and unspecified upper respiratory tract infection. In 1998–9,
nonpneumonic acute respiratory tract infections accounted for 54% of adult
and 77% of paediatric prescriptions for broad-spectrum antibiotics. In addi-
tion, nonpneumonic acute respiratory infection accounted for at least two
thirds of prescriptions for azithromycin/clarithromycin, amoxicillin + clavu-
lanate, and second and third generation cephalosporins. Also substantial
regional differences in antibiotic use were noted.

In a sample survey, 2,500–3,500 office-based physicians reported data on
6,500–13,600 paediatric visits during 2-year periods from 1989 to 1990 through
1999 to 2000 (McCaig et al., 2002), population and visit-based antimicrobial
prescribing rates were calculated for children and adolescents younger than
15 years. Respiratory tract infections (otitis media, pharyngitis, bronchitis,
sinusitis, and upper respiratory tract infection) represented 75% of all antimicro-
bial prescriptions. The average number of prescriptions per 1,000 children and
adolescents younger than 15 years decreased from 838 in 1989–91 to 503 in
1999–2000. The visit-based rate decreased from 330 antimicrobial prescriptions
per 1,000 office visits to 234. For the five major diagnoses of respiratory tract
infections, the population-based prescribing rate decreased from 674 to 379 per
1,000 children and adolescents younger than 15 years, and the visit-based from
715 to 613 prescriptions per 1,000 office visits. Both population-based and visit-
based prescribing rates decreased for pharyngitis and upper respiratory tract
infection; however, for otitis media and bronchitis, declines were only observed
in the population-based rate. This indicates that fewer visits were made because
of bronchitis and otitis media, but those who consulted were prescribed antibi-
otics as often as before. Prescribing rates for sinusitis remained stable.
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In the same report, similar trends were found for children �5 years old,
as for those �15 years old (McCaig et al. 2002). The overall prescribing
decreased by 40%, from 1,422 antimicrobial prescriptions per 1,000 children
younger than five years in 1989–90 to 851 in 1999–2000. A similar decreasing
trend was also found for the five respiratory tract infections combined (otitis
media, pharyngitis, bronchitis, sinusitis, and upper respiratory tract infection)
between 1989–90 and 1999–2000, representing a decrease of 43%, from 1,184
to 678 antimicrobial prescriptions per 1,000 children. Antibiotic prescribing
decreased between 1989–90 and 1999–2000 for all five included respiratory
tract infections; for otitis media (42% decrease, from 722 to 418), pharyngitis
(51% decrease from 224 to 109), bronchitis (71% decrease from 112 to 32),
and upper respiratory tract infections (40% decrease from 120 to 72). In this
study, it was not possible to link diagnosis to a particular drug.

4.3. Canada

Information on indications was retrieved from The Drug Information
Network, a prescription database, which reflects drug use for the Manitoba
population. For new cases of upper respiratory tract infection or pharyngitis,
an antibiotic was recorded for 57% of urban patient encounters and for 73% of
rural patient encounters (Carrie et al., 2000). For sinusitis the most prescribed
antibiotics was doxycycline (21%), amoxicillin–clavulanate (18%), and cefa-
clor (15%). For bronchitis, the most prescribed antibiotics was amoxicillin
(18%), followed closely by roxithromycin (16.5%) and cefaclor. In urinary
tract infections TMP-SMZ (28.5%) was most commonly prescribed, followed
by cephalexin (18.9%), and amoxicillin–clavulanate (17.2%).

4.4. Australia

Diagnoses for which patients were prescribed antibiotics were obtained
from a survey, based on a sample of 420 general practitioners, stratified in line
with the total population by age, location, and practice size (McManus et al.,
1997). In 1995, for sinusitis, the most prescribed antibiotics were tetracycline
(21%), amoxicillin–clavulanate (18%), and cefaclor (15%). For otitis media,
the most prescribed antibiotics were cefaclor (36%), amoxicillin (21%), and
amoxicillin–clavulanate (21%) and for bronchitis, amoxicillin (18%) was
followed by roxithromycin (17%) and cefaclor (15%). In urinary tract infec-
tions, trimethoprim-sulfamethoxazole (29%) was most commonly prescribed
followed by cephalexin (19%), and amoxicillin–clavulanate (17%).
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5. POSSIBLE CAUSES FOR OBSERVED
VARIATIONS IN ANTIBIOTIC USE

The large variations in antibiotic use in DID or numbers of prescriptions
per 1,000 inhabitants and year comparing countries are difficult to explain by
medical reasons alone. There is no comprehensive review on guidelines for the
treatment of infectious diseases comparing different countries. But differences
in antibiotic use may to some extent reflect differences in national guidelines
or recommendations, for example, choice of antibiotics, dosage, and length of
treatment. In addition, there are different recommendation on antibiotic use for
identical indications. For example, antibiotics are recommended for uncompli-
cated otitis media in children in most countries but not for children older than
6 months in the Netherlands. In addition, different dosage may explain some of
the differences in DID for �-lactam antibiotics, since higher dosage may be
needed in areas with high prevalence of resistance. But this does not explain the
difference in number of prescriptions per 1000 inhabitants, comparing coun-
tries, or the large regional differences within countries. In addition, studies
show that the number of DIDs, numbers of antibiotic prescriptions, and choice
of antibiotic class by general practitioners may differ not only between different
countries but also between individual physicians within a country (Huchon et
al., 1996; Melander et al., 2000; Örtqvist, 1995; Veninga et al., 2000).

A large part of the differences between countries probably represent irra-
tional use of antibiotics. Several non-medical factors may influence the use of
antibiotics, for example, differences in healthcare systems (Basky, 1999),
antibiotic dosage regimens, patient expectations and attitudes towards taking
drugs (Branthwaite and Pechere, 1996; van Duijn et al., 2003), cultural differ-
ences (Deschepper et al., 2002), influence of the pharmaceutical industry or
over-the counter sales. It has been suggested that the differences in antibiotic
usage in Western Europe might be primarily explained by differences in health
systems and that a high number of physicians in a country is associated with a
high utilisation of antibiotic drugs (Huchon et al., 1996; Veninga et al., 2000).
Antibiotics can also, in some countries in Europe, be obtained at pharmacies
without a doctor’s prescription, but data on the quantities and qualities of such
sales are scarce (Bremon et al., 2000; Contopoulos-Ioannidis et al., 2001).

The available studies on antibiotic use in the community indicate that pre-
scribing increased during the 1980s. Highest use in DID was reported from
France, Greece, Belgium, and Australia. Highest rate of prescribing was
reported from Greece, Spain, and Belgium. In a few countries (United States,
Sweden, United Kingdom, and Canada) a decrease in prescribing of antibiotics
has been reported after 1995.

Narrow-spectrum penicillin is still the preferred antibiotic in Scandinavian
countries and amoxicillin in most other countries. But in most countries there
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has been an evident decline in the use of penicillins and a marked increase in the
prescribing of broad-spectrum antibiotics such as macrolides, cephalosporins
and quinolones. This general trend, descibed in a review (Carrie and Zhanel,
1999) and also from the Netherlands (Kuyvenhoven et al., 2003), should be of
concern to the medical community. Respiratory tract infections are the most
common reason for an antibiotic prescription, the majority of which have viral
etiology.

Better data are needed to compare antibiotic use in different countries and
areas within countries with outcome variables such as resistance, morbidity,
and mortality. International cooperation is needed to compare healthcare sys-
tems, national guidelines and indications for antibiotic prescribing in different
age groups, as well as dosage and treatment duration. The quality of antimi-
crobial prescribing in any country, however, cannot be determined by these
international comparisons alone. Each country must determine the appropri-
ateness of its antimicrobial use and work within its constraints to optimise
antimicrobial use.

6. CONCLUSIONS

Sufficient data on antibiotic use in the community is lacking in most
countries. Few countries can show antibiotic use data over time, to analyse
trends in prescribing. All countries have an important role to ensure that
validated national and regional, data on antibiotic prescribing and sales are
made publicly available. The collection of DID data in the ESAC project is an
excellent start, but to evaluate if antibiotic prescribing is rational, data on num-
ber of prescriptions, indications, dose and duration of treatment, as well as
different age groups is essential. Such data are needed in order to evaluate the
impact of antibiotic prescribing on resistance, morbidity, complications, and
mortality.
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Chapter 30

Antibiotic Use in the Community:
The French Experience

Agnès Sommet and Didier Guillemot
Institut Pasteur, Paris, France

1. INTRODUCTION

Antibiotic use is the principal driving force for the emergence and spread
of bacterial resistance in the community. This relationship has been particu-
larly well-documented for penicillin G-resistant Streptococcus pneumoniae
(Bronzwaer et al., 2002; Melander et al., 2000; Nasrin et al., 2002) and proba-
bly also holds true for Escherichia coli resistance to fluoroquinolones and for
other bacterial species, such as Shigella, Salmonella, and Campylobacter.
Both rates and extents of bacterial resistance to antibiotics in France are
among the highest in the world. Moreover, in the French community, popula-
tion antibiotic exposure is also one of the highest. This situation worries both
the scientific community and public health authorities and has been designated
a national public health priority.

2. ANTIBIOTIC USE IN FRANCE

2.1. Data sources

Historically, the first description of the evolution of antibiotic use in the
community in France was obtained from the Enquête Décennale sur la Santé
et les Soins Médicaux (EDSSM, Decennial Inquiry on Health and Medical



Care). The survey is a source of information on health and outpatient care that
has been conducted every 10 years since 1960. It uses a one-stage probability
sampling procedure based on the last population census. The sampling unit is
the household (all persons living in each house sampled are included), and the
survey covers a 3-month period. All household members are asked to note
every medical event, physician consultation, diagnosis as stated by the practi-
tioner, and drug purchase that occurred during the 3-month period.
Investigators visit households five times during this period, to check the accu-
racy of each individual’s information. Results of this inquiry, based on broad
representative samples of the French population (�20,000 inhabitants) with a
response rate exceeding 90%, are representative of an entire year, excluding
the summer months. The first evaluations of antibiotic consumption using the
EDSSM database, are relatively recent. These analyses intended to compare
trends in antibiomicrobial drug use in the French community between 1981
and 1992. By extrapolation, the annual estimation was 0.7 antibiotic purchases
per person and year in 1981 (Guillemot et al., 1998). The main antibiotic
classes bought were �-lactams and macrolides. The overall annual estimate of
antibiotic use increased to 1.2 antibiotic purchases per person and year in
1991. Penicillins remained the main antibiotic class used, while cephalo-
sporins came in second, rising to 20.8% annual rate use. Between 1980 and
1991, the overall annual rate of antibiotic use increased by an average of 3.9%
each year for children and 3.0% for adults. In 1980, respiratory tract infections
with presumed viral aetiology (acute nasopharyngitis, acute tracheitis, acute
bronchitis, influenza) were already the leading indications for antimicrobial
use. These clinical situations were also associated with the strongest augmen-
tation of antibiotic use between 1980 and 1992. The frequency of these diag-
noses treated with antibiotics, rose by 115% for children and by 86% for adults
during this period. Because antibiotic use in such circumstances cannot be jus-
tified, unnecessary antibiotic use can be estimated at �50%.

Antibiotic use in the French population can also be estimated from differ-
ent independent databases. The mandatory annual reporting by pharmaceutical
companies of their antibiotics sales in France, also represent a major source of
information. These data have been available since 1988. The French Health
Products Safety Agency (AFSSAPS, Agence Française de Sécurité Sanitaire et
des Produits de Santé) currently analyses these data by counting the number of
boxes of antibiotics sold. The results were recently reported by the European
Surveillance of Antimicrobial Consumption (ESAC). Since the recorded infor-
mation enables accurate identification of each galenic formulation and pack-
aging form of each drug, the results can be expressed as defined daily dose
(DDD) per person and year. The estimations of French antibiotic sales rose
from 12.8 DDD per person and year in 1997 to 13.3 DDD per person and year
in 2001. This increase is in keeping with European comparisons obtained by
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analysing Information Medical Services (IMS) databases as recently published
(Cars et al., 2001). According to that analysis, antibiotic sales in France were
estimated at 36.5 DDD per 1,000 inhabitants per day (DID) in 1997, that is,
13.3 DDD per person and year. Pertinently, in 2001, outpatient care accounted
for 90% of the overall antibiotic sales, as opposed to 10% for hospital use. 
�-Lactams represent circa 60% of total use and the very high consumption of
broad-spectrum penicillins, cephalosporins, and macrolides can be noted for
every year (Elseviers et al., 2003). The strength of the AFSSAPS database is
its exhaustiveness and its potential availability since 1988. But it only provides
national and annual data, without more precise information on regional trends
or monthly or weekly rates.

France, like other European countries, is not lacking in databases. In addi-
tion to those cited above, other sources are available (Table 1). For example,
the Centre for Research and Documentation on Health Economics (CREDES,
Centre de Resource et de Documentation en Economie de la Santé) conducts
an annual survey devoted to the surveillance of healthcare expenditures in
France. The recent analysis of these data clearly showed that children are the
predominant consumers of antibiotics. Children under 6 years old are around
four times more exposed than adults (Sommet et al., submitted). Moreover, the
French national health insurance (CNAMTS, Caisse Nationnale d’Assurance
Maladie des Travailleurs Salariés, CANAM, Caisse Nationnale d’Assurance
Maladie des Professions Indépendantes, MSA, Mutualité Sociale Agricole)
can provide quasi-exhaustive information on antibiotic deliveries. These data
are currently being analysed to determine the impact of the French national
campaign “to preserve the efficacy of antibiotics.”

2.2. Units of measurement

The DDD system was developed by an independent scientific committee
participating in the WHO Collaborative Centre for Drug Statistics Methodology
to measure and compare drug use at an international level (WHO, 2001). DDD
is recognised worldwide and is very useful to compare countries. Nevertheless,
since DDD is based on a theoretical daily dose, it does not necessarily reflect
the recommended or prescribed daily dose. In France, antibiotic prescriptions
follow recommendations established by the French Society of Infectious
Diseases in collaboration with the French National Drug Agency. French daily
recommended doses are often higher than DDD. For example, the DDD for
amoxicillin is 1 g per person per day, whereas the French recommended dose
for pneumonia is 3 g per person per day (Quatrième Conférence de Consensus
en Thérapeutique Anti-Infectieuse, 1992). For this reason, application of
the DDD system could overestimate the frequency of antibiotic use. Thus, the
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frequency of new antibiotic prescriptions for a defined period of time (gener-
ally 1 year) and expressed as the number of new antibiotic courses per person
and year, cannot be extrapolated from results of antibiotic consumption
expressed as DDD. As Wessling et al. showed the number of real antibiotic users
and the number estimated by the DDD system differed by 4–28% (Wessling and
Boethius, 1990). Nevertheless, new prescription frequencies for a defined
period of time is an important indicator to monitor therapeutic practices and
should be studied within the framework of a public health plan.

Another reason for the difference noted between DDD and prescribed dose
is that DDD is defined as a dose for an adult. What does antibiotic use
expressed in DDD mean in two different geographic areas where the numbers
of children differ? This difference leads to major difficulties in comparison,
for example, of rural and urban zones, to affirm differences in terms of anti-
biotic exposure. Therefore, to take these variations into account, France will
probably use both DDD and frequencies of new antibiotic prescriptions as
tools for antibiotic consumption surveillance.

3. DETERMINANTS OF 
ANTIBIOTIC CONSUMPTION

It is a very difficult task to explain or to speculate as to why antibiotic use
in the French community is so high. Despite clear guidelines on antibiotic use
for presumed viral respiratory tract infection (PVRTI) over the last 10 years,
the proportion of patients with PVRTI for whom antibiotics were prescribed
remained high. Furthermore, antibiotic use tended to increase between 1984
and 1995, to treat acute media otitis and bronchitis, but remained almost stable
for rhinopharyngitis or tonsillitis (Observatoire National des Prescriptions et
Consommations des Médicaments, 1998)

In contrast to certain northern European countries, in France, acute otitis
media is considered as a pathology requiring antibiotic therapy. No element
explaining the increased prescription of antibiotics for bronchitis has been
clearly identified. The frequency of antibiotic prescriptions in sore throats
reached 90% in 1984. Obviously, no increase would be expected but no sponta-
neous decrease occurred despite a viral cause of circa two thirds of these infec-
tions. Although the frequency of rhinopharyngitis infections treated by
antibiotics rose, the proportion of these infections treated with antibiotics was
not really modified, suggesting either an enhanced incidence of these infections
or more consultations for them. At the present time, approximately 80 million
antibiotic prescriptions per year are written for the 60 million inhabitants of
continental France. One of the hypotheses to explain the important increase of
antibiotic use could be the increased incidence of these diseases, especially
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PVRTI in children (Holmes et al., 1996). In France as in others countries, epi-
demiologically documented data concerning these community infections are
lacking. Thus, reasons for the enhanced antibiotic exposure of community
populations is far from being clearly documented.

3.1. Sociocultural and historical factors

A reason for the late collective awakening to the potential impact of popu-
lation exposure to antibiotic may be the traditional approach of microbiology
in France where infectious agents are studied at bacterial strain and at patient
levels, rather than on an epidemiological scale.

Another fact is that in France, regardless of the pharmaceutical class, drug
consumption is very high. In 2002, national expenditure on health was esti-
mated at 139 billion euros, representing 9.5% of GND with the main part
attributed to drug consumption (286 billion euros) (Fenina and Geffroy, 2002).
In particular, antibiotics, psychotropic agents and drug for venous insuffi-
ciency are overprescribed, in comparison to other European countries
(Bouvenot, 1999; Garattini, 1998; Pelissolo et al., 1996).

Because antibiotic exposure is also high in other south-western European
nations—Spain, Portugal, and Belgium (Cars et al., 2001)—this distribution
could reflect the influence of sociocultural factors.

Another factor is the collective concept of antibiotics. These drugs are con-
sidered by a major part of the French population to be very powerful drugs
with few and minor side effects. Patients often believe that antibiotics are the
answer for many infections (Hamm et al., 1996). Recently, before the onset of
the national campaign for the optimisation of antibiotic use in the community,
the CNAMTS promoted a survey on the public’s perception of antibiotics:
39% of the questioned people thought that antibiotics were effective against
viral infections. Their expectations might have a major impact on over-
prescribing, regardless of doctors’ opinions (Macfarlane et al., 1997).

3.2. Medical density

It is well known that patient pressure influences doctors’ decisions to pre-
scribe, even when antibiotics are clinically unnecessary (Butler et al., 1998).
In an area where medical density is high (303 general practitioners/100,000
inhabitants in France, 424 in Spain, 554 in Italy) (WHO Estimation of Health
Personnel, 2003), patient pressure may be stronger when patients who did not
receive an antibiotic are dissatisfied and could very easily consult another
general practitioner.
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3.3. Pharmaceutical firms pressure

The main objective of pharmaceutical firms, like other producers, is to
generate profits. Antimicrobial agents represent the fourth most common ther-
apeutic class for pharmaceutic expenditures, after cardiovascular, neurocere-
bral, and digestive system treatments (Lancry et al., 2002). Because antibiotics
account for a large part of industry profit in France, production and promotion
is, historically, one of the highest among European countries (European
Federation of Pharmaceutical Industries and Associations, 2003). In fact phar-
maceutical firms may have generated a culture of use by pressuring physicians
to prescribe. This situation is now probably behind us.

4. COLLECTIVE AWAKENING AND
PROGRESSIVE MOBILIZATION OF FRENCH
PUBLIC HEALTH AUTHORITIES

Over the past 10 years, several actions have been promoted by French pub-
lic health authorities to optimise antibiotic use and thereby control bacterial
resistance to them. In 1996, National Guidelines for the Good Use of
Antibiotics in Hospitals were published by the French National Agency for
Medical Practice Evaluation (Agence Nationale pour le Développement de
l’Evaluation Médicale, 1996). Hospital drug committees had to target antibiotic
use and implement the in-hospital monitoring of antibiotics. The use of patient-
identified prescriptions for antibiotics was recommended to be followed by sys-
tematic re-evaluation of these prescriptions 3 days after their initiation.

The French National Report on the Use of Antibiotics in the Community
was issued in 1998 (Observatoire National des Prescriptions et Consommations
des Médicaments, 1998). That evaluation promoted by the French Health
Products Safety Agency (AFSSAPS) suggested for the first time that 50% of
community antibiotic prescriptions were unnecessary. In 1999, the French
Institute for Public Health Surveillance (InVS, Institut de Veille Sanitaire)
published the National Report on the Control of Bacterial Resistance in which
a scheme was defined for the surveillance and control of antimicrobial resis-
tance (Groupe de travail sur la Maîtrise de la résistance aux antibiotiques,
1999). In addition, that report identified the need to promote and support
research in different domains (microbiology, pharmacoepidemiology, socio-
economy, public health [Guillemot and Courvalin, 2001]).

Also in that year, antibiotic use was investigated for the first time in all
French healthcare centres (Direction des Etudes Médico-Economiques et de
l’Information Scientifique, 2002). Sixty-six per cent of the centres reported
that their institution had established guidelines on antibiotic use and this was
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Table 1. Characteristics of different French data sources on antibiotic consumption

Data source Data provider Strengths Weaknesses

Sales data, Pharmaceutical Exhaustiveness Annual data
(Outpatient and firms (annual drug Available for each year Do not precisely 
hospital care) sales declared by since 1988 reflect the use

firms to AFSSAPS)

EDSSM CREDES, INSEE Available since 1960 Based on a sample 
(outpatient care) Reflects real acquisition of the population, 

during a 3-month
period

Information on Only every 10 years
symptoms (not clinical Only at a national 
diagnoses) are available level

Healthcare and CREDES Available for each year Based on a sample 
Health insurance between 1988 and 1998, of the population, 
survey and every 2 years during two 1- month
(ambulatory care) since 1998 periods each year.

Only every 2 years
Reflects real use Only at a national

level
Information on
symptoms (not clinical
diagnoses) are available

EPAS CNAMTS Prospective data Based on a sample 
collection of the population
Individual follow-up of Does not precisely 
antibiotic use reflect the exact 

deliveries. 
No clinical
information

Health insurances CNAMTS, Exhaustiveness
information CANAM, MSA
system Detailed and precise No clinical 

information on galenic information
formulation and No information 
packaging form of each on posology
drug
Individual follow-up of
antibiotic use may be
possible in the future

Notes: AFSSAPS: French Health Products Safety Agency; EDSSM: Decennial Inquiry on
Health and Medical Care; CREDES: Centre for Research and Documentation on Health
Economics; EPAS: Permanent Sample of Health Insured Individuals; CNAMTS: French
National Employees’ Health Insurance; CANAM: French National Independent Workers’
Health Insurance; MSA: French National Farmers’ Health Insurance; INSEE: National
Institute for Statistics and Economic Studies.



more likely for those with an on-site drug committee, a specialist in infectious
diseases or in hospitals with more than 200 beds. Only 21% of the centres had
patient-identified antibiotic delivery, while 43% had mixed records for patient-
identified and global delivery of antibiotics. Prescription monitoring was fully
computerised in about 15% of the centres.

More recently a childhood infection-prevention programme was promoted
with an information campaign tailored to physicians and parents in the south of
France (Carbon et al., 2002; Pradier et al., 2003). One of the main innovations
of that experimental programme was its use of peer counselling of prescribers,
which has been incorporated into the National Programme to Preserve
Antimicrobial Efficacy, launched in October 2002.

That national programme, which is scheduled to run from 2002 to 2005
(Cremieux et al., 2001) has seven objectives: (1) to improve the public’s and
physicians’ information on the importance of appropriate antibiotic use and
the risks of overprescribing; (2) to perform a rapid diagnostic test for strepto-
coccal tonsillitis, available for all health professionals; (3) to improve appro-
priate antibiotic use in hospital care; (4) to improve information exchanges
between the community and hospital and in particular in the counselling pro-
vided by the specialist for the prescription of antibiotics in the community;
(5) to improve training of prescribers; (6) to improve surveillance of both
antibiotic consumption and bacterial resistance of the main pathogens both in
the community and in the hospital; and (7) to improve the national coordina-
tion of these different actions. To achieve these objectives, a national commit-
tee representing professionals and the different scientific and public health
agencies has been asked to monitor the implementation of the plan.

The last piece of the French puzzle will probably be put in place over the
next few months. The parliament will have to define the national public health
policy for the next 5 years. Antibiotic resistance will probably be one of the
objectives having top priority with the aim of reducing antibiotic use in the
community by 25% in order to decrease the rate of penicillin non-susceptible
pneumococci to less than 30%.

Because the national plan to preserve the efficacy of antibiotics started in
October 2002, it is still too early to evaluate its impact on antibiotic consump-
tion and bacterial resistance. A retro-prospective analysis will take into
account immediate historical and future data (2000–5) from different sources
available in France (Table 1).

5. CONCLUSION

The continental French population has one of the highest antibiotic expo-
sures and one of the highest rates of antimicrobial resistance among European
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countries and perhaps among all countries in the world. However, several years
ago, stopping the spread of antimicrobial resistance became a public health
priority. Now, public health authorities, scientists, and health professionals
are highly motivated and mobilised to lower antibiotic use, while maintaining
optimal clinical efficacy of antimicrobials.
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1. BACKGROUND

As reported in 1998–9, infectious diseases continue to be a leading
cause of death, accounting for a quarter to a third of the estimated 54 million
deaths annually worldwide. Lower respiratory infections, diarrhoeal disease,
tuberculosis (TB), and malaria were the leading causes of global infectious
disease burden. While a decrease in diarrhoeal disease is projected for
2020, malaria is increasing and TB and HIV are growing far faster than
projected (Gordon et al., 2000). For the new millennium, HIV/AIDS,
TB, and malaria are the leading infectious disease killers (WHO, 1999).
Along with bioterrorism and homeland security, antimicrobial resistance
has become one of the most important public health issues faced by the
industrialised world, particularly G8 country members. Antimicrobial resis-
tance typically develops when antibiotics are prescribed in inadequate
amounts and/or for a condition that does not warrant their usage, such as
for viral infections. It is estimated that annual cost of infections caused
by antibiotic-resistant bacteria is US$4–5 billion (Harrison and Lederberg,
1998). In the United States, estimates exist for the overall economic impact of
antimicrobial resistance in healthcare settings. These estimates need to be
taken with caution since available data is imprecise and incomplete
(McGowan, 2001).



2. ANTIBIOTIC USE AND COST TRENDS

Most information available comes from industrialised countries with
minimal data from the developing world. In the United States, antimicrobial
prescription rates by office-based physicians remained unchanged from 1980
through 1992; however, prescriptions for children increased by 48% (McCaig
and Hughes, 1995). A large portion of these prescriptions was for the treatment
of colds, upper respiratory tract infections, and bronchitis—conditions where
there is no proven benefit of antibiotic therapy. Trends in antimicrobial pre-
scribing at visits to office-based physicians, hospital outpatient departments,
and hospital emergency departments from 1992 to 2000 in the United States
declined by 25% (McCaig et al., 2003). Amoxicillin and the cephalosporins
were most prescribed (annual drug prescription rate per 1,000 population) in
outpatient settings between 1980 and 1992 (McCaig and Hughes, 1995;
Steinman et al., 2003). Even though antibiotic use in ambulatory patients is
decreasing, use of broader-spectrum antimicrobial drugs increased from 24%
to 48% in adults and from 23% to 40% in children (Figures 1 and 2). The cost
of broad-spectrum antibiotics exceeded $50 for a typical 7-day adult course
(Steinman et al., 2003).

The overall profile of antibiotic use in Australia by drug class was similar
to that in the United Kingdom with the majority of antibiotics being prescribed
in outpatient and community settings (Beilby et al., 2002). Antibiotic use in
Australia remained steady between 1990 and 1995, with an estimated 24.7
DDDs/1,000 population/day dispensed through community pharmacies in
1990 and 24.8 DDDs/1,000 population/day in 1995. Amoxicillin, although
declining in use, remained the most dispensed antibiotic (McManus et al.,
1997). Each year Australia imports about 700 tons of antibiotics; one third of
this is destined for human use and the remaining two thirds for use in animals.
Australia is one of the world’s highest users per capita of oral antibiotics
(Geue, 2000), with the majority of these prescriptions originating from hospi-
tals (South et al., 2003).

For 1987–92, drug expenditure in Thailand increased at around 23% per
annum, higher than the growth rate of health expenditure (14%) and GNP
(8%). In 1993 drug consumption cost 50,000 million Baht (US$1,164.63) or
840 Baht (US$19.56) per capita (Riewpaiboon et al., 1997).

After more than a decade of increasing antibiotic consumption in Chile,
physicians became alarmed by the associated economic costs as well as rising
antibiotic resistance due to indiscriminate use of these drugs (Salvatierra-
Gonzalez and Benguigui, 2000). A study compared antibiotic consumption in
Chile over a 10-year period from 1988 to 1998. Antibiotic consumption was
measured as defined daily doses (DDD)/1,000 inhabitants/day (WHO, 1996a).
The results showed a marked increase in consumption for most antibiotics
studied (Table 1) (Bavestrello and Cabello, 2000).
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The analysis of 10 years of antibiotic consumption showed that while many
antibiotics were being sold, the most dramatic increases were seen in the sales
of amoxicillin (498%), amoxicillin–clavulanic acid (16,460%), cephalosporins
(309%), and fluoroquinolones (473%). The cost to the Chilean population for
these drugs totalled US$45.8 million in 1997 (Table 2). Three months later, a
second antibiotic consumption study evaluated the impact of the enforced
measure. A 3-month period in 1999 was compared with the same 3-month
period of 1998 (Table 3). Researchers found that ampicillin consumption
decreased by 53%, amoxicillin by 36%, and erythromycin by 30%. Sales of
antibiotics dropped by US$6.5 million, with no adverse patient outcomes
reported (Table 4).
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Figure 1. Antibiotic prescribing among adults between 1991–2 and 1998–9.

Notes: Overall use of antibiotics decreased in adult visits for the common cold and unspecified
upper respiratory tract infections (URTIs) (P � 0.011), for pharyngitis (P � 0.02), and for
acute bronchitis (P � 0.001). Among adults receiving an antibiotic, broad-spectrum agents
made up an increased proportion of antibiotic prescriptions for each condition shown (for
pharyngitis, P � 0.002; for all other conditions, P � 0.001). (Results are shown at the level
of the patient visit: Broad spectrum indicates visits involving at least one broad-spectrum
antibiotic; narrow spectrum indicates visits involving only narrow-spectrum agents.)
The mean number of visits occurring annually during the study period is shown for each
condition. UTI � urinary tract infection.

Source: Reproduced with permission of American College of Physicians.
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Table 1. Comparison of antibiotic consumption in Chile over 10 years

Antibiotic 1988a 1997a % change

Cloxacillin 0.39 0.417 7
Ampicillin 0.54 0.613 14
Amoxicillin 0.87 5.204 498
Amoxicillin–Clavulanic acid 0.0025 0.414 16,460
Chloramphenicol 0.097 0.079 	18
TMP-SMX 0.965 1.163 20
Cephalosporins 0.064 0.262 309
Fluoroquinolones 0.049 0.281 473

aDDD/1,000 inhabitants/day.
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Figure 2. Antibiotic prescribing among children between 1991–2 and 1998–9.

Notes: Overall use of antibiotics decreased in paediatric visits for the common cold and
unspecified URTIs (P � 0.001) and for pharyngitis (P � 0.002). Among children receiving
an antibiotic, broad-spectrum agents made up an increased proportion of antibiotic prescrip-
tions for each condition shown (for P values, see text). (Results are shown at the level of the
patient visit: Broad spectrum indicates visits involving at least one broad-spectrum antibi-
otic; narrow spectrum indicates visits involving only narrow-spectrum agents.) The mean
number of visits occurring annually during the study period is shown for each condition.

Source: Reproduced with permission of American College of Physicians.
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Table 4. Antibiotic sales in 1998 and 1999

Antibiotic group 1998a 1999a

Macrolides 14,763,740 12,448,627
BS penicillin 13,747,242 11,227,954
NS penicillin 4,121,100 3,275,517
Cephalosporins 4,448,543 4,193,849
Fluoroquinolones 4,075,818 4,115,261
TMP-SMX 2,316,260 1,767,612

Total 43,514,701 37,030,819

aIn US dollars.

Table 3. Recent antibiotic consumption in Chile during a 1-year period

Antibiotic Fourth quarter % change

1998a 1999a

Clarithromycin 0.366 0.446 21.8
Azithromycin 0.342 0.353 3.2
Erythromycin 0.536 0.370 	30.9
Amoxicillin 4.639 2.943 	36.5
Ampicillin 0.391 0.182 	53.4
Amoxicillin–Clavulanic Acid 0.459 0.443 	3.5
Ciprofloxacin 0.317 0.386 21.8
Cloxacillin 0.424 0.338 	20.3
Fenoximetilpenicillin 0.184 0.111 39.7
TMP-SMX 0.913 0.633 	30.7
Tetracycline 0.199 0.340 	31.8

aDDD/1,000 inhabitants/day.

Table 2. Antibiotic sales in 1988, 1996, and 1997

Antibiotic group 1988a 1996a 1997a

Macrolides 1,599,000 10,790,383 14,745,019
BSb penicillin 3,062,000 11,606,151 13,869,812
NSc penicillin 2,997,000 3,814,038 4,141,114
Cephalosporins 1,601,000 3,692,174 4,275,996
Fluoroquinolones 709,000 3,512,470 4,203,548
TMP-SMX 1,968,000 2,199,671 2,316,532
Tetracyclines 772,000 1,682,546 2,014,394
Chloramphenicol 319,000 306,255 308,233

Total 13,027,000 37,603,688 45,874,648

aIn US dollars.
bBS: Broad spectrum.
cNS: Narrow spectrum.



3. IMPACT ON HEALTH BUDGETS OF
ANTIBIOTIC USE

Infectious diseases increase demands on national health budgets that
already utilise some 7–14% of GDP in developed countries, up to 5% in the
better-off developing countries, but currently less than 2% in least developed
states. In many developing countries where many competing needs exist,
healthcare budget represent only 2–5% of their total annual budget. This cre-
ates a very vulnerable public health infrastructure with small support for sus-
tainability. In addition, when unexpected health crisis or natural disasters
arrive in these countries, such as infectious outbreaks, emerging infectious dis-
eases, earthquake, flooding, fire, etc., public health officials are faced with the
difficult task of cutting existing budgets and allocating monies to solve crisis
leaving scarce resources to carry on existing efforts.

Public health officials, policy makers, and clinicians must come together
and develop a plan to minimise antimicrobial resistance and its economic
impact. Strategies have to take into account all stakeholders affected by new
policy measures such as physicians, patients, the healthcare businesses, the
drug industry, and the public as a “society” (McGowan, 2001).

In outpatient settings, healthcare practitioners often feel compelled to
empirically treat patients with acute infections without waiting for the results
of cultures and susceptibility tests. In hospital settings, clinicians can often
rely on bacteriology data and if available also on antimicrobial resistance
surveillance data from routine screening of specimens. Quite often, medical,
veterinarian, and dentist surgeons administer prophylactic antibiotics pre-, during,
and/or post-surgery for much longer period of time required or recommended
by guidelines issued by professional associations.

Differences between infectious disease and intensive care physicians
prescribing attitudes have been observed (Sintchenko et al., 2001). Fear of
malpractice suits also play a role in the decision-making process. When select-
ing empiric therapy for infectious diseases, one must consider in vitro suscep-
tibility patterns and prevalence resistance rates along with other factors, such
as tissue penetration, expected efficacy, adverse effects, cost, cost-effectiveness,
and selection of resistant strains.

Other factors contributing to the development and pervasiveness of antibiotic
resistance include: unregulated drug approval, quality control and marketing;
lack of patient resources/access to quality healthcare; patient non-compliance
and self-medication; physician misuse of antibiotics; and lack of reliable infor-
mation sources for physicians such as standard treatment guidelines (STGs)
and laboratory facilities to confirm diagnoses.

Substandard and counterfeit drugs are also problematic, as are quality
control deficiencies in pharmaceuticals and pharmaceutical companies. Many
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countries in Latin America, Africa, and Asia do not have agencies or regulatory
mechanisms for the approval, quality control, and marketing of medicines; and
rely on the good faith of pharmaceuticals that submit data approved by other
country agencies (Food and Drug Administration [FDA]).

Poverty and lack of healthcare resources exacerbate the resistance problem in
the region. Patients with limited incomes generally cannot afford to see a health-
care worker or receive laboratory tests to determine the aetiology of the disease
(if the tests are available). These patients can sometimes only afford poor quality
or substandard or counterfeit drugs, or a drug course shorter than that which
would be optimally effective. Counterfeit drugs often contain the wrong ingredi-
ent, contain no active ingredient, or contain only weak and inadequate amounts
of the active ingredient (WHO, 2000). One study showed that patients who self-
medicated were more likely to use an inadequate drug or dose, and to follow
treatment for less than 5 days (Bojalil and Calva, 1994). Perhaps the single most
significant problem in many countries is the widespread availability of antibi-
otics without a prescription. In these countries antibiotics may be purchased
from pharmacies, street vendors, convenience stores, outdoor markets, fairs, etc.
One study examining the impact of unregulated antibiotic sales in Bolivia tested
healthy children from urban areas and found that 97% carried Escherichia coli
insensitive to ampicillin (Bartoloni et al., 1998). A survey of drugstore sales of
antibiotics in Mexico revealed that only 57% of antibiotic purchases were made
with a prescription, and that the person selling the drug gave instructions on its
proper use in only 15% of observed transactions (Calva, 1996).

In 2001, Prof. Leonid S. Stratchounski, Director of the Institute of
Antimicrobial Chemotherapy Smolensk, Russia lead a study to inventory the
content of antibiotics for systemic use (ASU) in home medicine cabinets
(HMCs) of the non-medical population in Russian cities and to find out for
which indications people report they would use ASU on their own
(Stratchounski et al., 2002). One thousand two hundred families in twelve
cities participated in the study. Two thousand five hundred forty five packages
of antibiotics were identified.

The number of different antimicrobials (by international nonpatent names)
in HMCs was 65. The average number of antimicrobials per household was 2.6
(from 1 to 11 ASU in a single HMC). Families with two and more antibiotics
represented 72.2%.

Their findings seems to indicate that (1) antimicrobials are widely preva-
lent among inhabitants in Russia; (2) the most “popular” antimicrobials (co-
trimoxazole, chloramphenicol, tetracycline, sulfonamides) may cause serious
adverse drug reactions; (3) antibiotics are often used imprudently; and (4) the
population does not have enough knowledge regarding antibiotics in general.

Physicians, who are overworked, underinformed, or feeling other pressures
to overprescribe are also contributing to the spread of resistance. Other
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problems, such as choice of broad-spectrum antibiotics over appropriate
narrow-spectrum alternatives, or prescribing antibiotics in incorrect doses
and/or treatment durations, can occur even when clinical presentations necessi-
tate antibiotic prescription. In a study by Paredes et al., of 40 physicians in Lima,
Peru, who were questioned on the proper use of antibiotics to treat diarrhoea
(Paredes, 1996), 36 correctly reported that the majority of diarrhoeal disease is
of viral origin and antibiotics are not indicated. Yet 35 of these 36 unnecessarily
prescribed antibiotics for this condition. Although the physicians were clearly
informed of appropriate prescribing practices, other factors including control of
disease, patient demand, patient’s family’s demands, and practitioner self-confi-
dence, persuaded them to misprescribe. In other cases, inappropriate prescribing
has been attributed to insufficient training in infectious diseases and antibiotic
treatment, insufficient use of microbiological information, and the difficulty of
empiric drug choice (Nathwani and Davey, 1999).

In May of 2001, APUA conducted a survey on physician antibiotic pre-
scribing practices and knowledge in seven countries in Latin America.
Respondents prescribed antibiotics in the presence of acute respiratory infec-
tion (ARI)/pneumonia as a first (27%) priority reason. Second (14%) priority
reason was the presence of UTI. Physicians reported using penicillin most
often (29%), followed by ampicillin (18%), and cephalosporins (12%).
Reasons for using these particular antibiotics were that they are the drugs of
choice for the most prevalent clinical cases (ARI) in the countries surveyed,
and also that they are accessible, less expensive, and wide spectrum (Sosa and
Travers, 2001).

A lack of proper diagnostic facilities and laboratories is another serious
issue, so that many physicians must rely on empirical treatment of a disease
rather than evidence-based treatment (WHO, 2000). When available, it is help-
ful to use bacterial studies in order to confirm diagnosis and make the best
treatment decision. Empirical treatment is the norm in most situations in the
region. This survey, however, showed inconsistent and unclear knowledge on
empiric treatment of the most common illnesses, pointing to a need for wider
dissemination of STGs.

In many developing countries with other pressing health priorities,
antimicrobial resistance is an even greater problem than in the United States,
yet drug regulation and use policies are very limited or nonexistent. In the past
few years, industrialised countries have at some point issued important antibi-
otic policy changes. Australia, Canada, United Kingdom, and the United
States have implemented measures such as guidelines for practitioners,
national campaigns for primary care providers, consumer awareness cam-
paigns, applied research and surveillance, guidelines for hospital and veteri-
nary use of antibiotics, national medicine weeks, grassroots projects involving
both practitioners and consumers, creation of national prescribing services,
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etc. (Hemming and Harvey, 1999). A few countries in South America, such as
Chile, Uruguay, and Venezuela have begun setting up regulatory measures
towards the introduction of a national antibiotic policy (Bavestrello and
Cabello, 2000).

The European Society for Clinical Microbiology and Infectious Diseases
(ESCMID) have created a Study Group on Antibiotic Policies to investigate
and document policy issues surrounding control measures, key infectious dis-
eases, prophylactic use of antibiotics, resistance rates, antibiotic consumption,
etc. (ESCMID, 2002).

Some countries in the developing world have enacted regulation to restrict
the sale and dispensing of antibiotics without a prescription. Often, it does
not get enforced or monitored, or there are unsanctioned dealers or illegal dis-
tributors who can operate without any retribution (Becker et al., 2002) and
antibiotics are still sold over-the-counter (OTC) (personal communication,
Dr Celia Carlos, Philippines). Pharmacists also substitute antibiotic prescrip-
tions from one class to another and not just for generic products (Unknown,
2001). These unsanctioned providers are commonly not trained to diagnose
key infectious diseases or correctly prescribe appropriate doses (Hemming and
Harvey, 1999).

4. ACCESS TO ESSENTIAL ANTIBIOTICS AT 
ALL LEVELS OF CARE

Essential antibiotics are those antibiotics needed to treat the most prevalent
infectious diseases that affect that region. Essential antibiotics need to be iden-
tified, listed, and secured at all levels of care at all times. This can be deter-
mined by collecting data on morbidity and mortality due to infectious diseases
and if possible by analysing surveillance data on key pathogens and their sus-
ceptibility patterns. In addition, essential antibiotics can be classified accord-
ing to spectrum of action, administration, cost, availability of generics, side
effects, and ability to tolerate existing storage and transportation conditions.

Access to essential antibiotics can be influenced by many factors. In coun-
tries where there is not a universal healthcare system, individual income level
plays a major role in deciding what and when to purchase essential antibiotics.
In most cases, only the privileged middle and upper class can obtain prescribed
or unprescribed antibiotics. Studies conducted by Asturias and collaborators in
Guatemala ascertained that middle and upper class families are more subject
to issues of antimicrobial resistance due to an unrestricted access to antibiotics
(Asturias et al., 2003). These individuals not only buy antibiotics when they
please, but also get inadequate dosages and do not adhere to therapy guide-
lines. There is not an understanding of the differences between improvement
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and cure of an infectious disease. In addition, as occurs in many other countries,
most antibiotic use is unjustified due to the viral etiology of most frequent
infectious clinical episodes.

The poor on the other hand will depend on their own ability to purchase
drugs or government assistance programmes such as social security dispensing
systems that might be able to secure access to cheaper drugs such as properly
stored and transported generics.

Developing countries in some instances choose not to respect product
patents as they are the only effective means of making available pharmaceuti-
cals necessary to save lives and protect the health of their citizens (Brock,
2001). In other instances, countries have the right to grant compulsory licenses
to permit the manufacture of generic equivalents of patented drugs in situa-
tions of national emergency or when negotiations have failed to ensure a fair
price which would enable parties to satisfy their objectives of recouping
investment costs and of maximally preventing avoidable deaths such as the
case of HIV/AIDS (Schüklenk and Ashcroft, 2001). In November 2001, during
the Fourth Ministerial Conference in Doha, Qatar, a declaration—the DOHA
Declaration—was issued on international intellectual property laws. It helped
deflect some of the effects of international patent protection policy. In the sec-
tions dealing with TRIPS (trade-related aspects of intellectual property rights)
governments agreed to allow certain countries to ignore worldwide patent pro-
tection for certain drugs if the drugs are important to protecting public health
(TRIPS, 2001).

Availability of antibiotics in developing countries is also influenced by
other intrinsic factors such as counterfeited, expired, inactive, or substandard
antibiotics (Hemming and Harvey, 1999). It is also common to find non-physi-
cian healthcare workers, located in remote locations, who lack training to treat
minor illnesses. Sometimes, these untrained practitioners are responsible for
misuse of antibiotics (Okeke et al., 1999). In addition, the use of natural heal-
ers, or “curanderos” is another reason that antibiotics are often used indiscrim-
inately without the supervision of a trained pharmacist or practitioner.

4.1. Countries in the developing world with and 
without antibiotic policies

A quick electronic survey was emailed to APUA country chapter leaders in
developing countries in Latin America, Africa, Asia, and Middle East. Thirteen
responses were obtained and are presented in Table 5.

Developed countries are facing a large illegal distribution of prescription
drugs by online unlicensed pharmacies, or the “swap meet” pharmacy where
medications are sold for cash with no questions asked. Such illegal distribution
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of prescription medication is a booming business in the United States, Canada,
and Europe (Unknown, 2002). In response, the US FDA has delineated plans
to help curtail illegal marketing of prescription drugs on the Internet.

Unsanctioned dealers can often be found in developing countries. These
are either individuals or groups operating in a nonexistent drug regulatory sys-
tem. They are not considered illegal because they are not defined as such by
any legal process. They are visibly tolerated and the community relies on them
to obtain essential drugs. It is assumed that these drugs are not counterfeited,
expired, or inactive, but there is no proof of a quality assurance system in place
that guarantees the quality and purity of drugs sold.

In many parts of Africa, where antibiotics are commonly available from
unsanctioned providers, it will be worth educating the general population about
the consequences of irrational antibiotic resistance (Okeke and Sosa, 2003).
Unsanctioned providers often reach out to people with limited access to orthodox
healthcare, and are commonly not trained to diagnose infections or correctly pre-
scribe appropriate doses. They serve as an unofficial outlet for many antibiotics,
often capsules and tablets of cheaper antimicrobials, but are not limited to these.
For example, Becker et al. (2002) recently described the inappropriate distri-
bution of injectable antibiotics, including second- and third-line drugs such 
as oxacillin and third-generation cephalosporins, medicines that should be 
conserved for managing resistant infections.
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Table 5. Sale, dispensing, and prescribing of antibiotics by illegal distributors and unsanctioned
dealers of antibiotics

Country ATB Policy ATB Policy Antibiotic Unsanctioned, 
Enforcement Prescription Illegal dispensing or 

OTC of Law ATB

Argentina No No Yes Yes
Brazil Yes No Yes Yes
Chile Yes Yes Yes No
Colombia Yes No Yes Yes
Costa Rica Yes No Yes Yes
Dominican Republic No No Yes Yes
Ecuador No No No No
Guatemala No No No Yes
Lebanon No No No No
Nepal Yes Yes Yes Yes (OTC)
Philippines Yes Yes Yes Yes (OTC)
Taiwan No No Yes Yes
Venezuela Yes No Yes Yes (OTC)

Note: Over-the-counter (OTC) sale is prevalent in the majority of developing countries in
Latin America, and the Caribbean, Asia, and Africa.



The use of subtherapeutic doses creates a situation where highly resistant
strains can be selected sequentially and this is a condition that prevails in many
cases when antibiotics are used without proper prescription or in patient non-
compliance. In addition, poor quality drugs can lead to treatment failure and
consequently, excess mortality and morbidity (Prazuck et al., 2002). Poor quality
drugs can provide subinhibitory selective pressure, of which neither the patient
nor the prescriber are aware. Reports of substandard antibiotics have come from
many countries and a significant proportion of these are in Africa. These reports
describe preparations containing anything between 0–80% of stated label claim.
Some of them contain such low concentrations that they can only be considered
counterfeit, that is, deliberately manufactured with low or no active drug content.
Others may have complied with pharmacopoeia standards at some time but have,
in the course of distribution and display, been degraded by heat and humidity.
Where possible, patients must be advised of the wisdom of obtaining medicines
at reputable outlets, where they have been properly stored and where expiration
and lot information is available (Okeke and Sosa, 2003). Prazuck et al. found
similar findings in Northern Myanmar. Their findings suggest that public health
policies based on national treatment guidelines should rigorously include the
monitoring of quality control of available antimicrobial products. They found
that only 3 of the 21 antimicrobials purchased to treat STD displayed the official
“registered” label, 3 were expired, 6 did not have an expiration date, and 1 prod-
uct did not contain the active principle and did not show any in vitro activity
against bacteria. Seven of twenty-one products did not contain the stated dosage.
In the absence of such measures, specific treatment strategies are likely to fail
and to generate drug resistance (Prazuck et al., 2002).

Counterfeiting is a problem in India and the Philippines. India exports
counterfeited drugs to the Middle East, southern Africa, and Europe causing
serious threats to public health. Of the Philippine pharmaceutical market, 30%
is estimated to be counterfeited drugs. Intellectual property protection in many
developing and transition countries is inadequate which in turn makes it very
difficult to implement the data exclusivity protection (Scrip, 2003).

Excessive use of antimicrobials in developing countries brings serious con-
sequences for infections responsible for high infant mortality. These issues are
very complex and must be addressed effectively with an aggressive approach
that attacks the root causes (Gundersen, 1992).

4.2. Impact of donations of antimicrobials agents on
country AMR policies

In general, drug donations to developing countries abide by international
guidelines published in 1996 by WHO (WHO, 1996). Developed countries
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such as the United States, Australia, and Germany have specific bodies
charged with the task of ensuring certain criteria, and in particular making sure
that donations match countries needs. Sometimes, drugs destined for a specific
region or country, surface in another one by illegal practices of traders and
wholesalers. This violates existing international regulations.

In 1999, the Medicines Crossing Borders Project issued a step-by-step
guide called Good Drug Donation Practices (WHO, 2002); its main purpose is
“to ensure the quality of donations once ready for shipment, or to evaluate a
donation once made.”

Anti-infectives are the drugs most often donated. Donations of antimicro-
bials as well as other drugs must be offered for as long as they are needed. For
example, the provision of anti-retrovirals for HIV and AIDS often lacks conti-
nuity and sustainability, jeopardising patient’s compliance and adherence. In
turn, HIV resistance develops quite rapidly and patients are left with fewer
options. Country health officials must have protocols for accepting drug 
donations to minimise inappropriate use and waste that will cost them money
to dispose.

4.2.1. Reality-check of antimicrobial donations to
developing countries

1. Donations do not always follow international guidelines; families living
abroad often send antimicrobial agents for “just in case” infections usually
defined by the presence of fever and/or purulent fluid (sputum in most
instances).

2. Patients receive unnecessary or unacceptable antimicrobials.
3. In general, doses of antimicrobials donated by family members are

incomplete.
4. Emergence of resistance is not easy to monitor; in some instances antimi-

crobials received are fairly new in the market and not yet available in the
country.

5. There is an increasing incidence of antibiotic-resistant pathogens in both
hospitals and the community without a corresponding increase in new
antimicrobial drugs.

In September 2002, The US Federal Interagency Task Force on Anti-
microbial Resistance held a consultants meeting in San Diego, California
(CDC, 2002). Their summary report, Input for A Public Health Action Plan 
to Combat Antimicrobial Resistance Part II: Global Issues, issued important
recommendations in an attempt to curb antimicrobial resistance due to donated
antimicrobials.
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4.3. The decision-making process in prescribing
antibiotic therapy

In the decision-making process for prescribing antibiotic therapy it is impor-
tant to review scientific literature and guidelines issued from specialty societies.
It is also important to consider other factors such as adverse drug reactions, aller-
gies, pharmaco-economics, pharmacodynamics, pharmacokinetics, previous
antibiotic therapy, treatment failures, and compliance issues. Primary care physi-
cians are being increasingly challenged to take good care of our patients despite
demands to keep costs down, get the patient well, and have prescribing habits
profiled. In countries where government agencies subsidise drugs, prescribers
are required to prescribe only what is listed in their formulary.

Irrational prescribing and over-prescribing of drugs is prevalent in many
countries. Most prescribing in developing countries is performed by paramed-
ical workers who only have minimal or no training at all (Holloway and
Gautam, 2001). When studying antibiotic dispensing by drug retailers in
Kathmandu, Nepal, Wachter et al. described the prescribers’ lack of adequate
understanding of the disease processes in question (Wachter et al., 1999).

The government of Nepal spends 42% of the national health budget on
drugs, while international donors spend nearly three times that amount. Drug
distribution and use in Nepal is largely unregulated and the pharmaceutical
industry is a major and growing market. Of the drugs, 80% are purchased out-
side of the government-supplied health system, mostly through private retail
shops and pharmacies. When antibiotics are prescribed, they are often not used
correctly. Of all drugs prescribed in Nepal, 72% of scripts are not in compli-
ance with standard norms and 38% of patients have misunderstood dosage and
administration requirements.

4.4. Need for AMR surveillance data for key pathogens

The goal of surveillance of antimicrobial resistance is to provide the
information necessary to secure an approach to the management of communi-
cable diseases that minimises morbidity and mortality while also containing
the emergence of pathogens resistant to antimicrobials. Surveillance of antimi-
crobial resistance must involve the collection and collation of both clinical and
microbiological data. Surveillance of prevalent bacterial pathogens and sus-
ceptibility profiles can be an expensive endeavour that few local, regional, or
national institutions can afford; however, availability of AMR surveillance data
can be useful in prescribing the most effective available antibiotic. It is impor-
tant that each country has in place minimal requirements for an effective
surveillance system.
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Significant differences in susceptibility profiles within one pathogen, such
as clinical isolates of Pseudomonas aeruginosa in two countries in South
America (Venezuela and Paraguay), generate important implications. There is
a need to monitor antimicrobial resistance at the local level that serve as an
alert for clinicians and public health officials (Rodriguez et al., 2002).
Emergence of multidrug resistant pathogens calls for a proactive approach.
Sentinel surveillance is useful in high-risk areas.

In 1993, Nepal instituted an AMR intervention that began by having an
external contractor (ICDDR, B) assessing the microbiology infrastructure and
capabilities to perform antibiotic susceptibility testing (AST). They have been
collecting bacterial isolates, identifying them and performing internal and
external quality assurance and AST to determine if they are resistant to rele-
vant antimicrobials (Sosa and Stelling, 2003). These antimicrobial resistance
surveillance efforts have focused on five priority pathogens: Shigella sp,
Vibrio cholerae, Neisseria gonorrhoeae, Streptococcus pneumoniae, and
Haemophilus influenzae.

4.4.1. Translating AMR surveillance data into action

AMR surveillance data can be used to make decisions about treatment at
the clinical level and decisions about drug policy at the national level. For
example, resistance of a pathogen to an antimicrobial often results in treatment
failure so the detection of this resistance should lead to a recommendation to
avoid using this antimicrobial for therapy. Sudha et al. have come up with pro-
posed criteria for choosing empiric antimicrobial therapy based on the sensi-
tivity index (SI) value in relation to prevalence of resistance. SI can be defined
as the ratio of per cent susceptible to per cent nonsusceptible strains of
microorganism in a particular region during a specific time period (Sudha
et al., 2003). This method could be useful for countries in the developing world;
however, caution must be exercised since this approach needs to be validated.

Another approach could be the determination of Resistance Alert
Thresholds (RAT). This approach, though controversial, remains elusive since
RAT values need to be assigned arbitrarily using resistance prevalence data for
key pathogens (Tapsall, 2001).

4.5. Effectiveness and cost-effectiveness of measures to
contain antimicrobial resistance

In 2002, Wilton et al. reviewed 43 studies, mainly hospital-based, from the
United States. Some of these studies had community level interventions. These
studies covered policies on: restricting the use of antimicrobials (five studies,

Antibiotic Policies in Developing Countries 607



suggesting that restriction policies can alter prescriber behaviour, although
with limited evidence of subsequent effect on AMR); prescriber education,
feedback, and use of guidelines (six studies, with no clear conclusion); combi-
nation therapies (seven studies, showing the potential to lower drug-specific
resistance, although for an indeterminate time period); vaccination (three stud-
ies showing cost/effectiveness). Important conclusions are derived from this
analysis, and particularly for developing countries (Wilton et al., 2002).

Public health officials, policy-makers, and clinicians can customise local
antibiotic policies that have the potential to significantly impact AMR and
reduce its burden in terms of cost, morbidity, and mortality. Drug and
Therapeutic Committees (DTCs) are usually charged with this task.

High-risk hospital areas are hard hit by nosocomial infections and
multidrug-resistant (MDR) pathogens. Emergence of MDR Acinetobacter ani-
tratus species in neonatal and paediatric intensive care units in Durban, South
Africa, caused 56.5% mortality. Most of the infants had received broad-
spectrum antibiotics considered a risk factor for acquiring MDR (Jeena et al.,
2001). A variation of a restrictive antibiotic policy is the use of a directive
policy-driven letter targeted to a specific antibiotic. This type of intervention
sends instructions to prescribers to discourage the use of an antibiotic.
Changes in prescribing practices can be observed; however, if reason for
change is not fully described, unexpected, untoward results (increase in mor-
bidity and cost) can also be encountered and can be counterproductive (Beilby
et al., 2002).

Drug and Therapeutic Committees offer practical approaches for promot-
ing rational use of drugs. Key responsibilities include formulary management,
STGs, essential drug list (formulary list), indicators of rational use of drugs,
and interventions to change inappropriate use of drugs. They are a meeting
ground between clinicians, pharmacists, and financial managers to negotiate
the balance between cost and quality.

Drugs and Therapeutic Committees are charged with the responsibility of
designing STGs to assist prescribers in choosing the most appropriate antimi-
crobials. These guidelines can address syndromes or be disease-specific. They
can provide first-, second-, and third-line antibiotics according to a country’s
list of essential drugs described in the national formulary.

A study by Sosa et al. of physician prescribing practices in seven countries in
Latin America and the Caribbean focused on physician knowledge, attitude, and
behaviour as a way to quickly begin understanding and working on the resistance
problem. The study illustrated that (1) there exists an acute need to raise physi-
cian awareness regarding resistance patterns in key pathogens; (2) there is a gen-
eral lack of information for physicians to appropriately treat ARIs and acute
diarrhoeal diseases empirically; (3) there is a significant need for the collection
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and dissemination of more local AB resistance data to improve prescribing
patterns and patient outcomes; (4) reference laboratories are either lacking
and/or physicians are unaware of their existence (62.9% stated that they do not
have access to such a lab); and (5) physician training on antibiotics in Latin
America had no significant effect on appropriate antibiotic usage (Sosa and
Travers, 2001). We have often experienced that AMR surveillance data are not
appropriately disseminated among prescribers and decision-makers.

The classical example of combination antimicrobial therapy is the use of
combined antimicrobial drugs for the treatment of TB. Combination therapy is
also the primary method of treating febrile neutropenia, infections involving
multiple organisms, and for obtaining synergism and preventing or limiting
resistance development. It is also used in other critical infections such as
HIV/AIDS, malaria, sepsis by Gram-negative bacteria, nosocomial infections,
and cystic fibrosis. Use of Direct-Observed-Therapy Short Course (DOTS)-
Plus to treat multidrug resistance TB has proven to be more effective than
DOTS alone. DOTS-Plus uses second-line antituberculosis drugs considered
“reserve or second line.” Second-line agents that would be used under DOTS-
plus are more expensive, more difficult to administer and often poorly toler-
ated. Although controversial, it does cause fewer deaths (Sterling et al., 2003).

Drug combinations have a downside in that they increase the potential for
drug related side effects, the likelihood of colonisation by resistant organisms,
and the possibility of antagonism between the agents (Cunha, 2003). When
using initial empiric combination therapy for hospital-acquired infections,
patient outcomes could be be improved (Kollef, 2001). In general, single, nar-
row-spectrum antibiotic therapy is more appropriate in community-acquired
infections.

Several infectious microorganisms including S. pneumoniae and H. influenzae
are serious pathogens in children under the age of 5, causing pneumonia and
meningitis, respectively. These bacteria possess virulence mechanisms able to
cause high morbidity and mortality. In addition, both have acquired resistance
to many antimicrobial agents. In developing countries, immunisation can
reduce the use of antimicrobials and hence the emergence of antimicrobial
resistance (O’Dempsey et al., 1996).

The widespread use of vaccination for S. pneumoniae and H. influenzae
could reduce the need for antibiotics in infants and toddlers through:

● Reduction in the need to cover potential invasive pathogens in acute febrile
episodes

● Reduction in respiratory tract morbidity
● Potential reduction in non-responsive episodes
● Reduction of carriage and spread of antibiotic-resistant organisms.
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No effective reduction in antibiotic use will occur, however, without
additional appropriate measures

● Education of medical teams
● Education of the community
● Providing legal protection to those withholding antibiotics by redefining the

“reasonable physician.”

An S. pneumoniae surveillance network was started in 1994 in six Latin
American countries (SIREVA-Vigía project) coordinated by the Pan-
American Health Organization. This regional initiative was designed to obtain
information about the S. pneumoniae serotype distribution in order to deter-
mine the ideal composition for a conjugate vaccine that could be useful for 
the region. Additionally, the project was aimed at monitoring the rates of 
S. pneumoniae antimicrobial resistance (Gamboa et al., 2002). This pro-
gramme has identified high levels of antibiotic resistance in Latin America
that call for the development of rational antibiotic use guidelines.

4.6. Consumer awareness

Educational campaigns can effectively reduce antibiotic use and ultimately,
antibiotic resistance rates. An intervention conducted in the United States
resulted in a decrease in antibiotic prescribing for bronchitis, from 74% to
48%, compared to a 2% decrease at control/limited intervention sites (Gonzales
et al., 1999). Successful integrated approaches have been carried out in India,
Indonesia, and Pakistan (Tawfik, 2000) combining a Verbal Case Review
(VCR) and a tool called Information Sharing, Feedback, Contracting, and
Ongoing Monitoring (INFECTOM). The approach successfully educated prac-
titioners in those countries about standard protocols, and compared their
knowledge with actual practices. The results indicate that ongoing monitoring
helps to encourage consistent improvement in prescribing practices. To influ-
ence parents, another approach could be to field test an antibiotic use and
resistance curriculum for elementary and high schools.

4.7. Training of healthcare workers and 
other individuals

Justifying training of non-medical providers (healthcare workers, for
instance) could be controversial; however, the reality is that most physicians in
a developing country are located in the capital where most of the population
also resides. The presence of unskilled practitioners in remote rural areas calls
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for training them in approaches similar to one used by WHO Integrated
Management of Children Illnesses (IMCI) which calls for non-physician
health workers (HWs) to evaluate every sick child presenting to a first-level
health facility (HF) for respiratory infections, diarrhoea, malaria, measles, and
malnutrition, regardless of the child’s presenting complaint(s). To find out
effectiveness of the IMCI approach, a study was conducted to evaluate the
level of performance achieved by IMCI-trained HWs at the end of training and
the level of performance maintained during the first 3 months post-training
with monthly or bimonthly clinical supervision. They found that HWs
achieved reasonably high performance levels managing ill children with mild
and moderate disease classifications but performed at a much lower level
when managing severely ill children at the end of training (Odhacha, 1998). In
2001, WHO conducted an evaluation of the cost, effectiveness, and impact of
IMCI in Tanzania, Uganda, Bangladesh, and Perú. Results from Tanzania
showed that baseline data on mortality, family practices, and care seeking for
sick children demonstrated that IMCI is addressing the most common major
health problems of children in the study illnesses: malaria, pneumonia, and
diarrhoea. The prevalence of anaemia, though, was very high, with almost
10% of children between the ages of 6 and 12 months having life-threatening
anaemia (WHO, 2001).

5. EMERGENCE OF NEW RESISTANT
PATHOGENS

The emergences of resistant pathogens challenges physicians to effectively
and judiciously use antimicrobial agents. Pathogens such as vancomycin- and
methicillin-resistant Staphylococcus aureus, vancomycin-resistant enterocci,
and MDR P. aeruginosa and Acinetobacter baumannii are continuously
changing their susceptibility profile due to the selective pressure exercised by
the indiscriminate use of antimicrobials. Global warning systems (GAARD,
INSPEAR have emerged in response to these pathogens. Preparedness by 
clinicians, epidemiologists, and microbiologists will allow them to team up to
confront potential outbreaks.

5.1. Development of new antimicrobials

Only two completely new classes of antimicrobials have been developed
and marketed since 1970 (streptogramins, Synercid®, and oxazolidinones,
Zyvox®). Daptomycin is a novel lipopeptide antibiotic under development,

Antibiotic Policies in Developing Countries 611



which demonstrated bactericidal activity in vitro against Gram-positive
bacteria. It is active in vitro against organisms resistant to currently approved
antibiotics, including methicillin-resistant S. aureus, vancomycin-resistant
enterococci, and penicillin-resistant S. pneumoniae. Other new antimicrobials
are variations of existing drugs and therefore are more vulnerable to resistance.
On average, research and development (R&D) of a single new antimicrobial
takes 10–20 years and costs US$500 million dollars to bring onto the market.
According to the Tufts Center for the Study of Drug Development (CSDD)
(http://csdd.tufts.edu), the average cost of developing a new drug is $802 mil-
lion dollars, more than double since the 1980s (Tufts-CSDD, 2001). By May 
of 2003, Tufts CSDD released a new total cost of $897 to develop a new 
prescription drug, including cost of post-approval research. However, money
spent on R&D of drugs targeted at ARI, diarrhoeal diseases, malaria, and TB
combined was under that minimum amount in 1999 (WHO, 2000).

5.2. Customising interventions according to 
level of care

Some countries have placed antibiotics according to level of care. This type
of policy needs to be accompanied by an STG and instructions for the clinical
management of severe diseases that requires the proper diagnosis and readi-
ness to transfer patient to the next level of care whenever possible. Countries
with different levels of healthcare access needs to make sure that one or more
antibiotic management policies will be in place with the appropriate training
of providers, at different levels of healthcare access.

In tertiary and secondary care there should be in place: antibiotic restric-
tion formulary, infection control committees (ICC), DTCs, ongoing training
and education of healthcare practitioners, surveillance in high-risk areas
(ICUs).

In primary care there should be in place: STGs for key infectious diseases,
training and education of healthcare practitioners including health educators
and HCWs in rural settings.

At the ambulatory level there should be in place controls on: OTC sale and
dispensing of antibiotics, unsanctioned dealers, illegal distributors, access to
antibiotics without a prescription in neighbouring countries, online Internet
sales, and training of dispensers.

Since antimicrobial resistance is a global problem, harmonisation of
national policies is important but so far it has been an elusive goal (Gould 
et al., 2000).
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Developing Countries
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P.O. Box 7062, Kampala, Uganda

1. INTRODUCTION

Antimicrobial resistance (AR) is a complex problem and a big challenge to
public and animal health globally. In the last several years, the frequency and
spectrum of antimicrobial-resistant infections have increased in both animals
and man in developed nations and the developing countries (DCs) (Andrade
et al., 2003; Ashkenazi et al., 1995; Bennish et al., 1992; Bogaerts et al., 1997;
Daniels et al., 1999; Filius and Gyssens, 2002; Flournoy et al., 2000; Gupta
et al., 2001; Russo and Johnson, 2003). This increasing frequency is attributed
to a combination of microbial characteristics, selective pressures of antimicro-
bial use, and societal and technologic changes that enhance the development
and transmission of drug-resistant organisms (Aarestrup et al., 2001; Cohen,
1997; Ellner, 1987; Lipsitch and Samore, 2002; McEwen and Fedorka-Cray,
2002; Rubin and Samore, 2002; Vidaver, 2002). AR is a natural consequence of
infectious agents’ adaptation to exposure to antimicrobials used in medicine,
food animals, crop production, and the widespread use of disinfectants in farm
and household chores (Allen et al., 1999; Harris et al., 2002; Zaidi et al., 2003).
The increased use of antimicrobial agents has increased selective pressure on
organisms. As the opportunity for organisms to be exposed to the agents is
extended, so is their opportunity to acquire mechanisms of resistance. It is now
accepted that antimicrobial use is the single most important factor responsible



for increased AR (Aarestrup, 2000, 1999; Lang et al., 2002; Lipsitch and
Samore, 2002; Lopez-Lozano et al., 2000; Rubin and Samore, 2002).

Antimicrobial use is influenced by the interplay of the knowledge, expecta-
tions, and interactions of prescribers, users, and drug companies playing
within the economic field and the political environment that influence the ani-
mal and public health systems and policies (Nyamogoba and Obala, 2002).
While in the developed nations AR is mainly associated with overuse of the
antimicrobial agents, it is paradoxical that underuse and under-dosing are the
primary factors responsible for the problem in DCs (WHO, 2000). Poverty,
hunger, malnutrition, coupled with other natural catastrophies in most DCs
play an important role in the development and spread of AR. Unending wars
and civil strife enhance the spread of the diseases of poverty such as cholera
and typhoid as recently in Liberia (Moszynski, 2003) and breed good ground
for development of resistance.

The recent AIDS epidemic is one single disease that has devastated
societies and communities in DCs in the recent times. It has greatly enlarged
the population of immunocompromised patients and left them completely
defenceless and at great risk of numerous infections. Over 90% of these
patients (over 30 million) are said to be found in DCs with about 22 million
being found in Africa (Clark and O’Brien, 2003). This pandemic is ripping
apart the social and economic fabric of this part of the world. Many AIDS
patients use antimicrobial drugs more frequently to guard against or treat
infections, thus increasing the selection pressure for resistant organisms.
Besides, many come down with several chronic opportunistic infections, such
as tuberculosis, that require hospitalisation for longer periods increasing fur-
ther the risks for acquiring highly resistant pathogens found in hospital settings
and spreading them (Leegaard et al., 2002; Phongsamart et al., 2002). Without
making significant headway with AIDS prevention and mitigation in DCs,
controlling AR will still remain an unreachable goal. This chapter discusses
the current situation of AR in DCs, the factors contributing to the development
and spread of the problem, the insurmountable task of controlling the problem
amidst other major priorities and possible opportunities for tackling it.

2. EPIDEMIOLOGY OF ANTIMICROBIAL
RESISTANCE

The epidemiology of AR is complex and influenced by many factors.
Understanding the problem requires that the rates of changes in the suscepti-
bility to specific antibiotics of organisms isolated from both man and animals
be available. This enables a scientific risk assessment to be made and baselines
for intervention to be established (Vose et al., 2001). In a bacterial population,
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the three conditions responsible for the rapid spread of AR are the presence of
resistance determinants, vertical or horizontal spread of these resistance
determinants, and selection pressure (Edelstein, 2002; Franklin et al., 2002;
O’Brien, 2002).

The genetic basis and the phenotypic expression of resistance is extremely
complex. This is because there are different classes of antimicrobials each with
a different molecular target and a single bacterial species may exhibit more
than one resistance mechanism against a single class of antimicrobes (Smith
and Lewin, 1993). Some bacterial species develop (or acquire) resistance more
readily than others when exposed to apparently similar selective pressures
(Ellner et al., 1987). Whether particular organisms become resistant to a par-
ticular antimicrobial agent may depend on many factors including the basic
physiology of the bacteria, the characteristics of genetic mutations that occur,
the prevalence of resistance genes that might be acquired, or the quantity and
quality of exposure to the antimicrobial agent (Parry, 1989). For example
Escherichia coli and enterococci (Enterococcus faecium and Enterococcus
faecalis) are used internationally as Gram-negative and positive indicator
bacteria, respectively, because of their ability to harbour several resistance
determinants (Aarestrup, 1999; Caprioli et al., 2000; Catry et al., 2003).

Rapid spread of genes resistant to antimicrobial agents can occur in a
bacterial population and from one ecosystem to another. Particular antibiotic
resistance genes first described in human specific bacteria have been found in
animal specific species of microorganisms and vice versa, suggesting those
bacterial populations can share and exchange these genes (Aarestrup, 2000).
The development of resistance in one bacterial population can, and does,
spread to other populations over time.

The selection pressure determines the rate and extent of the emergence of
AR. The prevalence and persistence of AR is the result of the complex interac-
tion between antimicrobial drugs, microorganisms, the host, and the environ-
ment (O’Brien, 2002). It alters the populations through the elimination of
susceptible organisms and the survival of resistant ones. The use of antimicro-
bials is the main cause of selection pressure(Aarestrup, 2000; Drlica, 2003;
Sexton, 2000). Pathogenic organisms are clearly the target population of
antimicrobial drugs, on which, by consequence a selection pressure can be
exerted. Antimicrobial drugs also exert selection pressure on commensal bac-
teria (Blake et al., 2003). Commensal bacteria are present on the skin, in the
upper respiratory tract, and especially in the digestive tract. The levels of AR in
faecal commensal bacteria can reflect the selection pressure exerted by the use
of antimicrobial agents in a certain environment (van den, 2001).

Monitoring AR gives very useful data. However, in pathogenic bacteria,
it may be less accurate because the resistance patterns of pathogenic strains
isolated from autopsy or following therapy failure can be altered by the
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preceding antimicrobial treatment (Caprioli et al., 2000). Susceptibility
patterns of indicator bacteria derived from healthy individuals are suggested as
a good predictor of the resistance situation in the bacterial population as a
whole (van den, 2001). The difference in the epidemiology of AR between the
developed nations and DCs is the environmental factors especially to do with
hygiene and disease control and management.

3. USE OF ANTIMICROBIAL AGENTS

The relationship between antibiotic usage and AR for many types of
pathogens is largely mediated by indirect effects or population level selection
(Lipsitch and Samore, 2002). When resistant and susceptible organisms com-
pete to colonise or infect hosts, increasing use of the antibiotic will result in
increase in frequency of organisms resistant to that drug in the population,
even if the risk for treated patients is modest (Lipsitch and Samore, 2002).
Antimicrobial use and patient to patient transmission are not independent
pathways for promotion of AR, rather they are inextricably linked. Under-
standing in detail, for each pathogen, the mechanism by which antimicrobial
use selects for AR in treated patients and in the population is of more than aca-
demic importance (Smith, 2000). For practitioners, these mechanisms matter
for making well-informed decisions about the design of treatment protocols,
the choice of antibiotics and doses for particular indications. For policy 
makers, these issues have direct bearing on the design of campaigns to encour-
age more rational antibiotic use and on the priorities in regulating the use of
antimicrobial agents for human and animal use.

3.1. Use of antimicrobials in food animals and their
impact on public health

The issue of antimicrobial use in food-producing animals has been contro-
versial for more than three decades. Recent scientific evidence has highlighted
concerns over the human health impact of resistant bacteria acquired from ani-
mals via food. Assessments examining the human health impact of antimicro-
bials used in food-producing animals have demonstrated quantitatively that
resistance development in food-producing animals does impact on human
health (Barber, 2001; Padungton and Kaneene, 2003; White et al., 2002).

The use of antimicrobials in veterinary practice as therapeutic and prophy-
lactic agents in addition to use as antimicrobial growth promoters greatly
influences the prevalence of resistance in animal bacteria and poses a great
risk for the emergence of antibiotic resistance in human pathogens (Aarestrup,
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1999; Barber, 2001). Bacterial food borne illnesses have a major public health
impact and are a growing problem worldwide. Animals serve as reservoirs for
many of these food borne pathogens. Epidemiological information already
indicates that food of animal origin is the source of a majority of food borne
bacterial infections caused by Campylobacter, Yersinia, E. coli 0157, non-
typhoid Salmonella, and other pathogens (Aarestrup and Engberg, 2001;
Aarestrup et al., 2001; Wegener et al., 1997). Antimicrobial use increases the
frequency of AR in zoonotic pathogens (Aarestrup, 1999). Human to human
transmission of zoonotic pathogens is rare, although it may occur in settings
where humans are immunocompromised or where the gut community has been
disturbed by heavy medical antibiotic use. Therefore, the incidence of AR in
zoonotic agents of humans is directly related to the prevalence of AR bacteria
in food animals (Barber et al., 2003; White et al., 2002). Antimicrobial agents
have been used for many years for either treatment of infections, growth pro-
motion in farm animals, or for prophylactic use in intensive animal rearing.
The worldwide use of antibiotics for animal health purposes was estimated
at 27,000 tonnes of which 25% was used in Europe (Degener, 2002). Table 1
shows a comparison between the use of antimicrobial agents between a DC
(Kenya) and a developed nation ranked as a low ratio user (Denmark). Clearly
there is more use of antibiotics in Denmark than Kenya.

The use of antimicrobials in food-producing animals can lead to emergence
of resistant bacterial strains, allergic reactions in animals and humans, and
other adverse effects depending on the compound (Aarestrup et al., 2001;
Tollefson and Flynn, 2002). Bacteria from animals may reach the human 
population by many routes. Drug-resistant bacteria of animal origin, such as
E. coli and Enterococcus spp. can colonise the intestine of humans (Wegener
et al., 1997). Heavily exposed individuals like slaughterhouse workers, food
handlers, and farmers feeding antimicrobials to animals have a higher frequency
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Table 1. Comparison of consumption of antibiotics (kg) in food animals between
a developing country (Kenya) and a developed nation (in brackets, Denmark)

Antimicrobial class Year

1996 1998 1999

Tetracycline 15,889 (12,900) 7,782 (12,100) 3,324 (16,200)
�-lactams 572 (13,000) 1,921 (21000) 1195 (21,300)
Aminoglycosides 752 (7,100) 2,421 (7,800) 843 (7,500)
Macrolides 165 (7,600) 8 (7100) 000 (8,700)
Sulfonamides 499 (2,100) 934 (100) 6,604 (100)
Quinolones 8 (NA) 177 (400) 252 (150)

Sources: Mitema et al. (2001), Anonymous (1999), NA—Not available.



of resistant organisms. Besides transfer of drug resistance there is another
important problem of drug residues in animal products at slaughter. While this
problem has been addressed in developed nations by defining Maximum
Residue Levels (MRL) for most drugs for the maximum acceptable level of
antibiotics in animal products, very little information is available in DCs and
there is almost nothing done to enforce some of these international standards.
Only isolated studies have been done to collect data on which rational decisions
for intervention can be based.

4. THREAT OF ANTIMICROBIAL RESISTANCE

Antimicrobial resistance is a natural biological phenomenon. It has become
a significant public health problem because it has been amplified many times
as a natural consequence of bacterial adaptation to exposure to antimicrobials
used in medicine, food animals, crop production, and the widespread use of
disinfectants in farm and household products (Bloomfield, 2002; McEwen and
Ferdorka-Cray, 2002; Vidaver, 2002). There is an increasing decline in effec-
tiveness of the existing antimicrobial agents. Infections have thus become
more difficult and expensive to treat and epidemics harder to control (Cohen,
1994). While the use of drugs combined with improvements in sanitation,
housing, and nutrition, and the advent of wide-spread immunisation pro-
grammes have led to a dramatic drop in deaths from diseases that were previ-
ously widespread, untreatable, and frequently fatal in developed nations. The
situation in DCs remains as grim or worse than that of the previous generations
of the industrialised nations. Preventable infectious diseases are still present,
threatening the life and people’s livelihoods, causing deaths and suffering of
the underprivileged populations due to poverty, hunger, and inadequate
resources. Previously treatable infectious diseases such as tuberculosis,
malaria, acute respiratory diseases, and diarrhoea now cause the highest mor-
bidity and mortality in DCs. Table 2 shows examples of some of the most
important pathogens in DCs in which the resistance problem has developed.

4.1. Resistance in malaria

Malaria is one of the most serious public health problems and a leading
cause of morbidity and mortality in many tropical countries. Malaria kills more
than 1 million people a year, and 3,000 deaths a day (WHO, 2002). Hundreds of
millions of people most of them children and pregnant women in sub-Saharan
Africa suffer acute attacks of malaria-induced fever, often several times a year.
It is a complex disease that varies widely in epidemiology and clinical manifes-
tation in different parts of the world. This variability is the result of factors such
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as the species of malaria parasites that occur in a given area, their susceptibil-
ity to commonly used or available anti-malarial drugs, the distribution and
efficiency of mosquito vectors, climate and other environmental conditions,
and the behaviour and level of acquired immunity of the exposed human pop-
ulations. Drug resistance has been implicated in the spread of malaria to new
areas and re-emergence of malaria in areas where the disease had been eradi-
cated (Bloland, 1993). Drug resistance also plays a significant role in the
occurrence and severity of epidemics in some parts of the world. Population
movement has introduced resistant parasites to areas previously free of drug
resistance. The economics of developing new pharmaceuticals for tropical dis-
eases, including malaria, are such that there is a great disparity between the
public health importance of the disease and the amount of resources invested
in developing new cures (Ridley, 1997). This disparity comes at a time when
malaria parasites have demonstrated resistance to almost every anti-malarial
drug currently available, significantly increasing the cost and complexity of
achieving parasitological cure.

For decades chloroquine (CQ) was the mainstay of anti-malarial therapy
but the emergence of Plasmodium falciparum resistance has challenged the
control efforts (Campbell, 1991). In East Africa, the level of resistance has
risen steadily over the last 20 years, with recent studies indicating that CQ fails
to clear parasites in upto 50–80% of patients (Bayouni et al., 1989; Branding-
Bennett et al., 1988; Fowler et al., 1993; Premji et al., 1993; Watkins et al.,
1988; Wolday et al., 1995). Table 3 shows clinical failure rates for CQ and
sulfadoxine-pyrimethamine (SP) in Uganda.

Despite these rising levels of resistance, CQ has remained the first-line
anti-malarial in many African countries because of its low cost and observed
clinical efficacy (Barat, 1998; Hoffman et al., 1998). The spread of CQ resistance
has been temporarily associated with increased malaria-related morbidity and
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Table 2. Resistance to important bacterial pathogens in developing countries

Disease Agent Resistance

Malaria Plasmodium falciparum Chloroquine
Pneumonia Streptococcus pneumoniae Penicillin
Dysentery Shigella dysenteriae Multiresistant
Typhoid Salmonella typhi Multiresistant
Gonorrhoea Neisseria gonorrhoeae Pen and tetracycline
Tuberculosis Mycobacterium tuberculosis Rifampicin and INH
HIV/AIDS HIV-1 non-B subtype NRTIs, PIs, and NNRTIs
Nosocomial Staphylococcus aureus Methicillin resistant.

Notes: NRTI, nucleoside reverse transcriptase inhibitor; NNRTI, non-nucleoside
reverse transcriptase inhibitor; Pen, penicillin; PI, protease inhibitor; INH, isoniazid.



mortality in Africa, highlighting the urgent need to change anti-malarial drug
policy (Trape, 2001) in some countries (Kamya et al., 2002). Because of the
current healthcare infrastructure and the influence of the private sector,
approaches to malaria therapy in sub-Saharan Africa will favour increased
access to drugs over restricted access which may lead to short-term reductions
in malaria morbidity and mortality but is also likely to further increase resis-
tance. Mathematical models for the transmission dynamics of drug sensitive
and resistant strains have been developed and can be a useful tool to help to
understand the factors that influence the spread of drug resistance and can
therefore help in the design of rational strategies for the control of drug resis-
tance (Koella and Antia, 2003). However, significant advances against anti-
malarial drug resistance is probably unlikely to be achieved without major
improvements in health infrastructure leading to higher quality services that
are more readily available.

4.2. Resistance in tuberculosis

Tuberculosis is an enormous global health problem. The burden of the
disease in DCs continues to grow largely fuelled by the HIV/AIDS pandemic
and poor public health infrastructure (Yun et al., 2003). The incidence of tuber-
culosis in Africa is estimated at 259 persons per 100,000 population per year
compared to about 50 per 100,000 population per year in Europe and America
(Dye et al., 1999). Resistance of Mycobacterium tuberculosis to antibiotics is
a man-made amplification of spontaneous mutations in the genes of the
tubercle bacilli. Treatment with a single drug due to irregular drug supply,
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Table 3. In vivo clinical failure rates of P. falciparum to chloroquine (CQ) and sulfadoxine-
pyrimethamine (SP) in Uganda (1996–9) in children under �5 years, during 14 days of
follow up

District Year Geographic Clinical failure rates
location

CQ SP

n % n %

Bundibugyo 1996 Rural 60 33 38 5
Kabarole 1996 Road side 60 58 29 3
Jinja 1996 Urban 52 12 35 7
Tororo 1996 Road side 33 60 — —
Tororo 1997 Rural 78 22 — —
Mbarara 1997 Hospital 53 81 64 25
Kampala 1998–9 Urban 142 62 45 11

Sources: Kamya et al., 2002, Kilian et al. (1997).



inappropriate prescription, or poor adherence to treatment suppresses the
growth of susceptible strains to that drug but permits the multiplication of
drug-resistant strains. Dramatic outbreaks of multidrug-resistant tubercu-
losis (MDR-TB) in HIV-infected patients have recently focused international
attention on the emergence of strains of M. tuberculosis resistant to anti-
mycobacterial drugs (Yun et al., 2003). MDR-TB, defined as resistance to the
two most important drugs, isoniazid (INH) and rifampicin (RMP) is a real
threat to tuberculosis control. The prevalence of drug resistance, including
MDR in different countries, has been extensively reviewed by WHO (1997) and
a comparison between some developed nations and DCs is given in Table 4.

The prevalence of primary resistance to any drug ranged from 2% to 41%.
Primary MDR-TB was found in every country surveyed except Kenya
(surprisingly) (WHO, 1997). The prevalence of acquired drug resistance
ranged from 5.3% to 100% and was much higher than that of primary
drug resistance. Patients infected with strains resistant to multiple drugs are
extremely difficult to cure, and the necessary treatment is much more toxic
and expensive. Drug resistance is therefore a potential threat to the standard
international method of TB control: the DOTS strategy (“Directly Observed
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Table 4. Comparison of prevalence of anti-tuberculosis primary drug resistance between
developed nations and DCs (acquired drug resistance figures shown in brackets)

Country Patients tested Overall Resistance to MDR (%)
resistance (%) 1 drug (%)

USA 13,511 (833) 12.3 (23.6) 8.2 (12.5) 1.6 (7.1)
England 2,742 (148) 6.9 (32.4) 4.6 (12.2) 1.1 (16.9)
France 1,491 (195) 8.2 (21.5) 5.6 (12.3) 0.5 (4.1)
Brazil 2,095 (793) 8.6 (14.4) 6.4 (7.3) 0.9 (5.4)
Argentina 606 (288) 12.5 (41.3) 6.6 (12.2) 4.6 (22.2)
Swaziland 334 (44) 11.7 (20.5) 6.6 (9.1) 0.9 (9.1)
Zimbabwe 676 (36) 3.3 (13.9) 1.3 (5.6) 1.9 (8.3)
Botswana 407 (114) 3.7 (14.9) 3.4 (7.0) 0.2 (6.1)
Lesotho 330 (53) 8.8 (34.0) 6.1 (20.8) 0.9 (5.7)
SierraLeone 463 (172) 28.1 (52.9) 16.6 (16.3) 1.1 (12.8)
Kenya 445 (46) 6.3 (37.0) 5.4 (30.4) 0.0 (0.0)

Definitions: Primary resistance is the presence of resistant strains of M. tuberculosis in a
patient with no history of such prior treatment. Acquired resistance is that which is found in
a patient who has received at least 1 month of prior anti-tuberculosis drug treatment.
Multidrug resistance (MDR) is defined as resistance to at least INH and RMP, the two most
potent drugs and the mainstay of anti-tuberculosis treatment. Overall resistance refers to the
proportion of isolates that are resistant to one or more drugs in either primary or acquired
resistance.

Source: WHO, 1997.



Treatment, Short-course”). Although preventive therapy decreases the risk
of developing active tuberculosis in HIV-infected persons, only a few studies
have reported decrease in mortality (Pape et al., 1993). While the availability
of effective short-course treatment has been beneficial, tuberculosis still
remains one of the greatest global health problems. The number of tuberculo-
sis cases continues to increase in sub-Saharan Africa in contrast to decreasing
numbers of cases in developed nations (Johnson and Ellner, 2000). This is
principally due to poverty, civil strife, economic turmoil, and bad governance.
In DCs, the majority of deaths are not due to MDR-TB but rather due to lack of
effective and rationally delivered therapy for drug susceptible tuberculosis.

4.3. Resistance in HIV/AIDS

The AIDS epidemic is one single disease that has devastated societies and
communities in DCs in the recent times. It has greatly enlarged the population
of immunocompromised patients and left them completely defenceless and at
great risk of numerous infections. About 22 million people around the world
have died from AIDS, and about 40 million more are currently infected with
the HIV virus (Clark and O’Brien, 2003). About 83% of AIDS deaths and 71%
of HIV infections have occurred in war-ravaged, poverty-stricken DCs in sub-
Saharan Africa (Mason and Katzenstein, 2000). This pandemic is ripping apart
the social and economic fabric of this part of the world. Only by giving those
infected with HIV effective treatments, will people be prevented from dying of
AIDS in the future.

Many AIDS patients use antimicrobial drugs more frequently to guard
against or treat infections, thus increasing the selection pressure for resistant
organisms (Tumbarello et al., 2002; Zar et al., 2003). Besides, many contract
several chronic opportunistic infections, such as tuberculosis, that require hos-
pitalisation for longer periods increasing further the risks for acquiring highly
resistant pathogens found in hospital settings and spreading them (Yun et al.,
2003). Despite the fact that many of the anti-retroviral (ARV) drugs are simply
unaffordable to many patients in many DCs, resistance has been reported.
Most patients receive cheaper, lower cost drugs instead of highly active anti-
retroviral therapy (HAART) which is more effective but more expensive and
unaffordable to many. Although they may get some beneficial response more
drug resistance has been found in these patients, especially against lamivudine,
than those on HAART (Weidle et al., 2002). Resistance to at least one drug has
been reported in 61% of patients studied in Uganda even in patients who 
had never received treatment (Weidle et al., 2002) implying infection with
resistant virus. The high cost of ARV drugs is a very high risk to development
of resistance in poor resource countries.
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4.4. Resistance in respiratory infections

Acute respiratory infections (ARI) are a leading cause of childhood
mortality, causing 25–33% of all deaths in children in DCs (Berman, 1991).
Bacterial ARI are associated with higher case-fatality ratios than infections
caused by viruses. Streptococcus pneumoniae is the most common cause
of bacterial ARI (Huerbner et al., 2000; Kristinsson, 1997). ARI are often
treated empirically with antibiotics. Drug-resistance trends are not well docu-
mented in most DCs due to limited laboratory capacity (O’Dempse et al.,
1996; Forgie, 1992). It is clear, however, that the prevalence of strains resis-
tant to penicillin-related compounds and to co-trimoxazole is increasing
(Appellbaum, 1992).

Epidemiological studies have demonstrated that recent antibiotic use is
strongly associated with carriage of resistant pneumococci both at the commu-
nity and individual levels. Among individuals who develop invasive pneumo-
coccal disease, recent antibiotic use poses an increased risk of infection with a
resistant strain (Kristinsson, 1997). The biological mechanisms behind the
association between recent antibiotic use and carriage of resistant strains are
not completely understood. A key factor influencing the emergence and spread
of resistant pneumococci is unnecessary antibiotic use for viral respiratory ill-
nesses in humans. This is due to misdiagnosis of conditions because both viral
and bacterial agents can cause symptoms of ARI, as well as physician and
patient pressures to prescribe antibiotics.

However, while antibiotic overuse is a problem in some developing nations,
in DCs, poor access to adequate healthcare is still a primary problem and
children requiring antibiotic therapy do not receive it (Berman, 1991).

4.5. Resistance in enteric bacteria

Important enteric pathogens are becoming increasingly resistant to the
major antibiotics that are needed for optimal treatment of patients. Some of the
important pathogens include Vibrio cholerae, Shigella spp, Salmonella spp,
and Campylobacter jejuni (Hofer et al., 1999; Kariuki, 2001). They cause
quite different clinical syndromes; their ecology, epidemiology, and modes of
transmission are distinct; and they are widely separated genetically. The fact
that these different organisms are becoming increasingly antibiotic-resistant
underlines the pervasiveness of the pressures that lead to the emergence and
spread of resistance. The prevalence of one of them, Salmonella typhi in Egypt
is summarised in Table 5.

In DCs, laboratory services, appropriate transport of specimens, and access
to healthcare services remain problematic (Hofer et al., 1999; Keusch, 1988).
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Data may be subject to bias, as information often comes from hospital-based
surveillance and therefore may reflect the more severe infections. Similarly,
the data from epidemics may not reflect the situation during non-epidemic
periods.

4.6. Resistance in nosocomial infections

Drug resistance in hospital-acquired infections poses serious constraints 
on the options available for treatment (Jones, 1992; Kariuki et al., 1993).
Nosocomial infections caused by bacteria such as methicillin-resistant
Staphylococcus aureus (MRSA) pose a serious therapeutic problem worldwide
(Pulimood et al., 1996), although information on its frequency in most African
countries is not available (Kesah et al., 2003). MRSA is a well-known etiologic
agent of very serious infections and more so in HIV-infected patients
(Tumbarello et al., 2002). The endemicity of this pathogen in many countries
today and the resistance of such isolates to most anti-staphylococcal antibi-
otics represent a grave threat to public health. In Africa, data on MRSA,
particularly antibiotic susceptibilities, are extremely limited. Table 6 shows
available data on the prevalence of MRSA in some DCs. The rate of MRSA is
relatively high in Nigeria, Kenya, and Cameroon (21–30%), and below 10% in
Tunisia and Algeria. All MRSA isolates were sensitive to vancomycin, with
MICs � 4 mg/L (Kesah et al., 2003). While the resistance levels may not be
so worrying, there is a need to maintain surveillance and control of MRSA
infections in Africa where alternative treatment may not be readily available or
affordable.
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Table 5. Prevalence of drug resistance to Salmonella typhi in Egypt over a 5-year period
(1988–1992)

Year Percent resistance (Number of isolates in brackets)

Amp Chl TMP-SMX EM Tet MDR

1988 24 (58) 25 (28) 24 (28) 75 (2) 11 (28) 24 (60)
1989 45 (51) 30 (10) 45 (38) 69 (51) 41 (41) 45 (51)
1990 65 (48) 59 (48) 29 (48) 92 (48) NA 60 (48)
1991 65 (114) 61 (93) 55 (111) 90 (93) 56 (111) 61 (127)
1992 66 (114) 28 (114) 53 (114) 100 (110) 49 (114) 53 (114)

Notes: Amp—Ampicillin; Chl—Chloramphenicol; TMP-SMX—Trimethoprim-
Sulfamethoxazole; EM—Erythromycin; Tet—Tetracycline; MDR—Multidrug resistance;
NA—Not available.

Source: Wasfy et al. (2002).



4.7. Resistance in animal diseases

In human medicine, AR and especially the multiple resistance of S. aureus,
pneumococci, enterococci, and Enterobacteriaceae isolated both from nosoco-
mial and non-hospital-related infections (Schwartz et al., 2001) have been
found to cause therapy failure and higher morbidity and mortality rates. Major
economic losses and animal welfare problems could arise in veterinary medi-
cine, as well, if AR evolves towards a comparable critical level. Resistance of
animal pathogens in veterinary medicine are already alarming and are compa-
rable to the situation in humans in DCs. Table 7 shows resistance patterns of
clinical isolates from bovine mastitis in Uganda. While the data from clinical
isolates may be biased because of previous antibiotic therapy, they neverthe-
less give an indication of the extent of the problem.

It is now generally accepted that AR in veterinary medicine forms a poten-
tial public health hazard. Indeed, the commensal gastrointestinal flora of
healthy animals are a reservoir of resistance genes (van den, 2000) that can
colonise the flora of humans through the food chain or by direct contact.
If, moreover, the underlying resistance genes are horizontally transferred into
human pathogenic bacteria, this can result in treatment failure as a conse-
quence of AR (Wegener et al., 1997). The importance of this indirect path of
resistance transfer is less clear than for the direct transfer of resistant zoonotic
organisms. Because livestock animals are carriers of food-borne pathogens
such as Salmonella and Campylobacter spp, these species also undergo simi-
lar selection pressure due to the use of antimicrobial drugs (Aarestrup and
Engberg, 2001). As a result, treatment failure in humans arises as a conse-
quence of the intake of these selected resistant organisms either through the
food chain and/or through direct contact (Kruse, 1999), irrespective of the
horizontal transfer of resistance genes.
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Table 6. Prevalence of MRSA in sub-Saharan Africa 1996–7

Country Total number of Number of % Resistance
isolates MRSA

Cote D’Ivore 155 26 16.8
Morocco 167 24 14.4
Tunisia 186 15 8.1
Algeria 208 10 6.7
Senegal 168 21 12.5
Nigeria 142 42 29.6
Cameroon 127 27 21.3
Kenya 137 38 27.7

Source: Kesah et al. (2003).



5. IMPLICATIONS OF HIV/AIDS ON THE
ANTIMICROBIAL RESISTANCE PROBLEM

Many AIDS patients use antimicrobial drugs more frequently to guard
against or treat infections, thus increasing the selection pressure for resistant
organisms (Badri et al., 2001). Besides, many come down with several chronic
opportunistic infections, such as tuberculosis, that require hospitalisation for
longer periods, increasing further the risks for acquiring highly resistant
pathogens found in hospital settings and spreading them (Leegaard et al.,
2002). The impact of HIV/AIDS depends on the dual infection with other sec-
ondary infections such as tuberculosis, meningitis, pneumonia, and other
infections (Leegaard et al., 2002; Phongsamart et al., 2002). HIV-infected
individuals are at least 30-fold more likely to develop reactivation tuberculosis
as HIV infection progresses and are more susceptible to exogenous re-
infection and rapid progression to active tuberculosis when re-infected with
M. tuberculosis (Puerto Alonso et al., 2002).

The interaction of tuberculosis and HIV/AIDS is complex (Phongsamart
et al., 2002; Puerto Alonso et al., 2002). The addition of several medications
for treatment of tuberculosis for HIV patients already on ARV drugs makes
adherence sometimes difficult. Complications often make it worse. These are
important risk factors to development of resistance. Implementing and sustain-
ing preventive therapy in HIV-infected persons in Africa bears formidable
challenges that require comprehensive efforts for counselling, monitoring of
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Table 7. Resistance patterns of bacteria isolates from bovine clinical mastitis in Uganda

Antibiotic Per cent resistance to clinically important isolates

S. aureus Strepto- E. coli Klebsiella Pseudomonas Coryne-
coccus spp spp aeruginosa bacterium

pyogenes

Gentamicin 26 0 9 21 30 0
Kanamycin 19 0 22 22 70 0
Chloramphenicol 23 21 35 32 80 20
Erythromycin 47 41 62 8 92 60
Neomycin 43 51 42 3 NA NA
Streptomycin 39 40 63 66 90 100
Tetracycline 100 100 100 67 70 80
Cloxacillin 96 90 100 100 100 100
Ampicillin 100 76 100 100 97 60
Penicillin 95 90 NA NA NA NA

Source: Byarugaba et al. (2001).



side effects, and supervision of treatment (Mason and Katzenstein, 2000).
Given the lack of good infrastructure in most DCs this becomes even more
difficult.

The increased use of antibiotics in HIV/AIDS infected persons due to
their immunocompromised status breeds good ground for development of
AR (Tumbarello et al., 2002). Studies have been published on the use
of trimethoprim-sulfamethoxazole (TMP-SMX) (co-trimoxazole) for prophy-
laxis in HIV/AIDS patients (Badri et al., 2001). In developed countries it is
used for prophylaxis against Pneumocystis carinii pneumonia in HIV-infected
individuals but has gained importance in Africa as well for prophylaxis
against other infections such as toxoplasmosis, isosporiasis, S. pneumonia,
and non-typhi Salmonella species which are frequent causes of morbi-
dity and mortality in HIV-infected Africans. In DCs where ARV drugs are not
affordable this prophylaxis, because of its low cost, may benefit the HIV-
infected patients and has been reported to decrease septicaemia and
enteritis significantly (Mason and Katzenstein, 2000). However there is also
a danger of developing resistance to this drug as has been reported for many
isolates, thus further compromising the benefits of these prophylaxis strategies
(Zar et al., 2003).

Evidence from prevention of malaria during pregnancy suggests that
parasitological response to treatment among individuals infected with the HIV
may also be poor. HIV-seropositive women require more frequent treatment
with SP (sulfadoxine-pyrimethamine) during pregnancy in order to have the
same risk of placental malaria as is seen among HIV-seronegative women
(Parise et al., 1998). Parasitological response to treatment of acute malaria
among HIV-seropositive individuals has not been evaluated though.

6. ECONOMIC IMPLICATIONS OF
ANTIMICROBIAL RESISTANCE

Antimicrobial resistance is not only a medical problem but also an eco-
nomic one (Paladino et al., 2002). Resistant organisms cause infections that
are more difficult to treat, requiring drugs that are often less readily available,
more expensive, and more toxic (Carmeli et al., 1999; Howard et al., 2001).
In some cases, certain strains of microbes have become resistant to all available
antimicrobial agents (Russo and Johnson, 2003). Resistant Gram-negative and
Gram-positive bacteria have been associated with increased direct medical
costs ranging from several thousand dollars to tens of thousands of dollars per
patient (Paladino et al., 2002). With increasing frequency and levels of AR,
drug therapy must be viewed in an economic sense. Several factors impact on
cost-effective antimicrobial therapy, including drug cost, drug efficacy and
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duration of treatment, dose regimen, diagnostic strategies, microbial resistance,
and patient compliance.

Comparison has been made of the impacts of infections due to antimicrobial-
resistant bacteria with those of infections due to antimicrobial-susceptible
strains of the same bacteria. Data shows that for both nosocomial and community-
acquired infections, the mortality, the likelihood of hospitalisation and the
length of hospital stay were usually at least twice as great for patients infected
with drug-resistant strains as for those infected with drug-susceptible strains of
the same bacteria (Holmberg et al., 1987). Tuberculosis, treatment costs have
been estimated at US$20 for regular treatment, while the cost of treating
MDR-TB rises to US$2,000 (WHO, 2001). For HIV/AIDS, it has been indi-
cated that resistance to one protease inhibitor results in resistance to the entire
family of drugs thus implying higher costs of treatment of the insensitive
strains. This applies to all other major killers such as ARIs, diarrhoeal dis-
eases, malaria, and other STDs which are very prevalent in DCs. Poor out-
comes could be attributed both to the expected effects of ineffective
antimicrobial therapy and to the unexpected occurrence of drug-resistant
infections complicated by prior antimicrobial therapy for other medical prob-
lems. Although the adverse economic and health effects of drug-resistant bac-
terial infections can only be roughly quantified, AR is an important health
problem and an economic burden to society (Cosgrove and Carmeli, 2003).

Unfortunately the costs for production of new drugs and introduction onto
the market are enormous, estimated at a minimum of US$300 million. This
partly explains the reason why since 1970, there have been few classes of
antimicrobial agents developed. Their development also takes a period of
10–20 years. Although DCs have the enormous potential of hotspot virgin
tropical forests that harbour a lot of plant resources that may provide solutions
to many of the current resistance problems, their exploitation requires similar
huge financial resources and time to develop them to market level.

Besides the direct costs, there are also biological costs associated with
development of AR (Gillespie and McHugh, 1997; Nyamogoba and Obala,
2002) and more importantly, costs related to loss of life and hours spent with-
out productive work during long hospitalisation with resistant disease agents.
Table 8 shows the extent of the deaths resulting from major killer diseases in
the DCs.

Together, HIV/AIDS, tuberculosis, and malaria claimed 5.7 million lives in
2002 and caused debilitating illness in many millions more (Goeman et al.,
1991; WHO, 2002). These are the lives of infants, young children, and young
mothers and fathers and the economically most important group in their prime
productive years. Resistance to these disease agents puts a heavy burden on the
already strained public health.
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7. FACTORS CONTRIBUTING TO DEVELOPMENT
AND SPREAD OF RESISTANCE

The development and spread of AR is a complex problem driven by numer-
ous interconnected factors, many of which are linked to the use of antimicro-
bials both in animals, plants and man. It is now accepted that antimicrobial use
is the single most important factor responsible for increased AR (McGarock,
2002; Mitema et al., 2001; Rubin and Samore, 2002). Antimicrobial use is
influenced by interplay of the knowledge, expectations and interactions of pre-
scribers and patients, economic incentives, characteristics of the health sys-
tems, the regulatory environment, and availability of resources. Organisms
themselves possess characteristics that enable them to be resistant and these
may be enhanced by other environmental factors (Allen et al., 1999; Harris
et al., 2002; Tumbarello et al., 2000; Zaidi et al., 2003). Thus extreme poverty
in most DCs leads to poor sanitation, hunger, starvation and malnutrition, poor
access to drugs, and poor healthcare delivery, all of which may precipitate AR.

7.1. Poverty

Most DCs have inadequate healthcare systems due to limited resources.
A health sector situational analysis in Uganda, one of the poorest countries,
indicated that with a population of 26 million and a growth rate of 2.5% and
fertility rate of 6.9, 49% of this population live below the poverty line, surviv-
ing on less than $1 per day. According to disease burden studies, 75% of the
life years of Ugandans are lost to premature death due to preventable diseases
with malaria being responsible for 15.4%, acute respiratory tract infections
10.5% and diarrhoea 8.4%. HIV/AIDS also, still, claims thousands of lives
despite the significant decreases in the prevalence rates in the country. The
geographical access to healthcare is limited to about 49% of the population,
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Table 8. Occurrence of the major killer diseases in the world and proportion of their
occurrence in developing countries

Disease Deaths per year New cases per year Percentage in developing
(in million) (in million) countries (%)

HIV/AIDS 3 5.3 92
Tuberculosis 1.9 8.8 84
Malaria �1 300 Nearly 100

Source: WHO (2002).



that is, population living within 5 km of a health unit (Health Facilities
Inventory, 1992). Rural communities are particularly affected because health
facilities are mostly located in towns and along main roads. Even among these
facilities, many do not provide the full range of essential primary healthcare
services. This poor health status prevails in most DCs and AR is seen as a sec-
ondary problem and not an immediate priority.

7.2. Malnutrition and hunger

The current prevalence of malnutrition among African children under
5 years has been estimated to be 30% and an estimated 4–5 million children
were thought to be infected with HIV at the beginning of this century (Brabin
et al., 2001; WHO, 2002). Among refugee children in the former Zaire, those
who were malnourished (low weight for height) had significantly poorer para-
sitological response to both CQ and SP treatment (Wolday et al., 1995). If it is
proven that malnutrition or HIV infection plays a significant role in facilitating
the development or intensification of anti-malarial drug resistance, the preva-
lence of these illnesses could pose a tremendous threat to existing and future
anti-malarial drugs. Some characteristics of recrudescent or drug resistant
infections appear to provide a survival advantage or to facilitate the spread of
resistance conferring genes in a population which is further aggravated by low
nutritional and immune status.

7.3. Civil wars and unrest

Civil wars in many DCs have been responsible for breakdown of many
health services and have forced many people into refugee camps, or internally
displaced people camps. In such concentration camps there is often very poor
hygiene and sanitation, good ground for spread of infection, and high selection
and spread of resistant organisms. The perpetual wars also limit the enforce-
ment of laws governing manufacture, market authorisation, distribution, and
monitoring the sale of drugs, thus predisposing the population to poor and
counterfeit drugs.

7.4. Natural catastrophies

Climatic and weather patterns influence the occurrence, incidence, and
distribution of infectious diseases such as cholera and malaria (Shears, 2001).
Heavy rains and floods overwhelm the already dilapidated drainage systems,
spreading organisms, some of them very resistant, while dry weather encourages
spread of airborne pathogens (Byarugaba et al., 2001).
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7.5. Human population growth

The fast growth of globalisation accompanied by enormous growth of
trade and travel has increased the speed and facility with which both infectious
diseases and resistant microorganisms can spread between continents. The
ability of DCs to cope with this globalisation and the attendant spread of resis-
tant organisms all over the world is severely stretched (WHO, 2000). The
increased growth has also meant increased demand for resources and services.
The rapid population increases and urbanisation without corresponding
increase in resources and services has resulted in overcrowding and poor
hygiene and sanitation which greatly facilitate the spread of such diseases as
typhoid, tuberculosis, respiratory infections, and pneumonia.

7.6. Societal factors

Societal factors are one of the major drivers of inappropriate antimicrobial
use. These include self-medication, non-compliance, misinformation, poor
immune status, wrong conceptions and beliefs, advertising pressures, and treat-
ment expectations (Byarugaba et al., 2001; Lipsitch and Samore, 2002; Parimi
et al., 2002). The most important underlying factor in DCs, however, is poverty
(Hossain et al., 1982). Lack of resources, compounds with other factors as it
relates to ignorance, lack of purchasing power, lack of education, and lack of
access to proper health facilities and diagnostic facilities (Lindtjorn, 1987).
Poverty also means people do not get sufficient food to keep their bodies
healthy and fit to fight off infections. They live in poor hygiene, are exposed to
water-borne infections due to drinking contaminated water which exposes them
to diseases of poverty, such as cholera, typhoid, and other infections. Often eco-
nomic hardships in DCs lead to premature cessation of treatment or sharing of
a single treatment course by a whole family (Byarugaba et al., 2001).

7.7. Service providers

In many DCs healthcare providers are influenced by financial gains from
their practice as they are operated on cost–benefit basis (Byarugaba et al.,
2001; Indalo, 1997). This financial interest makes them prescribe antimicro-
bials even when they are not clinically indicated. Additional profit is sometimes
gained by recommending newer and more expensive antimicrobials in prefer-
ence to older cheaper agents and combination therapies where it is uncalled for,
such as in malaria (Anakbonggo and Birungi, 1997). Pharmaceutical compa-
nies have been known to pay commissions to prescribers who use more of
their products. Besides, the aggressive advertisement methods of many drug
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companies in electronic and print media leave the prescribers and dispensers
vulnerable and the laws regarding such advertising are never implemented
due to lack of commitment and resources on the part of the law enforcement
departments (Lipsky, 1997). Other factors relating to healthcare providers
include, lack of proper training, unprofessional conduct, lack of diagnostic
facilities, wrong selection of antimicrobial agents, patient pressures for specific
antimicrobials, and fear of treatment failure (Byarugaba et al., 2001).

7.8. Health institutions

Hospitals are a critical component of the AR problem worldwide (Allen
et al., 1999; Goldmann et al., 1996; Harris et al., 2002; Tumbarello et al., 2002;
Zaidi et al., 2003). The combination of highly susceptible patients, intensive
and prolonged antimicrobial use and cross-infection have resulted in highly
resistant bacterial pathogens. Many of the health facilities are overcrowded
and have limited capacity compared to the inflow of patients, as they were built
many years ago for a smaller population.

Hospitals are also the eventual site of treatment for many patients with
severe infections due to resistant pathogens acquired in the community. Recent
introduction of free medical care to the population in Uganda saw most health-
care units flooded with patients, completely overwhelming the wards. Other
small health centers and clinics encounter similar problems. The situation is
even worse for those located in rural settings far away from town centers where
drug supplies are limited and laboratory facilities are unavailable (Byarugaba
et al., 2001).

7.9. Policies

Globalisation has come with many structural adjustments to keep pace
with developments in the rest of the world. The underlying principles of many
national drug policies aim to contribute to the attainment of good standards of
health by the population, through ensuring the availability, accessibility, and
affordability, at all times, of essential drugs of appropriate quality, safety, and
efficacy, and by promoting their rational use. However, many of these laws
only exist on paper or are poorly communicated to the stakeholders and thus
implementation is still difficult due to gross under funding of the health sector.
Besides, some result out of inadequate consultation.

Structural adjustment programmes originating from development partners
have also had an impact on healthcare delivery systems. Under the current
decentralisation in many DCs, districts have the obligation to deliver a package
of health services to the population, while the ministries only provide them
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with the technical support and supervision. Many of the districts do not have
sufficient resources and personnel to implement some of the policies and to
provide adequate health services. The policies of privatisation and liberalisa-
tion have also affected the procurement and supply of drugs. With inadequate
supervision from regulatory agencies, these have resulted in sale of expired
and counterfeit drugs (Byarugaba et al, 2001).

7.10. Use of antimicrobial drugs in food animal
production

As already mentioned in Section 3.1, the use of antimicrobials in veterinary
practice as therapeutic and prophylactic agents in addition to use as antimicro-
bial growth promoters greatly influences the prevalence of resistance in animal
bacteria and poses a great risk for the emergence of antibiotic resistance in
human pathogens (Barber, 2001; McDermott et al., 2002; Shah et al., 1993).
There is already high resistance against many antibiotics in livestock (Catry
et al., 2003b). The extent to which antibiotic use in animals contributes to the
AR in humans is still under debate. However, a wealth of epidemiological
information already indicates that food of animal origin is the source of a
majority of food borne bacterial infections caused by Campylobacter, Yersinia,
E. coli (Schroeder et al., 2002a, b), non-typhoid Salmonella (Angulo et al.,
2000), and other pathogens. Direct evidence indicates that antimicrobial use in
animals selects for antimicrobial-resistant bacteria that may be transferred to
humans through food or direct contact with animals (Aarestrup, 1999;
Aarestrup et al., 2001). In DCs the deliberate use of antimicrobial drugs as
growth promoters is still on a limited scale. However, many antimicrobial
drugs are used in animals for prophylaxis and therapy (Nakavuma et al., 1994;
Mitema et al., 2001). Several guidelines are available for appropriate use of
drugs in animals (Anthony et al., 2001; Nicholls et al., 2001), but very little is
being done in DCs.

8. STRATEGIES FOR CONTAINMENT OF
RESISTANCE IN DEVELOPING COUNTRIES

The problem of AR is a global one and will require a concerted effort and
cooperation among nations. Several suggestions have been made (Burke, 2002;
Coast and Smith, 2003; Kettler, 2000; Schwartz et al., 1997; Lees and Shojaee,
2002; Wise, 2002) although there is absence of good published evidence con-
cerning cost-effectiveness in reducing emerging resistance (Wilton et al., 2002).
Containment will depend on coordinated interventions that simultaneously
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target the behaviour of providers and patients, and change important features of
the environment in which they interact, as well as managerial and policy issues
which have been well articulated (Barrett, 2000; Dagan et al., 2001; de Man
et al., 2000; Gruson et al., 2000; Hooton and Levy, 2001; Murthy, 2001; Poole,
2001; Samaranayake and Johnson, 1999; Schwartz et al., 1997; Schwarz et al.,
2001; Sehgal, 1999; Semjen, 2000; Sirinavin et al., 1998; Slots, 1999; Smith,
1999; Tan et al., 2002; Weinstein, 2001; Wise, 2002).

However, responsible use of the available antimicrobial agents is of para-
mount importance despite the challenges DCs face (Byarugaba et al., 2003).
Use of antimicrobial agents in food producing animals should follow prudent
principles to minimise the selection and spread of resistant zoonotic bacteria
like Salmonella spp and Campylobacter spp. Emphasis should be placed on
disease preventive measures such as good farm management and hygiene to
reduce bacterial load, rather than use of antimicrobials (WHO, 2000). The goal
of any programme to monitor the quantities of antimicrobials used in animals
is to generate objective quantitative information to evaluate usage patterns by
animal species, antimicrobial class, and type of use. These data are essential
for risk analysis and planning and can be helpful in interpreting resistance sur-
veillance data and evaluating the effectiveness of prudent use efforts and miti-
gation strategies. The total consumption of antimicrobials for human usage,
food animal, and other uses is a key factor in any consideration of this issue.
Data on antimicrobial consumption is scanty and has been reported in only a
few countries (Anonymous, 1999; Grave, 1999; Greko, 2000) and less so in
DCs (Mitema et al., 2001).

The global coalition against poverty and the concerted efforts to combat
AIDS are very important strategies within which AR can be contained.
Through massive education, sustained prevention efforts will prevent trans-
mission of infections and liberate resources that can be used to combat AR.
Pursuance of the millennium development goals and other global partnerships
against important development challenges are very critical to containment of
AR not only among the DCs but also among the developed nations. Without a
bold, concerted action, not only will millions die in Africa, but the entire world
will suffer. To allow sub-Saharan Africa to become socially and economically
devastated will have a major impact on the economies of every country of the
world and impact on AR. The African Comprehensive HIV/AIDS Partnership
(ACHAP) is one answer to the problem.

The public–private partnership has provided a new sense of optimism for
fighting many devastating pandemics such as AIDS and has given lots of 
people hope. ACHAP offers all interested parties a multifaceted paradigm that
addresses not only the need for ARV medications, but also the other social and
medical facets of the HIV/AIDS problem facing sub-Saharan Africa including
indirectly the problems of AR.
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9. CONCLUSIONS

The problem of AR in DCs is mainly due to poverty and the factors related
to it. The problem of resistance is not quite appreciated by most stakeholders 
as there are more priorities to address such as provision of basic healthcare or
sanitation. These overshadow the problems of AR. Containment of AR in DCs
therefore will heavily rely on formation of global partnership with developed
countries and organisations to formulate and implement integrated mechanisms
to sensitise service providers, the policy-makers, and the users to understand
the problem and the consequences of lack of control. Prevention and control
will require prudent use of existing agents, discovery of new antimicrobial
agents, new vaccines and enhanced public health efforts to reduce transmission.
AIDS is a very important player in the development and spread of AR. Without
making significant headway with AIDS prevention and mitigation and eradica-
tion of poverty, the control of AR will remain a secondary issue in DCs.
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Antibiotic Use in Animals—Policies and Control
Measures Around Europe

Pascal Sanders
AFSSA Site de Fougeres, Laboratoire d’ études et de recherches sur les Médicaments
Vétérinaires et les disinfectants, LNR residua d’antibiotiques, 
La Hautes Marche—Javené, 35302 Fougeres, France

Antibiotics are among the most used drugs in veterinary medicine. They
have been used in animals bred for consumption since the 1950s and have
been used also in companion animals with the development of veterinary
medicine for dogs and cats. Many of these drugs are closely related to antibi-
otics that are used for the treatment of human infections. In the European
Union, few antibiotics are still authorised as growth promoters. The develop-
ment of antimicrobial policies and control measures in Europe is different
between countries but is driven by international recommendations translated
in European recommendations and regulations. First, the relevant authorities
are in charge of the benefit/risk assessment of antibiotics before marketing
authorisation and have to support the development of an antimicrobial
resistance programme allowing the post-marketing antimicrobial resistance
surveillance and encourage research in this area. They also have to control
the distribution of antimicrobial agents and to provide data on consumption.
Second, the industry has to provide data for marketing authorisation, to
market only officially licensed and approved drugs and to provide the authori-
ties with the information necessary to evaluate the amount of antimicrobial
agents marketed. They have to contribute to the dissemination of information
in compliance with the granted authorisation to authorised professionals
involved in the prescription and distribution of the products. Third, training
of antibiotic users, involving all the relevant professional organisations



including regulatory authorities, industry, veterinary and agricultural schools,
research institutes, and professionals associations should focus on information
on disease prevention and management strategies to reduce the need for
antimicrobial use.

1. INTRODUCTION

The development of antibiotic resistance is a major challenge for medicine
(Anonymous, 2001). The increasing emergence and spread of antibiotic resis-
tance is the result of decades of usage of antibiotics in human and animals with
a misperception of the ecological impact of this usage on the bacterial flora.
Even though the phenomenon of antimicrobial resistance was identified in the
1960s, the development of a global mobilisation of international communities
against this threat was only effective in the 1990s. In industrialised countries,
most of the problems of antibiotic resistance are generated within hospitals
because of the relatively intensive use of antibiotics (Raveh et al., 2001). Even
if the nature of the relationship between antibiotic consumption and antibiotic
resistance is complex (Fekete, 1995) from an epidemiological point of view, it
is widely accepted that they are linked. The development of antibiotic resis-
tance in hospitals is also driven by the epidemic spread of resistance clones
that often prove highly adaptable and virulent. The development of antibiotic
resistance in bacteria which are agents of disease in the community, was
observed over the last 20 years, notably with the development of antibiotic
resistance in Streptococcus pneumoniae and in food borne agents (Acar and
Rostel, 2001). Even though in the case of S. pneumoniae, the phenomenon is
driven by the overprescription of antibiotics in the treatment of upper respira-
tory tract infections in children by physicians (Guillemot et al., 1998), the
development of resistance in food borne pathogens is related to veterinary
usage (Threlfall et al., 2003).

In the European Union, few antibiotics are authorised as growth promoters
to increase the feed efficacy and daily growth of animals. The conditions of
use are defined by a European directive. In the 1990s, the selection of van-
comycin-resistant enterococci by avoparcin and streptogramin resistance by
virginiamycin has been extensively studied by several teams in the European
Union (Aarestrup, 1999). The transfer of these strains or of resistance genes
from animal to humans in contact with animals and to consumers has been
analysed and discussed.

Many of these drugs are closely related to antibiotics that are used for the
treatment of human infections. The benefit of antibiotic use in food producing
animals, as veterinary medicine, is the control of infectious diseases, mainly in
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young animals (Raynaud et al., 1988). Veterinary practitioners prescribe
antimicrobials to treat a disease developing in the flock, mainly intestinal or
respiratory diseases. For several industrialised animal productions (poultry,
pigs, veal calves, sheep, fish), due to the importance of the population size in
the same environment, group treatments are most often prescribed by oral
route to treat diseased animals and animals in contact with them. For other
types of production (calves, sows, horses), individual treatments are pre-
scribed. Antibiotics can be used prophylactically by veterinarians if the previ-
ous knowledge of the epidemiology in the herd dictates. To prevent human risk
related to consumption of food produced by animals and to decrease the inci-
dence of food borne diseases, the risk associated with antibiotic treatment has
to be assessed (Lathers, 2002c; Vose, 2001). Moreover, animals and food pro-
duced by animals are subjected to international trade regulations which impose
an international coordination for the development of sanitary regulations. A
large part of the antibiotic policy, defined as an antibiotic stewardship pro-
gramme (Gould, 2002, Pedersen et al., 1999) has been defined internationally
(WHO, 2000) and applied at the European level on the basis of national,
regional, and local experience.

2. MARKET AUTHORISATION

2.1. Feed additives

After the Swann report (1969), the Directive 70/524 concerning additives
in feeding-stuffs (Table 1) defined the marketing authorisation rules at the
European level for all the member states. In the late 1990s, the use of several
compounds such as avoparcin (01/04/97), ardacin (01/04/98), virginiamycin,
tylosin phosphate, spiramycin, and bacitracin zinc (01/07/99) were suspended
by the European commission. At the time of writing, authorised growth pro-
moters are flavophospholipol, sodium monensin, salinomycin, and avilamycin,
and the European commission proposed to stop their usage in 2006.

European regulations about feed additives define the level of incorporation
in feed and the period of usage in animals. The presence of additives in feed is
labelled. The use of additives in feed differ between animal species and depends
on the type of production. It is routinely used in different kinds of industrial
production in Europe and excluded from others according to technical require-
ments. Some drugs used for their coccidiostatic effect have an antimicrobial
effect, mainly on Gram-positive bacteria, such as ionophores. The Commission
Directive 2001/79/EC fixes guidelines for the assessment of additives in animal
nutrition. In the preamble of the directive, it is recognised that the increasing
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prevalence of antibiotic-resistant bacteria is of major concern to public health
and that the resistance caused by the use of antibiotics as feed additives
contributes to the overall levels of resistance. The guidelines for additives thus
require the dossier to include assessments of (1) the risk of selection and/or
transfer of antibiotic resistance, (2) the risk of any increased persistence and
shedding of enteropathogens in order to ensure the safety of use of those addi-
tives, (3) the risk for the consumer which could result from the consumption of
food containing residues of the additive and of the environmental impact of
feed additives. These guidelines amend previous guidelines established in the
light of advances in scientific and technical knowledge. If the active substance
has an antimicrobial activity at feed concentration level, the minimum
inhibitory concentration (MIC) should be determined in appropriate patho-
genic and non-pathogenic, endogenous, and exogenous bacteria. The ability of
the additive to select cross-resistance to relevant antibiotics and to select
resistant bacterial strains under field conditions in the target species has to 
be studied by relevant tests. The effect of the additive has to be determined 
on a number of opportunistic pathogens present in the digestive tract (e.g.,
Enterobacteriaceae, Enterococci, and Clostridia) and on the shedding or excre-
tion of relevant zoonotic microorganisms (e.g., Salmonella spp, Campylobacter
spp.). Moreover, the directive 2001/79/EC encourages the development of field
studies to monitor antimicrobial resistance and the data provided by these mon-
itoring programmes are required in the evaluation dossier.

2.2. Veterinary drugs

The process of harmonisation of risk–benefit assessment for veterinary
drugs began at the beginning of the 1980s (Table 1). Three evaluation proce-
dures are defined: national, mutual recognition, and centralised for new innov-
ative products. European guidelines are provided by the European Medicine
Evaluation Agency (EMEA) and define the type of pre-clinical and clinical
studies necessary to define therapeutical indications of an antimicrobial and
the dosage regimen in the different animal species. On the basis of interna-
tional recommendations, EMEA experts have reviewed the problem of devel-
opment of antimicrobial resistance after veterinary usage and reinforced risk
evaluation (Anonymous, 1999). Several guidelines have been modified to pro-
vide new data about risk of selection of resistant bacteria during treatment and
the mechanism of resistance and to promote the development of a dosage
regimen based on the pharmacokinetic/pharmacodynamic approach for new
products (Toutain et al., 2002).

For a new veterinary medicine, information is requested about the drug, its
mechanism of action, the activity spectrum determined by MICs against a
wide range of Gram-negative and Gram-positive bacteria including target
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bacteria (Escherichia coli, Pasteurella multocida, Mannheima haemolytica,
Staphylococcus spp., Streptococcus spp., etc), zoonotic bacteria (Salmonella
spp., Campylobacter spp.), and commensal bacteria (E. coli, Enterococci), and
also bacteria representative of the human and animal intestine flora. This phar-
macodynamic information is completed with the evaluation of cross-resistance,
data on the mechanisms of resistance, their genetics, and the risk of spread.
The pharmacokinetics of the drug in animals is described with particular
insight on the distribution in the intestinal lumen. To regularly re-evaluate the
drug, the monitoring of antimicrobial resistance for veterinary pathogens tar-
geted by the drug is requested from pharmaceutical companies which have to
encourage and support monitoring programmes in member states.

The risk assessment of veterinary drugs residue was defined by the council
regulation, 2377/90. The process makes it possible to determine maximum
residue limits in tissue and animal products (milk, eggs, honey) before clinical
trials in the European Union. The effect of antimicrobial residues on the
human intestinal flora is evaluated by the definition of a microbiologically
acceptable daily intake on the basis of in vitro or in vivo data. For compounds
recently approved, the microbiological acceptable daily intake (ADI), defined
on the basis of antimicrobial effect evaluation is, the basis for the maximum
residue limit determination.

3. MONITORING AND SURVEILLANCE

3.1. Antimicrobial resistance

The development of harmonised antimicrobial resistance and surveillance
programmes in animals and animal derived food was one of the first tasks in the
development of an antibiotic policy to provide information for risk assessment
and evaluate the effect of an antibiotic policy (WHO, 2000). A review of the
national monitoring programmes (Gnanou and Sanders, 2000) described
as state of the art, was the basis for an analysis of the needs to improve the
European system. Recommendations established by the members of a European
concerted action (Wray and Gnanou, 2000) suggested developing a monitoring
programme of veterinary pathogens, zoonotic bacteria, and indicator bacteria
(Caprioli et al., 2000). Almost all of these recommendations were rediscussed by
an international expert group and proposed by OIE at the international level
(Franklin et al., 2001). Monitoring the antimicrobial resistance of zoonotic bac-
teria will be requested in the future zoonosis directive (Common Position [EC]
N�13/2003) and will be a part of surveillance networks implemented in the
European Union for communicable diseases (Common Decision of 17 July 2003).
In the meantime, several European countries have improved the existing system.
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For example, the monitoring programme of antimicrobial resistance of veteri-
nary pathogens has been extended from cattle (Martel et al., 1995) to other
major species (pig and poultry) in France (Jouy et al., 2002). Several countries
such as France (Sanders et al., 2002), Germany (Guerra et al., 2003), Spain
(Brinas et al., 2003; Moreno et al., 2000; Teshager et al., 2000) and the United
Kingdom (Goodyear, 2002) have implemented monitoring programmes of
antimicrobial resistance for E. coli and Enterococcus faecium collected in faeces
or the caecal content of slaughtered animals based on the same epidemiological
approach permitting international comparisons (Bywater et al., 2003). For
salmonella, the cooperation between national scientific teams from the veteri-
nary and human sectors has permitted comparisons between isolates from differ-
ent origins and was the basis for molecular epidemiological studies (Baggesen 
et al., 2000; Threlfall et al., 2003). These studies made it possible to distinguish
different ways of dissemination according to serotypes and to analyse the
complexity of animal and human relationships.

In 2003, a concerted action ARBAO II began to provide an external quality
assurance system for antibiotyping and a web resource to collect national data
about antimicrobial resistance in parallel with the global salmonella survey
supported by WHO (http://www.vetinst.dk). This concerted action is an impor-
tant step in the process of standardisation and harmonisation of bacterial
antimicrobial susceptibility testing methods in the veterinary field. The inter-
laboratory study, based on proficiency testing of selected bacterial species
(Salmonella, E. coli, Streptococcus, Staphylococcus, Pasteurella, Mannheimia,
Campylobacter) will contribute to the comparison among the national surveil-
lance programmes as recommended by OIE (White et al., 2001).

3.2. Antibiotic use

The use of antibiotics as feed additives depends on the type of production
of the herds and is based on zootechnical choices made by the producer. In the
European Union, antibiotics used as veterinary drugs are the only prescribed
medicines. To be used in food producing animals, antibiotics should first be
listed in directive 2377/90 which defines the list of products with maximum
residue limits after risk assessment by the Committee of Veterinary Medicinal
Products of the EMEA. The prescription of antibiotics is under the responsi-
bility of veterinarians. Depending on the country, the drug is delivered by a
pharmacist and/or a veterinarian. In several countries, drugs listed in animal
health programmes established by veterinarians and approved by authorities
can also be sold by producer organisations after authorisation by authorities
and under veterinarian control.
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The monitoring of antimicrobial usage in food animals for the protection of
human health was recommended by the scientific community and international
bodies (Nicholls et al., 2001). To develop effective antibiotic policies and
follow their effect, it is necessary to know which drugs are administered to
food producing animals and to determine, why, when, and how they are used.
However, no study of drug consumption fails to come up against complex
problems associated with data acquisition and processing (Chauvin et al.,
2001; Grave et al., 1999b). Information about drug usage should directly be
collected from pharmaceutical companies. This approach was been imple-
mented by several countries, mainly Nordic countries (Aarestrup, 1999; Grave,
1999b; Wierup, 2001b) where veterinary drug regulations allow them to col-
lect sales. The United Kingdom (VMD, 2003) and the Netherlands
(Anonymous, 2002b) also collect this data and France has begun recently. The
total consumption or sales can be expressed in terms of active substance
weight, in kilograms or tons at national level. This methodology is limited by
the fact that many veterinary drugs are approved and sold for different animal
species. A single active substance may consequently be used in several species.
Only new products (approved for one species) or products specifically
designed for one animal type (e.g., fish, poultry) or usage (intra-mammary
treatment) can be directly compared with the potential consumer population or
usage. Moreover, it is difficult to accurately determine the population at risk,
even though some statistics exist. A more detailed analysis, relating consump-
tion to the metabolic body weight of consumers (animals or humans) could be
carried out. These calculations could be based on approximation both of the
consumer population and of the average body weight. This approach is also
limited by the rapid growth of food producing animals with large differences
in body weights and growth rates between species (Chauvin et al., 2001).
Another approach is to define a defined daily dose (DDD) as in human medi-
cine. This approach was used to study the drug usage for mastitis in cattle in
Sweden and Norway (Grave et al., 1999a). The main problem encountered
when using the DDD in veterinary medicine is due to dosage variations
between different animal species. Besides, few DDD have been defined to date
in veterinary medicine (Grave et al., 1999b).

Another approach is to study drug consumption at the population level.
Epidemiological studies in herds made it possible to collect information about
drug usage in herds under investigation and analyse trends in antibiotic resis-
tance in bacterial populations. The effect of different antibiotic use and man-
agement systems can also be investigated. This epidemiological approach is
very effective but has a high cost and is labour intensive. The relationship
between antibiotic exposure and antibiotic resistance in bacteria should also be
investigated by collecting information about animal treatment at the time of
sampling for the monitoring of antimicrobial resistance in intestinal flora.
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If the registration of treatment in the flock is effective, this approach provides
data to investigate the link between drug use and resistance. On the basis of
their experience, the Danish have developed a new surveillance system, called
VetStat, which provides detailed data on the consumption pattern of all pre-
scription medicines at herd level according to species, age, group, and diag-
nostic group (Stege et al., 2003). It is based on the registration of drug usage at
farm level identified in a national database where the number of animals regis-
tered by species and age group is recorded. The veterinary prescriber must
provide information about the identity and quantity of medicine prescribed, the
target animals, age group, and the disease. The drug usage is described by
the disease, the ATC classification system and the defined animal daily dosage
(ADD) which is a technical unit describing mean daily maintenance dosage
defined for each package species age group. Standardised animal body
weights by species and age group are used to allow the calculation of the mean
percentage of animals treated per day within the period of interest. Data may
be grouped according to herd identity, period, species, age group, veterinarian,
practice, ATC-Code, disease groups, or geographic region. Farm level statis-
tics are directly available via the Internet to the farmers, veterinarians, and the
veterinary authority as a tool for comparing drug usage between herds and at
national level. An important application will be pharmaco-epidemiological
research combining data concerning medication and vaccine strategies with
antimicrobial resistance.

In human medicine, the variation of the antibiotic dosage regimen prescribed
and the level of exposure of the treated subject has been identified as major fac-
tors for the selection of antibiotic resistant strains (Guillemot et al., 1998;
Gyssens, 2001). Collecting information about the variability of the dosage regi-
men prescribed and the dosage regimen really applied on the animals should be
a way of investigating risk factors related to veterinary practice. These data
could be collected at the level of veterinarians by way of postal survey
(Chauvin et al., 2002). This approach makes it possible to describe the pre-
scription patterns in different pathologies. Large variations in the duration of
treatment have been recorded (Chauvin et al., 2002a).

Analysing drug consumption requires developing new information tools in
many countries to collect robust information about drug prescription at the
herd level. An international agreement concerning the handling of topics, such
as dosage regimen variations (daily dose, length of treatment), differentiation
between short- and long-acting formulations, drug potency, liability of dosage,
and other variations in the therapeutic course should be sought. Common def-
initions should be reached to obtain comparable figures for international
research (Chauvin et al., 2001). These tools are now in development in few
European countries but need to be discussed and compared to select the best
tools according to the epidemiological objectives (Chauvin et al., 2002b).
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4. RISK ANALYSIS

4.1. Principles

Risk analysis is a process composed of hazard identification, risk assess-
ment, risk management, and risk communication (Figure 1). It encompasses
assessing and managing the risk together with the appropriate communication
between risk assessors, stakeholders, and risk managers. Typically, a policy
framework is established by risk managers to describe the types of risk that
need to be addressed. A strategy for assessing the risk is formulated in consul-
tation with technical experts and risk assessors. The policy framework also
provides an explanation of the type of risk management options that can be
considered under the legislative and regulatory framework of the country.
Finally, the policy framework should explain the risk decision-making process,
including methods for evaluating and quantifying risks and the level of risk
deemed to be acceptable (European Commission, 2000; Vose et al., 2001). The
risk assessment is a step-by-step approach with regular exchange with risk
managers. A preliminary qualitative assessment is recommended by the OIE
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    management decision 
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Figure 1. Risk evaluation (DG Health and Consumer Protection, 2000).



ad hoc group (Vose et al., 2001) to advise risk managers on the feasibility of
quantitatively assessing the risk and on the identified risk management strate-
gies. The report is made public. On the basis of this report, managers will
determine whether the risk is sufficiently severe to warrant further action.
If the risk is considered sufficiently important and if it is feasible, risk man-
agers may then instruct risk assessors to fully assess the risk (qualitatively
and/or quantitatively) and the reduced level of risk that would exist after each
identified risk reduction option. Through several iterations, the risk assess-
ment and the risk reduction options are refined. The aspect of risk communi-
cation is particularly helpful in ensuring transparency of the risk analysis as a
whole and the efficient collection of data. On the basis of the result of the risk
assessment, risk managers determine the appropriate actions to take in order to
manage the risk in the most efficient manner and make public their decision.
Risk managers have to implement their decision and organise the follow-up of
these regulatory and other measures in order to evaluate the impact of these
decisions. The data collected by the follow-up must be assessed in order to
allow possible amendments of the risk analysis policy, the assessment strategy,
the outcome of the scientific assessment and the regulatory and other actions
that have been taken.

Several reports about antimicrobial resistance in bacteria from animal ori-
gin have been established in different member states and at the level of the
European Commission. In the case of several antimicrobials used as feed addi-
tives, the risk decision of the risk manager (DG Health and Consumer
Protection) was based on a review of the opinion of the scientific committee
on animal nutrition, member states reports and now, the opinion of the
European Food Safety Authority (EFSA).

As the antimicrobial resistance risk is combined with a microbiological
risk, the progress of risk assessment is linked with the development of knowl-
edge and tools for qualitative, semi-quantitative, and quantitative risk assess-
ment. The risk assessment process is subdivided into four components: risk
release, exposure, consequence, and estimation (Figure 1). The risk release is
the description of the biological pathways necessary for the use of an antimi-
crobial in animals to generate resistant strains or resistant determinants into a
particular environment, and estimating the probability of that complete
process occurring either qualitatively or quantitatively. The fact that data on
new compounds (veterinary drugs, additives) has to be provided by the phar-
maceutical industry to describe the impact of treatment on the intestinal flora
and environment will contribute to our knowledge. Moreover, the knowledge
of the epidemiology of some zoonotic bacteria is continuously improved and
used to reduce their release by different ways according to the principles of 
the zoonoses directive (Wegener et al., 2003). The development of the 
monitoring and surveillance programmes for several antimicrobial resistant
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bacteria, combined with epidemiological studies in herds and food industry,
contributes to the description of the biological pathways necessary for expo-
sure of animals and humans to the hazards released from a given source and
allows estimation of the probability of the exposure occurring either qualita-
tively or quantitatively. These are the objectives of exposure assessment.
Several epidemiological studies have been recently published (Helms et al.,
2002, 2003) to describe the relationship between specified exposures to a 
biological agent and the consequences of this exposure. For some zoonotic
infections, the presence of antibiotic resistance increases the risk of failure 
of an antibiotic treatment as well as the morbidity and mortality, notably for
people with other diseases (Helms et al., 2003).

4.2. Feed additives

4.2.1. Benefits

Antibiotic usage in animals are analysed as a risk–benefit for animals,
producers, and consumers. By common understanding, modern animal agri-
culture is practiced with the intent of returning a profit to the livestock pro-
ducer. Two economic considerations influence the selection of programmes
used by any livestock producer (Gustafson and Bowen, 1997). The first is that
many diseases commonly affect groups of animals rather than individuals. It is
more economical to prevent a disease than to rely on a treatment. This type of
use can prevent death losses as well as the loss of performance that often
accompanies both clinical and subclinical infections. These prevention efforts
can include a variety of practices, such as immunisation, adequate nutrition,
appropriate husbandry practices, and effective sanitation and isolation. In
many cases, it will also be appropriate and beneficial to use prophylactic
antibiotics during crucial periods of the animal life.

The second economic benefit gained from the use of antibiotics in animal
agriculture is derived from the enhancement of some production parameters.
They represent an extremely important tool in the efficient production of pork,
beef, poultry meat, and other animal products. When used at low (subthera-
peutic) levels in feeds, antibiotics improve growth rate and efficiency of feed
utilisation, reduce mortality, and morbidity, and improve reproductive perfor-
mance (Cromwell, 2002). Using feed additives for the past 50 years improved
the consumer access to food from animal origin with a regular price decrease.
In the same period, animal genetics, animal husbandry, and feed technology
have continuously improved and modified the management of herds. In
Europe, the risk associated with the selection of resistant zoonotic bacteria was
evaluated in the late 1960s (Swann, 1969) and contributed to the ban of usage
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of broad-spectrum antibiotic as additives at subtherapeutic levels in feed.
According to the European directive, only narrow-spectrum drugs active
against Gram-positive bacteria are approved as potential growth promoters.
Most of them are not used or have a limited usage in human medicine at the
first time of approval.

4.2.2. Risk

The work done in Europe by several teams gave good evidence that
approved drugs could select for resistant bacteria. For example, the presence of
vancomycin-resistant enterococci selected by avoparcin use was demonstrated
in the intestinal flora of treated animals, in people in contact with the animals,
in the environment, and on the food produced by the animals (Aarestrup, 1999;
Klein et al., 1998; Willems et al., 2000). The spread of genetic elements carry-
ing resistance genes from animals to consumers was described (Jensen et al.,
1998). The final steps in risk analysis which are the passage of the resistant
genes to bacteria responsible for human infection have not been assessed. But,
using a theoretical approach, it was demonstrated that the animal usage of
antibiotics reduced the time needed for emergence of resistant pathogens in
human medicine (Lipsitch et al., 2002; Smith et al., 2002).

The available data demonstrate the selection of resistant bacteria in the
animal intestinal flora of treated animals and the spread of these bacteria from
animals to humans by contact or by food. The data are, however, insufficient to
reasonably assess the potential risk issue at the human level. Indeed, preva-
lence of resistant enterococci is low in Europe and the worst scenario, which is
the emergence of a totally resistant Staphyloccocus aureus after transfer and
combination of genetic elements, has not occurred. Moreover, pathogenic E.
faecium for humans differ from those of animal origin and harbour specific
virulence genes (Willems et al., 2000). The risk manager has considered that
the risk is potentially of such severity that one cannot wait for sufficient data
before taking action. According to the OIE ad hoc group recommendations
and the precautionary principle, it is reasonable for risk managers to take a
temporary risk avoidance action that minimises any exposure to the risk. The
five points to consider before taking this action have been reached. First, a risk
assessment was done on the basis of available data. The risk avoidance action
which was a suspension of market authorisation, provided a reduction of
antimicrobial resistance in targeted bacteria. This effect was previously
observed in Denmark (Monnet, 2000). The action did not limit trade but
showed a negative impact of the production cost in comparison with countries
outside Europe. The benefit of use of feed antimicrobial additives was detri-
mental for the quality perception by the consumer. Even if the risk for human
health was not accurately evaluated, the market authorisation suspension was
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a benefit in term of safety perception by the consumer. The decision was taken
in conjunction with a commitment to acquire the necessary data to help assess
the severity of the risk. The process remained transparent by the publication of
opinions on the web.

4.3. Veterinary drugs

4.3.1. Benefits

Antibiotics are also used to prevent and treat diseases in animals. In the
case of bacterial infection, the efficacy of an antimicrobial treatment has to be
demonstrated by pre-clinical studies and clinical studies. In experimental
infections, antimicrobials reduce mortality and morbidity. The clinical cure of
animals is the result of antibiotic activity and immune response. The clinical
efficacy shown by clinical signs does not necessarily reflect a bacteriological
cure defined as the eradication of bacteria from the site of infection. Few vet-
erinary drugs are evaluated on the basis of their clinical and bacteriological
efficacy (e.g., intramammary treatment of cow mastitis). For most of them,
evaluation is based on clinical criteria such as the improvement of clinical
signs (e.g., temperature, cough, or diarrhoea), mortality, and relapse a few
weeks after the end of the treatment. Zootechnical parameters, such as feed
efficacy and growth rate, are also compared. For ethical reasons, the pre-clini-
cal and clinical trials are performed in comparison with previously approved
drugs. Data provided by these trials cannot assess whether the ultimate goal,
which is a total bacterial cure, is achieved.

4.3.2. Risks

If bacterial eradication does not occur, fewer bacteria are present at the site
of infection and the ratio between resistant and susceptible bacteria can be
changed allowing a more resistant population to grow and become predomi-
nant. The consequences are negative for animal health. The risk for the animal
owner is the further development of disease with a higher cost of treatment.
The second risk is the transfer of antibiotic-resistant pathogenic bacteria to
people in contact with animals (animal owners and relatives, technical staff,
veterinary practitioner). The third risk, linked with the exposure of intestinal or
commensal flora to antibiotics is the selection in treated animals of antibiotic-
resistant zoonotic bacteria (Salmonella spp., Campylobacter spp., verotoxi-
genic E. coli, Yersinia spp., etc.). These bacteria could infect people in contact
with the animals and could reach consumers via the food chain. The fourth risk
is the diffusion of these bacteria in the environment and their spread in soil and
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water. The fifth and sixth risks are those related to the selection of antibiotic-
resistant genes in bacteria from the intestinal and commensal flora of animals,
with the risk of transfer of these genes to pathogenic bacteria (Blake et al.,
2003). All these bacteriological risks are the subject of many discussions and
some epidemiological studies of salmonella infection demonstrate their occur-
rence (Helms et al., 2002). For some zoonotic infections, the presence of
antibiotic resistance increases the risk of failure of the antibiotic treatment as
well as morbidity and mortality, notably for people with other diseases (Helms
et al., 2003).

The risk evaluation related to antimicrobial treatment is complex due to the
combination of different events and the ecology principles driving this risk
(Vose et al., 2001). It should be stated that the development of a risk assess-
ment framework is on-going in Europe, with the development of knowledge
and research in different member states. Most of this research on risk assess-
ment is focused on susceptible bacteria (Rocourt et al., 2003; Rosenquist,
2003; Wegener et al., 2003) more than resistant bacteria.

For veterinary medicines, the risk evaluation is very developed and was
recently strengthened. The use of antimicrobials by veterinarians contributes
to the health of animals. The selection of resistant bacteria depends largely on
the conditions of this use. Bad conditions of use, such as the inappropriate
choice of antibiotics, dosage, or duration of treatment, will favour the selection
and preservation of resistant bacteria. The difficulty is to encourage good prac-
tices of use (adequate prescription) which have a limited effect on the selection
of resistant bacteria but have a beneficial clinical effect, and to distinguish
these from bad practices, that is, useless or inadequate prescription.

4.4. Communication

Communication is a critical step in the risk evaluation process (Figure 1).
Communication about antimicrobial resistance selected by non-human use
needs to be developed. First, the misperception about modern animal hus-
bandry by the general population is well known. Few people in European cities
have a personal experience of animal husbandry. This is due to the decreased
importance of agriculture in Europe. Moreover, with the development of the
bio-security concept in animal production, a large part of animal production is
now secured against pathogens by use of a closed environment with limited
access. This hides major industrial production, such as poultry and pigs from
the general population. Moreover, the development of misperceptions about
animal production by consumers has created a need for some people to return to
“natural” food. This need has contributed to the development of the concept of
organic food which limits the usage of drugs and pesticides and was reinforced
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by the communication around this product even if the advantages are not scien-
tifically demonstrated (Anonymous, 2003). This need was also supported by
the development of environmental concerns by European consumers.

Moreover, perceptions about antimicrobial resistance due to animal
production have been affected by previous experiences such as hormone
administration to calves, and BSE and Listeria outbreaks. The efforts by ani-
mal producers, veterinarians, food industry, and administrations to manage
these different hazards in the past by implementation of regulations and devel-
opment of hazard analysis and critical control point (HACCP) principles are
not appreciated by consumers because their effect is countered by each new
outbreak highlighted by the media, even if the global frequency of outbreaks
has been reduced (Fife-Schaw and Rowe, 1996; Kirk et al., 2002).

To develop communication around antimicrobial resistance in bacteria of
animal origin, it is necessary to develop the understanding of physicians about
drug usage in veterinary medicine and the control of zoonotic agents in the food
chain. Animal producers, in collaboration with veterinarians, have to develop
their means of communication on the modern animal husbandry and food
industry. The development of quality assurance in animal production con-
tributes to the reinforcement of consumer confidence. By developing quality
and traceability-based contracts with producers, food producers, and distribu-
tors contribute to the development of safety, but they have to regularly verify the
compliance with the contract by the way of analytical self-controls. The source
of emergent antimicrobial resistant bacteria was thus investigated and identified
during an outbreak (Desenclos et al., 2002; Helms et al., 2002). Through the
rapid alert surveillance system for food, the production originating from a
source (herd, food workshop) was traced and where possible, recalled from the
market. Quality assurance provides a powerful tool to control outbreaks and
limit health impact but needs a good knowledge of crisis communication by the
food-chain manager to manage any new event and limit its economic impact.

5. WAYS OF PROGRESS

5.1. Research

The problem of antimicrobial resistance is one of the major topics investi-
gated by research projects in the area of food safety. Epidemiological studies
of food-borne disease regularly bring new knowledge on the factors influenc-
ing the transfer of bacteria from animal to man. These works allow us to test
new means of risk reduction following the HACCP principles. The current
studies on the effect of the antimicrobial resistance on the mortality and the
morbidity of pathogenic bacteria have to develop. The results of these studies
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allow the managers to grade the risks and to adapt the efforts of control. The
pharmacological studies of antimicrobials in animals have to integrate the
effects on the pathogenic bacteria and the commensal flora. The animal individ-
ual variability has to be assessed by population analysis. Finally, collection of
information about usage practices by development of pharmaco-epidemiology is
necessary to distinguish correct usage practices from the wrong ones. The cur-
rent development of the antimicrobial usage surveillance network will allow us
to develop this area as epidemiological studies in farms focusing on the rela-
tionship between drug usage and antimicrobial resistance.

5.2. Training

The relationship between antimicrobial use and the selection of antimicro-
bial resistance is complex. Veterinarians, as clinicians, are well trained to iden-
tify diseases and diagnose etiological agents. During their initial training,
microbiology and epidemiology are taught to give them a scientific back-
ground of epizootic and zoonotic transmission. As future drug prescribers, the
basis of pharmacology was taught by pharmacologists and the uses of antimi-
crobial drugs to prevent and treat bacterial diseases were explained, during the
course on animal diseases, by clinicians. The development of antimicrobial
resistance is a subject which involves bacteriologists, pharmacologists, clini-
cians, and epidemiologists. Unfortunately, this problem was not well devel-
oped in the recent past in veterinary schools and universities. More recently,
the development of resistance has been taught by bacteriologists who empha-
sise the genetics and transfer of resistance between bacteria rather than by
pharmacologists who should describe the relationship with dosage regimens
(Lees and Aliabadi, 2000; Toutain et al., 2002), clinicians who are the key
players in the choice of treatment (Lathers, 2002a), and epidemiologists who
should describe the spread of antimicrobial resistance bacteria at the level of
animal population and the relationship with drug usage with a global perspec-
tive (Lathers, 2002b; Lipsitch et al., 2002).

In the European Union, over the last 10 years, the subject has begun to be a
research area for scientific teams other than microbiologists. Some concepts
developed in human medicine have to be discussed and adapted to veterinary
medicine, before being taught to veterinary students and veterinary practition-
ers. To reduce antimicrobial resistance, multiple and often conflicting recom-
mendations have been made in human medicine (Highet et al., 1999; Lipsitch
and Samore, 2002; Schentag, 2001). For example, strategies to minimise the
burden of resistance in hospitals, have included reduction of all antimicrobial
classes, increased use of prophylactic antimicrobials to reduce colonisation,
rotation of different antibiotic classes in a temporal sequence, and simultaneous
use of different antimicrobials for different patients. On the basis of these
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varying recommendations, it is difficult to export them to veterinary medicine
without the development of experience and expertise.

For example, the use of a pharmacokinetic/pharmacodynamic approach to
define the dosage regimen of antibiotics has been the subject of research by
several teams (Aliabadi and Lees, 2002; Lauritzen et al., 2003). The relation-
ship between pharmacokinetic/pharmacodynamic surrogates and selection of
resistance, notably for new fluoroquinolones products, has been discussed in
human medicine and a threshold ratio for several surrogates was proposed
(Highet et al., 1999). The concept has been introduced and discussed in veteri-
nary medicine and different studies in animals were performed or are on-
going. Unfortunately, at the same time, this concept was used in veterinary
medicine by pharmaceutical companies more for product promotion than for
prudent use.

Indeed, the development of an adapted antimicrobial policy needs to distin-
guish the different impact of antimicrobial treatments at the individual level
and at the herd level. This effect will be different according to the genetics of
resistance, the pharmacology of the antimicrobial family, and use in the differ-
ent animal species. The experience developed in hospital or community human
medicine has to be evaluated in animal production. While prudent use of
antimicrobials is encouraged by the European veterinary professional organi-
sation FVE (Choraine, 2000) and the pharmaceutical industry, it remains as
general as the international guidelines provided by international organisations.
The technical support describing a rational use for each animal production is
poorly developed. In several countries, an antimicrobial formulary has been
promoted but its effect has not been measured (van Kasteren et al., 1998). Few
epidemiological studies make it possible to evaluate the effect of different
antimicrobials on the level of resistance in herds and on animal products.
Therefore experts and teachers have difficulty in proposing technical solutions
to practitioners. In Nordic countries, an antibiotic policy based on the objec-
tive of reducing antimicrobial use as additives was followed by a transitory
increase of antibiotic use as veterinary drugs (Wierup, 2001a, b). Another
approach, applied in Germany, is a strict control of veterinary prescription and
drug delivery in animal husbandry.

5.3. Information

The problem of antimicrobial resistance in non-human use is recognised
and the subject of recurrent discussions between animal producers, veterinari-
ans, physicians, and consumers. The recent development in the European Union
of national surveillance programmes for antimicrobial resistance and drug con-
sumption as well as the development of knowledge about the transmission of
zoonotic agents has been driven by European policy and recommendations.
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Several qualitative risk analyses have been produced and are available to the
public via the Internet and several teams are dealing with the development of a
quantitative risk assessment. While this information is shared between experts,
it is relatively difficult to train and explain the different concepts, to animal pro-
ducers and veterinarians due to the multifaceted nature of the risks. This is done
during scientific and professional meetings and using professional journals. It
is necessary to overcome the contradictions between human and veterinary
medicine and present the problem with a global ecological perspective. The
progress in the exchange of experience over the last few years, in the writing of
international recommendations and the development of common investigations
during zoonotic outbreaks, is the sign of an effective cooperation between 
veterinarians and physicians on this subject in several countries.

6. CONCLUSION

The development of an antibiotic policy for the containment of antimicro-
bial resistance in the animal sector in the European Union follows international
recommendations. The suspension of authorisations for several antimicrobials
used as growth promoters has contributed to the reduction of the prevalence of
resistance in indicator bacteria, demonstrated by different national programmes
of surveillance (Monnet et al., 2000; Sanders et al., 2002). The last authorised
antibiotics (avilamycin, salinomycin, and flavophospholipol) do not belong to
any antimicrobial family used in veterinary or human medicine. The develop-
ment of national surveillance and monitoring programmes follows the scientific
recommendations. These programmes, organised at a national level, share a
common experimental external quality assurance system and the collected data
should be summarised via the Internet in the coming few months. This project
is the second step of a European collaboration in this field supported by the
European commission. The development of a network of excellence focused on
zoonosis, sharing the competence of a major veterinary and human health insti-
tute (Med-Vet-Net) will probably contribute to the improvement of global sur-
veillance of zoonosis. Antimicrobials used in veterinary medicine are only
prescribed by veterinarians in the European Union. Before approval, drugs are
assessed for the definition of maximum residue limits and environmental
impact and efficacy. The guidelines of the EMEA have been modified to
improve the assessment of antimicrobial risk and are taken into account during
the evaluation of feed additives by the expert committees of member states and
the new European Food Safety Authority (EFSA). Veterinarians and animal
producers are aware of antimicrobial resistance. The major problem is now 
to develop specific recommendations about antimicrobial use for each ani-
mal species and type of production. This step requires a better knowledge of
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antimicrobial usage, current practices, and their effect on antimicrobial resis-
tance (Chauvin et al., 2001). It also requires to identify the worst usage and
develop communications about good usage, allowing a low risk of selection
(Anthony et al., 2001). The development of pharmaco-epidemiology in veteri-
nary medicine is necessary to propose, in the future, adapted antimicrobial
management for each of animal production. In the past, antimicrobials were
developed on the basis of evaluation of the effect on a few subjects, extrapo-
lated to the general population. In the future, the main change will be to
develop a global approach of adapted individual therapy (Vinks, 2002).
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1. INTRODUCTION

The word “policy” is defined as “prudent conduct, sagacity; course or general
plan of action (to be) adopted by government, party or person.” In this sense,
antibiotic policies range from local hospital or community policies to national
treatment guidelines for specific infections, regulatory policy, and regional and
global strategies. All have the potential to impact on the pharmaceutical indus-
tries’ (Pharma) integrated activities of discovering, developing, and marketing
antibacterials. This article reviews the relationship between antibacterial
policies and the role of Pharma.

For almost 70 years, Pharma has played a major role in discovering,
developing, and making available antibacterials for human and veterinary use
(Garrod et al., 1981). Today, more than in recent decades, there are high
demands on Pharma to deliver to patients new, effective antibacterials to
replace those agents for which clinical utility is compromised by emerging
bacterial resistance. This “crisis,” with the daunting prospect that one of the
most beneficial discoveries and developments in the history of mankind could
become extinct within a mere few human generations, has understandably
also prompted a wide range of recommendations, guidelines, and policies
with the intent of preserving and protracting the utility of our current antibac-
terial armamentarium. However, in some cases, these policies themselves are



reducing the chance of success of Pharma delivering the antibacterial agents
for the future.

In order to succeed, Pharma will need to adapt to the new environment, but
there is a very real and immediate danger that the extent of change in the envi-
ronment is presenting significant hurdles that will prevent or delay the discov-
ery and delivery of new agents. A greater understanding of the collective
impact of policies on Pharma’s ability and willingness to conduct sustainable
research and development (R&D) of antibacterials is needed along with a
cooperative partnership approach. There is a need for governments, non-
governmental organizations (NGOs), policy-makers, regulators, and infectious
disease experts to collaborate with Pharma to establish ways to maximize the
chance of bringing new antibacterials into clinical use and sustain their utility.
Unfortunately, individual Pharma companies continue to exit from antibacter-
ial discovery and development and the pool of major companies is likely to
soon be occupied by a handful or less, severely restricting the ability of
Pharma to meet the medical needs of infectious diseases, particularly those
which require flexibility and responsiveness, such as epidemics and those aris-
ing from bioterrorism. Once R&D efforts are terminated it will require sub-
stantial new investment, both in monetary and intellectual terms, as well as
time to re-initiate effective programmes. Without continued, sustainable, and
successful antibacterial R&D, we will certainly be facing the prospect of
“antibacterial extinction.”

2. THE PAST

There is no doubt that research-based Pharma has for many years been
instrumental in providing the wide range of clinically important agents which
are available today. Garrod et al. (1981) described three eras of antimicrobial
chemotherapy:

● alkaloids: from 1619 and use of cinchona bark to treat malaria
● synthetic compounds: from 1909 and the discovery of the arsenical salvarsan

by Ehrlich, and including Prontosil/sulfonamides in 1935
● antibiotics: from 1929 with the discovery of penicillin.

Pharma has been predominant in discovering or developing antibacterials in
the two most recent of these three eras. While not all antibacterials were
discovered by Pharma, many of the early members of today’s antibacterial
classes were brought to clinical use through the development and scale-up
activities of Pharma, in some cases through collaboration by a number of com-
panies, notably in the development of penicillin G in the 1940s. The majority
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of discoveries and developments that have produced the major classes of
antibacterials, as well as the many significant developments within these
classes, have been the result of the Pharma industries’ innovation and expertise.

It is probable that without the efforts of research-based Pharma and the
associated integrated competitive and commercial aspects, many of today’s
agents would not yet have been discovered, developed, or available to physi-
cians. The now somewhat famous declaration in 1969 by the US Surgeon
General, William Stewart, testifying before US Congress that it was time to,
“Close the book on infectious diseases,” illustrates the degree of success that
was perceived to have been achieved at that time.

3. THE PRESENT

3.1. Pharma and the “crisis”

Although there is a sector of the Pharma industry that focuses on the sale of
generic versions of agents discovered and developed by the research-based
companies, these activities mainly require only manufacturing and distribution
expertise. Now, as in the past, it is the research-based companies to which we
need to continue to look to for the provision of agents for the future.

The discovery, development, and appropriate use of new agents is a key
theme in the major antibacterial strategies and policies to combat resistance
which have been reviewed by Carbon et al. (2002). Against this background 
it may be considered surprising or even alarming that the Interscience
Conference on Antimicrobial Agents and Chemotherapy for 2003 (ICAAC,
2003) includes a symposium entitled Why is Big Pharma Getting Out of Anti-
Infective Drug Discovery? A review of abstracts on new antibacterial agents or
targets/methods presented at ICAAC 2002 indicates some 47 companies
involved in this field including 10 of the “top 12” companies as determined by
sales (Table 1).

Of the total, 32 companies presented data from established classes (�-lactams/
inhibitors, lipopeptides/glycopeptides, fluoroquinolones, oxazolidines, protein
synthesis inhibitors) and 8 of these companies were from the top 12 companies
by sales. Twenty-one companies presented data on targets or methods, thirteen
exclusively, and seven on novel agents or immunomodulators (Table 1). This
analysis represents only a snapshot of those companies presenting at ICAAC
and not the total discovery programmes currently being undertaken, some on
areas not yet disclosed, others since terminated.

Despite the wide range of presentations by Pharma at ICAAC 2002, there
has undoubtedly been a consolidation in antibacterial R&D in the large
Pharma companies, and a dearth of novel agents emerging from the pipelines.
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Increasing discovery activity in smaller companies may offset this, although the
capabilities of smaller companies to develop antibacterials to market may be
limited in the face of increasing development hurdles. The future model of dis-
covery and development may well have to rely on collaborations and coopera-
tions between small/discovery and large development/supply Pharma.

Mergers and acquisitions have resulted in the key players becoming signif-
icantly fewer and each withdrawal from antibacterial development has an
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Table 1. Companies involved in the development of new antibacterial agents presented at
ICAAC 2002

Type of agent Companies involved

Carbapenems Meiji Seika Kaisha Ltd, Sankyo Company Ltd
Cephalosporins LG Chem Investment Ltd, Takeda Chemical

Industries Ltd, Basilea Pharmaceutica AG, 
Shiongi & Co Ltd, Johnson & Johnson

Oxapenems Amura Ltd
Lipo- and glycopeptides Cubist Pharmaceuticals Inc, Eli Lilly & Co, Wyeth

Research, Biosearch Italia SpA, Aventis,
Theravance Inc

Fluoroquinolones Wakanuga Pharmaceutical Co Ltd, Abbott
Laboratories, Wockhardt Research Centre, Bayer
AG, Dong Wha Pharm Co Ltd

Oxazolidines Ranbaxy Research Laboratories, AstraZeneca, Dong-
A Pharm, ImaGene, Morphochem AG, Johnson &
Johnson, Versicor Inc, Pharmacia Corporation,
Dr Reddy’s Laboratories Ltd

Protein synthesis inhibitors Aventis, Johnson & Johnson, Enanta
(macrolides and ketolides) Pharmaceuticals Inc, Versicor Inc, Novartis

Pharmaceuticals Corporation, British Biotech
Pharmaceuticals Ltd, Optimer Pharmaceuticals Inc,
Bayer AG

Other new agents and F Hoffman La Roche AG (diaminopyrimidine),
immunomodulators Meiji Seika Kaisha Ltd (caprazamycin), Bayer AG

(dipeptide), Versicor (LpxC inhibitor), Genesoft
(hetero-aromatic polyamides), Xechem Inc
(rapamycin), Biocryst Pharmaceuticals Inc (purine
nucleoside phosphorylase inhibitor)

Targets and discovery AstraZeneca, Aventis, Quorex Pharmaceuticals,
methods Daiichi Pharmaceutical Co Ltd, Proteomic Systems

Inc, Arrow Therapeutics, Genome Therapeutics
Corporation, GPC Biotech AG, Eli Lilly & Co,
British Biotech Pharmaceuticals Ltd, NewBiotics Inc,
PanTherix Ltd, Schering-Plough Research Institute,
Wyeth Research, GlaxoSmithKline Pharmaceuticals,
Influx Inc, Genelabs Technologies Inc, Bayer AG,
ImaGene, Pantheco A/S, Pharmacia Corporation

Note: Names in italics are major pharmaceutical companies that feature in the top 12 
(by sales).



increasingly significant impact on the potential for new antibacterials becoming
available. The top 12 leaders in the field of antibacterials in terms of sales in
2002 (GlaxoSmithKline Pharmaceuticals, Pfizer/Pharmacia, Bayer AG, Abbott
Laboratories, Aventis, Johnson & Johnson, Roche-Chugai, Bristol-Myers
Squibb, Wyeth Research, Shionogi Seiyoku, Eli Lilly & Co, and Merck & Co)
have evolved from some 20 to 30 companies with antibacterial R&D heritages.
Some are the result of none or few amalgamations while others are many-fold.

Of the top 12 companies, less than half are believed to be currently active
in antibacterial R&D. Within the remaining companies the discovery effort has
been directed towards either defined niche disease areas, or large “block-
buster” commercial areas, with a consequent reduction in diversity across the
industry. Individual specializations within Pharma, such as was the case
when companies almost exclusively worked on penicillins (Beecham Research
Laboratories), cephalosporins (Glaxo), or quinolones (Bayer AG), for exam-
ple, are becoming less as the companies look to satisfy commercially attractive
target product profiles from whichever molecular classes that are available
through their R&D efforts or in-licensing. The emphasis on development of
line extensions of existing molecules has also increased as a means to
improve patient benefits such as convenience and efficacy and importantly
for Pharma, to maintain development and commercial activity to offset patent
loss and bridge the gap to the introduction of new agents. Critically, of the
companies which have exited or severely reduced their antibacterial R&D
(e.g., Aventis, Bristol-Myers Squibb, Eli Lilly & Co, Roche-Chugai, and
Wyeth Research) (IDSA, 2003), these decisions have been taken relatively
recently at a time when the need for new effective antibacterials is arguably
greater, but also at a time when policies and regulations for the development and
use of antibacterials have proliferated.

The crucial issue will be the ability of companies, big or small, alone or in
collaboration, to bring novel agents to the market and whether the agents being
discovered and developed today will satisfy both the medical and the commer-
cial needs to provide a sustainable future for antibacterial chemotherapy.
Continued investment and commitment of big or small Pharma into research
for new antibacterials to meet current and future clinical needs is crucial and
yet is at a crisis and being impacted by antibacterial policies which are increas-
ingly being developed and implemented.

The Infectious Disease Society of America (IDSA) newsletter, March 12,
entitled The Future of Antimicrobial Drug Availability: An Impending Crisis
(IDSA, 2003), highlights the current issues facing the development of antimi-
crobial drugs. Infectious diseases are the second leading cause of death and
the leading cause of disability-adjusted life years worldwide. Antibacterials
are key tools in treating many globally important infectious diseases, including
meningitis, pneumonia, diarrhoeal illness, skin and bone infections, tuberculosis,
sexually transmitted infections (gonorrhoea, syphilis, and chlamydia),
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HIV/AIDS-related bacterial infection, and diseases that may be spread as
a result of bioterrorist acts. Withdrawal from antibacterial research will have
a major impact on global health. A letter to the journal of the American
Society for Microbiology (Appelbaum, 2003) states that, “A crisis has devel-
oped and we are doing nothing about it,” highlighting that Pharma companies
are reducing or closing their antibacterial research and that pipelines are,
“practically empty.” Appelbaum suggests that, unlike drugs for long-term
treatments, there is a lack of funding for research into antibacterials, one of the
reasons for this being the overly stringent approval criteria imposed by the
Federal Drug Agency (FDA), making it practically impossible or prohibitively
expensive to bring new antibacterials to market (Appelbaum, 2003).

For those who have worked in the antibacterial field from the hey-day of
discoveries in the 1960s and 1970s it is very apparent that the number of new
chemical agents being progressed to man and subsequently marketed is much
reduced. IDSA reported that of 89 new medicines reaching the US market in
2002 none was an antibacterial, with only 7 new antibacterials being approved
since 1998 (IDSA, 2003). A review of company reports for the 11 major Pharma
companies listed only 4 new antibacterials in the drug pipeline out of 290 agents
listed (1.38%) (IDSA, 2003) and that on average the time to develop new antibac-
terials was 7–10 years from discovery to first approval. Although Pharma has
continued to explore ways to increase efficiencies and decrease development
times, these have largely remained stable due to the increased numbers of patients
required for new drug applications (NDAs), as well as increased complexity and
costs in meeting regulatory approval requirements (Kaitin and DiMasi, 2000). An
important consideration for Pharma companies involved in R&D and commer-
cialization of therapies for a range of disease areas, is that other therapeutic areas
are increasingly more profitable than antibacterials. Today, there are fewer large
companies specializing in antibacterials as a main R&D area. Investment deci-
sions are made across and between therapeutic areas and Pharma has an obliga-
tion to maintain shareholder value and commercial viability or else no new drugs
would become available in any therapy area.

The reasons for the “crisis” in antibacterial R&D, manifested by fewer new
agents or classes reaching clinical use, are complex and multifactorial but
undoubtedly the impact of the changing environment of regulations, guide-
lines, and policies on the development and use of antibacterials is an important
contributory factor.

3.2. Antibacterial resistance and policies

Stated simply, antibacterials are developed and used to overcome bacterial
infection. The progressive discovery and introduction of new classes and
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agents extended the range of bacteria and associated infections that could be
successfully treated. Antibacterial resistance, which has emerged from the
beginning of antibacterial chemotherapy, has provided a key medical reason
for the development of new agents, along with the wish to improve efficacy,
safety and tolerability, and dosing convenience. Anti-infectives are unique
(with the exception of some increasing evidence in oncology) in that the target
of their action can change and provide the rationale, medical need, and com-
mercial incentive for the development of new agents. The need for new agents
or classes to combat antibacterial resistance is arguably greater today than it
has been for some decades.

Concerns about emerging resistance, increasing loss of utility of existing
antibacterials and associated negative impacts on health have given rise to a wide
range of strategies (strategic plans, action plans), policies (rules and directives),
and guidelines or guidance. Some are advisory and others mandatory but all
constitute broad policy with respect to the development and use of antibacterials.
The sources of policy activities range from global NGOs, such as the World
Health Organization (WHO), regionally based bodies such as the European
Union (EU) and European Medicines Evaluation Agency (EMEA), country-
based public health and regulatory bodies such as the Centres for Disease
Control (CDC), and FDA, and physician associations (IDSA), to the local, and
institutional level within countries. A comprehensive summary of the more
influential recommendations for the control of antimicrobial resistance has been
prepared by Carbon et al. (2002). Some 17 separate national recommendations,
from eight countries are listed (Australia, Belgium, Canada [2], France [2],
Finland, Sweden [2], United Kingdom [3], United States [5]). In addition there
are five international recommendations: two from the EU (Copenhagen recom-
mendations, 1998; Community Strategy against Antimicrobial Resistance,
2001), one from ICAAC 1999 (Summit on Antimicrobial Resistance), one from
Toronto (Toronto Declaration, 2000), and one from the WHO Global Strategy
for Containment of Antimicrobial Resistance (2001). All these recommenda-
tions date from 1994 to 2001 with the majority being published between 1998
and 2000. Undoubtedly, there are more or updated recommendations in the
pipeline and continuing activities of bodies addressing the topic, such as the
USA CDC Task Force (IDSA, 2003; Shlaes and Ryan, 2003).

Common themes, which emerge from the range of recommendations
related to antibacterials and antibacterial resistance, are the need for:

● surveillance of resistance and antibacterial usage
● optimizing antibiotic use (reduce inappropriate use), guidelines, and policies
● education of professionals and patients into judicious/prudent use
● prevention through infection control, interventions, immunization
● focused development of new agents, diagnostics, and strategies
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● regulatory/label guidance, prescribing, and advert restriction
● audit of evaluation of intervention and compliance.

The objectives of most strategies and policies are to better control antibacterial
use with the intent of reducing or preventing antibacterial resistance. This,
accompanied by parallel activities to monitor and understand resistance (such
as its consequences and relationship to antibiotic use), improve infection con-
trol, and development of new agents (antibacterials and vaccines) and thera-
peutic approaches, is hoped to provide a sustainable solution in combating
bacterial infection.

Carbon et al. (2002) state that these recommendations rightly focus on con-
trolling resistance in the community through surveillance of resistance and
usage, and education of prescribers and the public in judicious antibiotic use.
Nevertheless, the authors point to the need for more research to fill substantial
knowledge gaps, notably the reversibility or containment of resistance with the
optimization of antibiotic usage has yet to be definitely established (Carbon
et al., 2002; Davey et al., 2003). It is suggested by Carbon et al. (2002) that for
now, antimicrobial management programmes should focus on ensuring the
most appropriate use of antimicrobials rather than simply on limiting choices.
Interventions must also be audited for effectiveness/cost (Christiansen et al.,
2002). It is also suggested that the programmes in the recommendations can
not succeed if they do not imply the active contribution of health professionals,
politicians, consumers, and Pharma, and that the creation of optimal condi-
tions for this type of cooperation is of critical importance (Carbon et al., 2002;
Chahwakilian, 2000). The key role of Pharma in these strategies is to deliver
new antibacterials, although the cumulative impact of the parallel recommen-
dations may present significant barriers to achieving this aim (Figure 1).

3.2.1. Surveillance of resistance and usage

Surveillance programmes of bacterial susceptibility have become com-
monplace in the field of antibacterials over the last decade and feature in most
recommendations and policies relating to combating resistance. The principles
of surveillance, key studies, data, and issues have been extensively reviewed
(Bax et al., 2001; Felmingham et al., 2002; Hunter and Reeves, 2002). Good
quality surveillance methodology and interpretation are essential to the under-
standing of resistance emergence and its control. The main functions for sur-
veillance were described by Felmingham et al. (2002) as:

● quantification of resistance: resistance prevalence/distribution/changes over
time

● guidance for antibiotic use: individual patient level/guidelines/policies
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● research/education: epidemiology of resistance/link with usage
● industry: R&D/licensing/marketing/post-marketing
● resistance control: design of strategies/impact of strategies/interventions.

Pharma is both a generator and user of surveillance. Additionally, all the
functions for surveillance described by Felmingham et al. (2002) have the
potential to impact Pharma’s development strategies and potential success in
delivering new antibacterials. The relationship between resistance, antibiotic
usage patterns, and clinical outcomes is an important factor in determining
policies for antibacterial use. Scientifically robust methodologies and interpre-
tations are critical but have not yet been fully defined or attained for many
surveillance studies (Bax et al., 2001).

Pharma itself has been actively involved in the initiation and support of a
number of key surveillance studies over many years (Felmingham et al., 2002).
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These studies are mostly aligned with the companies’ discovery and marketing
interests but nevertheless have provided good quality data in many cases where
data were lacking and even pre-date the recent calls in strategy and policy docu-
ments for antibacterial surveillance. Indeed, global studies, such as the
Alexander Project (Felmingham et al., 2002), initiated in 1992 and funded by
SmithKlineBeecham (now GlaxoSmithKline) pioneered the standardization and
quality control of methodology across countries and laboratories in the surveil-
lance of bacterial resistance in community-acquired lower respiratory tract infec-
tion and provided a model for a number of subsequent global and national studies.

Pharma involvement and funding in surveillance may be a continuing
necessary and desirable role. Pharma need data from which to establish and
drive the need for R&D activities into new antibacterials. Surveillance data are
also needed for product labelling, such as the resistance prevalences required,
for example, by EMEA. Susceptibility data from surveillance are important to
support product differentiation and benefits in the market place, and may also
be required as part of a Phase IV regulatory commitment for a new agent.
Academia and policy-makers also need such data to assess the antibacterial
environment and the appropriate policy and practice interventions and out-
comes. All parties need good quality, scientifically valid data. However,
there may be differences in needs regarding the scope of studies, such as the
organisms that are included, the agents tested, or the reporting of data (mini-
mum inhibitory concentrations vs susceptible/intermediate/resistance), but the
demand for quality and accuracy of interpretation should be equal.

A key issue is the source and sustainability of funding of surveillance,
along with ownership, interpretation, and dissemination of data. Global or
regional, longitudinal surveillance studies are extremely expensive and
resource intensive. Individual Pharma companies have initiated and solely
sponsored studies to support the development and marketing of new agents
(Bax et al., 2001; Felmingham et al., 2002; Hunter and Reeves, 2002). This
creates a situation where at a particular time a number of Pharma companies
may compete for collecting centres for key isolates and be funding a number of
laboratories to screen similar isolates and agents while at other times or for
other pathogens or agents, there may be little Pharma support, or data available
from any source. Surveillance funded by government, societies, or other non-
Pharma sources may not meet Pharma’s specific needs. Conversely, Pharma’s
studies may not meet broader needs (Bax et al., 2001; Lewis, 2002), or be per-
ceived as “distorted” source of data because they are funded by Pharma
(Lewis, 2002). Pharma support for large single-sponsored surveillance studies
is dependent on successful product registrations and marketing. Similarly,
Pharma support for broad regional and national studies, of value to strategists
and policy-makers in these areas will become limited in an environment of
reduced investment and commercial success. Collaborative surveillance
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between and within Pharma and academia or regulators may become increasingly
necessary but is difficult to implement in terms of mutually acceptable objec-
tives, scope, methods, timelines, funding agreement, management, and publi-
cation/presentation rights. Bax et al. (2001) stated that consortium funding
will be necessary for large schemes to be successful, and that there is no
“ideal” surveillance system.

New approaches to the funding, conduct, and availability of surveillance
data while recognizing individual Pharma confidentiality and commercial
interests, include the purchasing of surveillance data from commercial surveil-
lance companies or entering into collaborative surveillance studies with spe-
cific protocols. Sources of purchased data, such as from Focus Technologies
(formerly MRL/TSN) (Bax et al., 2001; Hunter and Reeves, 2002), may pro-
vide solutions to many requirements although the extent, quality, and utility of
the data is dependent on the database and may not be as well defined or spe-
cific for a purpose as a pre-defined protocol. Examples of collaborative pre-
defined protocols are the British Society for Antimicrobial Chemotherapy
(BSAC) surveillance projects for respiratory tract pathogens (Reynolds and
BSAC Extended Working Party on Respiratory Resistance Surveillance, 2001)
and bacteraemia pathogens in which a number of Pharma sponsors support 
a core protocol and panel of antibacterials, along with the ability to have
research agents tested under confidentiality. The results from the core proto-
col, which has been developed by experts in academia, specialist testing 
laboratories, and Pharma are made available via the website to the BSAC
membership (www.bsacsurv.org). This approach, combining support from a
number of companies, with the wide and timely dissemination of core data
resolves some of the issues and conflicts relating to quality, interpretation, and
dissemination associated with single-company studies and also is hoped to
increase sustainability. The current utility of this programme is, however,
restricted due to the data and methods being specific to the United Kingdom.

In conjunction with the generation and use of susceptibility surveillance
data, there is need for a clear understanding of the limitations, validity, and
consequences of studies to correlate antibacterial usage with resistance. The
relationship between antibacterial usage and resistance is complex, and while
there is a clear association between use and resistance, cause and effect has not
been substantially defined (Carbon et al., 2002; Davey et al., 2003). There are
a number of confounding variables that are important to consider in the inter-
pretation of simple cause and effect (Davey et al., 2003). Reversibility or con-
tainment of resistance with optimization (or reduction) of antibacterial usage
has yet to be definitely established (Carbon et al., 2002). Consequently, poli-
cies designed to curtail or prevent antibacterial resistance based on reduction
or change in antibacterial use need to be based on sound science and impor-
tantly, the objective of maintaining or improving patient outcomes. Bax et al.

Pharmaceutical Company Approach 683



(2001) concluded that for surveillance:

1. decisions need to be made regarding the critical populations to be moni-
tored for both local and national comparisons of resistance rates, that is,
what level of resistance warrants intervention, and what should be the
nature of the intervention;

2. quantitative data are more valuable than qualitative data and all testing must
be shown to yield results that are capable of valid comparison;

3. molecular techniques should be used to define strains and detect mecha-
nisms of resistance (see Poupard, Chapter 23);

4. there is a place for both narrow focus and broader surveillance studies: both
require funding, but broader studies, including a wide range of organisms
and compounds, require consortium funding.

There is a need for the interested parties such as academia, policy-makers, reg-
ulators, and Pharma to consider mutually beneficial surveillance programmes,
with agreed methodologies and interpretations persuant to their purpose. This
approach may not only provide efficiencies in utility, support, and sustainabil-
ity but also a better understanding of relationship between antibacterial use
and resistance and the role and impact of policies and interventions.

3.3. Policies, guidelines, and education on
antibacterial use

In addition to the key influential recommendations described by Carbon
et al. (2002) there are many other national and local guidelines, guidances, poli-
cies, and educational campaigns which impact antibacterial use. Most such
policies either describe the need for implementation of “judicious” or “prudent”
use of antibacterials, or use terms such as “misuse” and “overuse” as causes of
resistance and imply that a reduction in antibacterial prescribing per se will
have a beneficial and sustainable effect on resistance. There is a recognition that
while prescribing guidelines and other prescribing support systems should help
control bacterial resistance in the community, their actual effect on resistance
patterns is largely unknown (Finch and Low, 2002) and the reversibility or con-
tainment of resistance with the optimization of antibiotic usage has yet to be
definitely established (Carbon et al., 2002; Davey et al., 2003).

Davey et al. (2003) described the control of antibiotic prescribing as a
crucial part of any strategy to limit the development of resistance as advocated
by the UK House of Lords recommendations and the Copenhagen recommen-
dations (Carbon et al., 2002). These authors recognized the difficulty in prov-
ing that antibiotic policies help to resolve a problem of resistance that has
already developed and also recognized the greater difficulty in proving that
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policies prevent the development of resistance. Most policies (and guidelines)
are concerned with which antibiotic is prescribed and Davey et al. (2003)
state that it is more likely that development of resistance will be contained
by policies which also try to limit unnecessary prescribing of antibiotics
(i.e., prescribing for non-bacterial or self-limiting illness).

The general advantages of an antibiotic policy are described by Davey
et al. (2003) as:

● promotion of awareness of benefits, risks, and cost of prescribing
● facilitation of educational and training programmes
● reduction of aggressive marketing by Pharma
● encouragement of rational choice between drugs based on analysis of

pharmacology, clinical effectiveness, safety, and cost;

and specifically to antimicrobials as:

● the promotion of education on local pathogen epidemiology and susceptibility
along with awareness of infection control.

The general benefits are described as:

● improved efficacy of prescribing (sensitivity and specificity)
● improved clinical outcome
● reduced medical liability;

and specifically to antimicrobials as:

● limited emergence and spread of resistance.

Davey et al. (2003) suggest that antibacterial policies can definitely
improve the quality of prescribing and may be used to limit cost and that limit-
ing superinfections and antibiotic resistance should be viewed as additional
benefit (and probably not a realistic primary aim). Similarly, Ball et al. (2002)
stated that when prescribing is necessary, quality prescribing may not only
combat resistance and optimize patient outcomes but also provide cost bene-
fits. In a review of the impact of guidelines in the management of community-
acquired pneumonia, several studies were identified which showed that an
increase in the proportion of patients who receive prompt, appropriate therapy
was associated with improvements in outcome measurements such as mortal-
ity and length of hospital stay (Nathwani et al., 2001).

Gould undertook a review of the role of antibiotic policies in the control of
antibiotic resistance, noting that the pragmatic and essential approach to the
control of antibiotic resistance is to control antibiotic use (Gould, 1999).
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He also noted that policies can be efficacious in reducing costs and levels of
antibiotic use, but the subject of debate is whether antibiotic control measures
can reduce current levels of resistance rather than just halting it. There are
examples where control of antibiotic use has reduced the incidence of outbreak
and resistant organisms in hospitals and similar examples where reduction
of prescribing in the community has led to a degree of control of resistance.
There are a number of confounding factors which make it difficult to attribute
cause and effect entirely to reduction in antibiotic prescribing (Davey et al.,
2003; Gould, 1999). Mathematical modelling seeks to take these factors into
account and, while also casting doubts on whether reduction alone will prevent
or reduce resistance (Austin et al., 1999; Gould, 1999), may help with future
understanding of measures which contribute to or reduce antibacterial resis-
tance, and as such should be encouraged. Use of this approach to define policies
has been limited (if used at all) (Davey et al., 2003). Nevertheless, policy deci-
sions should be supported by evidence, and not just by concerns about future
development of resistance or the desire to reduce costs (Davey et al., 2003).

Importantly, appropriate use of antibacterials needs a clear definition. It is
recognized that recommendations and guidelines should emphasize that the
role of antibacterials is for treating bacterial infection, when known or sus-
pected (Ball et al., 2002; Davey et al., 2003). Use of antibacterials outside of
this scenario is unnecessary, contributes to overuse and is an avoidable risk
factor in the development of resistance (Ball et al., 2002; Davey et al., 2003).
However, when use of antibacterials is warranted (necessary) to treat bacterial
infection, such use may also be inappropriate or suboptimal in terms of choice
of antibacterial, dose, or duration. For example, Schlemmer (2001) concluded
that antibiotic misuse does have an impact on promoting antibiotic resistance,
and that antibacterial choice, dosage, dosing regimen, or duration of therapy
must also, therefore, be considered. Carbon et al. (2002) suggested that, for
now, antimicrobial management programmes should focus on ensuring the
most appropriate use of antimicrobials rather than simply on limiting use or
choices. A Consensus Group (Ball et al., 2002) has recently identified princi-
ples for appropriate prescribing of antibacterials in lower respiratory tract
infection with which to underlay prescribing and guideline formulation. These
principles include:

● identification of bacterial infection by optimized diagnosis
● severity assessment where relevant
● recognition and incorporation of ambient resistance data
● targeting bacterial eradication (or maximal reduction in bacterial load)
● use of pharmacodynamic (PD) indices to optimize choice and dosage
● objective assessment of true (overall) costs of resistance and related treat-

ment failure.
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Guidelines, policies, and educational campaigns should seek to better
define, support, and implement appropriate use based on principles such as
those from the Consensus Group (Ball et al., 2002). “Prudent” use or reduction
in use alone will not adequately define or ensure optimum or appropriate use
of antibacterials. The definition and implementation of appropriate prescribing
based on evidence-based optimization of quality antibacterial use (right
drug/dose/duration based on PD indices and local resistance patterns), rather
than reduction in quantity alone may contribute towards the aim of slowing or
preventing the emergence of antibacterial resistance, and also offer associated
cost and efficiency benefits. Importantly, this approach may also maintain an
environment that supports the use of new effective antibacterials and a com-
mercial rationale for investment and development by Pharma. An ill-defined
environment, focusing on the need to reduce quantity with little differentiation
between optimal and suboptimal agents is not conducive to the development
and marketing of agents with improved activity and efficacy benefits.

3.4. Discovery, development, and commercialization 
in the face of policies

Increasing development costs and hurdles and shrinking market sizes,
means that Pharma has to get more value out of the R&D investment by
improving productivity, reducing development timelines, reducing risk, and
increasing the value of agents progressed to market. In the case of antibacteri-
als, the situation is compounded by increasingly demanding regulatory poli-
cies affecting the activities required to secure product registration, the product
label and clinical use (Shlaes and Ryan, 2003). The extent and success of
antibacterial research has declined (IDSA, 2003) and is partly a reflection of
its relatively low commercial attractiveness compared to other therapeutic
areas. The relative return on investment (ROI) or net present value (NPV) of
antibacterials is a reflection of the market size and chance of success in cap-
turing a commercially acceptable part of that market. This important “market
share” will be a reflection of the properties and utility of the agents along with
the success of marketing activities. Differentiation of comparative benefits,
such as efficacy against resistant organisms, broader spectrum of pathogens
for a given indication, superior efficacy over commonly used treatments,
improved dosage regimens and compliance, or better safety characteristics are
important features in marketing an antibacterial and in the acceptance and
uptake by policy-makers and in the demonstration of cost–benefits to formula-
ries. Policies or guidelines which decrease the ability of Pharma to demon-
strate these benefits, reduce the chance of gaining differentiated label
indications (such as the inclusion of resistant organisms), or restrict usage to
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limited indications (such as only to resistant organisms) will negatively impact
NPVs and ROIs for new agents. Development of an antibacterial agent for
restricted use only may not be a commercially attractive proposition for
Pharma companies with interests in other therapeutic areas.

In order for Pharma to succeed and maintain investment, hurdles in
productivity in discovery and development need to be overcome and the key
issue of ROI based on product benefits and use needs to be addressed.

3.4.1. Antibacterial discovery and genomics

Although policies themselves do not directly impact upon the process of
discovery of new antibacterials, they do have a cumulative negative impact on
the chance of success of developing and marketing new differentiated antibac-
terials and consequently, the willingness of companies to initiate or continue
investing in antibacterial discovery research. The urgent need for new classes
of antibacterials has, however, increased the pressure in Pharma to maximize
efficiencies in identifying new molecular targets for antibacterials and com-
pounds active against those targets. Genomics and high-throughput screening
(HTS) offer important potential advances in this area.

On 25 April 1953 Francis Crick and James D. Watson published their paper
“Molecular structure of nucleic acids” in Nature (Watson and Crick, 1953),
describing the double helix structure of DNA. This signalled the launch of the
modern era of molecular biology and provided the foundation of our under-
standing of molecular medicine, transforming much of scientific research
including how we approach the discovery of new drugs. On 15 April 2003,
nearly 50 years after the publication in Nature, Carl B. Feldbaum of the
Biotechnology Industry Organization (BIO) announced the “finished” version
of the human genome sequence and the completion of the Human Genome
Project providing an accurate map of the 3.1 billion units of DNA. At the
same time, it was reported that the genome of the newly identified SARS
(Severe Acute Respiratory Syndrome) virus had been sequenced in only 6 days.
The Bacillus anthracis, Ames strain used in postal terrorist attacks in the
United States in 2002 was reported as sequenced on 1 May 2003.

The role of genomics in antimicrobial discovery should be considered
against the background of Pharma’s efforts over many years in fine-tuning the
existing classes of antibacterials to improve their spectra, efficacy, and safety
through semisynthetic and wholly synthetic chemistry approaches. Linezolid,
an oxazolidinone, represented the first novel compound class introduced to the
market in more than 25 years (Diekema and Jones, 2000). Traditional chemical
modification to produce new members of existing classes has resulted in
significant improvements in �-lactams, macrolides, and fluoroquinolones
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(e.g., Rasmussen and Projan, 2003), but has been a relatively slow and labour-
intensive process with limited additional success in recent years. A team of
bench chemists in the 1970s might produce up to 30 novel compounds each
per annum for biological screening against a panel of target organisms, result-
ing in a total, perhaps of hundreds of compounds being screened. For example,
methicillin, discovered in 1960 had a Beecham Research number of BRL
1241, and was followed by many valuable semisynthetic penicillins over the
next decade, notably ampicillin (in 1961), carbenicillin (1967), and amoxi-
cillin, designated BRL 2333 (1972), indicating the extent of synthesis and
screening of this highly successful semisynthetic range of compounds, at
approximately 100 per year. Unfortunately, this approach of chemical modifi-
cation based on knowledge of structure–activity relationships combined with
improvements in throughputs of screening has failed to increase the number
and diversity of antibacterials in recent times.

Mills (2003) describes genomics-related technologies as they are currently
applied to the discovery of small molecule antibacterial therapies. With respect
to microbial genomics, the DNA sequence of Haemophilus influenzae was
published in 1995 (the first free-living whole-organism sequence), followed by
Mycoplasma genitalium and many other sequenced complete bacterial
genomes, of which 79 are publicly available, including those of more than 40
human pathogens.

The process of antibacterial discovery through genomics revolves around
the “minimum gene set for cellular life hypothesis” (Koonin, 2000; Mills,
2003) and a number of defined stages in the process.

1. Inventory of essential genes:
(a) genome-scale transposon mutagenesis to identify all non-essential

genes (inferring essential genes);
(b) expression of anti-sense RNA to probe suspected essential genes, and

knocking out conserved genes of unknown function to identify novel
“broad-spectrum” essential genes.

2. Identification of target genes:
(a) select target gene either as narrow- or broad-spectrum by specific

conservation profile based on comparative genomic analysis;
(b) prove essential for in vitro growth, for example, by gene knockout in

relevant bacteria;
(c) clone and sequence gene and optimally express protein product;
(d) purify and develop assay, and screen and identify target inhibitors

“hits”;
(e) characterize hits in terms of potency, mechanism of action, spectrum,

and selectivity.
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For broad-spectrum targets a key issue is to study isozymes from several
genetically diverse bacterial species along with further screening against a
panel of microbes for cellular activity, particularly to address the potential role
of intake cell membrane barriers or efflux mechanisms (MDRs) on antibacter-
ial activity. Lead compounds can be further optimized in terms of potency,
spectrum, and selectivity through studies on the mode of action (MOA).
Optimization of pharmacokinetic (PK) and PD properties through distribution,
metabolism, and PK (DMPK) studies and drug delivery/formulation are
increasingly important areas in the development process. In particular, knowl-
edge of the role of PK/PD in relation to appropriate dosing and the potential
for resistance development is evolving and is being used increasingly by
Pharma.

The proof of principle of this genomics-driven, target-based approach,
starting with a conserved gene and leading to antimicrobial compound is the
discovery of BB-3497, a peptide deformylase inhibitor with Gram-positive
and Gram-negative activity. Optimization by HTS is exemplified by methionyl
tRNA synthetase. A target identified through genomics and genetics and to
which whole-cell screening of target-specific inhibitors has been undertaken is
LpxC, a metallo-enzyme essential for growth of Gram-negative bacteria.
High-density DNA microarrays is a technology undergoing validation which
has the potential to generate a vast amount of functional information on coor-
dinated gene expression under various growth conditions.

There are a number of new antibacterials currently in late-stage development,
although all of these are from existing established classes (e.g., penem, fluoro-
quinolone, glycopeptide, lipopeptide, glycylcycline) (Rasmussen and Projan,
2003). It is hoped that use of genomics to identify novel targets with biological
and clinical relevance and HTS to increase the chance of “hits” may result, in
time, in a range of novel antibacterials for development (Mills, 2003;
Rasmussen and Projan, 2003). Many, if not all, of the bacterial targets have
now been identified, but HTS has yet to deliver the range of novel antibacterial
compounds that hit these targets. Encouragingly, the most advanced HTS
plants now have the capacity to screen 300,000 compounds per day.
Worryingly, there are increasing hurdles in the development and commercial-
ization of antibacterial agents that might adversely impact the willingness of
companies to initiate or continue investing in antibacterial discovery research.

3.5. Antibacterial development, labelling, and benefits

New antibacterials are unlikely to be recommended as first-line clinical
agents in policies designed to control antibacterial use unless they offer
benefits, often assessed in relation to cost over existing branded or generic
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agents. Efficacy against organisms resistant to other antibacterial choices is a
potential benefit but if it is the sole indication it may be of limited commercial
attractiveness. There are a number of significant hurdles in being able to
demonstrate and use differential benefits. These relate to governmental/
regulatory policy with respect to clinical development, product labelling, and
promotion.

Shlaes and Ryan (2003) reviewed the strategic and regulatory considera-
tions in the clinical development of anti-infectives. A new and evolving set of
challenges exists for Pharma in the clinical development of antibacterials with
a number of requirements from existing or proposed regulatory guidelines
posing significant hurdles and complexity. The key points of concern to
Pharma are listed below.

1. Removal of in vitro activity from product label (FDA)—limits potential for
description of agents’ full spectrum of activity (such as against rare or
bioterrorism pathogens), differentiation and promotion.

2. Post-marketing surveillance of resistance and label updates (as required
(FDA and national EU agencies) )—presents “unlevel playing field” with
established/older products.

3. Requirement for in vitro percentage susceptibility of organisms from EU
countries (Committee for Proprietary Medicinal Products [CPMP])—
requires product-specific broad surveillance (organisms and geography).

4. Powering of clinical trials to 10% non-inferiority powered at 90% level
(FDA, CPMP)—substantially increased patient numbers and cost.

5. Placebo-controlled superiority trials requested for acute otitis media and
acute exacerbations of chronic bronchitis (FDA, CPMP)—increased patient
numbers and increased risk of not achieving relevant outcomes.

6. Paediatric rule (FDA); the requirement to progress paediatric indications/
registration—increased or earlier resource/cost for paediatric studies.

7. Specific indications, for example, pharyngitis, otitis media, rather than
upper respiratory tract infection (FDA, CPMP)—larger number of Phase III
randomized controlled comparator studies required to achieve a broad label.

8. Bacteriological study populations and endpoints requirements (FDA,
CPMP)—bacteriological endpoints required for breakpoints, labelling, and
differentiation.

9. National comparators and resistance in EU (CPMP)—additional studies
needed to address national comparators.

The regulatory guidelines are increasingly focusing on the need for demon-
strations of non-inferior clinical efficacy in randomized controlled trials in the
specific indication. In the United States, inclusion in the product label of only
those organisms isolated from the indication under study and for which clinical
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cure was achieved is proposed, irrespective of the in vitro activity spectrum. Label
indications are a key point to control antibiotic use (Schlemmer, 2001) and any
information given to the prescriber that is able to help select for proper indications
is potentially an important tool for good antimicrobial practice (Schlemmer,
2001). However, Schlemmer (2001) also states that there is a critical need for tri-
als to select for those patient populations who really need antibiotics, or to look
for new endpoints able to differentiate between drugs, rather than only demon-
strating equivalence. This approach may ensure that clinical evidence supports the
claim for beneficial activity against a particular organism in a particular indica-
tion, or population, but inevitably will restrict the breadth of label.

The commercial implications of limited labels based on proof of superior
benefits (and not just equivalence), compared with broader labelling based on
equivalence will be critical to Pharma. The value of studying new endpoints
for differentiation will also be dependent on acceptance of the endpoints by
regulators, and their incorporation into product labelling, enabling promotion
and communication. The differential benefits would also need to translate into
guidelines and formulary inclusion. It has been argued by Monnet and
Sorensen (2001), that antimicrobials that represent real innovations are readily
accepted by hospital prescribers and naturally gain market shares. The hurdle
is in being able to demonstrate the innovative benefits to the satisfaction of the
regulators and decision-makers, and in there being sufficient commercial
return from use in a narrow-defined patient group.

A particular issue is that there will be significant hurdles in the ability of
Pharma to demonstrate clinical efficacy against emerging resistant organisms,
which may only rarely be isolated in clinical trials. PK/PD data which allow
predictions of bacteriological efficacy to be made and tested, for example, in
in vivo infection models of simulated human PK, or in small PD studies in
patients, have been proposed by a number of bodies, including the EU CPMP
(EMEA). However, the use of such data has yet to be fully accepted and
adopted by the FDA as a surrogate for clinical efficacy and breakpoint deter-
mination. PK/PD data are of particular interest when trying to define the best
dosage and dosing regimens for new compounds. As the bacteriological end-
point correctly defines the outcome in an infectious process it would serve to
assess the PK/PD relationship of a drug (Schlemmer, 2001). Using PK/PD
data to predict bacterial eradication or clinical outcome should be considered
as the only way to select for optimal therapeutic regimens regarding antibiotic
choice and dosing regimen as well as determining the optimal therapy duration
(Ball et al., 2002; Schlemmer, 2001). A greater role of predictive PK/PD data
and modelling under certain circumstances and for specific target populations,
has been proposed by CPMP (EMEA) and is supported in general by Pharma.

Global Pharma need to conduct clinical development programmes that
satisfy the highest requirements of both FDA and EMEA. In Europe, there is a
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need to include comparative agents approved and relevant to individual EU
countries, or for which a consensus justification can be argued, for technical
approval (EMEA). Phase III clinical trials are designed primarily to meet the
requirements of the regulators. However, these traditional comparative non-
inferiority trials fail to provide important evidence of potential benefits over
existing therapies. With clinical success for antibacterials in the 85% or more
level, demonstrations of superiority require vast patient populations. Pharma
rely on other data to indicate superiority and benefit, ranging from potency
(minimum inhibitory concentrations, etc.), per cent susceptibility based on
breakpoint, in vitro and in vivo models, PK/PD, and defined clinical studies to
demonstrate bacteriological and health-outcome benefits. Much of the clinical
work undertaken to secure regulatory approval fails to best demonstrate the
role and clinical benefits of new agents (Bax et al., 1999) and yet is often used
as the evidence base for reimbursement, guidelines, and policies. There has
also been a proposal to update and harmonize antibacterial product labels
between European countries, particularly for “old” antibiotics and their
datasheets (summary of product characteristics) at the time of generic intro-
ductions because lack of relevant product information promotes inappropriate
use (European Conference on Antibiotic Use in Europe, 15–17 November,
2001; Schlemmer, 2001). The burden of cost to provide new data to demon-
strate the benefits of marketed and new agents would lie with the Pharma
R&D companies. Failure to produce data to support current claims could result
in removal of differentiation from established branded products, while provi-
sion of data may strengthen the labels of generic products.

Bax et al. at the Whitley Park Symposium in 1999 reviewed the limitations
of the current clinical evaluation process and stated that the lack of develop-
ment in how to define precisely both drug value and appropriate use will seri-
ously hamper the drug industry’s ability to develop important new medicines
discovered by new technologies (Bax et al., 1999). The authors suggested that
what is needed is further and much more rapid development of conventional
means of drug evaluation, such as the clinical trial, as well as visionary use of
new methods in epidemiology, and new use of electronic data merged in a way
that identifies drug effects on both a population and individual basis.

4. THE FUTURE

4.1. Collaboration, collaboration, collaboration

The role of R&D-based Pharma is to discover, develop, and commercialize
antibacterials. There is a danger that the wide range of policies which have
been introduced under the auspices of “combating resistance” will themselves
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hamper Pharma’s ability to deliver a key strategy, if not the most important
weapon in the battle against bacterial infection and resistance, the introduction
of novel antibacterials. Policies and improvements in the quality of antibacter-
ial prescribing have an important role to play, as do diagnostics, vaccines,
infection control, and other interventions. Pharma is clearly an important part-
ner along with government, NGOs, regulators, infectious diseases experts,
practioners, and patients in the battle against bacterial infection. The “conflicts
of interest between the prescriber, the regulator, and the profit maker” was the
subject of a supplement to Clinical Microbiology and Infection. The editor
(Gould, 2001a), recognized that the calls for restrained use of antibacterials to
combat and control resistance counters the natural instincts of doctors to do
the best for their patients and of Pharma, which of necessity, needs to profit to
exist and continue.

It is, however, unfortunate that Pharma can be regarded first as “profit
makers” and can even be excluded from contributing to debates on the subject
of antibacterial use (European Conference on Antibiotic Use in Europe, 15–17
November 2001). There needs to be a distinction between companies which
are solely suppliers of generic products and those who have the objective,
dedication, and expertise to discover and introduce new antibacterials.
These are undoubtedly profit makers, being subject to commercial and share-
holder expectations, but perhaps should be considered foremost as “providers”
with respect to new antibacterial solutions. Gould describes an international
partnership of medical societies and industry, in association with regulators
as a model for the future in the battle against antibacterial resistance
(Gould, 2001b). Schlemmer (2001) highlighted that while antibacterial poli-
cies were the keystone in promotion of good antimicrobial practice, more
accurate and relevant information on antibiotics is urgently needed and that
it is the responsibility of Pharma and regulators to move together towards
an improvement in antibiotic evaluation. The objective would be to give pre-
scribers more critical product information and to help the experts create better
guidelines.

WHO included Pharma via the International Federation of Pharmaceutical
Manufacturers Association (IFPMA) in consultation on their Containment
Strategy and Model Prescribing Guidelines (www.who.int/emc/amr.html)
and the European Federation of Pharmaceutical Industries and Associations
(EFPIA) have represented Pharma in EU and EMEA discussions and con-
sultations on clinical trial guidelines and labelling. In the United States a
multiagency task force of FDA, CDC and the National Institute of Health
(NIH) issued a document entitled Public Health Action Plan to Combat
Antimicrobial Resistance in 2001 with a priority to create an interagency
antimicrobial resistance product development working group coordinated
by the FDA, US Department of Agriculture (USDA), and CDC (Shlaes and
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Ryan, 2003). A second priority was to, “Investigate and act upon potential
approaches for stimulating and speeding the entire antimicrobial resistance
product development process, from drug discovery through licensing,” includ-
ing exploring the economics of the situation and incentives. While Monnet and
Sorensen (2001) argue that much investment from Pharma is into marketing
and not R&D and that the so-called “R&D Scare Card” is not justified, it is
clear that Pharma companies are increasingly taking the commercial decision
not to invest in R&D for antibacterials, but in other areas. According to Shlaes
and Ryan, incentives for increasing Pharma R&D into priority infectious dis-
eases include the need for more information on the market and disease areas
(based on market identification, disease-specific bioinformatic systems,
development of surrogate endpoints), more predictability (based on market
assessment, international regulatory harmonization, and reinforcement of
intellectual property rights), and more cost–risk sharing (market creation,
patent extension, orphan drug legislation) (Shlaes and Ryan, 2003).

A number of bodies, such as WHO, IDSA, and EU task forces have begun
processes to assess the situation and identify some areas of action. These
include:

● summarizing the value of antibacterials
● identifying the status of clinically relevant resistance and priority pathogens
● evaluating the state of antibacterial research/regulatory submissions/indus-

try involvement and outlook
● maintaining databases of funding agencies, their research interests, new

opportunities for funding
● documenting the vulnerabilities related to the manufacture of antibacterials/

shortages/negative impacts on public health: gap analysis
● undertaking the identification, prioritization, and tracking of global public

health needs (a global agenda)
● reviewing/documenting government activities to foster development of new

antibacterials
● reviewing recommendations for “incentivizing”
● modifying regulatory approval processes such as priority review, fast track,

waiver of user fees, orphan drug status, modified/smaller clinical trials,
and/or reduced number of efficacy studies per indication (and use of surro-
gates such as PK/PD)

● harmonizing clinical trial methodologies and implementing coordinated
action by regulatory agencies in registration of new products

● increasing education and training opportunities.

Research-based Pharma needs to be included as a partner in these collaborative
initiatives in order to help shape the future in a way which will be conducive to
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continued investment into R&D for new antibacterials while improving their
use and sustainability. This will require a full consideration of the contributing
factors, actions, and impacts in order to find a way to maintain a critical bal-
ance (Figure 2). A new model may need to be defined which explores alterna-
tive roles of small companies, government, and NGO bodies along with big
Pharma in the conduct and funding of antibacterial discovery, development,
and distribution.

5. CONCLUSIONS

Policies are important and necessary in controlling antibacterial use in an
attempt to preserve the utility of existing and future antibacterials. They should
aim to minimize unnecessary and inappropriate use, as avoidable risk factors
in the development of resistance, while maintaining or improving patient out-
comes. The effect of antibacterial policies on the containment or reduction
of resistance is largely unknown and should focus not on quantity of prescrib-
ing alone but on quality to ensure appropriate prescribing in terms of antibac-
terial choice, dosage, dosing regimen, or duration. Policies that relate to
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antibacterial use have the potential to reduce the antibacterial market size and
commercial attractiveness relative to other therapeutic areas. Policies that
relate to development activities and labelling have the potential to increase
development costs, restrict use, and limit the ability to differentiate benefits.
Collectively policies are negatively impacting big Pharma’s willingness to con-
tinue investment in this field. The combined and cumulative effects of the var-
ious policy items related to surveillance, use, clinical trial guidelines, product
labelling, and promotion require a broad, collaborative, and global view of the
impact on Pharma R&D. Collaboration is required to identify agreed and
mutually acceptable ways to streamline development, implement appropriate
prescribing, demonstrate and promote product benefits, and maintain financial
incentives.

Antibacterial discovery, development, and use are related within a dynamic
environment that includes bacteria, their resistances, and policies. As with any
dynamic environment, change will alter the balance (Figure 3). Policies are
contributing to a change and a negative impact on the potential and willingness
of Pharma to develop new antibacterials. While change may require adaptation
for survival and success, careful consideration and collaboration is needed
by all parties to help to ensure that insurmountable hurdles are not created
leading to the inability of Pharma to survive and succeed in antibacterial R&D.
Failure of Pharma to deliver new antibacterials would lead to “antibacterial
extinction.”
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●  Resistant Containment Strategies 
●  Appropriate Prescribing Policies/Guidelines 
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●  Labelling, Indication and Promotion 
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●  Demands for Cost Benefits 
●  Genomic-based, Targeted High-throughput
    Screening Discovery 
●  Cross-Therapeutic Commercial Decisions 
●  Withdrawal from Antibacterial R&D 
●  Positive Health Outcomes?

INCREASING DECREASING
●  Antibacterial Resistance? 
●  Antibacterial Use/Prescribing (Quantity) 
●  Antibacterial Market Sizes (Value) 
●  Ability to Demonstrate Differentiation/Benefits 
●  Broad Labelling, Indication, and Promotion of 
    Properties 
●  Antibacterial Discovery Productivity
●  Relative Return on Investment/Net Present 
    Value
●  Antibacterial R&D Investment and 
    Willingness
●  Number of Active Companies
●  Health Outcomes?

Figure 3. A question of balance: increasing and decreasing factors in the environment of
antibacterial resistance, usage, discovery, and development.
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Antibiotics (and their synthetic derivatives) are used extensively and often for
completely unnecessary and inappropriate reasons (Gould, 2002a). Estimates
are varied but total use worldwide may well be over 100, 000 tons per annum
(Kümmerer, 2003). This can be split into three main areas of use: agriculture,
community, and hospital.

I will discuss each of these in turn while accepting that there is, inevitably,
some overlap as in the environmental contamination that occurs from all these
areas through excretion of active agents in urine and faeces into sewage 
systems. I will try to relate use to resistance in each area and also discuss other
factors of relevance to the impact of antibiotic use on resistance. Finally I will
consider the major issues that need to be addressed urgently (including better
use of the diagnostic laboratory) if we are to save these incredibly valuable and
irreplaceable agents for future generations.

1. AGRICULTURE

Estimates in the United States of America are that up to 80% of antibiotic
use by weight is in agriculture—mainly for rearing animals and also for crop
spraying such as the use of streptomycin and tetracycline on fruit trees to pre-
vent fruit rot. Within Europe, use of antibiotics for growth promotion, which



are related to those used in humans was banned by the European Commission
(EC) in 1999 (Wegener, 2003; WHO report, 2003). Despite some appeals from
manufacturers, this ban has so far been upheld and has led to significant reduc-
tions in antibiotic use in agriculture (Figure 1). Experience from Scandinavia,
which had imposed a voluntary ban previously, suggested that there would be
little detriment to farming profits and no untoward effects in animals, although
therapeutic antibiotic use has increased slightly. Antibiotic use for growth pro-
motion remains, however, a significant issue in most non-European countries
and yet has questionable benefits. Of course, veterinary antibiotic use remains
significant, even within the EC, for prophylaxis and therapy and is especially
high where there is intensive animal breeding as in chicken and pig farming
(Taylor, 1999). One example of the problem serves to illustrate this: a few
chickens in a battery of 20,000 birds become ill. Without treatment the pre-
sumed bacterial respiratory infection will spread rapidly with major bird and
economic loss. The veterinary practitioner therefore prescribes enrofloxacin,
a close relative of ciprofloxacin. It is, however, inconvenient to administer this
solely to those birds that are sick so the antibiotic has to be administered
en mass to all the birds, in their food. Little wonder that ciprofloxacin resistance
is a significant problem in Campylobacter, the main food borne pathogen from
chickens, but only since the introduction of enrofloxacin and related drugs into
the industry (Piddock, 1995).

I have estimated that, per capita animals slaughtered annually, antibiotic
use measured by weight in UK agriculture is of a similar magnitude to annual
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human use per capita in UK medicine. Is this significant, if not high use, of
importance for human medicine? Should we be more stringent in regulating
agricultural use of antibiotics? Certainly no one is suggesting that animals
should not have access to proper veterinary treatment. Many of the antibiotics
are, however, very similar to many of those used in human medicine and simi-
lar mechanisms of resistance are undoubtedly selected for in both environ-
ments. But is there significant spread of resistant bacteria or their genetic
elements into human medicine? The answer to this is yes, periodically, but 
generally it is probably not an overwhelming problem. Campylobacter with
quinolone resistance is selected relatively easily as it requires only a single
mutation to raise the minimum inhibitory concentration (MIC) above the break-
point due to the relative natural insenstivity of Campylobacter to quinolones.
There is, however, no well-defined plasmid mediated resistance to quinolones so
there is, as yet, no obvious hazard that this resistance will spread outside 
of Campylobacter. Furthermore, it is rare for this illness to require antibiotic 
therapy and most strains remain susceptible to macrolides. Periodically there
are clonal outbreaks of multiresistant Salmonella spp., that do cause clinical 
problems, including ciprofloxacin resistant strains and extended-spectrum 
�-lactamase producers (ESBL) but, as yet, they are not a major cause of excess
morbidity or mortality (Threlfall et al., 2003).

Perhaps of more immediate concern are the possibilities for transfer 
of resistance, through the food chain, by commensal bacteria such as entero-
cocci and Escherichia coli. While it is likely that modern slaughter house
hygiene practices have made a major beneficial impact on contamination 
of carcasses by such faecal organism, resistance in them is widespread and
concerns have been raised, but with little evidence to date. Prior to it being
banned, avoparcin a glycopeptide closely related to vancomycin, was com-
monly used in pig rearing and there are many well-documented cases of 
farmers and pig meat consumers being colonised with vancomycin-resistant
enterococci (VRE) of animal origin (Chavers et al., 2003; Stobberingh et al.,
1999). Since use of avoparcin was stopped, the prevalence of VRE in the pig
(and human) population has declined significantly. In some farm animals,
where antibiotic use is intensive, levels of resistance can be higher than in
human medicine. For example, ampicillin resistance in E. coli has been
recorded as high as 70%, which is well above the commonly quoted figure of
40–50% in humans.

On balance, then, antibiotic use in agriculture can undoubtedly cause 
resistance problems in human medicine but up until now, these do not appear
to be insurmountable. There are causes for concern, however, particularly in
Salmonella spp. which can cause serious invasive disease requiring urgent and
appropriate antibiotic therapy. There is no room for complacency.
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2. COMMUNITY USE

This varies several fold in intensity between different countries, whether
measured per capita or by population density (see Chapter 29 by Mölslad and
Cars). Both have significance for the epidemiology of antibiotic resistance,
with high relative use by both measurements being associated with more 
resistance (Bruinsma et al., 2003). Measurements of use are often open to
questions over their accuracy because there is probably a significant amount of
black market antibiotic available in many countries, much of it of dubious
quality, with questionable amounts of active ingredients. Non-prescription,
over-the-counter use is difficult to measure but is a significant problem, even
in some European countries, where it is illegal. There are also difficulties in
measuring the effects of all this antibiotic use—namely the levels of antibiotic
resistance. Even in wealthy countries there are few unbiased data so that prob-
lems of resistance may be overstated. Few studies are funded to go out and
survey selected groups. Most data is taken from clinical samples submitted for
analysis. These tend to be biased to those from more difficult or seriously ill
patients who will probably have received prior antibiotic therapy. We know that
previous antibiotic exposure, especially in the few months prior, increases the
likelihood of carrying resistant organisms several fold (Steinke et al., 2001).

There is no doubt of the strong association between antibiotic use in the
community and its inevitable consequence, namely antibiotic resistance. The
relationship has been established at all levels from individual patients, through
families to patient groups, towns, cities, regions, countries, and continents.
Relationships are often complicated and not always clear cut. Even social class
and deprivation have a relationship although this may be complicated by levels
of access to and type of medical care (Howard et al., 2001). Penicillin resis-
tance, for instance, has never developed in Streptococcus pyogenes, despite
over 50 years of intense exposure. Clearly, the genetic make up of the organism
and/or the mechanisms of resistance open to it do not suit the production of 
�-lactamase or a change in its penicillin binding proteins. And yet the same
organism has become resistant to macrolides such as erythromycin and the
closely related Streptococcus pneumoniae to both macrolides and pencillin
(PRP), although it took 30 or 40 years of exposure for these resistance mecha-
nisms to become well enough distributed to cause major clinical concern.
While, it may largely be down to genetics of resistance mechanisms, other fac-
tors also play a role such as clonal spread, intensity of antibiotic use, human
behaviour, and pharmacodynamic/kinetic issues (see Chapter 21 by Mouton).

Clonal spread has clearly had a major role in the worldwide spread of peni-
cillin (and multiresistant) pneumococci, with close links between resistance to
�-lactams, macrolides, tetracyclines, chloramphenicol, co-trimoxazole, and
now even quinolones. Use of any one drug can maintain selection pressure for
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all linked resistances, so it is sometimes difficult to envisage antibiotic rotation
policies having much effect on such resistance. Restriction of key agents does
seem to work in some situations, although the role of the natural evolution and
decline and fall of epidemic clones has probably also played a role in the con-
trol of some outbreaks. Even then, resistance often declines slowly in the com-
munity and rarely declines to zero, such that levels can be anticipated to rise
again quickly if antibiotic use increases. Up until now, plasmid-mediated resis-
tance and its spread is not an issue in pneumococci, which are not tolerant 
of plasmids. The increased use of day-care centres for child care has played
a significant role in some outbreaks of multiresistant pneumococci, because 
of increased opportunity for spread and oropharyngeal colonisation of a very
susceptible population. Carriage rates of up to 50% are not uncommon in such
populations and often antibiotic use is very intensive.

Some antibiotics may be more likely to maintain outbreaks/cause resistance
than others. In the extensive experience gained in Iceland, penicillin resistance
seemed to be more related to high co-trimoxazole and macrolide use than
actual penicillin use and others have described macrolide and cephalosporin
use as more likely to select for penicillin resistance than penicillin use itself, by
a factor of up to 3 or 4 times (Kristinsson, 1999). This may be because these
agents are less bactericidal than penicillin and its derivatives (such as amoxi-
cillin) and thus less likely to eradicate the pathogen, allowing selection of resis-
tant variants which might otherwise have been in a minority and suppressed
because they were not at a selective advantage. Other issues to be considered in
this context are the dose and duration of the antibiotic. For similar reasons,
long term, low dose antibiotic treatment is more likely to select resistant strains
in individual patients. Canet and Garau (2002), have calculated that for each
day of pencillin use over 7 days in the preceding 6 months, the odds of a child
carrying a PRP increased by 4%.

Macrolide use is of particular interest. The question has been raised that
resistance only becomes a clinical problem where a threshold of use is
exceeded in that community. Whether this threshold exists for other antibiotic
groups or, indeed, what this threshold is for macrolides, remains to be estab-
lished but it presumably varies depending upon the community’s epidemiol-
ogy. For macrolides it has also been suggested that the newer, long-acting
agents are more likely to select for resistance than the older, shorter half-life
agents. This may be because of prolonged low residual tissue concentrations
which select surviving resistant variants with, what are essentially, only bacte-
riostatic agents (Lonks et al., 2002). Different mechanisms of resistance to the
same antibiotic can also play their role in the epidemiology of resistance.
There are two main mechanisms of resistance to macrolides—a mutation in
the methylase gene (erm B) giving rise to high level resistance and cross resis-
tance to lincosamides and streptogramins and a low level resistance due to
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efflux (MefA) with no cross-resistance. While the clinical significance of the
latter has been questioned there is good evidence that it can cause treatment
failures.

3. HOSPITAL

Although total use of antibiotics in hospitals is much less than in the com-
munity the intensity of use, magnified by cross infection, ensures a multitude
of resistant bacteria in today’s hospitals. Within hospitals, intensive care units
(ICUs) have levels of antibiotic use many fold higher than general wards and it
is no surprise that these units have been termed the genesis units for selection,
maintenance, and spread of antibiotic resistant bacteria.

While published data suggests that only between 20% and 40% of patients
admitted to acute hospitals will receive antibiotics at some point during their
stay, by other measures, antibiotic use in some hospitals can be said to have
reached saturation levels. Recent data from ESAC (http://www.ua.ac.be/main.
asp?c�*ESAC) and ARPAC (www.abdn.ac.uk/arpac/) suggests that many
hospitals have reached the notable total consumption figure of 100 defined
daily doses (DDD) per 100 patient days. This is because many patients will
receive several agents simultaneously often in daily doses, greater than DDD.
Commonly used antibiotics in hospitals include �-lactams, in particular sec-
ond and third generation cephalosporins and co-amoxiclav, macrolides, and
quinolones. Data from the SCOPE (Polk et al., 2001) and ARPAC surveys 
suggests that quinolones are much more commonly used in North American
hospitals than European hospitals, which favour �-lactams. This may well 
be because of different preferences in the treatment of community-acquired
pneumonia for which �-lactams (often in combination with macrolides) are
generally still favoured in Europe (BTS, 2001), while North American guide-
lines tend to favour monotherapy with a quinolone (Bartlett et al., 2000;
Mandell et al., 2000). What is certain is that both regimens are being increas-
ingly used with disastrous consequences for the microbial ecology of hospitals
(MacKenzie et al., 2002).

Methicillin-resistant Staphylococcus aureus (MRSA) in particular, is an
epidemic organism of huge proportions in hospitals on both continents 
and numerous publications now link this epidemic to quinolone, macrolide,
and �-lactam (cephalosporin) use, both at a patient and ecological level
(Graffunder and Venezia, 2002). In the United Kingdom, the British Thoracic
Society guidelines, infact, only recommend combination therapy for severe
pneumonia. In my own hospital, however and no doubt in many others, it is
extremely difficult to stop the use of combination therapy for the majority of
patients admitted with possible respiratory infection. Part of the reason for 
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this seems to be difficulties in ensuring experienced medical assessment of
severity of illness in acute admission units. Furthermore, although recent
statements of good practice recommend daily review of antibiotic therapy
(Scottish Infections Standards and Strategies Group, 2003) (Figure 2), the
average duration of this usually unnecessarily broad-spectrum antibiotic ther-
apy is 3 days (Kumarasamy et al., 2003). Furthermore, a recent review ques-
tioned the evidence base for such treatment, suggesting that monotherapy with
a cephalosporin or, indeed, even a penicillin was still the treatment of choice
for most severe pneumonias (Oosterheert et al., 2003). This should certainly
be the case in Scotland where penicillin resistant pneumococci and atypical
pneumonia are equally rare (Gould, 2002b) (www.show.scot.nhs.uk/scieh/).

All antibiotics, no doubt, are associated with problems of resistance sooner
or later but it does seem that cephalosporins get unusually bad press (Dancer,
2001). Maybe this is deserved or maybe it just reflects their huge use. For
MRSA and VRE certainly, cephalosporins do seem to be much more selective
than penicillins. Indeed co-amoxiclav seems to have an MRSA protective
effect, possibly due to some affinity of both amoxicillin and clavulanic acid for
the modified penicillin binding proteins of MRSA.

What is now beyond doubt is that antibiotic use in most hospitals is too
high and must be reduced to retain the efficacy of key agents, particularly
while there are a dearth of new agents in development. While prevention of
selection of resistant strains by combination therapy, pharmacodynamic dos-
ing schedules, and the use of bactericidal agents do have their place, bacteria
are too adaptable for these strategies to be the complete answer. Selective
digestive decontamination (SDD) and antibiotic cycling (Kollef, 2001) remain
unproven and are unlikely to be widely adopted, the former because of the
increased total antibiotic consumption in ICUs adopting SDD (see Chapter 15
by Hanberger et al.) and the latter because there are too few options to make it
viable. In addition, mathematical models favour random use of different agents
over cycling as a way of preventing development of resistance (Lipsitch and
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Samore, 2002; Lipsitch et al., 2000). Another major drawback of many of
these strategies is that they take no account of the commensal flora, concen-
trating solely on the targeted pathogen. Clearly this is naive, as we all have
more commensal bacteria than human cells and the inevitable consequence 
of any antibiotic administration (appropriate or inappropriate) is that this 
commensal flora will be damaged with predictable effects such as thrush, 
diarrhoea, and induction or selection of resistance. Whether the recent trends
to encourage more use of oral antibiotics in hospitals (for good reasons) will
alter this equation of resistance development is unknown (Lelekis and Gould,
2001). Most drugs used for oral switch or step down are poorly absorbed, leav-
ing huge concentrations in the gastrointestinal tract to upset the bowel flora.

4. WHAT CAN BE DONE NOW ABOUT
ANTIBIOTIC RESISTANCE?

As a microbiologist I can see the need for yet more research into the
microbial and genetic aspects of resistance and the subtleties of its relationship
to antibiotic use but as a practising clinician with an overview of how antibi-
otics are misused in both the hospital and community, I am sure that we know
enough about such relationships to inform our prescribing in a useful way right
now. The really urgent agenda is to change prescribers’ habits. Futhermore,
while continued development of new antibiotics is desirable, it is really just
feeding the “addiction” of doctors to antibiotic prescribing. It is not addressing
the underlying problems although it has served us well in the past (but for how
much longer is it possible?).

What is likely to pay the most dividends in the shortest time is to research
into and act on the determinants of antibiotic abuse—the factors that can influ-
ence the prescriber and patient alike—such as cultural, social, educational,
economic, and regulatory differences between countries. A lot is already
known about these issues (Eng et al., 2003; Harbarth, 2002) and how they can
influence the antibiotic prescribing process. In addition, more emphasis needs
to be put on public health issues of antibiotic resistance, infection control, and
use of diagnostic tests.

One example of this approach is that GPs in some countries are addressing
the problem by successfully reducing the number of inappropriate antibiotic
prescriptions, at least in children where many of the new “evidence based”
guidelines are targeted. Where this has been most successful it has often been
linked in with a multifaceted educational approach, targeting patients and the
general public through multimedia campaigns, not to demand unnecessary
antibiotics from their GP (Belongia and Schwartz, 1998; Bengoa et al., 2002;
McCaig et al., 2003; Perz et al., 2002) (Table 1). Patient demand (and use of
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ANTIBIOTICS
ANONYMOUS

Table 1. CDC’s national campaign

Current campaign activities include

1. Developing and distributing educational materials promoting appropriate antibiotic use.
2. Funding states to develop, implement, and evaluate local campaigns.
3. Developing and pilot testing a medical school curriculum promoting appropriate 

use of antibiotics.
4. Developing and testing Health Plan Employer Data and Information Set (HEDIS)

measures for appropriate antibiotic use.
5. Funding a national advertising campaign promoting the appropriate use of antibiotics.

Source: www.cdc.gov/drugresistance/community.

often illegal, over-the-counter antibiotics) is known to be highly variable, 
even within Europe. Although data from hospitals is lacking, there is little to
suggest such widespread successes in hospitals where approaches have tended
to be targeted to single institutions.

In a study of outpatient antibiotic use and prevalence of antibiotic resistant
pneumococci in France (13%) and Germany (7%), the sociocultural differ-
ences seemed paramount (Harbarth, 2002). There were markedly different
rates of antibiotic prescribing for respiratory tract infection (RTIs). These were



not to do with microbiologically defined need but complex reasons such as
patient demand associated with health belief differences, social determinants
such as different child care practices, regulatory issues, and economic factors
(retail prices for pharmaceutical products are much lower in France than
Germany). Finally, Japan is well known to have high levels of antibiotic resis-
tance because doctors and hospitals rely on profits from drug sales as a source
of income.

The last part of the equation may be the most difficult to solve—our rela-
tionship as prescribers and consumers with the Pharmaceutical Industry
(Pharma). I have previously called for a partnership, based on discussion and
resolution of our obvious conflicts (Gould, 2001). We rely on Pharma for new
agents but the economics of drug development necessitate aggressive promo-
tion to recoup investment, shortening the useful life of many valuable agents
by encouraging high use (Wazana, 2000). A related issue is the poor supply 
of key agents such as injectable trimethoprim and tetracycline which are no
longer available, presumably as production is no longer economically justi-
fiable, yet we find these agents valuable for treating MRSA infections.
Penicillin G has previously been in short supply also (Strausbaugh et al., 2001;
Harbarth, 2000).

One other area I would like to discuss, no doubt as I am involved with it
every day, is the (lack of) use of the diagnostic microbiology laboratory which
can play a major role in improving antibiotic prescribing. I make no apology
for this indulgence as I believe that improved use of diagnostics is a very easy
way, available to prescribers right now, to improve their antibiotic prescribing.

5. HOW CAN THE DIAGNOSTIC 
LABORATORY HELP?

The issues are several fold, including access to the laboratory, speed 
and accuracy of analysis, and communications of results. It is fashionable to
emphasise the importance of molecular diagnostics in this context, particularly
in view of the speed of these tests and there is no doubt that rapid results can
improve patient outcome and quality of antibiotic use. Nevertheless, molecular
tests have not, so far, become well integrated into clinical diagnostic micro-
biology and the near future does not hold a great deal of promise.

In fact, much more can be done using conventional technology both in the
community and hospital. Ease of access with same day delivery and process-
ing may seem a luxury, at least in primary care, but has been shown to be 
feasible and reduce antibiotic prescribing by at least 50% (Shackley et al.,
1997) (Figure 3). Even with conventional tests, most specimens in primary and
secondary care can yield useful preliminary results after overnight incubation.

710 Ian M. Gould



Antibiotic Use—Ecological Issues and Actions 711

Figure 3. Accelerated Bacteriology Laboratory Evaluation for better quality antibiotic pre-
scribing in general practice and in hospitals.

Source: JAC (1997: 39, 663–666).



In primary care most patients can wait overnight for results to see if an antibi-
otic is indicated. Results can be communicated electronically, or by fax, to the
GP and the patient can then telephone the surgery to see whether, or not, to
activate a delayed prescription. For emergency specimens in hospitals, gram
stains and antigen tests should be available within minutes. The rate limiting
step is transport of the specimens to the laboratory. Ninety per cent of positive
blood cultures will be positive within 24 hr (MacKenzie et al., 2003) and these
and all intensive care specimen results should be telephoned to the duty doctor,
or better still, the patients visited by a medical microbiologist to ensure appro-
priate (often streamlined) therapy. In particular, appropriate therapy can be
started if the empiric choice is inactive, or a broad-spectrum, empiric choice
can be downgraded based on real or anticipated susceptibilities of the isolate
(Figure 2). Clinicians need much more education on the issues of streamlining
and step down as their natural inclination is to ignore negative laboratory
results and keep the patient on the original empiric choice if they are doing
well (Cunney and Smyth, 2000).

In my own hospital, one of the most common reasons for an inadequate
choice of empiric antibiotic therapy is MRSA bacteriaemia when the patient has
been given a quinolone or third generation cephalosporin. If MRSA is a problem
in an institution, then empiric therapy should take account of this. In my own
hospital all our MRSA are susceptible to gentamicin so this agent plus a broad-
spectrum penicillin is recommended as empiric therapy for life-threatening 
sepsis. A crucial role of the laboratory is to analyse its historical data by origin of
specimen to inform the local antibiotic policy about the best options for empiric
therapy. Computer programmes are now available for such purposes, based on
time-series analysis of previous year’s data (www. viresist.org/).

Quality control in the laboratory is, of course, essential and probably the best
scheme in Europe is run by UKNEQAS (www.ukneqas.org.uk/). It now offers
24 cultures per year, specifically designed to highlight problems with detection
of antibiotic resistances of clinical relevance. Current challenges for labs are
detection of ESBLs, carbapenemases, glycopeptide intermediate staphylococci,
and the general issue of susceptibility of non-fermenting Gram-negative rods
which really have to be tested by MIC methodology. Standardisation of labora-
tory methods for susceptibility testing is another topical issue, predominantly so
that results can be used for surveillance and EUCAST is making great strides
forward on a European platform (www.escmid.org).

6. THE FUTURE

The issues are complex and worthy of research. Most importantly, ways
must be found of improving the pipeline of new drugs because development of
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these agents is the most tried and tested way of solving our current problems.
For one reason or another, the pharmaceutical industry, which has been
responsible for discovering and developing the great majority of agents in 
current clinical use, does not appear to consider the area worthy of much
investment at the moment. Moreover, the feasibility of being able to develop
many truly novel agents in the foreseeable future was questioned at a recent
European meeting. These are issues that need to be urgently addressed. Also,
we need to develop a better understanding of how bacteria develop resistance,
the importance of mutator strains, integrons, clonality, etc., but all this will
take a lot of time and money.

In the meantime, antibiotic resistance continues to get much worse on the
back of huge levels of continued antibiotic misuse. We must, therefore,
urgently implement what we know to reduce inappropriate prescribing and at
least, stem the tide of resistance. Whether we can actually reverse current resis-
tance problems is more problematic although I believe the answer is often yes.
This is certainly the case in hospitals, often in combination with better infec-
tion control to stem the spread of clones. In the community, resistance may
well decline more slowly due to the absence of a dilutional effect seen in hos-
pitals from patient discharge. Clearly, clonal spread also is important in the
community and other issues than antibiotic prescribing have to be taken into
the equation such as vaccination and access to day-care centres and nursing
homes. Society needs to be more informed about the issues and allowed to
make value judgements about the risks and benefits of antibiotic prescribing.
Do the low levels of prescribing seen in Holland represent an ideal for us all 
or can they be reduced even further or not as much? What are the long-term
disadvantages of heavy antibiotic use and resistance? Both are much higher 
in Spain and Greece than in Northern Europe. Are the population, as a whole
better or worse off for this? We need the answers to these many questions as
soon as possible. In the meantime, it is the responsibility of everyone and
especially doctors, nurses, pharmacist, and patients to prescribe and consume
antibiotics wisely.
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Vižintin, T., 257
Vlahovic-Palcevski, V., 262
Vodolo, K.M., 338
Volger, B.W., 199, 217
Vose, D., 618, 651, 658–9, 663
Voss, A., 268, 274, 351
Vriens, M., 287, 294

Wachter, D., 606
Wai, C.T., 339
Wakefield, D.S., 287, 292–4
Walker, A., 283
Walker, P.P., 316
Walmsley, A.R., 471, 475
Walsh, S.E., 469–70, 474
Walsh, T.J., 314, 325
Walsh, T.R., 282
Walters, S., 339
Walther, S.M., 153, 262
Wang, H., 475, 493
Ward, R.L., 359
Ward, S., 261
Wasfy, 628
Waskerwitz, S., 495
Watkins, W.M., 623
Watling, S.M., 237
Watson, J.D., 688
Watson, M.C., 539, 541
Watson, R.L., 494
Waugh, S.M.L., 331, 338, 340
Wazana, A., 710
Weber, D.J., 353, 358–9, 466
Webster, J., 290, 479
Wegener, H., 702
Wegener, H.C., 621, 629, 659, 663
Weidle, P.J., 626
Weingarten, S.R., 208
Weinstein, M.P., 208
Weinstein, R.A., 638
Weinstein, W.M., 186
Weniger, B.G., 353
Wenzel, R.P., 284, 300
Werry, C., 358
Wessling, A., 586
West, R.R., 493

Westh, H., 117, 119
White, A.C., 208, 211–12
White, A.C., Jr., 135, 258
White, A.R., 655
White, D.G., 620–1
White, R.L., 75, 82–3, 86, 89–90, 98, 

117, 263
White, T.C., 315
Whitehouse, J.D., 283
Whitney, C.G., 492
Whittle, G., 368
Widmer, A.F., 274
Wierup, M., 56, 666
Wilkins, E.G., 339
Wilkins, E.G.L., 203–4
Willems, R.J., 661
Willems, R.J.L., 661
Williams, D.N., 241
Williams, R.R., 167
Wilson, P., 291
Wilton, P., 257, 608, 637
Winder, C.L., 469, 471
Winston, D.J., 323
Wise, R., 9, 369–71, 396, 637–8
Wisplinghoff, H., 312
Witte, W., 297
Wolday, D., 623, 634
Woodhead, M., 556
Woodward, R.S., 295
Wray, C., 654
Wyllie, S., 235
Wymenga, A., 189

Yamazaki, T., 312–13
Yates, R.R., 91
Yun, H.J., 624–6

Zafar, A.B., 479
Zaidi, M., 271 
Zaidi, M.B., 617, 633, 636
Zaman, S.R., 617 
Zambon, M., 335
Zambrowski, J.J., 241
Zar, H.J., 626, 631
Zellweger, C., 647 
Zenni, M.K., 492
Zgurskaya, H.I., 475
Zhanel, G.G., 492–3, 579
Zhao, X., 402
Zoutman, D., 283

Author Index 731



Abacavir, 333
ABC Calc see Antibiotic Consumption

Calculator
ABC-family see ATP-binding cassette
Academic detailing see Educational outreach
Academic Pharmacy Unit (Hammersmith

Hospitals, NHS Trust, London), 244
Accelerated Bacteriology Laboratory Evaluation

for better quality antibiotic prescribing, 711
Aciclovir, 332–3, 339, 341

in Herpes simplex virus (HSV), 332
Acinetobacter baumannii, 94, 361
Acinetobacter johnsonii, 478
Acinetobacter spp, 64, 265, 358, 469
Acute respiratory infections (ARIs), 632

antibiotics prescribed in, 600, 612
Adefovir, 333
Adelaide, South Australia (SA), 133

data analysis
by antimicrobal agent, 142
cephalosporins, usage in, 142–8
of usage by antimicrobial class, 139–41

data collection and reporting, 136–7
overall trends in antimicrobial usage

rates, 137–9
diversity of computer systems used by

hospital pharmacy departments, 135
hospitals, comparative intensive care usage

rates for, 154

Adelaide, South Australia (SA) contd.
metropolitan public and private hospitals,

133–5
see also Australia

Adenovirus, 338, 360
Africa, 504, 599, 602

antibiotics from unsanctioned 
providers, 603

data on MRSA, 628
see also Sub-Saharan Africa

African Comprehensive HIV/AIDS
Partnership (ACHAP), 638

Aggregate antimicrobial use
data, 79–80
and resistance, relationships based on

usage, 92
AGREE see Appraisal of Guidelines, Research

and Evaluation for Europe
Agriculture, 701

antibiotic use in, 701–2
benefits from, 660

AIDS epidemic, 312, 618
efforts to combat, 638
patients, use of antimicrobial drugs, 

626, 630
related mycoses, 314
see also HIV

Akaike Information Criterion 
(AIC), 454

Subject Index

733



Alcohol, 352
hand disinfectants, 271, 273, 290
mixture, high concentration, 360

Aldehydes, 352, 466
Alexander Project, 424, 435, 440

10-year dataset, 436
antibiotics analyzed from, 425
antimicrobial susceptibility databases, 437
collection, 439
isolates, 441

Algorithm
for classification of prescriptions in

different categories of inappropriate
use, 199

for evaluation of antimicrobial therapy, 200
Amantadine, 332–3, 336
American Academy of Pediatrics (APP), 515
American College of Clinical Pharmacists

(ACCP), 243
American College of Clinical Pharmacy

(ACCP), 243
American college of emergency physicians

criteria for administration of thrombolytic
therapy, 131

American College of Physicians, 39, 60
American Society for Microbiology (ASM),

410, 678
American Society of Consultant Pharmacists

(ASCP), 242–3
American Society of Health-System

Pharmacists (ASHP), 237, 242–3
website, 244

American Society of Internal Medicine, 
39, 60

American Thoracic Society (ATS), 38
antibiotic guidance, 49

Amine oxide, 474
Aminoglycosides, 94, 139, 149, 178, 190, 209,

213, 295
antibacterials, 109
underdosing of, 203
use, ICU and total, 147

Amoxicillin, 138, 253, 578, 594, 689
in Chile, 595

Amoxicillin/clavulanate, 138, 573–4, 577
usage, 148

Amoxicillin/clavulanic acid, 253
in Chile, 595
dosing regimes, four different, 393

Amphenicols, 109

Amphotericin, 317–18, 322–5
liposomal, 213, 325

Ampicillin, 371, 600, 689
Ampicillin/sulbactam, 77
Amprenivir, 333
AMT see Antimicrobial Management Teams
Anaphylaxis, 43
Anatomical Therapeutical Chemical

Classification system (ATC), 72, 85,
108–9, 568, 657

and DDD, 116
classification system, 110

see also DDD
Anidulafungin, 319–21
Animal daily dosage (ADD), 657
Animals

agriculture, benefits from the use of
antibiotics in, 660

and animal derived food, development of
harmonised antimicrobial resistance
and antimicrobial resistance, 667

different impact of antimicrobial treatments
at the individual level and at the herd
level, 666

diseases, resistance in DCs, 629
drug consumption at population level, 656
experiments by Burke, 186
production, development of bio-security

concept in, 663
sector in European Union, development of

an antibiotic policy for containment of
surveillance programmes in, 654

Animals, antibiotic use in,
communication, 663–4
feed additives, 660
health purposes, worldwide use of, 621
market authorisation, 651–4
monitoring and surveillance, 654–7
nutrition, guidelines for assessment of

additives in, 651
perceptions about antimicrobial resistance

due to, 664
population, spread of antimicrobial

resistance bacteria at the level of, 665
policies and control measures around

Europe, 649–68
research, 664–5
risk analysis, 658–64
veterinary drugs, 653
ways of progress, 664–7

734 Subject Index



Annals of Internal Medicine, 496
Antibacterial discovery through genomics,

process of, 689
defined stages in process, 689
development and use, 697

Antibacterial drugs, 109, 252
companies involved in development of, 676
prescribing, 694
resistance and policies, surveillance of

resistance and usage, 680–4
Antibiogram data, 90
Antibiotic/s

additional avoidance of, 191
concentrations at target sites, 369
costs for MSSA and MRSA, 294
cycling, 707
MICs and resistance in S. pneumoniae,

broad patterns of, 434
misuse, continued, 713
not to be used therapeutically, 189
not readily leading to emergence of

microbial resistance, 190
order form, 215

for drugs on restricted list, 166
prescribing, 713
in presence of acute respiratory infection

(ARI)/pneumonia, 600
stewardship programme, 651
substandard, 604
total outpatient consumption of, 253
for viral infections, 494

Antibiotic consumption
alternative units of measurement, 106–8
and bacterial resistance, problems in

demonstrating relationship, 447–50
in Chile, 597
in DDD/1,000 inhabitants and day (DID) 

in 1997 in 15 EU countries, 569
in ICUs, 262–4

Antibiotic Consumption Calculator 
(ABC Calc), 71, 111–14

denominator data, 112–13
numerator data, 112
in practice, 113–14

Antibiotic Control Committee, 164, 166, 
176, 181

Antibiotic Control Plan (ACP), 164
Antibiotic policies

components of, 2–3
early developments, 2–5

Antibiotic policies contd.
ensuring compliance, 8–10
extension of, 5–6
historical perspective, 1–11
for all hospitals, 6
origins of, 1–8
pioneers, 1–2

Antibiotic prescriptions
Australia, 577
Canada, 577
Europe, 574–5
Finland, 575
indications for, 574–7
Norway, 575
per 1,000 inhabitants and year, 

number of, 568
Sweden, 575
United States, 575–7

National Ambulatory Medical Care
Survey, 576

Antibiotic prophylaxis
in (clean-) contaminated procedures, 187
in surgery

pilot survey of, 193
state of the art, 185–90

timing of, 186
Antibiotic resistance/resistant

acquisition of, 368–9
bacteria,

comparison of impacts of infections, 632
selective pressure, 371

development of relationships based on
patient-specific data, 91–2

Escherichia coli urinary isolates, 492
in ICU, 264
pathogens, 168, 271
quantitative relationships between 

use and, 77
in veterinary medicine, 629

Antibiotic Resistance, Prevention and Control
(ARPAC), 113, 116, 706

Antibiotic susceptibility testing (AST), 607
Antibiotic use

in agriculture, 702
in animals, 655
in community, 567–79
and cost trends, 594–8
data, 106
as feed additives, 655–7
for growth promotion, 702

Subject Index 735



Antibiotic use contd.
hospital and outpatient use in Nordic

countries, 571
quantity and length of application, v
and resistance in bacteria 

community-acquired pathogens, 492
for surgical prophylaxis, 190
as veterinary drugs, 666

Antibiotypes, 444
method of data mining, 423

Antibiotyping, assurance system for, 655
Antifungal agents

available for prophylaxis and treatment of
invasive mycoses, 317

drugs, 213
classes and formulations of, 321

combinations and therapy changes, 325–6
limitations of recommending uses, 321–2
rational use of, 317–26
resistance and rational use, 311–26
systemic, main properties of, 317–19

Antifungal prophylaxis, 311
and treatment guidelines, 321

Antifungal resistance, 317
in Candida species, 314
problem of, 314–7
transmitted by extrachromosomal DNA,

315–7
Antifungal therapy in neutropenic patients,

empirical, 324
Anti-infectives, 605
Antimicrobial/s

aggregation, level of of, 72–3
classes, six, 139
correlation between mean daily dose and

days of therapy, 98
costs, 227

for HAI, 294
dispensing records, 80
donations, reality-check for developing

countries, 605
drug appropriate category IV, 

choice of, 202
management programmes, 229–30
new, development of, 76, 611
policies, 604–6
prescribing program, 215
prophylaxis, limiting, 235
purchases, 80
surveillance, definitions used in, 136

Antimicrobial/s contd.
therapy

based on Sensitivity index (SI) value in
relation to resistance, 607

classification of different types of, 198
Antimicrobial Management (or Review) Team

(AMT), 230
functions and responsibilities of, 231–2
intervention activities, 235–7
lead role in, 238–9
methods of identifying targets for

intervention, 234–5
models of delivery, 232
multidisciplinary, antibiotic choices

influenced by, 233
operational aspects of, 232–4
structure of, 230

Antimicrobial prescription
for respiratory tract infection (RTI), 574
skin and soft tissue infections, 574
urinary tract infections (UTI), 574

Antimicrobial resistance, 617
microorganisms, 27

Antimicrobial resistance surveillance
data, 606

for key pathogens, need for access 
to, 607–8

published in medical literature,
evaluation of, 410–6

translating into action, 607
program, 417

case definition, 417
pneumonia, 417
urinary tract infection, 417

Antimicrobial susceptibility testing (AST)
methods, 395
results, 421

Antimicrobial usage
comparison of various measures of, 94
data, sources of, 80–1
effect on resistance, not 

contemporaneous, 452
in grams, 83
measures, 81–2

patient-specific, 81–2
pattern of use in specific institution, 90
protocolised alternations, 235
utilisation surveillance programme, 133

Antipseudomonal penicillin/�-lactamase
inhibitor combinations, 139, 148

736 Subject Index



Anti-retroviral (ARV) drugs, 626
therapy for human immunodeficiency virus

(HIV), 332
see also Highly reactive anti-retroviral

therapy (HAART)
Antistaphylococcal agent, 3
Anti-tuberculosis primary drug resistance, 625
Antituberculous and antihuman

immunodeficiency virus therapy, 178
Antivirals, 213

adherence of patient to regime, 342
adverse effects, 335
correct timing of treatment, 339
currently available, 333
doses, 341
drug choice and dose, 345
resistance, 335–6
strategies for rational use of, 331–46

Antiviral prophylaxis strategies, 343–6
adherence, 346
alternatives to, 344
monitoring for infection, 346
restriction to necessary situations, 344

Antiviral therapy/treatment
combination, 342–3
problems associated with, 334–7
monitoring, 343
strategies, 337–43

correct drug choice, 340–1
sources of information and advice, 337

timing and duration of, 345
Antiviral use

generally and locally, limited experience 
in, 334

limit where possible, 339
Appraisal of Guidelines Research and

Evaluation in Europe (AGREE), 25
collaboration, 169
development methodology, 27

Appropriate practices for antibiotic
prescribing, 15

Approval for use of antibiotics on restricted
list, 166

APUA (Alliance for the Prudent Use of
Antibiotics), 547, 561

survey on physician antibiotic prescribing
practices and knowledge in seven
countries in Latin America, 600

ARBAO II, 655 
Ardacin, 651

Area under the concentration-time curve
(AUC), 389

(AUC)/MIC relationship, 98
and probability of emergence of

resistance, relationship between, 405
ratio and effect, relationship 

between, 391
ratio and frequency of emergence of

resistance, relationship between, 403
ARIMA (autoregressive integrated moving

average) model proposed by Box and
Jenkins, 423, 457

to predict percentage of ceftazidime-
resistant/intermediate Gram-negative
bacilli, 454

ARIs see Acute respiratory infections
ARPAC see Antibiotic Resistance, Prevention

and Control
ASHP see American Society of Health-System

Pharmacists
Asia, 599, 602
Aspergillosis, 325

mortality in invasive, 313
Aspergillus flavus, 313
Aspergillus fumigatus, 313, 315–17
Aspergillus spp., 320, 323

invasive infections caused by, 312–13, 320
ATC see Anatomical Therapeutical Chemical

Classification system
ATP-binding cassette (ABC) family, 471

transporters, 315
AUC see Area under the concentration-time

curve
Audit/s

for adherence to guidelines, 218
of antimicrobial drug use, 198
in Canada, 202
in Dundee, 30
and feedback, 16, 503
frequency of, 218
of policy application, 10
procedures of, 217–18

Audit Commissions Report, 237
Audits for monitoring the quality of

antimicrobial prescriptions, 197–219
antimicrobial drug classes, 213
automated methods, computer-assisted

prescribing, 215
data collection techniques, 214
manpower, 216–17

Subject Index 737



Audits for monitoring the quality of
antimicrobial prescriptions contd.

stratification level, 212–13
use of surveillance data as quality 

measure, 215–16
Audits with intervention

(before and after) without a control 
group, 210

(before and after or simultaneous) with
nonrandomised control group, 211

Australia, 28, 202, 242, 578, 605, 679
antibiotic policy changes, 600
data on sale of oral antibiotics, 572
Drug Utilization Sub-Committee, 574
Infection Control Service of South

Australian Department of Human
Services, 133, 135

Joint Expert Technical Advisory Committee
on Antibiotic Resistance 
(JETACAR), 134

overall profile to antibiotic use by drug
class, 594

study, 51
see also Adelaide, South Australia

Australian hospitals, 51
benchmarking between, 151
ICU usage rates for parenteral antimicrobial

use, 152
study of economic outcomes, 51
treatment of community-acquired

pneumonia, 155
usage data, 134

Australian Society for Antimicrobials 
(ASA), 243

Austria, 268, 561, 568
Avilamycin, 651, 667
Avoparcin, 651, 703
Azithromycin, 150, 253, 493

usage, 156–7
Azole resistance, 316

Bacillus anthracis, Ames strain, 688
Bacillus subtilis, 472
Bacitracin zinc, 651
Bacteraemia, 203

standards of therapy of, 202
Bacteraemic pneumococcal pneumonia, 203
Bacteria

adaptation to exposure to antimicrobials
used in medicine, food animals, crop
production, 622

Bacteria contd.
from animal origin, antimicrobial resistance

in, 659
Bacterial bronchitis, 509
Bacterial endocarditis, management of, 27
Bacterial food borne illnesses, 621
Bacterial pneumonia, 212
Bacterial resistance

to antibiotics, v
to biocides and antibiotics, evidence of, 473–4

Bacterial sepsis and SIRS, difference 
between, 201

Bacterial spores, 470
Bangladesh, 611
Barriers to change in practice, 494

identified, 522
interventions oriented to, 17

Bayer, 215
Bed-days per patient managed (BDPM), 89

surrogate marker of resource use, 51
Behaviorist theories, 18
Belarus, 571
Belgium, 202, 204, 210, 265, 268, 568, 

578, 679
campaign to inform the public about

antibiotic resistance, 555
Committee for the Coordination of

Antibiotic Policy (BCCAP), 554
Hospital Management of Anti-Infectives

training course, 244
Benalkonium chloride, 467
Benchmarking, 119–31

different types of, 119–21
ethics in, 125
example of definitions of, 120
implementing improvements, 125
partners, 121–4
planning for, 121
with other antimicrobial utilisation data,

150–4
for reducing vancomycin use and

vancomycin-resistant enterococci in
US ICUs, 125

Benzylpenicillin, 155
usage, 156–7

Beta-lactam antibacterials, 109
penicillins, 109

Biguanide to treat urinary tract infections, 469
resistant bacteria, 479
resistance in staphylococci, 469
use and antibiotic resistance, 465–80

738 Subject Index



Biocide/s in hospital environment, 479
functions, 466

Biocide mechanisms of bacterial resistance,
468–73

to alternation of target sites, 472
to biofilms, 473
to degradation, 472
impermeability, 470
to multidrug efflux pumps, 471–2
types of, 466–7

Bioterrorism, 593, 674
acts, 678

Birmingham Accident Hospital, 5–6
Bisbiguanide, 467

chlorhexidine, 466
Bisphenols, products containing, 477
BLAST (basic local alignment 

search tool), 441
Blood culture prior to antibiotic therapy, 47
BMJ, 496
Bolivia, study examining impact of

unregulated antibiotics sales in, 599
Boston City Hospital, 8
Bovine mastitis in Uganda, 629
Box and Jenkins auto regressive integrated

moving average (ARIMA) models, 451
see also ARIMA models

Breakpoints
clinical use of PK/PD to set for quinolones,

399–401
and different resistance rates, 396
harmonization in Europe, 398
short history and overview, 395–401
SIR, 423
systems, international similarities and

differences in, 398
two different types of, 399
for variety of antimicrobials, 399

British HIV Association (BHIVA) 
guidelines, 337

British National Formulary, 340
British Society for Antimicrobial

Chemotherapy (BSAC), 26, 160, 229,
396, 551

Endocarditis Guidelines, 27
in the United Kingdom, 395
surveillance projects for respiratory tract

pathogens, 683
Working Party, 169, 175

literature search, 161

British Society for Antimicrobial
Chemotherapy (BSAC), contd.
Report, 228, 237
survey, 167
systematic review, 161

British Society for Medical Microbiology, 31
British Thoracic Society (BTS), 38

community acquired pneumonia guidelines
(BTS), 27–8

guidelines, 38, 54
Standards of Care Commmittee, 33

Broadness of spectrum, 204
targets, 690

Bronchitis, 495
Brooklyn Antibiotic Resistance Task 

Force, 284
Brucella, 375
BSE outbreaks, 664
Bulgaria, 561
Burkholderia picketti, 468

C reactive protein (CRP), 202
Campylobacter jejuni, 627
Campylobacter spp, 583, 629, 638, 

653–5, 662
with quinolone resistance, 703

Canada, 493, 510, 679
amoxicillin, 573
antibiotic policy changes, 600
antibiotic use, 573–4
antimicrobial resistance, 261
audit, 202
community-based parenteral anti-infective

therapy or CoPAT, 241
Drug Information Network, 573
Information Medical Services (IMS), 572–3

database, 585
Canadian Society of Hospital Pharmacists

(CSHP), 243
Candida albicans, 311, 314–16, 321

resistant, 213
Candida dubliniensis, 314, 316
Candida glabrata, 313–16

infections, 312
Candida krusei, 213, 312, 314–15, 321
Candida parapsilosis, 312–3
Candida spp., 311–12, 320–21, 323

infections, 312–13, 320
in HIV-positive patients, 316

resistance to triazole antifungals, 315

Subject Index 739



Candida tropicalis, 312–13, 315
Candidaemia, 27, 325
CAP see Community-acquired pneumonia
Carbapenems, 91, 139, 676

against Enterobacter spp, 265
in ICU, 149
use, 145

Carbapenemases, 712
Carbenicillin, 689
Care pathways: definition, 39

in management of CAP, 39
Caspofungin, 319–20, 322–3, 325
Catheterization, 469
Cationic biocides, 468

selective pressure exerted by the use of, 478
Cattle drug usage for mastitis in Sweden and

Norway, 656
CBA see Controlled before and after studies
CD4 count, 345

in HIV infection, 344
CDCsee Centres for Disease Control in the US
Cefaclor, 253
Cefazolin, 213
Cefepime, 86, 142
Cefotaxime, 86, 142, 204, 264, 373–4, 

377–8, 380
breakpoints for Enterobacteriaceae in

Europe and the United States, 398
distribution of, 397

Ceftazidime, 82, 86, 93, 142, 164, 213, 264–5
Enterobacter cloacae resistance to, 93
use in hospital and percent ceftazidime-

resistant/intermediate Gram-negative
bacilli,

monthly, 450
temporal relationship, 453
transfer function model, 455
yearly, 449

Ceftriaxone, 142, 164
3GC consumption and CDAD 

incidence, 459
Australia, prescribing patterns for, 155
policy implementation for usage, 156

Center for Disease Control and Prevention
(CDC), United States, 99, 188, 274, 337,
355, 410, 468, 491, 515, 679, 694

active surveillance for invasive 
S. pneumoniae infections, 492

guidelines include measures to prevent
infection originating from
environmental contamination, 353

Center for Disease Control and Prevention
(CDC), United States contd.

national campaign against inappropriate
antibiotic use, 709

Project ICARE, 126, 262
Task Force, 679

Center for Research and Documentation on
Health Economics (CREDES), 585

Centers for Medicare and Medicaid Services
(CMS), 19

performance measures, 20
Centre de Resource et de Documentation en

Economie de la Santé, 585
Cephalexin, 213, 509
Cephaloridine, 7
Cephalosporins, 7, 140, 253, 178, 190, 207,

256, 295, 579, 594, 600, 676–7, 707
based antibiotic regimens, 51
data on usage in South Australia, 142–8
four “generations” of, 151
in Greece, 572
second generation, 706
third generation, 77, 138–9, 549, 

603, 706
antibiotics, 457

use, total hospital, 143
Chemoprophylaxis, 25
Chile

antibiotic consumption in, 594, 596
national antibiotic policy, regulatory

measures towards introduction 
of, 601

Chlamydia pneumoniae as an independent and
co-infecting pathogen, 37

Chloramphenicol,
resistance to, 704

in staphylococci, 4
Chlorhexidine, 467–8, 477

resistant Proteus mirabilis, 469
Chlorine

based disinfectant, 359
dioxide, 467

Chloroquine (CQ) resistance, 623
Cholera, 634
Cidofovir, 332–3
Cimulative sum (CUSUM), 458
CINAHL, 496
Ciprofloxacin, 5, 207, 213, 253, 369, 

380, 399
breakpoints for Enterobacteriaceae in

Europe and the United States, 398

740 Subject Index



Ciprofloxacin resistance, 265, 703
in Campylobacter, 702
in E. coli, 264
in K. pneumoniae, 264
in P. aeruginosa, 96
usage, 98

Citrobacter, 469
Citrobacter freundii, 478
Civil wars and unrest in developing 

countries, 634
Cleaning

definitions, 351
or disinfection of environment, 355–60
equipment, 358
frequency of routine

in isolation room, 356
in nursing department, 356
in operating department, 357
in outpatients’ clinic, 357
in various rooms, 357

methods, dry cleaning and wet 
cleaning, 355

pre-disinfection, 358
Clinical breakpoints, 398–9

value dependent on the dosing regimen, 394
Clinical diagnostic microbiology, 710
Clinical effectiveness cycle, 24
Clinical evaluation process, limitations of, 693
Clinical Governance, 539, 553

importance of, 531
Clinical pharmacists

with experience in infection 
management, 230

in infection management, 239
role in operational aspects of the AMT, 233
in the United States, 176

Clinical pharmacy specialist, 236
Clinical Resources and Audit Group 

(CRAG), 32
Clinical standards, 29
Clonal spread, 713

of resistance, 75
role in worldwide spread of penicillin 

(and multiresistant) pneumococci, 704
Clonality and resistance in 

S. pneumoniae, 439
Clostridia, 653
Clostridium difficile, 359
Clostridium difficile-associated diarrhea

(CDAD), 457

Cloxacillin, 3–4
Cluster-randomisation, 57
CMV see Cytomegalovirus
Coagulase-negative staphylococci (CoNS),

resistance in ICUs, 265
surveillance data, 411

Co-amoxiclav, 706
MRS protective effect, 707

Cochrane Effective Practice and Organisation
of Care (EPOC), 51, 57, 117, 161, 211,
219, 229, 495

Controlled Clinical Trials register, 496
database of clinical trails, 161

Coercive theories, 19
“Collateral damage” related to antimicrobial

use, 79
Combination

antimicrobial therapy febrile 
neutropenia, 609

of antibacterials, 109
of interventions, 521

effectiveness in reducing inappropriate
antibiotic use, 517

Committee of Veterinary Medicinal Products
of EMEA, 655

Commonwealth
Department of Agriculture, Fisheries and

Forestry, Australia, 134
Department of Health and 

Aged Care, 134
supported surveillance of antibiotic 

resistant organisms and antibiotic
utilisation, 134

Communication
around antimicrobial resistance in bacteria

of animal origin, 664
in risk evaluation process, 663

Community
acquired bacterial infections, 509
acquired MRSA, 354
intervention study in Tennessee, 519
outbreaks of hepatitis A and acute

gastroenteritis, 351
see also Community-acquired pneumonia

Community Strategy against Antimicrobial
Resistance, 2001, 679

Community-acquired pneumonia (CAP),
19–20, 37

administration of appropriate intravenous
antibiotics for patients with severe, 29

Subject Index 741



Community-acquired pneumonia (CAP) contd.
antibiotic prescription in management 

of, 43
audit in Tayside, 30
BTS guidelines for, 27–8
critical control points for, 43
guidelines, 38
healthcare costs in the United Kingdom and

the United States, 37
intervention, designing and 

implementing a, 56
patients requiring hospitalisation, antibiotic

prescribing in, 52
process aspects of care in, 43–7

impact on clinical and patient-centered
outcomes, 48

impact on economic outcomes, 49
measures in QI, advantages of, 47

QI studies published in English language
medical literature, 40–2

Complex relationship between host,
pathogens, and anti-infective agents, 197

Compliance with policies, measuring, 10
Computer

information systems, 17
program “Clinical-decision-support”, 215

Computerized physician order entry 
(CPOE), 17

Concentration-time profile of emergence of
resistance, 403

Consensus strategy, 26–7
Consumer education, 16
Consumption of antibiotics

in ambulatory care, 252
of penicillins, 258
in the UMC Ljubljana, 258
units of measurements, 567–8

Contaminated environmental surfaces, 353
Continuing Education, 539
Continuing Personal Development (CPD)

hours of, 539
Continuing Professional Development, 539
Controlled before and after (CBA) studies,

161, 496, 498, 501
Controlled clinical trials, (CCT), 161
Copenhagen recommendations, 679
Core interventions, 164

in antibiotics
automatic stop-order policy, 167–8
control plan, 164–5
formulary, 165

Core interventions contd.
educational interventions, 175
enforcing formulary restrictions, 166
guidelines for antibiotic prescribing,

168–74
laboratory control and role of medial

microbiologist/infectious diseases
physician, 174

role of hospital pharmacist, 176
Costs

of antimicrobial resistance, 284
of antimicrobial therapy, 203
biological, and development of 

resistance, 632
per capita of healthcare-associated S. aureus

infection in Denmark and the
Netherlands, 285

ratios of microbiology tests, 293
required to develop new antimicrobial

agents, 284
of resistance, vi

Co-trimoxazole, resistance to, 704
Counterfeiting of drugs in India and the

Philippines, 604
Coxsackie B virus, 360
CPD see Continuing Personal Development
CREDES, Centre for Research and

Documentation on Health 
Economics, 589

Critical success factors (CSFs)
identifying, 121
use of, 131

Croatia, 561
Cross-correlation function (CCF), 454
Cross-resistance bacterial resistance to

biocides and antibiotics
acquisition of genetic determinants, 476
alteration of target sites, 475
biofilms, 476
changes in membrane permeability, 475
evidence of, 473–7
induction of multidrug efflux 

systems, 475
possible mechanisms involved in, 474

Cross-transmission of antibiotic resistant
clones, 271

Cryptococcus neoformans, 320
infections, 320
meningitis, 312

Cumulative sum of squares (CUSUMQ), 458
Cumulative sums (CUSUMs), 423

742 Subject Index



Cycle of behavioural change and appropriate
education to manage response to illness

action, 536
contemplation, 536
maintenance, 536
pre-contemplation, 536
preparation, 536
sustained behaviour change, 536

Cycling, data supporting its efficacy, 179
Cystic fibrosis, 609
Cytomegalovirus (CMV), 333

infections, 332
Czech Republic, 561
Czechoslovakia, 7

Daily review of antibiotic therapy, 707
Danish Integrated Antimicrobial Resistance

Monitoring and Research Programme
(DANMAP), 111, 115, 136, 150, 204, 220

data, benchmarking with, 153
see also Denmark

Daptomycin, 611
Data

antimicrobials, 94
usage, 77–81

evaluated relationships between four
measures of antimicrobial use for, 19

patient-specific, 77
sufficiency for categorization category, 201
for surveillance of use and feedback to

prescribers, 73
Data collection techniques

abstracts of medical record, 214
aggregate or “group level”, 77
antibiotic order forms, 214
denominator, 110
interviews, 214
at patient level, 262–3

Data mining
antibiotype approach to, 424
to discover antimicrobic resistance

brief literature review, 422–3
emerging patterns of antimicrobic

resistance, 421–44
evolutionary genetic approaches, 436–40

of large multinational databases,
resistance, 422
surveillance, 423

multivariate analysis
methods of, 424–36
multidimensional scaling, 434–6

Data mining contd.
resistance information, three approaches to,

423–43
studies on antibiotic use and drug resistance

in hospital setting, 422
Data mining surveillance system (DMSS), 422
Davey, general advantages of antibiotic 

policy, 685
Day-care centers

for child care outbreaks of multiresistant
pneumococci, 705

and nursing homes, clonal spread and, 713
Days of therapy, 90
DDD (Defined daily dose), 68–9, 77, 87, 90,

93, 107, 124, 136, 216, 568, 585
of antimicrobial per, 1,000 occupied 

bed-days, 452
as in human medicine, 656
as an international standard, 85
method to measure and compare

antimicrobial use, 84
numerator, 110
pseudo, 114–5
as a unit of measurement, 70

DDD/1,000 inhabitants and day (DID), 
70, 138, 568–72

Europe, 568–72
European Union, 568–70
for �-lactam antibiotics, 578

Deep-tissue mycoses, 312
Defined daily dose see DDD
Denmark, 204, 210, 212, 253, 255–6, 268,

557, 569–70, 621, 661
emergence of resistant Staphylococcus

aureus, 557
healthcare system, 558
hospitals antimicrobials in, 558
ICUs, 262
Medical Product Agency, 568
Medicines Agency, 557, 572
patient’s central personal registration

(CPR), 557
see also Danish Integrated Antimicrobial

Resistance Monitoring and Research
Programme (DANMAP)

Detergents, 358
and disinfectant-use, comparing, 358

Developing countries (DCs), 617
access to essential antibiotics at all levels of

care, 601–11
acute respiratory infections (ARI), 627

Subject Index 743



Developing countries (DCs) contd.
AIDS epidemic, 626
animal pathogens in veterinary medicine,

resistance of, 629
antibiotic policies in, 593–612
antimicrobial resistance and its containment

in, 617–39
effectiveness and cost-effectiveness of

measures, 607–10
strategies for, 637–49

bacterial pathogens, resistance, 623
consumer awareness, 610
deaths resulting from major killer 

diseases, 632
donations of antimicrobials agents, impact

on country AMR policies, 604
drug resistance in hospital-acquired

infections, 628
economic implications of antimicrobial

resistance, 631–3
emergence of new resistant 

pathogens, 611–2
enteric pathogens, 627
epidemiology of antimicrobial 

resistance, 618
excessive use of antimicrobials in, 604
factors contributing to development and

spread of resistance, 598, 633–7
healthcare

budgets, impact of antibiotic use on,
598–601

inadequate systems, 599, 633
providers, 635

HIV/AIDS
implications on the antimicrobial

resistance problem, 630–1
resistance in, 626

laboratory services, 627
lack of proper diagnostic facilities, 600

malaria, 622
resistance in, 622–4

prophylaxis agents Pneumocystis carinii
pneumonia, 631

substandard and counterfeit drugs, 598
training of healthcare workers and other

individuals, 610–1
tuberculosis, 624
use of antimicrobial agents, 620–2

DG Sanco of European Commission, 116
Diagnostic Laboratory, 710

improving antibiotic prescribing, 710

Diagnostic uncertainty, issue of, 495
Diagnostic virology in clinical practice,

impact of, 338
Diarrhea, 632–3

surveillance data, 411
Dicloxacillin/flucloxacillin, 148
Didanosine, 333
Direct-Obsreved-Therapy Short Course

(DOTS)-Plus, use of, 609
Diseases of poverty, 618
Diseases Pharmacist, 231
Disinfectants, 352, 358

in farm and household products, 622
in hospital environment, use of, 466
susceptibility to, 360–1
types, actions, and usages, 466–7
usage and antibiotic resistance, 477–9

Disinfection
definition, 352
indications for, 358
policies in hospitals and the community,

351–61
Disoproxil, 333
Disposable materials, use of, 358
DNA

automated sequencing technology, 436
double helix structure of, 688
extrachromosomal, 316
high-density microarrays, 690
replication and repair, changes in the

fidelity of, 368
Doha, Qatar, Fourth Ministerial 

Conference
Declaration on international intellectual

property laws, 602
Dose/Dosage

alternations, 235
of antimicrobial drug, 205
correct, 205
interval, 206

Dose-effect relationships, 388–95
concentration-time curves and the PK/PD

index, 389
determination of clinical breakpoints for

susceptibility testing using PK/PD
index, 392–3

Monte Carlo simulations, 393–5
sigmoid dose-response curve, 390–1

DOTS (Direct-Obsreved-Therapy Short
Course) strategy, 625

Doxycycline usage, changes in, 157

744 Subject Index



Drug and Therapeutic Committee (DTCs), 608
rational use of drugs, 608

Drugs
expenditure of most hospitals, 227
retailers in Kathmandu, Nepal, 606

Drug/metabolite transporter (DMT)
superfamily, 471

Drug-resistant bacteria of animal origin, 621
Drug-resistant S. pneumoniae (DRSP), 93
Dual effective therapy (DET), 47–8
Dutch

hospitals, formularies, 553
infection control guidelines (WIP), 355
see also Netherlands, the

Dysentery, 623

EBM see Evidence-based medical
Echinocandin antifungal family, 319–20
Ecological issues

in antibiotic use and required actions, 701–13
in hospital, 706–8
use of antibiotics in community, 704–6

Education, 541
benefits in clinical AMT intervention, 237
effect on rates of penicillin-resistant 

S. pneumoniae in communities, 515
example of intravenous vancomycin and

fluoroquinolone prescribing 
practices, 236

materials
alone, effect on patients, 513
distribution of, 500–1

meeting, 505–6
antibiotic prescribing behavior, 521

outreach, 17
academic detailing in, 17, 509

pharmacist, role of, 239
persuasive vs restrictive/coercive

interventions, 163–4
theories, 18
visits, 507–8

Education of patients and professionals,
531–42

example in Scotland, 541–2
Education of patients, 532–6

behaviour change, 535
cycle of behavioural change to manage

response to illness, 536
other mechanisms, 535
public expectations, 533

Education of professionals, 536–41
medical and nursing, 239
postgraduate, 538–40
undergraduate, 537–8

Efavirenz, 333
Effective Practice and Organization of Care

(EPOC) see Cochrane Collaboration
Egypt, prevalence of drug resistance of

Salmonella typhi in, 628
EMBASE, 161, 496
EMEA see European Medicine Evaluation

Agency
Emergence of bacterial resistance

in clinical practice, 469
to highly reactive biocides, 469
multiresistant microorganisms, 460

Empiric antibiotic therapy, reasons for
inadequate choice of, 198, 712

EMRSA-15, 281
EMRSA-16, 281
EMRSA-17, 281
Enoyl-acyl reductase carrier protein in

mycobateria, 467
Enrofloxacin, 702
Enteric bacteria, resistance in DCs, 627
Enterobacter aerogenes, 94, 265
Enterobacter cloacae, 94, 164, 264
Enterobacter spp., 77, 204, 264–5, 629, 653

as common nosocomial pathogen, 354
resistance in ICUs, 264, 270

in Belgium, high resistance to
ciprofloxacin, 264

surveillance data, 411
Enterococcus faecalis, 270, 619
Enterococcus faecium, 270, 619

pathogenic, for humans, 661
Enterococcus spp, 76, 270, 354, 621, 629,

653, 703
surveillance data, 411

Environment of antibacterial resistance
usage, discovery, and development,

increasing and decreasing 
factors in, 697

Environmental contamination, 352–61
EPIC see European Prevalence of Infection in

Intensive Care (EPIC)
Epidemiology, v

of prescribing practices at a local level, 228
theories, 18
herds and food industry, studies in, 660

Subject Index 745



Epstein-Barr virus, 339
infections, 332

Erythromycin, 4–5, 494, 704
early restriction of, 4
resistance, 93
use only in combination, 3

ESAC see European Surveillance of Antibiotic
Consumption

project, collection of DID data in 
the, 579

Escherichia coli, 7, 94, 253, 264, 285, 372,
374, 472, 619, 621, 654–5, 703

isolates, high resistance rates to
fluoroquinolones in, 251

MICs from various sources, 
distribution of, 401

resistance to fluoroquinolones, 583
surveillance data, 411

ESCMID see European Society of Clinical
Microbiology and Infectious Diseases

ESGAP see European Study Group on
Antibiotic Polices

ESGAR see European Study Group on
Antibiotic Resistance

Ethidium bromide in S. aureus, gene encoding
for resistance to, 471

EUCAST see European Committee on
Antimicrobial Susceptibility Testing

Europe, 242, 313
antibiotic policies, need for uniform, 562
antimicrobial resistance surveillance

system, 546
breakpoint systems used, 396
development of antimicrobial policies and

control measures in, 649
guidelines for good clinical practice, 546
ICUs, surveillance of antibiotic resistance

in, 266–7
regulations

about feed additives, 651
and guidelines for antimicrobials

marketing authorisation, 652
UTI prescribing studies, 594
veterinary professional organization FVE,

666
European Antibiotic Policy, minimum

standards proposed, 546
European Commission (EC), 702

Concerted Action project, 113
DG Research, 116

European Committee on Antimicrobial
Susceptibility Testing (EUCAST), 388,
396, 398, 405, 712

tentative breakpoints for quinolones, 400
European Conference on Antibiotic Use in

Europe, 693–4
European Federation of Pharmaceutical

Industries and Associations (EFPIA),
588, 694

European Food Safety Authority (EFSA), 
659, 667

European Medicine Evaluation Agency
(EMEA), 653, 679

European Pharmaceutical Market Research
Association

classification of medicinal products, 
106, 108

European Prevalence of Infection in Intensive
Care (EPIC), 263

study, 268
European Society for Clinical Microbiology

and Infectious Diseases (ESCMID), 
115, 601

website, 111
European Society of Clinical Pharmacy

(ESCP), 243
European Strategy for Antibiotic Prophylaxis

(ESAP) study, 262
list of antibiotics subject for restricted use,

271
European Study Group on Antibiotic Polices

(ESGAP), 111, 115, 547, 601
European Study Group on Antibiotic

Resistance (ESGAR), 549, 563
European Surveillance of Antibiotic

Consumption (ESAC), 88,150, 563, 570,
584, 706

project, 116
European Union (EU), 679

antibiotics to increase the feed efficacy and
daily growth of animals, 650

Conference on “the Microbial Threat”, 230
task forces, 695

Evaluation
by experts, 216–7
of infectious diseases service, 210
of evaluation process itself, 211
QI initiative, 59
of quality of prescription without

intervention, 210

746 Subject Index



Evidence
based practice, 531
as basis for clinical practice guidelines or

antibiotic prescribing, 32
systematic and analytic evaluation of, 23

Evidence-based medicine (EBM), 24
approach, 28
guidelines, 28

methodology, 32
methodology, 26
working group, 24

Evolution of antibiotic resistance within
patients, 367–83

case studies, 377
infant with aplastic anaemia, 378
long-standing E. coli infection of liver

cysts, 379–82
Evolutionary genetics, 444

approaches in data mining, 423
Expenditures, antimicrobial, 83
Experts for quality evaluation of antimicrobial

therapy, 216–7
Extended-spectrum �-lactamase (ESBL), 

93, 270
detection of, 712
producers, 703

strains amongst E.coli, 264

Famciclovir, 333
Farms

epidemiological studies in, 665
management and hygiene, good, 638

Farquhar systematic review, 28
Febrile neutropenia, 324
Federal Drug Agency (FDA), 678–9
Feed additives

antimicrobials used as, 659
benefit of, 660–1

Filaments
formation of in Gram-negative bacteria, 467
in fungi, 313

Finland, 557, 568, 570, 679
Group A streptococci, resistance of, 93

reduced use of erythromycin for, 501
intervention for lowering antimicrobial

resistance in the community, 559
macrolide study, 522
Medical Society Duodecim, 560
MIKSTRA, optimal antibiotic policy for

outpatient infections, 559

Finland contd.
Ministry of Social Affairs and Health, 560
Study Group for Antimicrobial 

Resistance, 560
Flavophospholipol, 651, 667
Flinders Medical Centre, 154
Florida Medical Quality Assurance, Inc., 38
Flucloxacillin, 4
Fluconazole, 207, 214, 311, 315, 318, 322–5
Flucytosine, 318, 320
Fluoroquinolones, 37, 53, 77, 91, 94, 139,

256, 369, 676, 690
potency against Mycobacterium, 370
resistance, 93

in Gram-negative bacilli in
gastrointestinal flora, 92

third generation, 138
usage, 152

Focus Technologies, 683
Food and Drug Administration (FDA), 599
Food animals,

antibiotics, 655
antimicrobial usage in, 620, 638, 655

impact on public health, 620
monitoring of, 656
production in developing 

countries, 637
Food borne agents, 650

pathogens development of resistance related
to veterinary usage, 650

Formularies as educational tool and guideline
or protocol, 539

Foscarnet, 333
France, 202, 204, 210, 212–3, 264, 268, 396,

432–3, 568, 578, 655–6, 679
acute otitis media, 586
AFSSAPS Health Products Safety Agency

(Agency Française de Sécurité
Sanitaire et des Produits de Santé),
584, 588–9

database, 585
antibiotic use in community, 583–91

data sources, 583–5
units of measurement, 585–6

breakpoint system used (CASFM), 396
childhood infection-prevention 

programme, 590
data

EPAS, Permanent Sample of Health
Insured Individuals, 589

Subject Index 747



France contd.
sources on antibiotic consumption,

characteristics of different, 589
determinants of antibiotic consumption,

586–8
medical density, 587
pharmaceutical firms pressure, 588
sociocultural and historical factors, 587

drug economy, 557
EDSSM (Enquête Décennale sur la Senté et

les Soins Médicaux)
database, evaluations of antibiotic

consumption using the, 584
Decennial Inquiry on Health and Medical

Care, 583, 589
and Germany, comparison in terms of

outpatient antibiotic use, 556
healthcare centers (Direction des Etudes

Médico-Economiques et de
l’Information Scientifique, 588

INSEE, (National Institute for Statistics
and Economic Studies), 589

Institute for Public Health Surveillance (In
VS, Institut de Veille Sanitaire), 588

MSA, Mutualité Sociale Agricole, 585
National Agency for Medical Practice

Evaluation (Agence Nationale pour
le Développement de l’Evaluation
Médicale), 588

National Employees’ Health Insurance,
Caisse Nationnale d’Assurance
Maladie des Travailleurs Salariés
(CNAMTS), 585, 589

National Independent Workers’ Health
Insurance, Caisse Nationnale
d’Assurance Maladie des
Professions Indépendantes
(CANAM), 585, 589

national plan of actions for the control of
antimicrobial resistance, 556

National Report on the use of antibiotics in
the community, Observatoire National
des Prescriptions et Consommations
des Médicaments, 588

public health authorities, collective
awakening and progressive
mobilization of, 588–90

Fungal diseases/infections, 313–14
invasive, standards of care for patients 

with, 31

Fungal diseases/infections contd.
in neutropenia, 322
prevention of, 322
resistance development and 

transmission, 315
Fusarium spp., 312, 314–5
Fusidic acid, 4–5
The Future of Antimicrobial Drug Availability,

An Impending Crisis, 677

Galen, 23
Ganciclovir, 333
Garrod, three eras of antimicrobial

chemotherapy, 674
Generalized estimating equation (GEE), 499
Genes

encoding for resistance determinants, 476
transfer, v

Genetics
basis and the phenotypic expression of

resistance, 619
of resistance mechanisms, 704

Genital Chlamydia trachomatis infection,
management of, 28

Genomics
driven approach to antimicrobial 

compound, 690
and high throughput screening (HTS), 688
role in antimicrobial discovery, 688
technologies related to, 689

Genotyping isolates, 434
Gentamicin, 5, 7, 213

resistant gram-negative bacilli and
gentamicin use, percentage, 449

Germany, 212, 265, 268, 561, 568, 
605, 655, 709

antibiotics, 203
DIN breakpoint system396
health authorities, 557
ICU patients, 63
strict control of veterinary prescription 

and drug delivery in animal 
husbandry, 666

Global coalition agent poverty, 638
Global infectious disease burden, 593
Global mobilization of international

communities against antimicrobial
resistance, 650

Global Salmonella survey, 655
Global warning systems, 611
Glutaraldehyde, 467

748 Subject Index



Glycopeptides, 139, 149, 151, 256, 690
intermediate staphylococci, 712
resistance

in CoNS, 268
in ORSA, 269

use, 145–6
Glycopeptide-intermediate S. aureus

(GISA), 282
Glycylcycline, 690
GOBSAT see Good Old Boys Sat Around a

Table
“Gold-standard” methodology

of performance measurement, 29, 31
for research-based evaluations of

organisation level interventions, 57
Gonorrhoea, 623
Good Drug Donation Practices, 605
Good Old Boys Sat Around a Table

(GOBSAT), 26, 32
Gould review of role of antibiotic policies in

control of antibiotic resistance, 685
Gram-negative aerobic infections, 76
Gram-positive and Gram-negative organisms,

206, 377, 468, 477
antimicrobials, 96
bacteria, multiple, 411

Great Britain see United Kingdom
Greece, 268, 568, 578, 713

National Committee for Nosocomial
Infections guide for antimicrobial
chemotherapy and prophylaxis, 549

Group A streptococci, 559
Finland, resistance of, 93, 501–2
macrolide resistance, 492–3, 518, 559
susceptible to penicillin, 204
see also Streptococci

Group educational meetings, results from
studies of, 506

Guatemala, antimicrobial resistance
in middle and upper class families due to

unrestricted access to 
antibiotics, 601

Guidelines
for antibiotic prescribing

essential features of, 169–71
dissemination, 171
evaluation, 173
implementation, 171–3

development
approaches to, 26–7
methodology, recommended, 25–6

Guidelines contd.
of the EMEA, 667
for improving use of antimicrobial agents in

hospitals, 26
in NHS Scotland, 32
on the web, 25

for Prevention of Antimicrobial Resistance
in Hospitals, 160

for prudent use of antibiotics, 271
Guideline implementation, 15–21, 28–9

generally effective strategies, 17
ineffective strategies generally, 15
management of resistant pneumococci in

day care centres and family day 
care, 559

theories of facilitating change, 18–21
variably effective strategies, 16

HAART see Highly active anti-retroviral
therapy

HACCP principles see Hazard analysis and
critical control point

Haematology departments, 212
Haemophilus influenzae, 424, 438, 

472, 609
antimicrobial resistance surveillance 

efforts, 607
DNA sequence of, 689

Haemophilus spp., surveillance data, 411
HAI see Hospital-acquired infection
Halogenated compounds, 352
Halogen-releasing agents, 467
The Hammersmith Hospital, 3
Hand hygiene, 273
Handwash products, 290
Harvard Medical School, 209

emergency department quality study,
128–31

Hazard analysis and critical control point
(HACCP) principles,

development of, 664
risk reduction following, 664

Hazard identification, 658
HBV Hepatitis B virus
HCV see Hepatitis C virus
Health

databases, 493
education campaigns, evaluation of, 542
facilities, 634
institutions in DCs, 636

Health Protection Agency (HPA), 244

Subject Index 749



Healthcare
acquired infection standards, evaluation of

national performance against, 30
delivery systems, 636
facility, 212
provider education, 515

HealthSTAR, 161, 496
Hepatitis A virus, 360
Hepatitis B virus (HBV), 333, 354
Hepatitis C virus (HCV), 332–3, 354

combination of interferon and ribavirin, 342
in environment, data on survival of, 355

Herd level, information about drug
prescription at, 657

Herpes family, 332–4
Cytomegalovirus (CMV), 333, 336
Herpes simplex virus (HSV), 332, 335–6,

340–1, 344, 360
genital, 337

Varicella zoster virus (VZV), 332–3, 339
in pregnancy, 337

Highly active anti-retroviral therapy
(HAART), 312, 314, 342, 626

in HIV, 345
see also Anti-retroviral (ARV)

Histoplasmosis, 312
HIV, 354

Africans infected, 631
combination therapy, 342
in environment, data on survival of, 355
infections, 626

HIV/AIDS, 593, 609, 623, 632–3
infected persons, increased use of

antibiotics in, 631
related bacterial infection, 678
see also AIDS

Holland, 713
see also Netherlands

Homeland security, 593
Hong Kong, 432–3
Hormone administration to calves, 664
Hospital

accreditation, 10
antimicrobial consumption data, 71

collecting, converting, and making sense
of, 67–74

frequency of data collection, 71
drug use

measurement units, 69–71
sources of data, 68–9

Hospital contd.
pharmacists pharmacists, 217

in North America, UK, and 
Australasia, 232

Hospital-acquired infection (HAI), 282
benefits of handwashing in the 

control of, 289
cost of, 284
due to MRSA, 288
due to resistant organisms, economic

evaluation, 285
with multiresistant bacteria, 351

Housekeeping genes, 438, 441
HSV see Herpes
Human Genome Project, 688
Human Genome Sequencing Consortium, 441
Human immunodeficiency virus see HIV
Human parainfluenza virus, 359
Human population growth in developing

countries, 635
Hungary, 561, 571
Hydrogen peroxide, 467
Hypochlorite, 359

Iceland, 559–60
penicillin resistance

in pneumococci, 560
related to high co-trimoxazole and

macrolide use, 705
Icelandic Medical Journal, 560
ICUs (Intensive Care Units), 212, 261–74

antibiotic cycline and their role in reducing
resistance, 272

cephalosporin use, 143
fluoroquinolone use, 146
as genesis units for antibiotic resistant

bacteria, 706
gentamicin, usage of, 149
and other hospital wards, studies of

comparison of antibiotic use in, 263
impact of antibiotic policies and antibiotic

consumption on antibiotic resistance,
270–2

infections
acquired in, 271
control, 273

interventions aimed at controlling the use of
antibiotics, 273

IT and benchmarking to improve antibiotic
prescribing, 272

750 Subject Index



ICUs (Intensive Care Units) contd.
macrolide use, 148
monthly aggregate antimicrobial usage, 139
problem of resistance in, 261
surveillance programme, 273
usage, separate rates for, 135
use by antimicrobial class, total, 141
vancomycin, use of, 127, 149

ID see Infectious Diseases
IDSA see Infectious Diseases Society of

America
Illegal distribution

of prescription drugs, 602
by unsanctioned dealers of antibiotics, 603

Imipenem, 77, 86, 213
resistant Acinetobacter baumannii, 461

Immunisation, 25
Immunocompromised patients, 367
Imperial College Faculty of Medicine

(London), 244
Implementation of antibiotic management

programmes, effective, 229
Inanimate environment, critical role in

transmission of organisms, 353
Inappropriate antibiotic prescriptions, 202, 245

reducing number of, 708
for viral respiratory tract infections,

underlying reasons for, 494
Inappropriate antimicrobial use, 635
Incidence studies, 210
Indinavir, 333
Indonesia, 594, 610
Industrialized countries, 600

guidelines for hospital and veterinary 
use of antibiotics, 600

Infection
community worldwide, 26
control, 25
practice guidelines, variability of 

quality of, 27–8
prevention, vi
with resistant pathogens, 284

Infection control
measures, 90

effectiveness of, 273
programmes, 284, 299
staff, 292

Infection management for pharmacists
information networking and specialised

practice interest groups, 243–4

Infection management for pharmacists contd.
post-graduate training opportunities in, 244
training and support in, 242

Infectious Disease (ID)
pharmacist, 238

Microbiology or Antibiotic Use Review
(AUR), 237

practice, 244
physician or clinical microbiologist, 230–1

Infectious Disease Society of America
(IDSA), 26, 76, 202, 237, 679, 695

guidelines, 230
for managing candidiasis, 28

Joint Committee on the Prevention of
Antimicrobial Resistance, 27

newsletter, 677
Influenza virus infection, 332–3
Information Sharing, Feedback, Contracting,

and Ongoing Monitoring 
(INFECTOM), 610

Inhabitant-days, 89
INRUD (International Network for the

Rational Use of Drugs), 496
INSPEAR, 611
Insurance, health, 253–4, 259, 510

additional, 252
database, 500
French national, 585, 589

Intellectual property protection, 604
Intensive Care and Special Care Baby Units, 283
Intensive care unit see ICUs
Intercontinental Marketing Services (IMS), 106
Intercontinental Medical Service, 

Melbourne, 572
Interferon, 333
International Federation of Pharmaceutical

Manufacturers Association (IFPMA), 694
Internet, 535, 560
Interrupted time series (ITS), 161–2, 501

analysis, 57
model, 58
studies, 496, 498, 500

Interscience Conference on Antimicrobial
Agents and Chemotherapy (ICAAC), 675

Interventions, 163–81
effects

on antibiotic resistance, 518–9
on patient outcomes, 519–20

on rate of penicillin resistance, effect of, 518
studies, 194

Subject Index 751



Interventions to improve antibiotic 
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for Lassa fever, 332
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