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Foreword

One thing was sure when we started to organize this symposium last year: 
there will always be more (natural or man-made) disasters all over the 
world. Of course, no one could have anticipated the huge disaster of the 
Tsunami on 26 December 2004 in Asia, just a few months before the sym-
posium. The cover of this book contains an impression of the situation 3 
hours and 15 minutes after Tsunami (thanks to Remko Scharroo, NOAA 
for providing us with these satellite altimetry images; more details can be 
found in the paper on page 323-336). This extremely disastrous event did 
give the organizers mixed feelings. Of course, very deep sadness, but also 
the reinforced belief that geo-information (technology) must be used to op-
timize the disaster management (both before and after situations). 

Researchers, developers, users and geo-information providers all par-
ticipated in ‘The First International Symposium on Geo-information for 
Disaster Management’, Delft, the Netherlands, 21-23 March 2005. This 
created the most appropriate atmosphere for work and discussions between 
different professionals. During the symposium two basic types of presenta-
tions could be recognized: the ones with more focus on research and de-
velopment of geo-information technology, and the others with more focus 
on the practical needs and solutions for users and managers in disaster 
management. The observation one could make is that these two basic types 
are often mixed in a presentation that contains both (parts of) users needs 
and technology solutions. 

Geo-information technologies offer a variety of opportunities to aid 
management and recovery in the aftermath of industrial accidents, road 
collisions, complex emergencies, earthquakes, fires, floods and similar ca-
tastrophes. These context-aware technologies can provide access to needed 
information, facilitate the interoperability of emergency services, and pro-
vide high-quality care to the public.  

Disaster management depends on large volumes of accurate, relevant, 
on-time geo-information that various organizations systematically create 
and maintain. This information may be described in catalogues and made 
available through Geo-Information Infrastructures, such as Infrastructure 
for Spatial Information in Europe (INSPIRE), based on ISO, CEN, and 
OpenGIS standards. While the semantics of geo-information might be 
clear to the producer, formal semantics are seldom available. This compli-
cates real-time machine processing in support of disaster management. 

Disaster management poses significant challenges for data collection, 
data management, discovery, translation, integration, visualization and 
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communication based on the semantics of the heterogeneous (geo-) infor-
mation sources with differences in many aspects: scale/resolution, dimen-
sion (2D or 3D), classification and attributes schemes, temporal aspects 
(up-to-date-ness, history, predictions of the future), spatial reference sys-
tem used, etc. 

For this reasons the Section GIS Technology at the OTB Research Insti-
tute for Housing, Urban and Mobility Studies at the Delft University of 
Technology took the initiative to organize the First Symposium on Geo-
information for Disaster Management. This First Symposium focused pri-
marily on the response and secondarily on the relief phases of Disaster 
Management encouraging a wide discussion on systems and requirements 
for use of geo-information under time and stress constraints and unfamiliar 
situations, environments and circumstances. 

The organizers of the First symposium believe: the initiated discussion 
between technology developers (software and hardware), disaster man-
agement bodies, information providers, developers of standards and users 
will accelerate the development of advanced context-aware technologies 
for disaster management. 

Recognizing the importance of disaster management issues, several uni-
versities, international organizations and vendors have taken the initiative 
to make this symposium an annual event, which will be organized in dif-
ferent continents. Three follow-up symposiums are already planned: India 
(2006), Canada (2007) and China (2008). These symposia are already offi-
cially approved as events of the International Society for Photogrammetry 
and Remote Sensing (ISPRS) 

Goal and Objectives 

The fundamental goal of the Symposium was to tackle disaster manage-
ment problems in their entirety, considering: a. technology (both software 
and hardware applicable for Disaster Management), b. user requirements 
for geo-information (both management and mobile users), and c. informa-
tion providers (data and standards). Therefore, during the Symposium the 
following aspects were addressed: 1. the state-of-the-art in Disaster Man-
agement, 2. a review of tools, software, existing geo-information sources, 
organizational structures and methods for work in crisis situations, 3. an 
outline of the drawbacks in current use, discovery, integration and ex-
change of geo-information, and 4. some suggestions for future research di-
rections.
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Conference topics 

In order to reach the goal and objectives described above the Symposium 
focused on the following topics, which are reflected on by the papers in-
cluded in this book: 

User Needs, Requirements and Technology Developments 
Data Collection and Data Management 
Data Integration and Knowledge Discovery 
End-User Environments 
Positioning and Location-Based Communication 
Information Systems for Specific DM Applications 

Paper Selection Process 

The Symposium on Geo-information for Disaster Management is a refe-
reed symposium. The papers were submitted as extended abstracts and re-
viewed by at least two members, but usually three or four members, of the 
Scientific Program Committee. Nearly 170 full abstracts were submitted. 
The 22 best were selected for an oral presentation in a plenary session, 
next another 49 good papers were selected for an oral presentation in a 
parallel session. Finally, from the 50 submitted poster presentations, 27 
submissions were selected for publication in this book. The authors of the 
selected abstracts were asked to submit a long paper for oral presentations 
or a short paper for poster presentations. In the preparation of the final pa-
pers, the authors had to consider the comments of the reviewers1.

                                                     
1  Every effort has been made to ensure that the advice and information in this 

book is true and accurate. However, neither the publisher nor the authors, nor 
the editors can accept any legal responsibility or liability for any errors or omis-
sions that may be made. The information content of papers collected in this 
volume is the sole responsibility of the respective authors. 
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Abstract

Due to organizational and technological barriers, actors involved in the 
management of natural or man-made risks cannot cooperate efficiently. In 
an attempt to solve some of these problems, the European Commission has 
made “Improving risk management” one of its strategic objectives of the 
IST program. The integrated project Orchestra is one of the projects that 
recently started in this area. The main goal of Orchestra is to design and 
implement an open service oriented software architecture that will improve 
the interoperability among actors involved in multi-risk management. In 
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this paper we will describe the goals of Orchestra and explain some of the 
key characteristics of the project. These are: 

The chosen design process of the Orchestra Architecture.  
How to further improve geospatial information and standards for deal-
ing with risks 
How ontologies will be used to bring interoperability from a syntactical 
to a semantical level. 
The paper ends with two examples demonstrating the benefits of the Or-

chestra Architecture. One is in the area of coastal zone management, and 
the other is related with managing earthquake risks. 

1 The Current Situation in Risk Management 

Increasing numbers of natural disasters have demonstrated to the European 
Commission and the Member States of the European Union the paramount 
importance of the natural hazards subject for the protection of the envi-
ronment and the citizens. The flooding experienced throughout central 
Europe in August 2002 is the most recent example of the damage caused 
by unforeseen weather driven natural hazards. The summer of 2003 clearly 
showed the growing problem of droughts in Europe including the Forest 
Fires in Portugal with more than 90,000 ha of burnt areas. There is strong 
scientific evidence of an increase in mean precipitation and extreme pre-
cipitation events on the one hand and water shortages for certain regions 
on the other hand which implies that weather driven natural hazards may 
become more frequent.  

The European Spatial Development Perspective and new EC Regional 
Policy regulations emphasize the need of a better spatial planning and re-
quire new tools for the impact assessment of regional developments on 
natural and technological risks and vice versa. Now the new regulations 
for renewed Structural Funds and instruments for the period 2007-2013, 
adopted by the EC on 14 July 2004, foresee specific measures for “devel-
oping plans and measures to prevent and cope with natural risks”. 

The different types of risks (affecting the territory of the EU) need to be 
better addressed by an integrated approach to risk management. Preven-
tion, preparedness and response, three major phases of risk management, 
usually involve a vast range of sectoral institutions and organizations at 
various administrative levels with different systems (monitoring, forecast-
ing, warning, information, etc.) and services. Unfortunately, exchange of 
relevant information needed for dealing with risks is often limited to a raw 
data exchange level and true efficiency, in most cases, is hindered by ad-



Orchestra: Risk Management Applications      3 

ministrative and legal boundaries as well as a lack of interoperability on 
the technical side. 

Because natural and man-made disasters are not limited by administra-
tive boundaries, cross-border aspects also need to be carefully considered 
and as a consequence major efforts are required to harmonize data and 
making services interoperable. 

The application of different policies, procedures, standards and the lack 
of interoperability of systems, result in problems related to an efficient 
data management and information delivery, all critical elements of Risk 
Management. Interoperability based on standardization will help close the 
gap between the different actors and is also expected to stimulate the de-
velopment of an operational European service market supported by the 
sharing of procedures, interfaces and resources. 

A substantial portion of IT expenditure in Europe supports the mainte-
nance of thousands of legacy systems, the vast majority of which were not 
designed to work together. Recent events have underscored the need to be 
able to consolidate information from disparate systems to support citizen 
protection and security, disaster management, criminal justice, and other 
missions, crossing pan-European agency boundaries and extending into na-
tional, state and local government areas. One of the most urgent and im-
portant challenges currently facing governments is to get these systems to 
interoperate and share information. 

2 The Orchestra Project 

In an attempt to solve some of these problems, the European Commission 
has made “Improving risk management” one of its strategic objectives of 
the IST program. The integrated project Orchestra is one of the projects 
that recently started in this area. The main goal of Orchestra is to design 
and implement an open service oriented software architecture that will im-
prove the interoperability among actors involved in multi-risk manage-
ment.

In order to realize this goal, the key objectives for the project are the fol-
lowing:

To design an open service-oriented architecture for risk management 
that links spatial and non-spatial information services. In this context 
Orchestra will provide input to INSPIRE and GMES (see below). 
To develop the service infrastructure for deploying risk management 
services.



4      Alessandro Annoni, Lars Bernard, John Douglas, Joseph Greenwood et al 

To develop thematic services that are useful for various multi-risk man-
agement applications based on the architecture.  
To validate the Orchestra architecture and thematic services in a multi-
risk scenario.
To provide software standards for risk management applications. In par-
ticular, the de facto standard of OGC and the standards of ISO and CEN 
are envisaged to be influenced. 

The Orchestra project started in September 2004. Currently the focus of 
the work is on understanding user needs, system requirements and an as-
sessment of useful technologies. This is considered the necessary for input 
for design decisions for the Orchestra architecture. In the following we 
will first explain the process used to create the architecture, the so-called 
Orchestra Reference Model. 

3 The Orchestra Reference Model 

The architectural process of Orchestra is based on the principles of the fol-
lowing international standards: 

The Reference Model for Open Distributed Processing (ISO/IEC 10746 
RM-ODP) is used for the structuring of ideas and documentation. 
The OpenGIS Service Architecture (especially ISO/DIS 19119) is used 
for the taxonomy of the Orchestra services. 

3.1 Mapping of RM-ODP Viewpoints 

RM-ODP is an international standard for creating open, distributed proc-
essing systems. It provides an overall conceptual framework for building 
distributed systems in an incremental manner. The Orchestra architectural 
process uses the RM-ODP viewpoints for the structuring of ideas and their 
documentation. The mapping of the viewpoints to Orchestra is indicated in 
Table 1. As the Orchestra deployment will have the nature of a loosely-
coupled distributed system based on operational services rather than a dis-
tributed application based on computational objects, in Orchestra the 
“computational viewpoint” is referred to as the “service viewpoint”. 
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Viewpoints  Mapping to Orchestra Usage example 
Enterprise  Reflects the analysis phase in 

terms of the system and the user 
requirements as well as the 
technology assessment 

Use case description 
of a geo-processing 
service

Information  Covers the conceptual model of 
all kinds of information with 
their thematic, spatial, temporal 
characteristics as well as their 
meta-data.

UML class diagram 
defining the informa-
tion elements that are 
used by the geo-
processing service 

Computa-
tional (re-
ferred to as 
Service View-
point) 

Covers the Orchestra services 
that enable syntactical and se-
mantic interoperability and ad-
ministration across system 
boundaries  

UML specification of 
the geo-processing 
service

Engineering  Covers the mapping of the Or-
chestra service specifications to 
the chosen service infrastruc-
ture  

Mapping of the UML 
specification to 
WSDL 

Technology  Covers the technological 
choices of the service infra-
structure and the operational is-
sues of the infrastructure. 

Usage of W3C Web 
Services and UDDI 

Table 1. Mapping of the RM-ODP Viewpoints to Orchestra 

The Orchestra Reference Model covers all five viewpoints in the follow-
ing manner: 

The analysis phase is described as part of the Enterprise Viewpoint. 
The design phase encompasses the harmonized specification of the In-
formation and Service viewpoint resulting from requirements of the En-
terprise viewpoint. The result is the Orchestra architecture that is, by 
definition, a platform-neutral specification according to the require-
ments of ISO/DIS 19119 (i.e. specification in UML). 
The Orchestra architecture does not cover the Engineering and Technol-
ogy viewpoints.  
The aspects of the Engineering and Technology viewpoints are com-
bined in one or more process steps. Each step represents one mapping to 
a specific service infrastructure (e.g. W3C Web Services) and leads to a 
platform-specific Orchestra Implementation Specification.  
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3.2 Compliance with the OpenGIS Service Architecture 

The Orchestra architecture is a “simple service architecture” and shall use 
the service taxonomy of the Open GIS Architecture (ISO/DIS 19119). 
Thus, Orchestra will provide human interaction services (e.g. catalogue or 
map viewers), model/information management services (e.g. feature and 
map access services, query support services), workflow/task services (e.g. 
service chaining support), processing services (e.g. statistical calculation), 
communication services (e.g. web services) and system management ser-
vices (e.g. authorization support). 

3.3 Analysis and Design Process 

The Orchestra architecture is being designed in an iterative way recogniz-
ing the fact that both the requirements of the system and end users and the 
technological progress in the IT market and in IT standardization have a 
dynamic nature and cannot be completely caught in a one-shot design. 
Thus, a global iteration cycle between the analysis and the design phase of 
the architecture is foreseen (see Fig. 1). 

A consolidation process in-between ensures that, at a defined point in 
time, there is a common understanding of the system requirements, the 
user requirements and an assessment of the current technology as a foun-
dation to design the Orchestra architecture.  

System requirements encompass all aspects that today prevent interop-
erability between systems. They are expressed in terms of architectural 
properties that a system should follow in order to improve the exchange, 
sharing and using of information across system boundaries. 
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Fig. 1. Dynamic Orchestra Architectural Process 

User requirements, on the one hand, represent the view of the end user 
of the Orchestra system that is being specified independent of the techno-
logical foundation of the system. It is expressed in terms of end-user ser-
vices, information presentation and availability requirements and non-
functional aspects such as trustworthiness of information, response time or 
quality of service. On the other hand, they comprise the view of the system 
engineer that will build thematic services (e.g. for flood or fire forecast). 
Here, user requirements are expressed in terms of the domain-specific in-
formation model (ontology) that has to be supported by the principal in-
formation management capabilities of the Orchestra platform. 

Both the system and the user requirements are dynamic in the sense that 
they will be prioritized and adapted in local iteration cycles due to the re-
sult of the consolidation process. 

Technology assessment is also a continuous process. Orchestra aims at 
building the architecture on top of technologies, tools and products that are 
either standard approaches or have proven to be successful in solving in-
teroperability problems in deployed use-cases. 

The dynamic nature of the input factors of the Orchestra architecture 
naturally leads to an iterative architectural design process. Various but 
controlled upgrades of the Orchestra architecture will be required to adapt 
the architecture to the changing needs. 
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In the following two sections of this paper we will highlight two impor-
tant technologies for Orchestra: geographic information and ontologies for 
improvement of semantic interoperability. We will explain what Orchestra 
will contribute to the state of the art in these fields. 

4 Geographic Information Services for Risk Management 

Geographic information is involved in all phases of risk management proc-
esses - from prevention to immediate reaction. The geospatial aspects may 
be explicit (e.g. topographic maps providing background information) or 
hidden (tables about population distribution in an affected area). In the 
same way either dedicated tools are used to analyze or incorporate geospa-
tial aspects (e.g. the usage of a GIS by a GI expert) or the information is 
integrated via interoperable GI components or GI services in a specific risk 
management application. Orchestra focuses on the latter case.  

The transition from closed and monolithic GIS to open and interoper-
able GIS introduces a paradigm shift in the development of GIS-standards. 
Standards do not any more focus on formats for the file exchange of geo-
data but are directed to the specification of service interfaces. These ser-
vices provide geo-information that are processed according the user’s 
query and their specific needs, e.g. a specific part of the cadastre, a fastest 
route from A to B, a thematic map on the current ozone pollution etc.  

4.1 Interoperable GI Services

On-going activities to realize interoperable GI services currently mainly 
focus on encoding and accessing geographic information in an interoper-
able manner. The existing (partly draft) ISO standards and OGC specifica-
tions cover encoding and accessing geographic information to achieve in-
teroperable GI services. Thus following the OGC service taxonomy this 
work falls mainly into the category model/information management ser-
vices. However, specifications to define interoperable GI services to proc-
ess spatio-temporal information (processing services) need still to be re-
searched and there is an urgent need to define the respective specifications 
to support risk management applications as intended by Orchestra.  Exam-
ples of functionalities that need to be covered by these geo-processing ser-
vices are:

Weighted combination of different geo-information layers to sup-
port assessment and spatial decisions. 
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Spatial and topological operators (buffer, generalization, etc.).  
Feature extraction services, e.g. to operate on remote sensing data. 
Geostatistical operators to extract key values or aggregate spatial 
information. 

Moreover Orchestra will investigate on interoperability of GI services 
with spatio-temporal simulation models to ease the incorporation of e.g. 
flooding or weather forecast simulations in risk management applications.  

Interoperable GI services are one cornerstone for the successful imple-
mentation of Spatial Data Infrastructures (SDI). SDI evolve all over 
Europe on institutional, regional and national levels. In 2001 the European 
Commission started the INSPIRE initiative (INfrastructure for SPatial In-
foRmation in Europe; http://inspire.jrc.it/home.html) to streamline national 
SDI developments with respect on supporting European environmental 
policies. The initiative intends to trigger the creation of a European Spatial 
Data Infrastructure (ESDI) that delivers to the users integrated geospatial 
information services from various distributed sources, crossing institu-
tional and political boundaries. The target users of INSPIRE include pol-
icy-makers, planners and managers at European, national and local level 
and the citizens and their organizations.

4.2 European Directive on Infrastructure for Spatial Information 
in Europe (INSPIRE) 

Following 3 years of intensive collaboration with Member States experts 
and stakeholder consultation, the European Commission has adopted on 
the July 2004 a proposal for a Directive establishing an infrastructure for 
spatial information in the Community (INSPIRE) (COM(2004) 516 final). 

The adoption of the proposal marks an important step on the way for-
ward to a European-wide legislative framework that helps in achieving an 
ESDI. This proposal does not only address policy related issues concerning 
the development of an ESDI but also dedicates three chapters to the tech-
nical requirements that have to be fulfilled by the member states to estab-
lish the ESDI. These three chapters are on Metadata, Interoperability of 
spatial data sets and services, and Network services. Under these chapters 
the proposal list general requirements on these issues as well as it formu-
lates the requirement to adopt appropriate implementing rules.  

During the INSPIRE preparatory phase (2005-2006) the ORCHESTRA 
project will provide input towards the drafting as well as the piloting of the 
INSPIRE implementing rules in the risk management domain. The first in-
put can be expected on the topic of the INSPIRE network services.  
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The establishment of an ESDI will represent significant added value for 
- and will also benefit from - other Community initiatives such as Council 
Regulation (EC) No 876/2002 of 21 May 2002 setting up the Galileo Joint 
Undertaking (OJ L 138, 28.5.2002) and Global Monitoring for Environ-
ment and Security (GMES): Establishing a GMES capacity by 2008 
(COM(2004) 65 final). In order to exploit the synergies between these ini-
tiatives, Member States should consider using the data and services result-
ing from Galileo and GMES as they become available, in particular those 
related to the time and space references from Galileo. 

5 The Use of Ontologies for Improved Semantic 
Interoperability 

If there are many distributed and heterogeneous sources of information and 
application services to be used then the key is interoperability between 
them. This needs to work on at least three levels; the syntax level, the 
structural level and the semantic level. To date most standard work has fo-
cused on the syntax of communicating between disparate software ser-
vices, for example the Web Map Service standard of the OGC, which 
specifies the syntax for communicating between the mapping client and 
the service. Work has also concentrated on the structure of the data used in 
those interactions such as Simple Feature Specification of the OGC, which 
allows structured data to be shared between systems. These two aspects 
make the physical connectivity and exchange of data possible and enable a 
distributed architecture to be realized. 

However the content of the information in the distributed systems being 
connected may be referring to substantially different things and conse-
quently not interoperate at the level of its semantics. For example in the 
risk management domain the term ‘bank’ in different data sources could 
mean ‘a steep natural incline’ or ‘a business establishment in which money 
is kept’. One set of data is clearly suitable for use in a flood modeling ap-
plication and the other is not! This is further complicated in multiple risk 
management scenarios where the information with different terminology 
from multiple information communities must be interpreted together. 

In order to resolve this semantic interoperability when sharing data be-
tween systems the meaning of the terms must be stated so that the com-
puter can resolve the differences. This can be done in ontology, which in a 
computer science setting is a “specification of a conceptualization”. It for-
mally describes a set of concepts and the relationships that hold between 
them in a given context in a logical manner so the semantics can be inter-
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preted by machines. The W3C have defined the OWL (Web Ontology 
Language) standard for the representation of ontologies to describe the 
semantics of disparate resources on the network.  

The approach in Orchestra will be to define ontologies for common do-
mains of risk management such as flooding or forest fire and the common 
concepts of risk management that bind these domains. The rich high-level 
formal semantics within these ontologies should be capable of representing 
the abstract concepts and relations such as the causes, propagators and ef-
fects of risks. The simpler semantics of individual data sources and appli-
cations are represented in their own ontologies and are then mapped to the 
rich high level semantics of these ontologies This allows heterogeneous 
and abstract semantics of different data sources and applications to be in-
terpreted through the richer semantics of the domain. By having a common 
semantics to which data and services are ultimately mapped it improves 
the selection and comparison of data sources based on their content and it 
becomes possible for the machine to infer whether two data sources are 
comparable or suitable for use in an application service. The formal repre-
sentation of the common concepts of risk management also provide a 
common semantics to support cross domain query in multi risk manage-
ment. For example the data about the results of forest fire can act as an in-
put to understanding the increased risk to flooding due to mass vegetation 
changes.

To allow the ontologies to be used to bind together the different data 
sources and services of the Orchestra architecture they need to be mapped 
to the common meta information model and be processed by the core ser-
vices. The project will define the mapping of the ontologies to the meta in-
formation model of the Orchestra architecture to which the different ser-
vices and data sources will also be referenced. This common structure for 
using meta information will be used to combine the different services by 
providing the relationship to the syntax and structural description of in-
formation. Semantic web-services will need to be incorporated into the ar-
chitecture as part of the core services to expose and manipulate the ontolo-
gies. These at a minimum include ontology management and storage 
services, inference services to infer the semantic equivalence between dif-
ferent data sources and services and query brokering services. These are 
required to transform the semantics into syntax and structural connectivity 
to enable access to the different data sources.  

Through the meta information model and the services of the Orchestra 
architecture Orchestra will seek to provide a framework in which semantic 
interoperability can start to be achieved in addition to and integrated with 
the syntactical and structural interoperability. The key benefits to using 
formal and explicit semantics lie in the area of selecting and combining 
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disparate information from a variety of sources to be used for a particular 
risk management task. With a functional semantic layer the differing uses 
of terminology across different risk management systems is no longer a 
barrier to the productive sharing of information and approaches. The ap-
propriate use of data for a given application service or function can also be 
matched to ensure the end results are consistent. In an open architecture 
this allows multiple organization to share information and collaborate as 
the formal semantic enables plurality of views particularly in multi-risk 
scenarios where different information communities must work together. 

6 Examples of the Use of Orchestra 

The Orchestra architecture will not take the form of a ready to use applica-
tion for risk management. To the contrary, it should be considered as a col-
lection of services, tools and methodologies that so-called system users can 
use to develop risk management applications for end users.  It is our vision 
that chains of cooperating services will become reality and that system us-
ers can add value to already existing services. They can for instance com-
bine services for one risk with services for another risk, and that way de-
velop a multi-risk management application. There will be less need for 
reinvention of the wheel, and more effort can be spend on creative solu-
tions for specific problems.  

The Orchestra architecture will be generic in the sense that it should 
provide basic functionality that is useful in applications for any kind of 
risk (natural or technological), also in cross border situations. Based on 
this architecture, the project will develop a few thematic services that are 
useful in various risk management applications, such as a cadastre service, 
a weather service, etc.  

A large part of the project will be dedicated to the validation of the Or-
chestra architecture and thematic services. We will now describe two pos-
sible scenarios for the use of Orchestra. The first one is related to coastal 
zone management, and the second one to earth quake risk management. 

6.1 An Example of the Use of Orchestra for Risk Management 
at Coastal Zone 

The study of the environmental risks which may be generated from mari-
time transport activity in coastal European waters requires the establish-
ment of advanced modeling techniques and evaluation benchmarks. The 
support of a generic evaluation of the environmental risks within an open 
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information system infrastructure is key for improving the risk manage-
ment methodology.  

In Orchestra, various numerical modeling applications could be de-
ployed to assess the environmental risks induced by ship traffic activity at 
coastal zones. This can be efficiently achieved through a generic sharing of 
common toxicity, traffic networks, coastal zone environmental databases 
and numerical modeling kernels. The generic sharing of data information 
is formalized through advanced knowledge modeling at coastal zone, in-
cluding standard data and meta-data access methods. Maritime transport 
activity could induce the multiple risk of introducing anti-foulants, ballast 
waters, oil and chemical spills, and atmospheric emissions into coastal wa-
ters and coastal zones. Ship traffic spatial networks in European coastal 
waters can be geographically identified, updated in time and shared within 
common databases (Figure 2). The generic access to such geospatial in-
formation within Orchestra will lead to rapid risk management of ship traf-
fic in European coastal waters.  

The engendered multiple risks can be predicted through multi-modeling 
the fate of anti-foultants such as TBT, alien organisms in ballast waters 
and SOx/NOx gases in the atmosphere following on ship traffic network 
within a region ship traffic network of interest. The various discharges of 
ballast waters, anti-foulants and gas emissions could lead to quantifiable 
risks of multiple orders around coastal zone environments, including 
health risks. For instance, TBT anti-foulants exposure may lead to marine 
species genetic disorders; ballast waters could introduce alien marine or-
ganisms and diseases and; gas emissions cause poor air quality and respira-
tory problems around the same zone of interest. Oil spills could not only 
damage marine organisms, but also damage commercial activities such as 
fishing and tourism, and hence contribute to raising unemployment levels 
in coastal working communities. 

The above mentioned risks could themselves induce secondary risks on 
local economies at coastal zone, i.e. fishing and leisure industries, and may 
contribute to unemployment levels within coastal working communities. 

 The various types of risks are established as probability of occurrences 
of the so-called Predicted Environmental Concentration (PEC) and com-
pared to critical exposures; the so-called No Effect Concentration (NEC) 
value.  Spatial hazard maps can therefore be predicted within coastal zone 
and updated according to changes in environmental conditions and ship 
traffic activity with time (Figure 3). Hazards maps will lead to the dynamic 
evaluation of multi-risks and their probability of exceeding with respect to 
EU and international statutory criteria. These are with respect to air and 
water quality standards but also ecosystem toxicity thresholds. The eco-
nomic indicator thresholds are much more challenging during the evalua-
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tion exercise but can still be implemented as additional information layers 
within the Orchestra model applications if historical economic indicators 
are available for the regions of study.  
                     

            
Fig. 2. Illustrative ship traffic network in the German Bight 

          

                 
Fig. 3. Illustrative TBT Exposures in the German Bight 
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6.2 An example of the Use of Orchestra for Earthquake Risk 
Management 

Earthquakes can occur in border regions (both national and international), 
e.g. the 1976 Friuli earthquake sequence that caused damage in Italy and in 
Slovenia. They can induce other potentially damaging events, such as 
landslides (e.g. the 2001 El Salvador earthquake where the biggest single 
lost of life was caused by a landslide triggered by the earthquake) or fires 
(e.g. the 1923 Kanto Plain earthquake where the fires following the earth-
quake caused many more causalities than the actual earthquake shaking). 
Because of the potentially catastrophic nature of large earthquakes, which 
can affect all aspects of society, their correct management relies on close 
cooperation between different organizations at different levels. For these 
reasons earthquake risk management is a good example of the type of risk 
that is of particular interest to Orchestra. Earthquake risk management is 
an interesting contrast to coastal zone management because earthquakes 
are a rapid-onset hazard (the strong shaking that causes damage during an 
earthquake usually lasts for less than one minute), although the effects can 
last for decades, whereas coastal zone hazards are usually slow-onset haz-
ards. In addition, the main technique for managing earthquake risk is to re-
duce the vulnerability of the elements at risk by using better construction 
techniques whereas coastal zone risk management also includes efforts to 
reduce the actual hazard (a step that is impossible for earthquakes). For 
these and other reasons it is a big challenge to develop an architecture that 
is appropriate for both these risks (and others). 

Orchestra will help to improve the management of earthquake risk in 
Europe by facilitating easier data exchange between involved parties. For 
example, the estimated level of seismic hazard often does not exactly 
match at national and international borders due to differences in input data 
and methodology, whereas in reality earthquakes do not respect human 
borders. Similar problems can occur for building vulnerability assessments 
in different countries due to differences in the way this is performed and 
because of the difficulty in accessing vital information. Therefore the as-
sessed earthquake risk across borders is difficult to compare and conse-
quently it is difficult assign priorities to its management. This leads to a 
non-optimal allocation of resources and therefore waste and higher real 
risks in some regions than expected. 
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7 Concluding Remarks 

The Orchestra project (www.eu-orchestra.org) started in September 2004 
and will run until August 2007. The following organizations are involved 
in the project: 

Atos Origin, Spain  
European Commission – DG Joint Research Centre, Italy  
Hochschule fuer Technik und Wirtschaft des Saarlandes, Germany  
Open Geospatial Consortium (Europe) Limited, United Kingdom  
BRGM, France  
Ordnance Survey, United Kingdom  
Fraunhofer IITB, Germany  
ARC Seibersdorf research GmbH, Austria  
Eidgenoessische Technische Hochschule Zuerich, Switzerland  
Intecs, Italy  
DATAMAT S.p.A., Italy  
TYPSA, Spain 
BMT Cordah Limited, United Kingdom  
The Alliance of Maritime Regional Interests in Europe, Belgium  

The project will work together closely with two other Integrated Pro-
jects in the field called WIN (http://www.win-eu.org) and OASIS 
(www.oasis-fp6.org). WIN will concentrate more on organizational issues 
relevant for improved interoperability in risk management and OASIS fo-
cuses on crisis management. The three projects will use the same architec-
tural principles and make their results interoperable. These results will be 
provided as input to INSPIRE and to GMES (Global Monitoring for Envi-
ronment and Security, www.gmes.info). 
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Abstract

The recent upgrading of laser scanning devices has led to a set of new sur-
veying techniques for civil engineering and environmental analysis. 

The terrestrial laser scanner allows complete and dense 3D digital mod-
els of the surface of any object to be reconstructed. This is very useful for 
natural hazards and risk assessment where morphological investigation is a 
starting point to evaluate stability properties. In the case of disaster man-
agement, a 3D model is useful to acquire and monitor emergency situa-
tions. Field acquisitions, with laser scanner devices are, in addition, very 
fast and they are made in safe conditions. 

However, particular attention must be paid during the acquisition, proc-
essing and modeling phases. 

LIDAR data often include elevated noise (usually gross errors and out-
liers) that has to be removed with opportune techniques before starting 
the 3D registration and modeling. 
In addition, 3D contexts usually have very complex shapes that cannot 
be recorded with sufficient resolution with a single scan. For this reason, 
two or more scans must be taken from different points of view of the 
same object, in order to eliminate shaded areas. 
To obtain the final 3D model of the object it is therefore necessary to 
align and geo-reference the single scans using suitable registration tech-
niques.
The integration of DDSM geometric data (e.g. the point cloud acquired 
by using the laser scanner) with image radiometric data allows a new 
concept of the Solid Image to be obtained. 
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Solid images can be used in many surveying applications to determine, 
in real time, the position of any point in a 3D reference system, using a 
normal PC or to carry out correct three-dimensional measurements 
(lines, areas, volumes, angles, etc.), by just selecting some points on the 
image. 
In addition, with the Solid Image, even unskilled users can easily plot 
profiles, sections and plans using simple drawing functions, and can 
generate stereo models and realistic 3D models. 
An application example of these new surveying techniques in disaster 

management is shown. 

1 Laser Scanner Instruments 

In recent years a new category of instruments has been introduced in the 
field of surveying. These instruments can acquire portions of land and ob-
jects of various shapes and sizes in a quick, cheap and safe way. These in-
struments, based on laser technology, are commonly known as terrestrial 
laser scanners. 

Fig. 1. Laser scanner RIEGL LMZ 420i 
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While laser scanner instruments based on the triangulation principle and 
with high degrees of precision (less than 1 mm) have been widely used 
since ‘80s, TOF (Time Of Flight) instruments have only been developed 
for metric survey applications in the last 5 years. In this paper we consider 
these kind of instruments. 

TOF technology based laser scanners can be considered as highly auto-
mated topographic total stations. They are usually made up of a laser and 
of a set of mechanisms that allow the laser beam to be directed in space, 
according to the object that is being surveyed. 

The distance between the centre of the instrument and a generic point is 
measured, on a known direction, therefore the X, Y and Z coordinates of 
the measured point can be computed for each recorded distance-direction. 
Laser scanners allow millions of points to be recorded in a few minutes. 

Thanks to these characteristics, laser scanning can be used in a variety 
of fields:

Topography and Mine surveys; 
Architecture and building surveys; 
Archaeology and cultural heritage surveys; 
Monitoring and Civil engineering; 
City modelling; 
Tunnel surveys; 
Virtual reality. 
As far as disaster management is concerned, a large portion of natural 

objects can be acquired in various situations. Compared with other “classi-
cal” survey techniques, such as topographic or photogrammetric tech-
niques, laser scanner instruments offer considerable advantages, as will be 
shown in the paper. 

2 Laser Scanner Survey 

Acquisition is the first step in laser scanner survey techniques. To obtain a 
valuable final result, this phase should be correctly planned and executed. 
As acquisition is the only action carried out on the field, a real time data 
check is suggested. 

Compared with other survey techniques, such as topography or photo-
grammetry, the laser scanner survey offers some advantage, such as: 

short survey sessions in which it is possible to record a great number of 
points;
the data treatments and elaboration phases can be conducted in separate 
places and at different times, after the survey; 
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the availability of new informatics instruments allows a great deal of in-
formation about the surveyed object to be extracted quite simply; 
night acquisitions can be conducted (laser beams do not require light to 
be reflected); 
unmanned survey stations can be installed for multi-temporal acquisi-
tions.
When the object has a complex shape or when a single scan cannot re-

cord the whole object, a series of scans must be performed. This series has 
to be correctly planned to avoid hidden areas. 

As previously mentioned, terrestrial laser scanners can be considered as 
highly automatic motorized total stations. 

While with total stations the operator directly chooses the points to be 
surveyed, laser scanners randomly acquire a dense cloud of points. The 
operator only selects the portion of the object he would like to acquire and 
the density of the points he desires in the scan (either the angular step of 
the scan in vertical and horizontal planes or the average metric step on the 
object). Once these initial values have been chosen, the acquisition is com-
pletely automatic. 

3 The Treatment of Laser Scanner Data 

3.1 Laser Scanner Data 

The result of a laser survey is a very dense point cloud (also called DDSM 
– Dense Digital Surface Model). For each point of the model the spherical 
coordinates d,  (distance, zenith and azimuth angle) and sometimes the 
reflectivity values are first obtained, then the Cartesian coordinates X, Y, 
and Z. 

As this set of points is acquired in a completely arbitrary way, while cer-
tain parameters are selected by the operator, it is necessary to manage this 
data in a critical and reasonable way. Particular attention must be paid to 
the quality of the original data. 

The precision in the determination of spherical coordinates (used by the 
instruments), is almost the same for each scanner model. The accuracy of 
the distance measurement ranges from 5 mm to 25 mm, according to the 
laser class used. 
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3.2 Laser Scanner Data Treatment 

Laser scanner data treatment consists of a set of actions that are necessary 
to obtain the correct digital model of an object, starting from a set of point 
clouds.

This set of actions can be divided into 2 different steps: 
1. the pre-treatment (or preliminary treatment) of the laser data; 
2. the final product creation. 

Fig. 2. Laser scanner data workflow 

By “preliminary data treatment” we mean all the operations that are di-
rectly carried out on the point cloud, such as, for example, data filtering 
(noise reduction), point clouds registration, geo-referencing and multiple 
scans triangulation operations. 

These operations include: 
1. automatic high reflectivity point collection; 
2. data noise reduction; 
3. point cloud alignment and/or georeferencing; 
4. laser scanning triangulation. 

The result of these procedures is a complex, “noise free” point cloud 
(without any outliers, gross or systematic errors) and this is the correct 
starting point for the second stage of the laser data treatment: 3D model-
ing, orthoprojection and solid image generation. 

3D modeling consists of a set of operations that, starting from any point 
cloud, allows a surface model of the object to be formed. 

While there is a huge range of different products on the market to carry 
out solid modelling, just a few software packages for correct preliminary 
treatment of terrestrial laser scanner data can be found. 

Digital Image 
Acquisition

Real time data check

Laser Scanner 
Acquisition

Marker extraction
Data Filtering
Registration

Geo-referencing
Triangulation Solid Image

3D modelling

True Orthophoto

1) Data acquisition 2) Preliminary data 
treatment

3) Final product 
creation
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The true orthophoto and the solid image are new products in the survey-
ing field that can be made by integrating a 3D laser scanner digital model 
with classical photogrammetric information. 

3.3 Automatic High Reflectivity Point Collection 

Modern laser scanner devices record, for each acquired point, the direction 
of the laser beam (horizontal and vertical angles), the measured distance 
and the reflectivity values (the energy reflected by the measured point). 
This set of information makes it possible to calculate the 3D coordinates of 
each point using simple geometric equations. 

The reflectivity value is connected to the type of material that makes up 
the object, an aspect that can be of fundamental importance in the analysis 
and development of automatic algorithms or in a preliminary classification 
of the materials.  

One of the possibilities offered by the knowledge of this set of informa-
tion is the opportunity of automatically registering (or georeferencing) two 
adjacent point clouds. To do this, it is sufficient to arrange some high re-
flectivity stickers (markers) on the object during the scan. 

When the laser beam strikes the markers, the recorded reflectivity value 
is very high and is usually much higher than the one recorded on natural 
points (for example, rock, wood etc). If this simple property is used, it is 
possible to automatically identify the position of the markers inside the 3D 
model acquired with the laser scanner. 

The markers should however be suitably sized and arranged on the ob-
ject if a correct determination of their position have to be obtained. Their 
position and size have to be planned considering the laser-object distance, 
the used angular resolution and the average inclination of the measuring 
directions.

Fig. 3. The markers 
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3.4 Data Noise Reduction 

One of the fundamental preliminary operations of the treatment of terres-
trial laser data is data filtering. In fact, the data acquired by laser scanner 
devices always have noise that is lower than the tolerance of the used in-
struments. 

Noisy data prevent a correct interpretation of the details of an object 
from being made. In order to obtain a “noise free” model of the object, it is 
necessary to use specific algorithms that are able to reduce or eliminate, as 
much as possible, the acquisition errors that can be found in the point 
clouds. Many algorithms have been developed by the authors in recent 
years in order to reduce the noise (e.g. the robust median estimator). 

The implemented algorithms are also able to remove any scattered 
points that do not belong to the object (vegetation, cars in movement, peo-
ple, urban furnishings etc.). 

Fig. 4. 3D model of a noisy and a filtered point cloud 

This phase introduces a residual error in the point cloud, due to the point 
position changes introduced by the algorithms. This error has been esti-
mated by the authors, according to experiences acquired over the years, to 
be about 10 mm. 
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3.5 Point Cloud Alignment and/or Georeferencing 

In the previously mentioned case, when a single scan is not enough to 
completely describe the object, more than one scan has to be made. In 
these cases each scan has its own reference system: the reconstruction of 
the 3D model of the surveyed object requires the registration of the scans 
in a single (local or global) reference system. This phase can be performed 
in an interactive way through the identification of the homologous points 
inside the overlapping portion of two adjacent scans. 

Once the homologous points (at least three) have been collected, a sim-
ple 6 parameter transformation (3 rotations and 3 translations) can be esti-
mated and all the points of a scan can be moved into the reference system 
of a scan that has been assumed as the dominant. 

If this simple approach is followed, all the scans which describe an ob-
ject can be made to refer to a unique coordinate system (e.g. the first scan 
coordinate system or an external system defined by at least three points). 

3.6 Laser Scanner Triangulation 

Very large objects and/or complex shapes of objects require multi-scan 
registration.

If one tries to register all the scans using the previously described algo-
rithms, unexpected and unacceptable deformation of the final 3D model 
occurs at the end of the process. If 8 scans are simply connected with 30% 
overlapping over an area façade of 40 m, the discrepancies tested on a set 
of check points will be of about 2 m! The registration of a long series has 
the same problems which occur during the photogrammetric triangulation 
of a single strip. In these cases, a series of control points, referring to an 
external reference system, must be provided (using a minimum overlap of 
at least 30%. One control point must be provided each three adjacent scans 
in order to reach a precision that is compatible with the range accuracy of 
the laser scanner). In order to reach the expected precision, a rigorous ad-
justment must be performed. Each scan is considered as a separate object: 
tie points (homologous unknown points) and control points (homologous 
known points) are considered with different weights (w = 1 for the tie 
points and w = 2 for the control points). 

All the fitting parameters can be estimated and all the points of the scans 
transformed into the external reference system. 
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3.7 Management of the Digital Images and Creation of the Solid 
Image

A digital photo image can be considered, with a good approximation, as a 
central perspective of an acquired object. If the internal and external orien-
tation parameters of the camera are known, it is possible to establish the 
direction in the space of each point of the object which is represented by a 
pixel in the image. 

Using a dense digital surface model (DDSM) of the acquired object, 
each pixel (and therefore each direction in the space) can be associated to 
the distance value between the perspective centre and the point of the ob-
ject which is represented by the pixel itself. In this way, each pixel can 
represent the 3D position of the corresponding point of the object in an ap-
propriate reference system  

The integration of the DDSM geometric data with the radiometric data 
of the image allows the new concept of the solid image to be obtained [De-
qual, 2003].  

Solid images can be used in architectural, archaeological and land sur-
veying applications to determine, in real time, the position of any point in a 
3D reference system, using a common PC or to carry out correct 3D meas-
urements (lines, areas, volumes, angles, etc.) by just selecting some points 
on the image. 

Oriented images and the related DDSM allow one to automatically pro-
duce artificial stereoscopic pairs and 3D color model.  

4 An Application: The Trappistes Falaise 

In the morning of November 29 2003, a 600 m3 rock fall partially de-
stroyed the Trappistes tunnel (Vallais region, near Martigny, in Switzer-
land) that was originally built to protect the road against landslides, and 
one person was killed. The installation of a sophisticated monitoring sys-
tem, named GUARDAVAL allowed the road to be quickly opened again. 
At the same time, geologists were asked to evaluate the risk of other simi-
lar massive rock falls occurring in the area. It was clearly shown that simi-
lar massive events were very unlikely to occur again, but the detachment 
of small rock portions had to be prevented. Among the various interven-
tions that were chosen, one was the reinforcement of the stability of those 
portions through anchor gears.  

The understanding of the spatial organization of geological structures is 
a key approach in the analysis of rock fall risks and their mitigation. As 
on-site field investigation is still the basic way of providing the necessary 
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data to describe the discontinuity pattern, classical tools, such as stereo-
pairs are often not sufficient to appreciate the propagation of fractures in a 
rock mass, or how they intersect with each other, generating blocks that 
can be unstable. 

Fig. 5. The Trappistes falaise after the rockslide 

Today, 3D modeling computer software allows complex surfaces to be 
built, their intersections to be computed and realistic 3D volume models to 
be produced. 

The building and analysis of a 3D geological model has been instrumen-
tal in helping the geologists evaluate the possibility of another massive 
event occurring, the relative instability of the rock slabs in the detachment 
niche and the positioning of the anchors. 

A collaboration between the Politecnico di Torino – DIGET, and 
CREALP (Centre de Recherche sur l’Environnement ALPin) has led to an 
high resolution laser scanning of the cliff being obtained. A 3D topog-
raphic surface was built using 1.4 million points, which offers sufficient 
accuracy for the main fractures to be seen and evaluated. 

There are several advantages, in practical terms, and concerning the 
safety of the personnel: 

classical geomechanical surveys made with geological compasses 
are carried out by specialized personnel, with alpinist experience, 
who run certain risks when working on the instable walls; 
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laser scanner productivity is higher than with any other traditional 
survey instrument (it can acquire millions of points in a short 
time), throughout the whole day (night acquisitions are possible); 
when necessary, a permanent station can be placed for multi-
temporal continuous acquisitions; 
a brief survey is necessary, but most of the elaboration of the data 
can be done in a safe place; 
the laser scanner data (millions of point clouds) give a complete 
description of the object, compared with traditional survey instru-
ments, that can reproduce only certain particulars. 

The principal purposes of the laser scanner survey were: 
to help the geologists evaluate whether another massive event 
would occur, the relative instability of the rock portions in the de-
tachment niche and the positioning of the anchors; 
to verify multi-temporal capability of rockslide movements with 
actual laser scanner technologies; 
solid Image application for geomechanics parameter determination 
(DIP and DIP direction). 

4.1 The Survey 

The survey was conducted on the side of the valley opposite the rockslide, 
because of the limited width of the valley. Laser scans were taken from 
three different points (shown in blue – fig. 6), to avoid hidden areas, for a 
complete description of the wall. 

Four points are shown in red where high – reflectivity markers were 
placed. The coordinates of these points, that have been placed in stable 
places, have been acquired with GPS instruments, to create a reference 
system correctly oriented to the North. The other high – reflective markers 
placed on the wall and used only for the registration of the three scans, and 
for local movement control are shown in green. To evaluate the multi-
temporal movements, the survey was carried out twice. The instrument 
used is a RIEGL LMS-Z420 laser scanner with the following characteris-
tics:

laser class 1 (safe for the human eye), and class 3R (more power for a 
longer range); 
maximum acquisition range: 250 m for class 1 and 1000 m for class 3R; 
distance measurement accuracy: ±5 mm (class 1), ±15 mm (class 3R); 
acquisition speed: 6600 – 10000 points/sec.; 
acquisition window: 360° (horizontal) x 80° (vertical); 



30      Andrea Biasion, Leandro Bornaz and Fulvio Rinaudo 

angular resolution: 10 mgon. 

Fig. 6. Survey plan 

4.2 Data Treatment 

The previously described data treatment operations have been performed 
by using a software developed by the authors called LSR 2004. The same 
software allows the production and the management of Solid Images. 

The 3D multi-temporal modelling was performed by using commercial 
software, and was used to: 

evaluate any variation in volume of the rock mass; 
obtain information about the exposure and slope orientation and about 
the principal joint family. It’s also possible to extract information from 
the 3D model, such as contour lines, sections and profiles. 
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Fig. 7. Data treatments: pre – treatments and modeling 

4.3 Solid Image 

The extraction of the geomechanical parameters, such as distance meas-
urements, angles, DIP and DIP direction proved to be very useful in this 
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case study. By just clicking with the mouse along the joint families on the 
raw aspect image, it is possible to directly obtain the needed parameters. 

The accuracy of these measurements does not take into consideration 
the noise introduced by modeling, as the treated point cloud is used in the 
Solid Image. 

Fig. 8. Solid image software and application 
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5 Conclusions 

Solid image is an economic and user-friendly alternative of the well known 
3D realistic models usually generated by commercial software. Solid im-
age preserve all the radiometric and photo-interpretation powerful of a 
photographic image and can be managed also by using well-known soft-
ware (e.g. Adobe Photoshop). 

This case study shows that Solid image can be very helpful to extract all 
the required information in order to study stability problems in cliffs and 
rock falls hazards. 

In the future the possibility of exporting the block model of the fault to 
stability simulation software should help to increase to the degree of confi-
dence in the evaluation of cliff stability and rock fall risks. 

Laser scanner shows its best performances when an intelligent integra-
tion with digital photogrammetry is conceived. 
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Abstract

Amongst the methods of gathering geo-information inter alia for disaster 
management purposes, the use of satellites is a particularly interesting one 
in view of their global coverage. In this area a number of recent interesting 
developments have taken place, such as the establishment of a Charter on 
Space and Major Disasters, and the rapidly evolving plans for GMES and 
GEOSS.

These developments raise a number of legal issues, related to state re-
sponsibility, state liability, and the respective roles of intergovernmental 
organizations and commercial and/or private entities in this regard. These 
issues cannot be easily solved, since the international legal environment 
for the use of space data for disaster management purposes from the other 
end offers a rather fragmented picture. Some rules and principles exist on 
the international level, often however not well-defined and leaving room 
for conflicting interpretations. Others are confined to certain national terri-
tories, certain types of activities or even certain types of natural or legal 
persons. In still other cases no specific rules or principles can be found to 
be applicable at all. 
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1 Introduction 

Amongst the methods of gathering geo-information inter alia for disaster 
management purposes, the use of satellites (remote sensing; earth observa-
tion) is a particularly interesting one in view of its global coverage. Also, 
in this area a number of recent interesting developments have taken place, 
such as the establishment of a Charter on Space and Major Disasters, and 
the rapidly evolving plans for Global Monitoring for the Environment and 
Security (GMES) and the Global Earth Observation System of Systems 
(GEOSS).

These developments raise a number of legal issues, which should be 
tackled and, largely, solved if the possibilities of satellites to contribute to 
disaster management is to prosper as comprehensively as possible. This 
will partly determine whether the capabilities of satellite earth observation 
in such cases would make a satellite an “Eye in the Sky”, capable of seeing 
where more conventional methods cannot look as efficiently and thus 
greatly contributing to mankind’s wellbeing in such specific cases as disas-
ter management, or whether it will turn out to be more of a “Big Brother”, 
such capabilities being used predominantly against the interest of human 
beings rather than to help them. 

The paper will present a first overview of the legal issues involved, how 
they might interfere with the ultimate objectives of disaster management 
and what might be done in respect of the most problematic gaps and over-
laps in the legal regime(s) at a relatively short notice. In doing so, the pa-
per will refer as appropriate in particular cases to the topic of disaster man-
agement, or relate more general conclusions to that specific topic.  

2 Satellite Earth Observation for Disaster Management: 
The Role of Space Law 

By way of starting point it should be clear that in view of the novelty of in-
ternational disaster management and in particular the uses of satellite in-
formation in such a context, as of yet little dedicated and focused legal 
regulation exist. As a consequence, the international legal environment for 
the use of space data for disaster management purposes offers a rather 
fragmented picture. Some rules and principles exist on the international 
level, often however not well-defined and leaving room for conflicting in-
terpretations. Others are confined to certain national territories, certain 
types of activities or even certain types of natural or legal persons. In still 
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other cases no specific rules or principles can be found to be applicable at 
all.

The analysis thus represents an effort to address the most salient legal 
aspects of such operations from a more general, international space law-
perspective. It is divided into four sub-themes as they arise under general 
space law:  
1. international responsibility,  
2. international liability,  
3. the role of intergovernmental organizations and  
4. the role of private entities.  

Prior to that, a brief description of satellite earth observation, in particu-
lar of GMES and the Charter on Space and Major Disasters, will be pro-
vided.

The observation of the earth, including its oceans and atmosphere, has 
long been viewed as one of the major benefits of human space activities. 
Its applications have widened, in particular over the last two decades, from 
largely strategic (‘spying’) ones to a wide variety of uses: for agricultural 
development, mining purposes, industrial and urban development, envi-
ronmental controls, monitoring of arms and disarmament treaties up to and 
including, with the rapidly growing level of resolution of the data available 
on the open market, also geographical information systems (GIS). 

Increasingly, also the use of satellite data in the context of major disas-
ters, whether natural (earthquakes, floods, typhoons) or man-made (oil 
spills, landslides, refugees) became of interest. Though only rarely capable 
of avoiding the disaster altogether, such data could be used pre-disaster to 
mitigate its catastrophic effects by their warning capability, and post-
disaster by rapid damage assessment and enhancement of the efficiency of 
rescue and damage-mitigation operations, as well as longer-term recovery 
and rehabilitation. For the sake of this paper, ‘disaster management’ is 
viewed as comprising both categories of disaster-related activities. 

The United Nations Declaration on Principles Relating to Remote Sens-
ing of the Earth from Outer Space, Resolution 41/651, adopted by consen-
sus on 3 December 1986, sets out the main legal principles in this regard. 
Thus, Principle X states the need for states to convey relevant information 
regarding threats to the “Earth’s natural environment” to other states con-
cerned; and even more to the point, in a similar vein, Principle XI calls 
upon states in the possession of relevant information regarding natural dis-

                                                     
1  Res. 41/65; Official Records of the General Assembly, Forty-first Session, 

Supplement No. 20 (A/41/20 and Corr. 1); UN Doc. A/AC.105/572/Rev.1, at 
43; 25 ILM 1334 (1986). 
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asters to duly inform other states concerned2. Principle VIII furthermore 
describes the envisaged role of the United Nations itself in this context: it 
“shall promote international cooperation, including technical assistance 
and coordination in the area of remote sensing”3.

It should be noted, that Resolutions of the UN General Assembly are not 
binding legal documents per se; however, they may over time evolve into 
reflections of customary international law. In the case of Resolution 41/65, 
the fact that it was adopted by consensus is surely conducive to such a de-
velopment. Moreover, UN General Assembly Resolutions carry consider-
able weight already in the political/moral sphere; hence states will be 
rather prudent in avoiding to be seen as neglecting the principles set out in 
such a Resolution. In any case, these principles provided a solid point of 
departure for the development of further legal rules and principles once the 
time would be ripe. 

With a view to disaster management in particular, however, since then 
more stringent and/or legally binding rules and obligations were not devel-
oped. The inherent international and sovereignty-sensitive aspects, coupled 
to the enormous investment necessary for operational satellite systems, 
caused states with earth observation capacities (basically until then a hand-
ful of developed states) generally speaking to be weary in taking upon 
their shoulders any (additional) obligations potentially further complicat-
ing their satellite operations.

With the increasing onslaught, visibility and global character (at least in 
terms of effects, such as in the case of refugees or aid programs) of major 
disasters over the last decades, no longer confined moreover to the devel-
oping world, the understanding grew that such an attitude would in the end 
be counter-productive. Furthermore, to the extent developing nations still 
bore the brunt of disasters, it is particularly noteworthy that leading devel-
oping nations such as India, China, Indonesia and Brazil acquired indige-
                                                     
2  The full text of Principle X runs as follows: “Remote sensing shall promote the 

protection of the Earth’s natural environment. To this end, States participating 
in remote sensing activities that have identified information in their possession 
that is capable of averting any phenomenon harmful to the Earth’s natural en-
vironment shall disclose such information to States concerned.” 

 The full text of Principle XI runs as follows: “Remote sensing shall promote 
the protection of mankind from natural disasters. To this end, States participat-
ing in remote sensing activities that have identified processed data and ana-
lyzed information in their possession that may be useful to States affected by 
natural disasters, or likely to be affected by impending natural disasters, shall 
transmit such data and information to States concerned as promptly as possi-
ble.”

3  Principle VIII, Res. 41/65. 
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nous satellite earth observation capabilities, entering the club of ‘haves’ in 
terms of space.  

These developments resulted not so much (yet) in the development of a 
distinct legal regime for disaster management or even the use of satellite 
data in that context – that still seems a bridge too far at this moment. It did 
result, though, in two institutional developments in particular. The most 
visible results of the changing paradigms thus are twofold: the develop-
ment, on the one hand, of the GMES-concept, and on the other hand, of the 
Charter on Space and Major Disasters. 

3 Global Monitoring for the Environment and Security (GMES) 

The first-mentioned development was initiated by the two pre-eminent 
European international organizations in terms of space: the European 
Space Agency (ESA) and the European Union as represented by the Euro-
pean Commission. These two organizations had over the 1990’s grown 
closer together in defining the interests and policies of ‘Europe’ when it 
came to space, and such closer co-operation had resulted already in the 
first joint project, for a European Global Navigation Satellite System 
‘Galileo’, planned to be operational as of 20084.

As a consequence inter alia of a few oil spill disasters, highly visible and 
political discussions concerning the Kyoto Protocol and some major hu-
man tragedies in the Balkans and elsewhere, ESA and the Commission 
started considering, roughly along the lines of their co-operation on Gali-
leo, to arrive at a coherent system of providing satellite observation data 
for a broad range of purposes: environmental but also others as long as re-
lated to both civil and ‘military’/political security of the peoples of Europe. 
This became the concept of GMES: “Global Monitoring for Environment 
and Security (GMES) is a joint endeavour by ESA and the European 
Commission to establish an independent capability for global monitoring, 
in support of European environment and security goals. GMES is envi-
sioned as a complete decision-support system for use by the public and 
policymakers, enabling the acquisition, interpretation and distribution of 
                                                     
4  See on Galileo e.g., the author’s Quis vadit cum vobis, Galileo? – Institutional 

Aspects Of Europe’s Own Satellite Navigation System, in Proceedings of the 
Forty-Sixth Colloquium on the Law of Outer Space (2004), 360-70; Liability 
for Global Navigation Satellite Services: A Comparative Analysis of GPS and 
Galileo, 30 Journal of Space Law (2004), 129-67; Of Co-operation and Compe-
tition: GALILEO as a Subject of European Law”, in Legal Aspects of the Future 
Institutional Relationship between the European Union and the European Space 
Agency (2003), 47-64.  
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all useful information related to the environment, risk management and the 
natural resources. It represents a vital part of Europe's contribution to is-
sues affecting the global environment and the safety of the Earth. Making 
GMES happen involves improving current deficiencies in European in-
formation gathering by better coordinating existing information gathering 
resources situated on the ground. It also means optimizing the use of cur-
rent and future Earth Observation systems – whose unique perspectives 
provide a whole new dimension of information about the Earth”5.

In other words, the first ‘phase’ consists essentially of an inventory of 
the types of satellite data currently available to Europe for those purposes, 
with the idea to identify gaps – whether in types of data, in terms of geo-
graphical or thematic coverage, or in time: many existing satellite earth 
observation operations were developed as one-off operations, with little 
planning in place for the after-satellite life of the data or continuation of 
generation of data after the end-of-life of the satellite. Once the gaps would 
be identified, in a second phase thus decisions would have to be taken as to 
where it would be possible and (technologically, politically, financially, 
socially) feasible to develop instruments and/or satellites to fill such gaps. 

It is clear that a major benefit of GMES, already to some extent in the 
first phase but certainly in the second phase, would be in the area of disas-
ter management. There is no doubt that disaster management presents one 
of the key drivers and key applications for GMES, as part of both ‘Envi-
ronment’ and civil ‘Security’.6 In view of the coherence of the participating 
entities, the dedication of the two entities as well as the member states be-
hind them, the technical and operational expertise of ESA and the legisla-
tive machinery and political clout of the EU, it might be expected that 
GMES may come to represent a solid contribution to the future global ca-
pabilities to manage major disasters, possibly raising such operations to a 
fundamentally higher level. Yet, how large those benefits would be, would 
only (and likely gradually) become clear once any second phase of GMES 
will become implemented. It may be noted here, that the GMES Services 
Element, agreed upon by ESA as its contribution to GMES’s first phase in 
                                                     
5  See http://www.esa.int/export/esaEO/SEMV343VQUD_environment_0.html.
6  Thus, for example currently amongst the GMES Services initiated under ESA 

guidance the following are considered: EO based risk information services for 
forest fire and flood management led by Astrium (France) (called “Risk-
EOS”); water pollution risk and soil sealing maps for water management and 
soil protection, led by InfoTerra GmbH (Germany) (called “SAGE”); Real 
time Ocean Surveillance for Environment and Security covering oil pollution 
and water quality and led by Alcatel (France) (called “ROSES”); and working 
with the humanitarian community to improve access to maps, satellite imagery 
and geographic information led by Infoterra UK) (called “RESPOND”). 
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November 2001, is to run for five years; the capacity for GMES to be an 
“operational system” is envisaged as of 20087.

Meanwhile, the European development of the GMES concept has also 
triggered non-European governmental earth observation satellite operators 
to consider the importance of enhancing global use of satellite data for dis-
aster management. This has led to current discussions on ensuring that as 
between those various satellite operators as much co-operation in the area 
of (global) disaster management would be accommodated as was politi-
cally and economically possible. Currently, these discussions have given 
rise to the concept of Global Earth Observation System of Systems 
(GEOSS), the idea being that unavoidably a number of systems will con-
tinue to be operated separately for some time to come, but that those sys-
tems should at least find a way to work together in the relevant areas of ac-
cess to, exchange of, and interpretation of data in a sort of rudimentary 
system – a ‘system of systems’. 

4 The Charter on Space and Major Disasters 

A more immediate development in the area of disaster management and 
potential involvement of satellite data therein concerns the establishment 
of the Charter on Space and Major Disasters8, which focuses directly and 
exclusively on the mitigation of major disasters and their harmful effects, 
without creating any new international bureaucratic and cumbersome insti-
tutional layer. 

The Charter was established by a number of leading space agencies with 
operational remote sensing capabilities, initiated by ESA and the French 
space agency CNES in 1999 as a follow-up to the UNISPACE III Confer-
ence, where the potential of earth observation in the context of major dis-
asters was prominently discussed. The Canadian Space Agency CSA, the 
US National Oceanic and Atmospheric Administration (NOAA) and the 
Indian Space Agency ISRO, and most recently (in July 2003) the Argen-
tine National Commission on Space Activities CONAE joined, so that the 
charter currently counts six partners9. The International Charter, declared 
formally operational on 1 November 2000, aims at providing a unified sys-
tem of space data acquisition and delivery to those affected by natural or 
man-made disasters. Each member agency has committed resources to 

                                                     
7  See http://esamultimedia.esa.int/docs/GMES_Newsletter_1.pdf, at p. 2. 
8  The full name is Charter On Cooperation To Achieve The Coordinated Use Of 

Space Facilities In The Event Of Natural Or Technological Disasters.  
9  See http://www.disasterscharter.org/main_e.html.
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support the provisions of the Charter and thus is helping to mitigate the ef-
fects of disasters on human life and property: ESA provides data from ERS 
and Envisat, CNES from the SPOT satellites, CSA from the Radarsat satel-
lites, ISRO from the IRS satellites, NOAA from the POES and GOES sat-
ellites and CONAE from SAC-C. 

Article 6.1 of the Charter stipulates in this respect that requests to ad-
here to the Charter may be made by any space system operator or space 
agency with access to space facilities which agrees to contribute to the 
commitments made by the parties under Article IV; therefore, it is a de 
facto prerequisite for membership to the Charter to possess capability to 
operate satellite systems or at least of doing so in the near future. Those 
space facilities are not necessarily limited to earth observation satellites or 
instruments; “space systems for observation, meteorology, positioning, 
telecommunications and TV broadcasting or elements thereof such as on-
board instruments, terminals, beacons, receivers, VSATs and archives” are 
also included10. Indeed, for example GOES and POES are meteorological 
satellites.

Upon request by a “beneficiary body”, the member agencies acquire the 
data of the area affected by the disaster from their satellites, process the 
data so as to create useful images, analyze them further if necessary, and 
distribute the resulting information free of charge to those states affected 
by the disaster via associated bodies. Only so-called “authorized users” can 
activate the Charter: a state affected by a disaster who wishes to access 
relevant data needs to contact either one of the “associated bodies”11 or one
of the “co-operating bodies”12 acting in partnership with an associated 
body.  

Indeed, the Charter has been able to assist the countries affected by dis-
aster rather promptly, though constant efforts are made to bring the time of 
response down even further. For instance, in the case of a flood occurring 
in Toulouse in 2002, the image was available 38 hours after the request to 
activate the Charter and just 14 hours after image acquisition. As per De-

                                                     
10  Art. I, Charter on Space and Major Disasters. 
11  An “associated body” is “an institution or service responsible for rescue and 

civil protection, defense and security under the authority of a State whose ju-
risdiction covers an agency or operator that is a party to the Charter”; Art. 5.2. 

12  Cooperating bodies includes the European Union, the UN Bureau for the Co-
ordination of Humanitarian Affairs and other recognized national or interna-
tional organizations with which the parties may have cause to cooperate in pur-
suance of the Charter. A “cooperating body” does not operate a space system 
but acts in partnership with the an associated body which does; see Art. 3.5.  
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cember 2004, the Charter had been activated a total of 58 times for various 
disasters all around the world13.

By way of further examples and with reference to one particular satellite 
data provider, over the past year and a half data from the SPOT satellites 
(through SPOTImage) have been used in the following cases 14:

April 2003, Italy: volcanic eruption on the island of Stromboli 
April 2003, India: violent storm in the state of Assam, leaving thousands 
of people homeless and killing about 30 people 
April 2003, Argentina: floods devastating the whole province of Santa 
Fe and neighboring regions, causing 60,000 inhabitants to be evacuated 
May 2003, Turkey: earthquake (6.1 on the Richter scale) killing hun-
dreds of people and causing extensive damage in the state of Bingöl  
May 2003, Algeria: very violent earthquake at Boumerdes (6.6 on the 
Richter scale) killing more than 2,200 people and injuring 9,000 
July-August 2003, France: Var, Corse and the Alpes Maritimes depart-
ments suffering from gigantic forest fires 
July-August 2003, Portugal: gigantic forest fires 
December 2003, France: Gard and Bouches-de-Rhône departments: 
floods causing 30,000 inhabitants to be evacuated and killing 7 people 
January 2004, Iran: 6.7 magnitude earthquake in Bam and environ-
ments: more than 30,000 people being killed, 50,000 injured and 
100,000 homeless. 
It is clear therefore, that the Charter can be of help in a large number of 

rather varying events; not only in developing but certainly also in devel-
oped countries.

5 Legal Issue # 1: International Responsibility 

Firstly, under current space law states are responsible for “national ac-
tivities in space”, even if conducted by “non-governmental entities”, and 
for ensuring these activities are in conformity with the law15. This raises is-
sues of the extent to which there are relevant legal obligations pertaining to 
                                                     
13  See http://www.disasterscharter.org/disasters_e.html.
14  See http://www.spotimage.fr/html/_167_210_214_215_.php.
15  Art. VI, Treaty on Principles Governing the Activities of States in the Explora-

tion and Use of Outer Space, including the Moon and Other Celestial Bodies 
(hereafter Outer Space Treaty), London/Moscow/Washington, done 27 January 
1967, entered into force 10 October 1967; 610 UNTS 205; TIAS 6347; 18 
UST 2410; UKTS 1968 No. 10; Cmnd. 3198; ATS 1967 No. 24; 6 ILM 386 
(1967).  
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the duty to provide information versus the right of ownership over data, in-
cluding intellectual property rights and data protection issues, since only 
non-conformity with such clear legal obligations could raise the issue of 
state responsibility. 

Here, it is noteworthy to recall that Principle XI of Resolution 41/65 
calls upon states in the possession of relevant information regarding natu-
ral disasters to duly inform other states concerned16. Being an elaboration 
of an even more general principle of ‘good neighborliness’ amongst states, 
this would be seen by many as representing customary law, and hence a 
binding legal obligation.  

However, the mere existence of the Charter – which of course restates 
such ‘intentions’ – at the same time makes clear that such an obligation 
can only move from the realm of theory to that of practical relevance if, 
indeed, mechanisms and procedures are provided for. Even with the Char-
ter itself being a binding document, though not on the state but on the 
agency level, ‘violations’ of the obligations contained in it Charter would 
be difficult to define, let alone to determine the proper ‘reparation’ to ad-
dress any state responsibility. To begin with, the Charter itself does not 
provide so much for ‘rights’, either of victim states or individual victims, 
but for obligations of a still rather general nature. Also, it would be diffi-
cult to imagine what forms of ‘reparation’, what ‘sanctions’ should follow 
in case of any ‘violation’ of a relevant obligation. 

The above, as a consequence, certainly leaves any existing protection of 
copyrights, patents or other potentially applicable intellectual property 
rights (such as trademarks) in tact, so that in a sense any obligation to pro-
vide data provides an exception to the right of a copyright holder to not al-
low use of their data as such or only allow it against certain fees – a right 
effectively waived by the Charter for the limited purposes which it deals 
with. Therefore also, at this point inherent difficulties in applying copy-
rights, usually requiring some ‘intellectual effort’ or ‘creativity’ directly at 
the level of data generation need not be dealt with as these are still pre-
dominantly dealt with at the national level, each state largely maintaining 
its sovereignty in dealing with those issues by legal means.  

The GMES and GEOSS concepts steer completely clear from such dif-
ficult questions, as they provide for informal – though highly relevant and, 
hopefully, beneficial – institutional co-operation mechanisms. Again, any 
general duty of ‘good neighborliness’ even as applied to space in the con-
text of Resolution 41/65 would be too vague to distil any clear-cut obliga-
tions for the purpose of state responsibility and questions of eventual repa-
ration.
                                                     
16  See supra, …  
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6 Legal Issue # 2: International Liability 

Secondly, along similar lines under current space law states are specifi-
cally liable for damage caused by space objects17. Such damage, however, 
is generally seen as focusing on physical damage caused by direct impact 
of a satellite; it remains rather doubtful – to say the least – whether liability 
can be apportioned under the Outer Space Treaty or the Liability Conven-
tion for damage caused by absence of or non-access to certain data, con-
versely caused by certain data and their usage. Further in detail, issues 
arise as to what kind of liability – absolute or fault – would apply, what 
level of compensation could be expected, whether any waivers of liability 
would, could or should apply, and appropriate procedures to effectively 
and fairly arrive at dispute settlements on liability issues. 

As to the Charter, services are provided on a “best efforts” basis, imply-
ing that Charter members will take all necessary measures in rendering aid 
but do not guarantee successful results. A specific provision in the Charter 
clearly waives the liability of satellite operators called upon to provide data 
under the Charter: “The parties shall ensure that associated bodies which, 
at the request of the country or countries affected by disaster, call on the 
assistance of the parties undertake to: (…) confirm that no legal action will 
be taken against the parties in the event of bodily injury, damage or finan-
cial loss arising from the execution or non-execution of activities, services, 
or supplies arising out of the Charter”18. So the member agencies would as-
sume no liability arising from the Charter service. Death cases are also 
subject to the waiver of liability, even though it is not stipulated specifi-
cally in the above clause. 

This waiver of liability, however, does not comprehensively solve the 
problem. Firstly, since the Charter is concluded among the partner agen-
cies but not with all the potential crisis victims, the waiver of liability is 
not mutually agreed upon. Wherever the victim of a crisis is not one of the 
countries to which the Charter partners belong, the one-sided waiver of li-
ability raises questions as to its validity.  

                                                     
17  Art. VII, Outer Space Treaty, and Artt. I(c), II, III, Convention on International 

Liability for Damage Caused by Space Objects (hereafter Liability Conven-
tion), London/Moscow/Washington, done 29 March 1972, entered into force 1 
September 1972; 961 UNTS 187; TIAS 7762; 24 UST 2389; UKTS 1974 No. 
16; Cmnd. 5068; ATS 1975 No. 5; 10 ILM 965 (1971); provide for liability of 
a “launching State” respectively the “launching States” for any damage caused 
by a space object launched by such state, as procured by such state, or as 
launched from the territory or facility of such a state.  

18  Art.5.4, Charter.  



46      Frans G. von der Dunk 

Furthermore, the Charter provides for a waiver of liability only concern-
ing cases arising between the affected country and the Charter partners. It 
does not mention, for instance, cases arising from potential liability of 
value-added service providers with respect to Charter partners or states af-
fected by disaster. The Charter does not stipulate whether a state affected 
by the disaster can bring action against value-added service providers di-
rectly, in case these are somehow involved in the damage being caused.  

This finally raises issues regarding the so-called ‘Good Samaritan’ prin-
ciple, a principle known in various national jurisdictions which essentially 
means that a person who injures another in imminent danger while at-
tempting to aid him, and who is then sued by the aided one, will not be 
charged with contributory negligence unless the rescue attempt is an un-
reasonable one or the rescuer acts unreasonably in performing the at-
tempted rescue19. Its purpose is to prevent people from being unduly reluc-
tant to help a stranger in need, for fear of legal repercussions should they 
make some mistake in doing so. 

The Good Samaritan doctrine has been used widely in different jurisdic-
tions throughout the world. In Canada and the United States, it is incorpo-
rated by means of specific acts. The principle is also reflected in different 
national laws in European countries. If the aid worker has worsened the 
condition of the imperiled person, many techniques are available to assess 
the rescuer’s conduct: from mitigation of damages in Dutch law to the pre-
sumption of a low standard of care in French and English law. Since the 
Good Samaritan principle is incorporated into domestic law of many coun-
tries, it is considered to reflect customary international law. What it means 
in the context of the International Charter, and whether its main criteria 
and parameters are overruled by it, remains an issue to be dealt with in fur-
ther detail, however. 

The further development of the law on such issues will be followed with 
particular interest by the EU and ESA in their on-going GMES-related ac-
tivities. For example, whether liability for wrongful information could ef-
fectively be waived in the case of usage of GMES-derived information, 
might be considerably clarified when, in the case of the Charter, actual 
disputes have arisen, and have to be adjudicated, on such issues. To what 
extent moreover, in view also of the limitation of the Good Samaritan doc-
trine to cases of aid, such legal outcomes would apply to other types of us-
age of GMES data (e.g. on security-related issues), is yet to be analyzed as 
well.

                                                     
19  See http://pa.essortment.com/goodsamaritanl_redg.htm.
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7 Legal Issue # 3: The Role of Intergovernmental 
Organizations

Thirdly, the role of intergovernmental organizations in this area results 
in some particular ramifications of (state) responsibility and liability, due 
to the fact that under international space law these organizations are given 
a kind of secondary status. This issue may be relevant in the context of 
disaster management since, for instance, ESA is one of the founding fa-
thers and parties of the Charter on Space and Major Disasters, GMES is a 
project jointly initiated by ESA and by the Commission on behalf of the 
European Union, and both these organizations consequently are also in-
volved in the discussions on GEOSS. 

As to state responsibility under the Outer Space Treaty, it also applies 
“when activities are carried on in outer space (…) by an international or-
ganization”20, though in such cases jointly with the responsibility of the in-
ternational organization itself. Further to this provision, states are to re-
solve “any practical questions arising in connection with activities carried 
on by international intergovernmental organizations”21. As a consequence, 
effectively the member states of neither ESA nor the EU can hide behind 
those organizations in case any of their activities in the context of the 
Charter or of GMES would violate applicable rules of international law; it 
is their duty and responsibility to ensure that the organizations themselves 
do not undertake any such violating activities. 

As to liability, intergovernmental organizations equally enjoy a similar 
secondary status. This status effectively allows them to act as liable enti-
ties, and a similar construction under the Registration Convention allows 
them to themselves register satellites and exercise concomitant competen-
cies over them22. ESA actually enjoys the relevant status, as it has depos-
ited relevant Declarations in respect of both Conventions, but the EU does 
not: in the latter case, any liability would revert directly to the individual 
member states to the extent of course qualifying as “launching States’ un-
der the relevant Articles.

But even in the case of ESA, there is a subsidiary liability for the mem-
ber states: in case ESA is not able to satisfy any justified claim for com-

                                                     
20  Art. VI, Outer Space Treaty.  
21  Art. XIII, Outer Space Treaty.  
22  See respectively Art. XXII, Liability Convention, and Art. VII, Convention on 

Registration of Objects Launched into Outer Space (hereafter Registration 
Convention), New York, done 14 January 1975, entered into force 15 Septem-
ber 1976; 1023 UNTS 15; TIAS 8480; 28 UST 695; UKTS 1978 No. 70; 
Cmnd. 6256; ATS 1986 No. 5; 14 ILM 43 (1975).  



48      Frans G. von der Dunk 

pensation under the Liability Convention within six months, the individual 
member states (to the extent again qualifying as “launching States”) are 
held to jointly compensate the damage concerned23.

When it comes to the Charter or GMES therefore, to the extent that re-
sponsibility and/or liability would arise, the secondary status of the inter-
governmental organizations involved may cause problems of efficient and 
proper handling of disputes. How, for example, will proper reparation in 
case of violations of international obligations be guaranteed when the rela-
tive responsibility of the organizations respectively their member states is 
not clearly outlined? Similar issues might arise with respect to compensa-
tion for any damage caused, where the risk of delay is almost inherent in 
the provision of Article XXII(3) of the Liability Convention that only after 
six months of non-payment by the relevant intergovernmental organization 
individual member states may be called upon to compensate. 

8 Legal Issue # 4: The Role of Private Entities 

Fourthly, focusing on possible involvement of commercial and/or pri-
vate entities in relevant activities, apart from aforementioned issues relat-
ing to access to data, privacy and data protection (which are of special 
relevance in a commercial environment), particular issues arise on the 
point of (national) licensing and certification, and the way law handles the 
public goods-versus-fair competition dichotomy. These themes will not be 
further explored here, as this would obviously be beyond the scope of the 
paper, but are nevertheless of primary importance for the current topic and 
will therefore have to be taken into due consideration. 

The issue of state responsibility under Article VI of the Outer Space 
Treaty as discussed supra strongly impacts upon this issue, as such respon-
sibility also arises for privately conducted space activities. Hence, it points 
to the need for national legislation to implement on a national level any in-
ternational obligations relevant; from this perspective it may be pointed 
out that so far only a handful of states have actually established such more 
or less comprehensive space legislation. This concerns, in varying degrees 
of detail and elaboration, the United States, Norway, Sweden, the United 
Kingdom, Russia, South Africa, the Ukraine, Australia and Brazil, as well 
as Hong Kong as Special Administrative Region within the People’s Re-
public of China. In addition, states such as Argentina, Canada, France and 
Japan have important pieces of national legislation in place which come 

                                                     
23  See Art. XXII(3)(a), Liability Convention.  
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close to, but do not yet really provide for proper legislative control over 
private space activities conducted within their respective jurisdictions24. A 
still larger number of states, however, so far remain without any transpar-
ent and coherent domestic legal means to control and monitor relevant pri-
vate activities. A lot of work remains to be done in this area. 

As a consequence, the legal implications for example for SPOTImage, 
the French private company involved in Charter operations, may be diffi-
cult to analyze or even ascertain. As for GMES, at this point it is not at all 
clear whether, and if so, at what level private entities might be involved in 
its operations. It may be pointed out here, however, that GMES is very of-
ten referred to as the ‘second Galileo’, primarily because it equally is a co-
operation project of the EU and ESA. Further to that, one can not rule out 
that, once GMES would call for additional operational satellite systems or 
operations, the example of a Public-Private Partnership (PPP) as currently 
being established for Galileo, where a private operator of the satellite sys-
tem would be supervised by a public entity, would be aimed for in this 
context as well.  

In any case, any involvement of private entities, either currently in the 
context of the Charter, or in future in the context of GMES, would result in 
bringing a number of legal regimes into the picture either trying to ensure 
private activities will be as beneficial to society at large as possible, or ac-
tively stimulate their involvement by protecting their interests – such as in-
tellectual property rights regimes allowing companies to market their in-
ventions and operations. Such legal regimes are largely developed at 
national levels, and moreover generally without any specific space applica-
tion in mind. This warrants thorough further analysis as to the gaps and 
overlaps, inconsistencies and further problems created by such an extended 
and complex legal environment. 

9 Concluding remarks 

In conclusion, a rudimentary (certainly as far as the international level is 
concerned) legal framework can be discerned providing a very limited set 
of parameters to disaster management activities involving satellite data. 
Whilst at the national level, in particular when it comes to private sector-
involvement, much more detailed regimes sometimes do apply, questions 
automatically arise as to the consequences of any such applicability to such 
                                                     
24  See e.g. the author’s Heeding the Public-Private Paradigm: Overview of Na-

tional Space Legislation around the World, in 2004 Space Law Conference 
Papers Assembled (2004), 20-34.  
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an international, as well as specific space-related issue as the use of satel-
lite data for disaster management. 

The Charter and, as a next-generation step, GMES may be seen as major 
milestones in the international domain to address this highly important 
area of global relations, but they remain principally at the level of institu-
tional practical co-ordination, co-operation and efficiency-enhancement. 
Considerable analysis would be required on the issue of how these new 
developments – the Charter, GMES but more in general any use of satellite 
data for such activities of clear benefit to humanity as disaster management 
– may, would or should result in new complementary legal developments. 
Actually, as of yet ‘legal practice’ is hardly in existence, which does not 
even allow us a solid evaluation of the various consequences of applicabil-
ity (or not) of the legal regimes which do exist – intellectual property 
rights, licensing, liability and so on. 

How should for example, liability (civil/financial as much as criminal) 
be approached and dealt with, in an internationally-harmonised fashion, in 
the difficult and different context of disaster management using satellite 
data? How should the balance between the right of owners of the relevant 
intellectual property to do with the data as they see fit and the interests of 
actual or potential victims or victim states be established? Is there a proper 
way to prevent abuse of data by free-riders? These and many other ques-
tions will have to be solved if one is to ensure satellites, from a disaster 
management perspective, will indeed act like “Eyes in the Sky”, rather 
than as “Big Brothers”. 
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Abstract

The management and mitigation of natural and man-induced risks is a 
topic of growing worldwide concern, especially in regions where popula-
tion densities and the frequency of extreme events are increasing. Risk 
management, being a highly multidisciplinary activity, has many facets 
that include the advancement of thematic and applied research, the integra-
tion and deployment of new and existing technologies, the provision of us-
able services for the citizens, and the need to adequately consider aspects 
of risk perception and communication. The EC is actively supporting re-
search on risk management through out its programs for Research and 
Technological Development. The availability of high quality, rapidly ac-
cessible and secure geo-information is the basis of sound decision making 
for risk management and disaster prevention In particular, scientific ad-
vances in the field of information and communication technology have 
contributed to interoperability and harmonization of geo-spatial informa-
tion, and the integration of in situ sensor networks and satellite communi-
cation for disaster alert systems.   

1 European Research in the Field of Risk Management 

The overall aim of European research policy is to strengthen the European 
research community in order to promote scientific excellence and innova-
tion to advance knowledge and understanding, and to support the imple-
mentation of related European policies. The European Commission (EC), 
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and in particular, the Directorates-General for Research and  Information 
Society Technologies, have been supporting research on natural and tech-
nological disasters since the early 1980’s through the EC’s successive 
Framework Programs for Research and Technological Development 
(RTD).

Multinational and interdisciplinary research in this field has addressed 
floods, landslides, avalanches, forest fires, earthquakes, volcanic eruptions,  
industrial hazards, and overall risk management issues. European Union 
(EU) research has lead to the development of methods and technologies for 
improved hazard forecasting and monitoring; risk assessment, manage-
ment and mitigation. In parallel, research efforts have also focused on the 
use of Information and Communication Technologies (ICT) in support of 
risk and crisis management. The objective being to improve preparedness 
and response to major crises, and improve the safety of rescue teams, 
thereby reducing economic losses  and the toll on human lives. 

Advances have been made particularly in the areas of flood forecasting, 
the design of earthquake resistant structures, forest fire hazard mapping 
and suppression techniques, volcanic eruption monitoring, landslide and 
avalanche hazard assessment, and industrial process safety related to the 
implementation of the Seveso II Directive. On the crisis management side, 
research results have lead to the improvement of situational awareness, as 
well as better decision support tools in support of the whole command 
chain.

2 FP6 Research 

Currently, research under the Sixth Framework Program (2003-2006) fo-
cuses on a more holistic approach in which hazard vulnerability and risk 
assessment are addressed in an integrated manner with the aim of mitigat-
ing the environmental, social and economic effects of natural disasters. 
Where relevant, but in particular for floods, and storms, research is to ad-
dress climate variability issues and the potential impacts of climate change. 
Ongoing ICT research is focusing on (i) the improvement of I interopera-
bility of civil protection equipment allowing for joint intervention in case 
of major disaster, (ii) the development of harmonized geo-spatial informa-
tion for the maintenance of vulnerability information and allowing the 
management of inter-related risks (including domino effects), (iii) develop-
ing new approaches for the deployment of in-situ sensor networks and 
bridging the gap between in situ and remote sensing observation in the 
context of GMES (described below). 
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3 EU-MEDIN 

The EC has launched two disaster-related initiatives. Firstly, the Euro-
Mediterranean Disaster Information Network (EU-MEDIN), which has the 
aim of disseminating and networking the activities of the European disas-
ter research community. In particular by promoting strategies for the har-
monization of methods and the integration of data, disseminating European 
research results, stimulating new integrated and applied research and 
common frameworks for risk assessment; and acting as a central node for 
research results including methods, tools, case studies, datasets, and rec-
ommendations. (See :http://www.eu-medin.org/) 

4 GMES 

Secondly, the EC is a co-founder of the Global Monitoring of Environment 
and Security (GMES) initiative, in co-operation with the European Space 
Agency (ESA). The objective of GMES is to build a European capacity for 
global monitoring of the environment and security by 2008. The initiative 
aims to integrate environmental observation data from all available 
sources, satellite and in situ, while taking account of EU policies and data 
standardization methods. GMES research activities support user-driven 
development of services targeted to provide reliable, timely and independ-
ent environmental information to European stakeholders. The "security" 
component of GMES explicitly addresses natural disasters. GMES is a ma-
jor European contribution to the global ad-hoc Group on Earth Observa-
tion (GEO), of which the EC is one of the four co-chairs. GEO’s primary 
task is to develop a 10-year Implementation Plan for a coordinated and 
sustainable Global Earth Observation System of Systems (GEOSS) pre-
sented at the global Earth Observation Summit in February 2005. One of 
the nine GEO societal benefit issues is “Reducing loss of life and property 
damage due to natural and human-made disasters”. European Research 
policy strongly supports both initiatives, GEO and GMES. (See: 
http://www.gmes.info/)

5 ICT for Risk Management 

Currently, all 25-member states of the EU have very different information 
systems, operational procedures and communication systems that do not 
talk to each other. Since 2000 significant R&D activities have addressed 
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these issues and include the development of a software platform that im-
proves interoperability between civil protection systems as well as enhanc-
ing contingency and continuity planning in the public and private sectors.  

The intention is to design, validate and demonstrate a generic integrated 
risk management open system to support the whole chain of activities, 
from initial assessment to post-disaster recovery. Special attention is given 
to operations of European civil protection organizations in the case of 
large-scale natural and industrial disasters across all 25 EU member states. 

The RTD activities are divided into two sub-activities: the first one cov-
ering the monitoring planning, forecasting, preparedness and recovery 
phases; the second dealing mainly with the alert and the response phase. 

5.1 Risk Management and Forecasting 

Until recently, risk management components were developed independ-
ently by a vast range of institutions and organizations. In addition, the ex-
change of relevant information needed for dealing with risks is too often 
hindered by administrative and legal boundaries, as well as lack of inter-
operability on the technical side. The recently endorsed INSPIRE initiative 
(see http://www.ec-gis.org/e-esdi/) aims at harmonizing geo-spatial infor-
mation across the EU. This new Directive offers a unique opportunity for a 
major overhaul in disaster preparedness, contingency planning as well as 
community involvement in risk reduction. 

Current projects are working on developing service architectures for risk 
management based on “open” standards. This approach should dramati-
cally reduce the cost of building and maintaining risk management appli-
cations, and it will also allow for the appropriate handling of systemic risk 
and domino effects. 

5.2 Crisis Management Operations 

Initial investigations revealed that civil protection organizations appeared 
not to benefit as much as other professionals from the new developments 
in ICT. Many such public authorities are still poorly equipped, and since 
this market is rather small, providers companies are slow to invest in up-
to-date and cost effective equipment and applications. This is one of the 
reasons why the EU ultimately decided to invest in this field. It was also 
perceived as an opportunity to improve equipment interoperability, in or-
der to allow different emergency actors, possibly belonging to different re-
gional or national European authorities, to work jointly in case of large 
scale and cross-boarder disasters. 
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Crisis management operations are based on a three-level architecture 
concept: the “coordination and command centre” supported by “function- 
specific control rooms”, the “mobile command centres” and the “crew” in 
the field. The function-specific control rooms host the local management 
and interface with auxiliary functions (technical and scientific support, 
short term forecasting, meteorological office, emergency health care, pub-
lic utilities, damage assessment, etc.).The reporting is made to the upper 
level, that is, the coordination centre, which is located on the premises of  
the local, regional or national government authorities, depending on the 
size of the crisis, with a secure link to the crisis centre of the EC in case of 
major disaster.  

Several RTD projects populated this concept with a full range of ad-
vanced applications and emergency management tools that were tested and 
validated by end-users. These elements are being integrated in Emergency 
Information Systems over a communication infrastructure supporting voice 
and data exchange through a robust messaging service.  

A key objective of the current ICT projects is the creation of a civil cri-
sis management methodology and an interoperable command and control 
infrastructure. The current approach is building on NATO experience and 
adapts successful methods initially developed for military applications to 
the needs of civil protection agencies. The projects will examine the effec-
tiveness of an EU network of trans-national headquarters with the capabil-
ity of dealing with more than one trans-regional crisis at any one time, and  
integrate applications into a full fledged C4I (Command Control Commu-
nication Computer and Intelligence)  for Civil protection operations. 

Future developments should address the need for better integration of 
the wide range public safety communications and evolve into a network- 
centric crisis management framework (see http://www.cordis.lu/ist/so/risk-
management/).

5.3 Security Research 

The Preparatory Action on 'Enhancement of the European industrial poten-
tial in the field of Security Research 2004-2006', which constitutes the 
Commission's contribution to the wider EU agenda for addressing key se-
curity challenges facing Europe today, will clearly benefit from the re-
search results and standardisation efforts made in the field of crisis man-
agement operation. 
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6 Conclusions 

Although there is still a need to further our understanding of the underly-
ing processes leading to natural and technological hazards, there is particu-
lar urgency for the improve the integration of hazard assessment with local 
vulnerability issues in order to fully assess the potential risks to society. It 
is only once this integrated chain (hazard-vulnerability-risk) is taken into 
account, that we can start to better predict the environmental, social and 
economic consequences of disasters; and hence evaluate alternative miti-
gation measures that can be economically justified and socially acceptable. 
Research on disaster reduction should also move forward in the context of 
multiple (systemic) risks, firstly, to deal with domino and indirect effects 
and secondly, to bridge the gap between science and real life disaster pre-
vention and management requirements. For all this to be achieved, sizeable 
efforts will be required for the harmonization of assessment techniques and 
the integration and standardization of geo-spatial data and analytical tools. 
In addition, future research must focus on the integration of a wide range 
of sensors (in-situ, airborne, and satellite) to provide optimal and cost ef-
fective information awareness for risk and emergency management. There 
is also a need to promote the inter-operability of secure and dependable 
public safety communication systems, including ad-hoc broadband net-
works for emergency operations and alert networks. 



Airborne Passive Microwave Radiometry for 
Emergency Response 

Roland B. Haarbrink1 and Anatoly M. Shutko2

1 Miramap, ESA/ESTEC (EUI-PP), Keplerlaan 1, P.O. Box 299,  
 2200 AG Noordwijk, the Netherlands. 

  Email: rhaarbrink@miramap.com 
2 Institute of Radioengineering and Electronics, Russian Academy of  
 Sciences, 1, Vvedensky Square, City of Friazino, 141190 Moscow,  
 Russia/Center for Hydrology, Soil Climatology and Remote Sensing, 

Alabama A&M University, P.O. Box 1208, Normal AL, USA.  
  Email: ashutko@ms.ire.rssi.ru; anatoli.shutko@email.aamu.edu 

Abstract

In the event of a natural or terrorist disaster, the key to rescue and recovery 
operations is timely information presented in standardized data formats.   
The quicker the response, the higher the likelihood that lives would be 
saved and property damage would be minimized.  Geospatial information 
should also be tailored to the needs of first responders.  The addition of a 
multi-band Airborne Passive Microwave Radiometry system to existing 
optical remote sensing solutions with a wireless data downlink capability 
has an enormous potential for preventing or assisting in disaster opera-
tions.  In crisis mode, this proven technology can deliver critical geospatial 
updates to assist first responders.  Timely soil moisture and depth to water 
table maps over large areas can be created to monitor water barriers, to 
manage dangerously high water tables, and to prevent flooding disasters. 

1 Introduction 

The international community is raising the level of investigations to detect 
areas of water seepage through water barriers and to reveal areas with dan-
gerously high groundwater level.  An independent study [12] performed by 
the Dutch Institute of Health and Environment (RIVM) indicates that 549 
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km (15%) of the primary water barriers in the Netherlands do not meet 
specifications and that 1217 km (35%) of them has possible issues.  The 
same study also indicates that the financial damage of flooding would lead 
up to 2570 million Euros for each kilometer of water barrier.  The problem 
is illustrated by the following two incidents (Fig. 1). 

On 26 August 2003 the water barrier at Wilnis broke through and 
flooded an urban area.  1500 persons had to be evacuated, it caused mate-
rial damage worth millions of Euros and only partially covered by insur-
ance companies to buildings, roads and yards, and it caused psychological 
damage to the victims.  The cause of the break was drought that weakened 
the barrier. 

On 27 January 2004 the water barriers in Stein caused 500 persons to be 
evacuated and halted canal transportation to some large chemical plants.  
The levee was deformed, but stood strong using sand bags.  The cause of 
the threat was a broken water pipe that saturated the barrier. 

Fig. 1. Water Barriers Under Pressure at Wilnis (left) and Stein (right) 

2 Airborne Passive Microwave Radiometry 

Optical remote sensing technologies including photography, lidar and mul-
tispectral imagery are not able to produce underground soil moisture maps, 
simply because their wavelengths are not long enough to penetrate the 
ground.  Thermal infrared imagery was used to detect water seepage and to 
locate weak water barriers, but the measurement were based on tempera-
ture changes rather than directly on soil moisture changes, so this technol-
ogy was not robust enough to monitor water barriers.  Other people have 
tried active radar technologies, but SAR and IFSAR measurements heavily 
depend on the surface texture, roughness and vegetation, and radar systems 
usually must be operated from expensive jet aircraft [5, 8, 15]. 
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Passive Microwave Radiometry (PMR) technology on the other hand 
makes it possible to produce very detailed, geo-referenced maps showing 
the soil moisture variation at surface within first few centimeters to deci-
meters in grams per cubic centimeter (g/cc), and the depth to shallow water 
table down to several meters.  PMR is based on measurements of naturally 
emitted radiation of the earth in the millimeter to decimeter range of wave-
lengths.  Within these bands, the land surface radiation is primarily a func-
tion of the free water content in soil, but it is also influenced by other pa-
rameters, such as shallow groundwater, above ground vegetation biomass, 
salinity and temperature of open water, where the sensitivity is a function 
of the wavelength. 

Fig. 2. Radiometer System Installation on International Space Station [7] 

Since the first developments of space borne PMR systems for environ-
mental monitoring, the technology has proven successful in the measure-
ment of surface and subsurface soil moisture.  For the first time in space 
exploration history, the Soviet Cosmos 243 spacecraft was launched with 
four single beam radiometers in 1968 [21].  The Priroda spacecraft module 
with four channel scanning and non-scanning microwave radiometer sys-
tems was attached to Space Station Mir in 1996 [6], and an 8 beam  L-
band (21-cm) radiometer is planned to be installed on the International 
Space Station in 2007 by the Russian Academy of Sciences (RAS) for soil 
moisture maps of large areas, for salinity maps of oceans, for monitoring 
the thermal flow of water in the ocean, and for estimating the ocean-land-
atmosphere energy dynamics (Fig. 2).  The European Space Agency (ESA) 
is also preparing the Soil Moisture and Ocean Salinity (SMOS) mission to 
be launched in 2007. 

When mounting the same type of radiometers onboard a light aircraft or 
autonomous helicopter (Fig. 3) and using dedicated data modeling soft-
ware, the spatial resolution of the map products increase dramatically from 
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tens of kilometers to a few meters compared to the space borne PMR data.  
This increase of detail is essential for mapping potential hazard areas 
where water seepage occurs or for producing soil moisture maps in case of 
an emergency. 

Fig. 3. Autonomous Helicopter with Microwave Radiometers for Emergency 
Mapping [1] 

Through the years, many microwave radiometric remote sensing studies 
of the environment were performed for scientific research and application 
from aircraft and satellites.  Leading scientists have conducted airborne 
PMR test flights and have developed microwave radiometric methodolo-
gies to determine the sea surface state, water surface temperature, geo-
thermal sources, moisture profiles, integral water content in soil, water ta-
ble depth, and the penetration of electromagnetic waves through clouds 
and vegetation [2, 4, 9, 10, 11, 13, 14, 16, 18, 19, 20, 22, 23, 24, 25, 26].  
Multi-band radiometer methodologies using joint collection and processing 
of 0.8, 2, 5 and 21 cm channel data from scanning and push broom radi-
ometer systems and using a-priori information on the soil composition 
have proven successful in producing water seepage maps and depth to 
shallow water table maps.  The principle of multi-band PMR to generate 
these maps is illustrated in Figure 4. 
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Fig. 4. Principle of Multi-Band PMR to Detect Water Seepage [21] 

When collecting PMR data from a light aircraft or autonomous helicop-
ter, the sensor sensitivity to different environmental parameter changes is 
recorded and analyzed.  The datasets are then compared to each other, 
validated with corresponding field measurements, and the maps are gener-
ated through thematic interpretation with special retrieval algorithms.  On-
board GPS equipment is used to geo-reference the data, so that the digital 
maps can be overlaid with existing vector databases, aerial photography 
and elevation models of the area. 

The radiometer data can be transmitted from aircraft to ground process-
ing office through a wireless downlink capability to speed up the time 
from collection to data delivery in case of an emergency.  The resulting 
soil moisture maps or depth to ground water table maps showing potential 
hazard areas would be made available within a few hours of collection and 
can be used in any GIS software package.  An example of map showing 
soil moisture changes is given below in Figure 5. 
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Fig. 5. Map Showing Soil Moisture Changes [17] 

Although traditional ground sample techniques to monitor water barriers 
would always be needed to track local instabilities of water barriers and 
ground water, as well as to calibrate PMR sensors to the soil composition 
of a specific area, airborne PMR has these benefits: 

Safety:  Airborne PMR is a contact less technology that does not 
weaken water barriers under very high water pressure. 

Actuality:  Collection of large areas at a time while providing emer-
gency response services with same-day aircraft availability and same or 
next day data delivery. 

Reliability:  Continuous multi-channel measurements are covering all 
parts of the target area instead of a few samples on the ground.  Airborne 
PMR measurements are first of all directly related to changes in soil mois-
ture and to a lesser extent to changes in water temperature. 

Flexibility:  Airborne PMR can be flown day and night under almost 
any weather condition such as fog and clouds.  Optical systems using 
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wavelengths shorter than 0.8 cm are considerably influenced by the atmos-
phere such as fog, clouds and rain. 

Cost-efficiency:  Thousands of soil moisture measurements instead of a 
few samples a day increase the cost-efficiency.  For larger areas, the costs 
to monitor water barriers could be reduced by five to ten times compared 
to traditional ground sample technologies by development of Geo-
Information Monitoring System that includes remotely sensed data, in-situ 
measurements and mathematical modeling of spatial-temporal changes of 
physical parameters within the area of observation [3]. 

3 Conclusion 

The addition of a multi-band PMR system to existing optical remote sens-
ing solutions has an enormous potential for preventing or assisting in dis-
aster operations.  In crisis mode, this proven technology can deliver critical 
geospatial updates to assist first responders.  Timely soil moisture and 
depth to water table maps over large areas can be created to monitor water 
barriers, to manage dangerously high water tables, and to prevent flooding 
disasters.

4 Epilogue 

The airborne PMR solution is also an excellent tool to monitor temperature 
increase of land, boundaries of a forest fire in cloudy conditions, changes 
in salinity and temperature of water surfaces, presence of oil slicks, pol-
luted harbors, on-ground snow melting, and ice on water surfaces, roads 
and runways. 

Miramap is promoting the science, development and practical applica-
tions of the PMR technology, while offering affordable collection and 
processing systems to produce joint soil moisture data, digital photogra-
phy, lidar elevation data and thermal imagery for emergency response 
mapping.  Miramap is supported by the European Space Agency, the Rus-
sian Academy of Sciences, and the Alabama A&M University. 

Acknowledgement 

The authors are thankful to their partners and colleagues N. Eldering, B. 
Naulais, J. Eldering, A. Khaldin, E. Novichikhin, I. Sidorov, A. 



64      Roland B. Haarbrink and Anatoly M. Shutko  

Chukhlantsev, S. Golovachev, E. Reutov, V. Pliushchev, V. Krapivin, T. 
Coleman and F. Archer for their valuable contribution to Passive Micro-
wave Radiometry developments and practical use. 

References 

[1] Archer F, Shutko A, Coleman T (2004) Microwave Autonomous Copter Sys-
tem. Special Flier, Center for Hydrology, Soil Climatology and Remote Sens-
ing, AAMU 

[2] Chukhlantsev AA, Golovachev SP, Shutko AM (1989) Experimental study of 
vegetable canopy microwave emission.  Adv Space Res, vol 9, no 1, pp 317-
321 

[3] Chukhlantsev AA, Golovachev SP, Krapivin VF, Shutko AM, Coleman TL, 
Archer F (2004) A remote sensing-based modeling system to study the Aral-
Caspian water regime.  Proc 25th Asian Conference on Remote Sensing, Thai-
land, vol 1, pp 506-511 

[4] Golovachev SP, Reutov EA, Chukhlantsev AA, Shutko AM (1989) Experi-
mental investigation of microwave emission of vegetable crops.  Izvestia 
VUZ’ov, Radiofizika, vol 32, pp 551-556 (in Russian, English translation in 
University Digest, Radiophys Quantum Electron) 

[5] Haarbrink RB (2003) High Altitude LIDAR To Enhance GeoSAR System 
Performance.  Proc ISPRS Workshop 3D Reconstruction From Airborne La-
serscanner and InSAR Data in Dresden 

[6] Jackson TJ, Hsu AY, Shutko AM, Tishchenko Y, Petrenko B, Kutuza B, Ar-
mand N (2002) Priroda microwave radiometer observations in the Southern 
Great Plains.  Int J Remote Sensing, vol 23 (2), pp 231-248 

[7] Khaldin A, Abliazov V (2004) Radiometer System Installation on Interna-
tional Space Station.  Flier by Special Design Bureau, Institute of Radioengi-
neering and Electronics, Russian Academy of Sciences 

[8] Kutuza B, Shutko AM, Pliushchev V, Ramsey III E, Logan B, DeLoach S, 
Haldin A, Novichikhin E, Sidorov I, Nelson G (2000) Advantages of syn-
chronous multispectral SAR and microwave radiometric observations of land 
covers from aircraft platforms.  Proc EUSAR, Munich, 5 pp 

[9] Macelloni G, Paloscia S, Pampaloni P, Ruisi R (1994) Spaceborne microwave 
radiometry of land surfaces.  In: Lurie, Pampaloni and Shiue (ed) Microwave 
Instrumentation and Satellite Photogrammetry for Remote Sensing of the 
Earth.  Proc SPIE 2313, pp 129-135 

[10] Macelloni G, Paloscia S, Pampaloni P, Ruisi R (2001) Airborne multi-
frequency L- and Ka-band radiometric measurements over forests.  IEEE 
Trans Geosci Remote Sensing, vol 39, pp 2507-2513 

[11] Macelloni G, Paloscia S, Pampaloni P, Santi E (2003). Global scale monitor-
ing of soil and vegetation using active and passive sensors.  Int J Remote 
Sensing, vol 24, pp 2409-2425 



Airborne Passive Microwave Radiometry for Emergency Response      65 

[12] Milieu- en Natuurplanbureau (2004) Risico’s in bedijkte termen. RIVM, Bilt-
hoven (in Dutch) 

[13] Mkrtchan FA, Reutov E, Shutko AM, Kostov K, Michalev M, Nedeltchev N, 
Spasov A, Vichev B (1988) Experiments in Bulgaria for determination of soil 
moisture in the top one-meter using microwave radiometry and a priori infor-
mation.  Proc IGARSS, pp 665-666 

[14] Pampaloni P, Paloscia S (1985) Experimental relationships between micro-
wave emission and vegetation features.  Int J Remote Sensing, vol 6, pp 315-
323 

[15] Pampaloni P, Sarabandi K (2004) Microwave remote sensing of land.  Radio 
Science Bulletin, vol 308, pp 30-48 

[16] Pampaloni P (2004) Microwave radiometry of forests.  Waves in Random 
Media, vol 14, pp 275-298 

[17] Pliushchev VA, Sidorov IA, Malinin AM, Biriukov ED, Shutko AM, 
DeLoach S (2000) Airborne complex for pre-fire condition detection in for-
ested areas by means of microwave radiometry.  Science Consuming Tech-
nologies, vol 1, no 1, pp 48-53  

[18] Reutov EA, Shutko AM (1986) Determination of the soil water content using 
microwave radiometry and a priory information.  Soviet Journal of Remote 
Sensing, vol 5 (1), pp 100-106 

[19] Reutov EA, Shutko AM (1987) Determination of moisture content of not uni-
formly moistened soils with a surface transition layer using microwave multi 
channel radiometry.  Soviet Journal of Remote Sensing, vol 6 (1), pp 98-103 

[20] Shutko AM (1982) Microwave radiometry of lands under natural and artificial 
moistening.  IEEE Transactions on Geoscience and Remote Sensing, vol GE-
20, pp 18-26 

[21] Shutko AM (1986) Microwave Radiometry of Water Surface and Grounds.  
Nauka/Science Publ House, Moscow (In Russian, English translation avail-
able in: FTD-ID (RS) T-0584-89, Microfiche NR: FTD 89C-000798 L, 1989) 

[22] Shutko AM (1987) Remote sensing of waters and land via microwave radi-
ometry (The principles of method, problems feasible for solving, economic 
use).  Proc Study Week on Remote Sensing and Its Impact on Developing 
Countries, Pontifical Academy of Sciences, Vatican City, pp 413-441 

[23] Shutko AM (1992) Soil-vegetation characteristics at microwave wavelengths.  
In: Chapter 5, TERRA-1: Understanding the Terrestrial Environment, The 
Role of the Earth Observations from Space, Taylor & Francis, London-
Washington DC, pp 53-66 

[24] Shutko AM, Haldin AA, Novichikhin EP, Milshin AA, Golovachev SP, 
Grankov AG, Mishanin VG, Jackson TJ, Logan BJ, Tilley GB, Ramsey III 
EW, Pirchner H (1995) Microwave radiometers and their application in field 
and aircraft campaigns for remote sensing of land and water surfaces.  Proc 
IGARSS, pp 734-735 

[25] Shutko AM, Haldin A, Novichikhin E, Yazerian G, Chukhray G, Vorobeichik 
E, Agura V, Kalashnik S, Sarkisjants V, Sklonnaja N, Logan B, Ramsey III E 
(1997) Application of microwave radiometers for wetlands and estuaries 



66      Roland B. Haarbrink and Anatoly M. Shutko  

monitoring.  Proc 4th International Conference on Remote Sensing for Marine 
and Coastal Environment, vol 1, pp 553-561 

[26] Shutko AM (1997) Remote sensing of soil moisture and moisture related pa-
rameters by means of microwave radiometry: instruments, data, and examples 
of application in hydrology.  In: Sorooshian, Gupta, Rodda (ed) NATO ASI 
Series, Global Environmental Change, vol 46, Springer, pp 263-273 



Flood Vulnerability Analysis and Mapping in 
Vietnam

Hoang Minh Hien, Tran Nhu Trung, Wim Looijen and Kees Hulsbergen 

Correspondence: H2iD, Geomatics Business Park, Voorsterweg 28, 8316 
PT Marknesse, the Netherlands. 
Email: hulsbergen@h2id.nl 

Abstract

Acknowledging the disastrous implications of Climate Change for socio-
economic development, the public-private institute of the Geomatics Busi-
nes Park has since 2002 worked on a new concept coined Extreme Events 
Engineering and Monitoring (EEEM). In EEEM, the word ‘Engineering’ 
stands for all types of logic reasoning and activities as long as these help 
people to firmly reduce their vulnerability to extreme events. 

We see EEEM as a ‘bi-polar’ concept, aiming to deeply integrate a long 
chain of analyses and activities. On the ‘high end’ of the EEEM chain, 
Earth Observation plays an important role. Down at the ‘lower end’,  
EEEM firmly rests in the mud in the form of grass roots based evacuation 
and relief plans as well as long term land use improvements.  

Between both poles of the EEEM chain, the so-called Integrated Vul-
nerability Analysis (IVA) forms the central defence strategy against this 
‘axis of peril’.

Vietnam is very vulnerable for natural disasters such as flooding, espe-
cially during such extreme events as overflowing rivers and excessive lo-
cal rainfall during typhoons. This paper describes an initial application of 
EEEM at the vulnerable city of Hue, which was struck in 1999 by ex-
tremely heavy rainfall and extensive flooding of the Perfume River. 

1 Extreme Events Engineering & Monitoring (EEEM) 

The Geomatics Business Park (GBP) is a young and fast growing Public-
Private set-up in Marknesse, the Netherlands, with some 20 institutes and 
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companies. The scientific and commercial mission of the GBP is to gener-
ate added value by integrating Earth Observation techniques with Water- 
and Land related Infrastructure expertise in a ‘One stop shopping centre’ 
for a very wide range of clients. Within the R&D program of the GBP a 
new concept emerged some three years ago: ‘Extreme Events Engineering 
and Monitoring’ (EEEM). 

Acknowledging the disastrous imminent implications of Climate 
Change for world wide socio-economic developments, EEEM poses a new 
approach in which Earth Observation (EO) plays an important role. Until 
recently, potentially useful EO applications in the domain of natural disas-
ter management (e.g. flooding) were not even considered, simply because 
the hi-tech area of EO was in practice too distant from the more down-to-
earth oriented Flood Disaster Management and Relief Operations. 

The ambition of EEEM is to help effectively bridging this gap. At the 
start, defining basic user requirements plays a key role, since the potential 
of EO is rapidly increasing and thus is sometimes beyond the working 
knowledge of flood disaster management. Equally true, in EO circles the 
potential needs of flood disaster management are not always readily clear. 

‘Extreme Events’ can roughly be categorized in the following groups: 
Short or (extremely) long duration 
Multiple or singular 
Local, regional or global 
Water-, land-, air-related or a combination 
Man-made or natural. 
Some examples of extreme events are illustrated below. 

1.2 Water Related Extreme Events 

Water related extreme events include droughts, floods, typhoons and ac-
celerated sea level rise. 
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Fig. 1. Glacier Perito Moreno breaks down in 2003 for the first time in 16 years in 
Lago Argentino. Credits: AP Photo/Guillermo Gallardo-Telam 

Fig. 2. ENVISAT-MERIS image of Lago Argentino of February 2004 © ESA 

Drought, which is often aggravated by human action, may affect very 
large areas for months, even years, and thus has a serious impact on re-
gional food production, often reducing life expectancy for entire popula-
tions and economic performance of large regions. 

Floods come in several types. River Floods originate from winter and 
spring rains, coupled with snow melt, and torrential rains from decaying 
tropical storms and monsoons. Coastal Floods are generated by winds from 
intense off-shore storms and tsunamis. Urban Floods are exacerbated by 
intense urbanization, increasing runoff up to six times what would occur 
on natural terrain. Flash Floods can occur within minutes after excessive 
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rainfall, a dam or levee failure, or an emergency release of water from a 
reservoir filled to capacity. 

Typhoons (or tornados) can cause enormous damage due to high wind 
speeds and accompanying rainfall while devastating waves batter coast-
lines, ships, offshore structures and harbors. 

Accelerated sea level rise is one of the slowest but world-wide felt and 
serious extreme events. Low lying countries, such as the Netherlands and 
large parts of Vietnam, are extremely vulnerable for sea level rise due to 
global warming. Under this global warming ocean water volumes expand, 
ice caps melt and sea level rises. 

Fig. 3. Etna eruption October 2002 © ESA 

1.3 Land and Air Related Extreme Events 

Land and air related extreme events include volcanic eruptions, earth-
quakes, fires and landslides. Persons and properties on the ground near 
erupting volcanoes or near the epicenters of earthquakes are under threat. 
Ash clouds from major volcano eruptions endanger aircraft and airport op-
erations over distances of thousands of kilometers. The damage done by 
earthquakes to physical infrastructure disrupts public life. 
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Fig. 4. Earthquake Bam, December 2003 © Space Imaging 

Fires are caused by human activities or by natural phenomena such as 
lightning or volcanoes. They cause loss of human life and personal prop-
erty, economic upsets, and changes in regional and global atmospheric 
composition and chemistry. Moreover, forest fires add to the risk of defor-
estation in terms of accelerated run-off and flooding. 

Landslides threaten settlements, structures that support transportation, 
natural resources and tourism. They cause considerable damage to high-
ways, railways, waterways and pipelines. They commonly coincide with 
other extreme events such as earthquakes, volcanic eruptions, and flash 
floods caused by heavy rainfall. 

In any of these cases, extreme events deserve much focus since they: 
Are beyond imagination for most people 
Are increasingly outside traditional ‘design conditions’ 
Cause massive damage and prolonged social disruption 
Are far beyond local coping capacity, threatening development. 

1.4 What Can Be Done with EEEM and Who Are Beneficiaries? 

Climate Change is inevitably associated with the occurrence of more ex-
treme events. The IPCC in its Third Assessment Report concludes that 
floods and periods of drought will more frequently occur. However, too of-
ten in spatial planning the impact of (increased future frequency of) ex-
treme events is not taken into account when an area is developed. With 
growing urbanization and expansion of settlements especially in fertile 
floodplains, disastrous effects of floods will increase. These serious effects 
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can be minimized if extreme events are taken into account during the plan-
ning and engineering process, and if extreme events are monitored as a ba-
sis for understanding and better forecasting. 

1.5 Engineering 

To better be prepared for, adapt to and cope with the expected increasing 
frequency and severity of future extreme events, it is clear that the associ-
ated spatial planning, the changing boundary conditions, the design and the 
construction of the physical infrastructure, residential areas and other 
buildings in disaster prone areas should be based on: 

Historical information on the occurrence of extreme events 
Information (estimates) on future occurrence of extreme events 
Detailed vulnerability information for such areas; the concept of vulner-
ability is further discussed in Section  4. 
This means that in the process of planning new works a proper (engi-

neering) analysis has to be made focusing on the production of the above 
type of information.  

This implies a major difficulty especially for very large scale develop-
ments, since the total time duration between first concept and commission-
ing of these grand works often exceeds a decade. During this relatively 
long time the hydraulic boundary conditions (which to a large extent de-
fine the engineering design) themselves may change appreciably, precisely 
because of Climate Change. It is clear that through this specific type of un-
certainty the (financial) risk for the entire project may be difficult to esti-
mate. This asks for an even stronger focus on monitoring, understanding, 
modeling and predicting quantitative characteristics of future extreme 
events.

1.6 Monitoring 

Areas susceptible to extreme events, as well as the extreme events them-
selves, should be closely monitored. Main goals of this monitoring are: 

Understanding of the physical processes of extreme events 
Building up a statistical data base for predictions  
Better insight into existing weak spots, and  
Identification of potential possibilities for interventions to better cope 
with the effects of these events in the future.
Requirements for monitoring and its analysis include the following: 
Information should be easy to understand and use 
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Easy access to data sources and documentation  
Easy integration of extreme event information into other systems 

Monitoring activities should be designed to facilitate: 
Early warning of extreme events 
Estimation of area, intensity and duration of extreme events 
Identification of confidence level for the occurrence of extreme events 
Planning for immediate relief and long term management for extreme 
event mitigation  
Education of the beneficiaries of extreme event information on how to 
interpret the information 

1.7 Beneficiaries 

Several ‘levels’ of beneficiaries are identified: 
Primary policy makers at the national level and within international or-
ganizations; also the associated researchers 
Policy makers at provincial level; further consultants, relief agencies, 
researchers and insurance companies; also trade, transport, and engi-
neering companies 
Local policy makers at implementation level, and also local producers 
such as farmers, suppliers,  builders and water managers 
But most of all, the final beneficiaries of EEEM are the people in the 
field facing the threats of extreme events every day 

2 Flooding Disasters in Vietnam 

Vietnam is one of the most disaster prone countries in the world. Hazards 
include floods, typhoons, inundations, droughts, and forest fires. Viet-
nam’s average per capita income is $ 500 per year. Central Vietnam, one 
of the poorest regions with 7.5 million inhabitants, is more vulnerable than 
other regions. Over the last 25 years, especially flooding disasters form a 
growing threat, killing hundreds of people each year. Many locations are 
hit by disasters while they have not yet recovered from the consequences 
of the previous year’s disaster. The recent accumulation of natural disas-
ters in Vietnam indicates that an abnormal climate trend is in progress. 

Examples are the large floods of 1996, hitting all regions of the country, 
causing heavy loss of lives and property, with an estimated total damage of 
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$ 720 million; this was considered the biggest economic loss ever in Viet-
nam. On November 2, 1997 the typhoon Linda landed in Bac Lieu prov-
ince on the southern tip of Vietnam, claiming 3,000 lives. In late 1997 and 
early 1998 a severe drought occurred in most of the Central Provinces. In 
addition, five big tropical storms consecutively hit the Central Provinces, 
causing heavy rainfall and flooding. The province of Thua Thien Hue and 
neighboring provinces were struck by devastating floods in November 
1999, killing some 700 people. Maximum rainfall in the capital Hue City 
reached 1,384 mm during a single day, causing immense havoc in this 
UNESCO World Heritage site. In 2000 and 2001 the Mekong River delta 
suffered from particularly large floods. It was the most severe flooding of 
the last 70 years, in terms of extremely early time of occurrence, deep in-
undation, total inundated area, and inundation period. Almost 500 people 
were killed; total economic loss was $ 280 million.  

In the near future frequency and severity of extreme events (such as 
devastating river flooding, possibly combined with local torrential rains 
and typhoon related storm surges in the lower river branches and lagoons) 
are expected to increase due to Climate Change.  

The Vietnamese Disaster Management Unit (DMU) has national re-
sponsibility for mitigating of and responding to natural disasters in general. 
The DMU is responsible for the day-to-day organization of disaster relief 
through information provision and relief operations. In planning and im-
plementing strategies and measures for natural disaster mitigation in Viet-
nam, the DMU plays a central role. The DMU operates under the Central 
Committee of Flood and Storm Control (CCFSC) which is directly posi-
tioned under the central government. The powerful Ministry of Agriculture 
and Rural Development (MARD) is charged with the Vice Chairmanship, 
while 15 other Ministries and some important central Departments and 
Services are represented as Members in the CCFSC.  

Strategies and measures for disaster mitigation in Vietnam include: 
Development of policies on problems of flood  and inundation 
Improving integrated management systems, including establishment of 
laws and regulations, and assigning responsibilities to concerned minis-
tries and agencies 
Planning and improving structural and non-structural measures  
Improving flood warning and forecasting methods 
Paying attention to some specialized non-structural measures, for exam-
ple development of flood and inundation prone area maps; land use 
planning; flood response options 
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3 EEEM Activities in Vietnam 

In 2003, two EEEM fact finding missions to Hanoi and Hue focused on 
user needs and on the specific user environment, in terms of physical, 
technical, societal and institutional conditions. These missions were effec-
tive thanks to open and very constructive talks with the DMU and to the 
fact that the missions were embedded in two broad and long term projects: 
the Vietnamese-Netherlands Integrated Coastal Zone Management 
(VNICZM), and the Coastal Cooperative Program (CCP, Netherlands 
Ministry of Transport, Public Works and Water Management). General 
findings of this reconnaissance phase include: 

Flood control is of utmost importance to Vietnam, especially in the Red 
River Basin (Hanoi), the Huong (Perfume) River Basin (Hue City) and 
in the Mekong Delta. 
Flood preparedness is needed in Vietnam and can help save many lives 
Flash floods are a reoccurring phenomenon in Vietnam; there is no sys-
tem in place for flash flood warning 
The people of Vietnam have learned to live with floods but timely in-
formation on timing, duration, inundation depth and spatial extent of 
flood is required 
Factual, quantitative and effective (mapped) information on the vulner-
ability of flood-prone areas is missing 
Urban planning and planning of waterworks does not take vulnerability 
of potentially flooded areas into account 
Near-real-time rainfall estimates are required; in combination with vul-
nerability maps they can be used to set up flood early warning systems 
Ground stations are needed for immediate and cost effective Earth Ob-
servation data usage 
The speed of high-water flood waves descending from mountainous re-
gions to low-land areas is mostly unknown 
Capacity building in flood modeling and flood management, Earth Ob-
servation and GIS applications is needed 
Earth Observation and GIS activities are mostly carried out at Universi-
ties and at government institutions in Hanoi, not by consultancies and 
not in remote areas 
Accurate Digital Elevation Models are required 
Combination of existing GIS layers with new Earth Observation derived 
information is needed 
Based on these first findings, a follow-up phase of this EEEM project 

was assigned under the Netherlands’ NIVR-GO program, which runs from 
August 2004 to June 2005. During this consecutive phase, the use of Earth 
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Observation and GIS data in a context of flood disaster warning, mitiga-
tion and relief will be analyzed and demonstrated during two visits to 
Vietnam. Geographical focus is on two river systems: the Huong (Per-
fume) River near Hue City in Central Vietnam and the Mekong River in 
South Vietnam. Specifically, the concept of Flood Vulnerability Mapping 
(now under development) will be addressed.  

A ‘first-order’ Flood Vulnerability Map will be composed using data 
from Landsat7, ERS, ENVISAT, RADARSAT and ASTER. The great 
flood of November 1999, which inundated large parts of the lower Huong 
(Perfume) River area, has been relatively well documented in terms of 
ground truth, especially with respect to time dependent inundation depth 
and damage. During a Workshop in April 2005 in Vietnam the findings of 
this project will be communicated and evaluated with the DMU together 
with local and provincial users and international experts.

Fig. 5. The City of Hue as seen by Landsat 7 on 17 April 2003 

4 Need for Flood Vulnerability Analysis 

Water in Vietnam has always been a basic fact of life and of death as well. 
More than 2000 rivers and streams wind through the mountainous and 
hilly landscape, originally covered with dense forests. They formed a 
mostly narrow alluvial coastal plain. Two major river systems import wa-
ter from upstream countries: the Red River in the north and the Mekong 
River in the south. These rivers have formed large delta plains in Vietnam, 
scattered with agricultural settlements and major cities amidst a myriad of 
river branches and channels. In between these two large river deltas, the 
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third major region of Vietnam can be characterized as a relatively narrow 
strip of high mountains steeply sloping towards the sea: ‘Central Vietnam’ 
with smaller cities like Hue.  

Seasonal floods are a basic part of life in Vietnam. Historically, floods 
were accepted as a given fact. A flood is thought to be perceived as a ‘dis-
aster’ if and when awareness emerges that its devastating effects may be 
curbed, mitigated, and perhaps even prevented, through better understand-
ing of its causes and through a gradual development of means of interven-
tion. At that moment the notion of ‘flood disaster management’ is born. 

Three different strategies for river flood management have gradually 
been developed for the three main regions of Vietnam. In the Red River 
delta the main line is “Dike protection”, including watershed forest protec-
tion, upstream reservoir building, flood diversion schemes, dike system 
improvement, river bed dredging, and providing emergency spillways. In 
Central Vietnam the main line is “Active preparedness, mitigation, and ad-
aptation”, including improvement of drainage channels with concrete lin-
ings, changing crop patterns, river bed dredging, setting up warning sys-
tems, supporting local preparedness, and planning multi-purpose upstream 
reservoirs. In addition for the central coastal area this line includes man-
grove planting, fisher village repositioning, sea dike improvement, stabili-
zation of tidal inlets, evacuation planning, and building fishing boat shel-
ters. Finally in the Mekong delta the main line is “Living together with 
floods”, including building embankments for the protection of residents 
and crops,  changing crop patterns, setting up evacuation areas, elevated 
house construction methods, and resettlement. 

These official flood management strategies are embedded in a legal 
framework. Planning and implementation of these strategies is supported 
by a number of disaster prevention and mitigation projects. Some of these 
projects are supported by UNDP and other donors.   

An issue in preparing effective and broadly supported flood mitigation 
strategies is formed by the need to find a clear and effective ranking 
mechanism among all these plans. Which project must be done first? And 
why that particular project? What will be its costs? And, much more diffi-
cult to define, what will be the benefits, but also: what might be the (un-
foreseen) longer term environmental drawbacks? In other words: to which 
of the many national, regional and local flood mitigating needs should the 
scarce available resources (funding and qualified personnel) be allocated in 
order to generate maximum benefit on short, medium and long term?  

A convincing answer to this important issue is hard to find. Especially 
so since we deal with a ‘moving target’ with double uncertainty. First, the 
vulnerability of people, economy and ecology is changing faster than ever 
due to the vast economic growth rate (economic developments tend to 
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concentrate in low lying areas, preferably next to rivers and coastlines). 
Second, because the climate together with its extreme events is changing 
‘as we speak’, in a direction which at this moment is difficult to tell with 
precision. Yet, finding an answer, even by way of approximation, would 
be quite rewarding especially if such answer can be generated using a 
transparent methodology. Such clarity could greatly strengthen the com-
mitment of all parties involved, because the goal and the way towards it 
would be clear. This would make it easy and even attractive for the stake-
holders to accept the method and therefore support the needed actions.  

A potentially successful approach towards finding the sought method of 
ranking is through a ‘Vulnerability Analysis’. What we mean by ‘Vulner-
ability Analysis’ (or VA) is a well structured and systematic method of re-
search which may be described as ‘defining the links in a chain of (mostly 
uncontrolled and/or unwanted) processes through which an external hazard 
is affecting ourselves and/or our environment’. This could just seem a very 
lengthy way to express that we ‘want to understand what happens to us’. 
But VA is more than that. A major characteristic of VA is that it almost 
‘automatically’ comes up with suggestions as to What We Must Do To 
Reduce Vulnerability. And even more than that, VA also tells us (though 
not entirely automatically) which weak factor in the chain of events will, 
after being repaired, yield maximum benefit for the least effort. This 
comes close to what was our goal from the start.  

As an example of how VA in general may work, let us first briefly con-
sider the issue of traffic accidents. In Vietnam, 1000 people are killed each 
month through accidents in street traffic. So there is good reason to clas-
sify everyone on the road as being ‘vulnerable to the hazard of traffic’.  

Now suppose we are responsible to reduce the killings, in other words 
‘to reduce this specific vulnerability’. We could approach this problem in a 
structured way by starting to make a thorough analysis of each and every 
lethal accident (‘extreme event’) in as much detail as possible. This should 
include (and this is crucially important) all thinkable possible adverse cir-
cumstances, both physical and mental, which somehow might have played 
a role in causing this particular person to be a traffic victim. (It could be 
especially effective to also investigate people who have only been slightly 
injured, and have therefore luckily survived: the ‘nearly-killed’).  

By doing this, one deliberately closes in on all possible ‘weak points’ in 
the (physical, social and mental) process of street traffic. Central to suc-
cessfully identifying these weak points is continuously asking oneself 
questions like: “Might the victim have survived if he/she had…..” or 
“Might the victim have survived if this or that ‘external’ physical circum-
stance had been a little more…..” Next, these ‘weak points’ form the onset 
for ever so many potential points of intervention and improvement. One  
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simple example: A car driver is killed after his car frontally hit a roadside 
tree. The list of logical questions (and one out of many possible interven-
tions) might include:   

Was he drunk? (Reduce allowed blood alcohol promillage) 
Did he speed? (Make artificial bumps) 
Did he wear safety belts? (Prescribe & check using safety belts) 
Did he phone? (Forbid using the phone while driving) 
Did he avoid hitting a child? (Teach traffic rules at school) 
Did his brakes fail? (Let older cars have yearly check-ups) 
Was the road too close to the tree? (Change road design rules) 
To be done for all individual accidents. As can be seen, both physical 

and non-physical potential interventions are generated in an almost auto-
matic way. The next logical questions concern benefits, costs and imple-
mentability, leading to the sought ranking order in the long list.   

A first, simple, preliminary but quite useful result of such traffic acci-
dents VA is a road map with so-called ‘black spots’: locations with an ex-
tremely high concentration of lethal accidents. Depending on the particular 
case, even without further analysis, some conspicuous warnings signaling 
“black spot” could be erected a little upstream of the spots at hand (‘early 
warning system’). These might already do good work, at the expense of 
only a very small effort. More effort, but also with a higher yield, might be 
put into taking some other measures. So far for the traffic example. 

Coming back now to the flood disaster issue, one can perhaps see some 
strong similarities with the traffic victims’ issue. Both types of hazard, 
though completely different in character, show some striking parallels in 
their systematic analysis approach, especially in the need to understand 
what the physical and mental detailed processes of the natural phenomena 
and the potential victims really are. But also in the way to determine a full 
scope of potential ways of mitigating, escaping, protecting, and diverting 
the well defined partial risks. Finally also in the possibility to sort out and 
develop a ranking order of ‘best practices’. Just as in the example of traffic 
hazards, it is possible in the flooding hazard domain to regard various con-
secutive stages or levels of accuracy.  

In a first stage of flood VA, it would already be a great help if good 
‘vulnerability maps’ were available identifying ‘black spots’ by way of a 
crude ‘early warning system’. Just as in the traffic accident issue, local 
knowledge of the actual historic flooding phenomena is necessary. Also, 
‘near flood disasters’ are worth while to be analyzed. Methods should be 
prepared to monitor any new floods in detail.  

With over 2000 rivers in Vietnam, usage of Earth Observation methods 
clearly is a must. Apart from monitoring the inundated areas during floods, 



80      Hoang Minh Hien, Tran Nhu Trung, Wim Looijen and Kees Hulsbergen 

numerical hydraulic models of river and inundation behavior should be 
developed to improve the understanding of the relevant phenomena. These 
should be calibrated through field measurement campaigns. The models 
should be fed with data about rainfall and produce information about run-
off, groundwater flows, and also show the elevating effect of typhoons on 
water levels along the coast and in lagoons, and their reducing effects on 
river drainage capacity.  

Among all the various ingredients which together make up the vulner-
ability of an area (including its inhabitants) to flooding risks, lack of 
awareness is probably the most underestimated, ‘mental’ factor. We have 
provisionally identified several ‘levels of problem ownership’ which hope-
fully will make the local people less vulnerable in several consecutive 
steps, through applying a range of typically ‘non-physical’ interventions. 

5 Geo Information for Flood Vulnerability Analysis 

In EEEM the role of Earth Observation and GIS is important but it is not 
the solution to the problem. However, Earth observation and GIS can assist 
in deriving part of the required information. Mapping vulnerability is one 
item which can be resolved using a combination of Earth Observation data, 
GIS data and local knowledge, even at scales 1:50,000. The local topogra-
phy of the terrain can quickly be derived from stereo satellite imagery at 
resolutions of 1 to 15m. Deriving land use information from multi tempo-
ral satellite imagery is a straight forward activity.   

Existing GIS data, e.g. road network and river network, can be overlaid 
with the Earth Observation derived information to present a visualization 
of the terrain and to analyze and simulate various scenarios. In combina-
tion with e.g. hydrological forecasting models, the impact of potential ex-
treme events can be determined and used in early warning systems. These 
can help prepare the local population to take immediate action in response 
to the extreme events. 

Given the availability of EO and GIS, it is equally important to educate 
and train local (government) people on the use of the information, on the 
integration of that information into the decision-making process, and to in-
tegrate the Earth Observation derived information with other information, 
such as demographic information and social-economic information. All 
these different types of information should be integrated in hazard maps, 
hazard plans, hazard manuals, evacuation plans etc. 
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Besides that, Earth Observation and GIS based information should be 
readily available, i.e. in real-time, since immediate actions in case of ex-
treme events are required. 

The EEEM activities in Vietnam deal mainly with producing flood vul-
nerability maps of the area around the city of Hue, and of the area between 
Can Tho and Chau Doc in the Mekong River delta. The approaches used in 
both instances are similar: an already occurred flood is taken as a reference 
and radar data from ERS, ENVISAT and RADARSAT is used to deter-
mine the flood extent.

Fig. 6. RADARSAT images of Hue taken on 6 November 1999 (left) and 15 No-
vember 1999 (right) on top of a Landsat7 image of 19 September 1999.  The sea is 
in the top right hand corner. Light grey indicates non-flooded areas. Dark grey and 
black indicate flooded areas. The 700 m by 700 m inner imperial city was tempo-
rarily inundated to a depth of 2 m according to eyewitnesses. 

Furthermore, a basic land use map is produced on the basis of Landsat 5 
and 7 data. The land use classes are: agriculture, water, forest, urban and 
other. To determine flood vulnerability, information on the topography is 
required. To that end data from the Shuttle Radar Topography Mission 
(SRTM) is used at 90m grid size. For the area around the city of Hue a 
Digital Elevation Model (DEM) at 15m grid size was derived using 
ASTER data.

These three types of data are combined to derive a flood vulnerability 
map of the particular area. For the area around Hue a separate analysis is 
carried out to identify land use changes between 1991 and 2003 in order to 
assess the influence of the floods in land use and to study forest changes as 
a possible indicator for increased flooding upstream the Huong River. 

To raise awareness among local and provincial authorities a GIS simula-
tion is developed that enables the visualization of floods and the effects on 
people, land and properties. 
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Fig. 7. ASTER derived DEM (left) and original ASTER image (right) of the area 
near Hue City of February 2002 

One of the problems associated with the extensive low-lying area in the 
Mekong River delta is formed by the small height differences. In the ab-
sence of accurate and up-to-date information on the topography the FLI-
MAP laser altimetry system by Fugro, the Netherlands, will be used to 
demonstrate the potential of this technique to derive DEMs with vertical 
resolutions of up to 5cm. First, a pilot project is envisaged early 2005 in 
the Red River delta near Hanoi. The laser altimetry technique has success-
fully been applied in the Netherlands, South Africa and the USA to map 
dykes, railways and power lines very accurately. 

The province of Ha Giang in North Vietnam is frequently suffering 
from flash floods due to very heavy rainfall. Here, a flash flood risk map is 
constructed using topographic data from the SRTM mission. Using exist-
ing GIS data on soil properties in combination with slope and aspect in-
formation provides information on the possible vulnerability for flash 
floods. Furthermore, rainfall estimates are derived from low resolution me-
teorological satellite data. Together, these sources of information will as-
sist the people of the Ha Giang province to better prepare for flash floods 
emergencies and to save human lives and properties. 
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Abstract

In case of disaster recovery an enormous information flow arises between 
administrative and operational groups, which during ‘ times of peace’ 
would not exist in this form, or if so, at a much more modest scale. This 
complex structure of administrative tiers and operational services is served 
by as many, or perhaps even a larger number of (geo) information systems. 
The use of geo information and geographic information systems for com-
bining, analyzing and visualizing data at this point has not taken sufficient 
root in the disaster recovery structure. If geo information is used at all, it is 
within the individual organization, and often it is not possible to share data 
with other partners in the chain. 

The central problem as defined for our paper thus reads: “What should 
be the focus of the Public Order and Safety Sector in order to establish an 
adequate geo information facility?”

Further to this central problem, we shall deal with the following derived 
questions in this paper: 

What is the project result of Veiligheidsnet/Geo-Informatie (Safety 
Net/Geoinformation, referred to in this paper by its Dutch name)?
What is a geo information facility?  
Why is Veiligheidsnet/Geo-Informatie a success and how can others 
learn from it?  
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The output of the Veiligheidsnet/Geoinformatie project is ‘VNET’. 
VNET is a system that can be used by chain partners within as well as out-
side of the Province of Gelderland to communicate with each other via 
maps in the event of a disaster. VNET can also be used for consulting geo 
information during ‘times of peace’, in other disaster management stages. 
Examples would be work processes of the pro-action, prevention or prepa-
ration departments.

In addition to the intended project output there has also been some spin-
off. The collaboration between the different chain partners (regional as 
well as cross-regional) in the area of geo-information has improved. 

One has become aware of the necessity of consolidating geo information 
within the scope of disaster recovery and there is an increased awareness 
of the critical factors for success, the absence of which interferes with a 
further development of the use of geo information. 

Our definition of a geo information facility is the following: “Opening 
up and making accessible the information that indicates the relative and the 
absolute situation of objects and occurrences.” The supply of geo informa-
tion has five critical factors for success: social, technological, organiza-
tional, economic and political. 

The single most important pillar on which the Veiligheidsnet/Geo-
Informatie project rests is Collaboration. It has been demonstrated that 
chain partners from different disciplines can work together (the social and 
organizational aspect) in order to arrive at a functionally and technologi-
cally sound solution. The project can serve as an example for the organiza-
tion of the geo information supply throughout the entire Public Order and 
Safety Sector. 

The Public Order and Safety Sector must be aware of the following as-
pect, if it wants to establish an adequate geo information facility in the fu-
ture:

sector think hampers effective collaboration; 
municipalities have insufficient access to geo information within the 
scope of disaster recovery; 
there is no adequate political steering that would enable a method of ex-
change;
the ‘polder model’ is neither effective nor efficient in bringing about a 
solid geo information facility. 

The experience gained through VNET indicates that the above aspects 
can be overcome and that the central proposition can actually be refuted. It 
is a matter of smart organization. 
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Preface

Geo information is crucial in adequate disaster recovery. Close collabora-
tion between the geo information departments of the municipalities of 
Arnhem and Renkum, the Province of Gelderland and Public Aid ‘Gelder-
land Midden’ has resulted in a higher level of geo information knowledge 
with the regional fire brigade as well as a higher level of knowledge on 
disaster recovery in municipalities and the province. On the shop floor one 
looked at the problem with the supply of information by better facilitating 
the geo information supply. This enhances the quality of disaster recovery.  

In the Netherlands, the use of geo information is currently viewed as of-
fering great opportunities for the Public Order and Safety Sector. Evalua-
tions of recent emergencies demonstrated that a sound information position 
is crucial to all partners in the chain. This is underpinned in national and 
local policy. The Veiligheidsnet/Geo-Informatie project has shown that 
chain partners from different disciplines can work together to arrive at a 
functional and technological solution. In our country there are various ini-
tiatives to this effect. 

The conclusion that there is political support for the idea of incorporat-
ing the use of geo information in the organization of disaster recovery and 
that, moreover, there are no technological impediments, prompt us to raise 
the question why it is that these matters have not been properly arranged 
yet in the Netherlands.  

All ingredients for an optimum supply of geo information for the benefit 
of Dutch disaster recovery organizations are there: there is money, political 
support, knowledge and expertise, the technology is up to it and the 
Veiligheidsnet/Geo-Informatie project has proven that problems of a social 
and organizational nature can be overcome. 

It is just a matter of getting it done. 

1 Introduction 

In the Netherlands, aid services, municipalities, provinces and other parties 
involved practice with disaster scenarios every year. Sometimes, an actual 
disaster occurs. Each year, situations occur in the Netherlands where the 
process of disaster recovery and crisis management is started off. This 
practical experience shows that high quality information is needed to allow 
for the adequate recovery of disasters. Said information is usually tied to a 
particular location, which is why we can call it geo information. This geo 
information is not automatically available for each partner in the chain, es-
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pecially not in case of an emergency. This is not, for that matter, a new 
phenomenon in the Public Order and Safety Sector (Dutch acronym: 
OOV). Which is all the more remarkable as municipalities and Provinces 
are making considerable progress with their geo information facilities. 

Public Aid ‘Gelderland Midden’ is convinced of the strategic impor-
tance of geo information in the organization of disaster recovery and crisis 
management. The geo information facility must be completed so that in-
formation will become available to the different partners in the chain 
faster.

The Province of Gelderland has the ambition to set up a safety network, 
called Veligheidsnet, that will support the parties involved in the event of a 
disaster or an emergency, as well as in the daily work processes. What is 
special about Veiligheidsnet, is the pivotal role that geo information plays 
in it. Herein below, said partial project shall be referred to as Veiligheids-
net/Geo-Informatie. Apart from widely known communication vehicles 
such as the telephone, fax machine and face-to-face communication, the 
Veiligheidsnet vehicle focuses on communication via maps. Having rele-
vant geo information available and accessible during disasters, distur-
bances of the public order and at times of peace will help the stakeholders 
to act more adequately. The objective of the project Veiligheidsnet/Geo-
Informatie is: the realization and implementation of a system that allows 
for the exchange of geographic and administrative data between the dif-
ferent partners in the chain. From this objective it naturally follows that 
there will also be an investigation into opportunities for disclosing the data 
that the different chain partners have available under normal circum-
stances. At this point, two prototypes are available, which are being tested 
during the disaster practice in the different municipalities. 

Starting from the Veiligheidsnet/Geo-Informatie project, this paper shall 
pay attention to the results of the project on the one hand and the context 
of the Veiligheidsnet/Geo-Informatie project on the other. We hope that 
this will lead to a further collaboration and sharing of knowledge between 
the parties involved, and that eventually this will lead to a better supply of 
information during disasters, incidents as well as the day-to-day work pro-
cesses. 

1.1 The Use of Geo Information 

In disaster recovery an enormous flow of data arises between administra-
tive and operational groups, which during ‘ times of peace’ would not exist 
in this form, or if so, at a much more modest scale. As disaster recovery 
involves a large number of chain partners (see annexes 2 and 3), and see-
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ing how each partner in the chain has its own data system and architecture 
in place via which the information can be opened up, the streamlining of 
said data flow in the event of a disaster is incredibly difficult. Or so it 
seems. 

The Netherlands have coped with a number of considerable disasters, of 
which the fireworks disaster in Enschede is by far the largest in scale. 
Twenty-two people lost their lives, 947 were injured and an entire neigh-
borhood was destroyed. The evaluation of this disaster clearly demon-
strated that crisis management mainly entails information management, in-
cluding the difficulties that arise in terms of the supply of information.  

Quote from the Oosting Committee research report ‘Vuurwerkramp En-
schede’ (Enschede Fireworks Disaster), February 2001: “The recovery of 
disasters takes place within a complex administrative/organizational cul-
ture. First of all, there is the tiered system of the internal administration. 
The basis of the recovery of disasters rests with the municipality’ (…) 
‘The system of the distribution of administrative responsibilities over the 
different administrative tiers goes hand in hand with a system of different 
operational services. Together they constitute a complex structure, which, 
however, will only be activated the extraordinary circumstances of a disas-
ter.’

This complex structure of administrative tiers and operational services is 
served by as many, or perhaps even a larger number of (geo) information 
systems. Tat this point in time, the use of geo information and geographic 
information systems for combining, analyzing and visualizing data at has 
not taken sufficient root in the disaster recovery structure. If geo informa-
tion is used at all, it is within the own organization, and often it is not pos-
sible to share data with other partners in the chain. 

1.2 Problem Definition 

The central problem as defined for our paper reads: “What should be the 
focus of the Public Order and Safety Sector in order to establish an ade-
quate geo information facility?” 

From this central problem, we shall deal with the following derived 
questions in this paper: 

What is the project result of Veiligheidsnet/Geo-Informatie?
What is a geo information facility?  
Why is Veiligheidsnet/Geo-Informatie a success and how can others 
learn from it?  
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1.3 Structure of the Paper 

In this paper we shall give an account of the Veiligheidsnet/Geoinformatie
project. The context of the project, however, is equally important. Our rea-
son for writing the present paper is to demonstrate what should be the fo-
cus of the Public Order and Safety Sector if it wants to establish an ade-
quate geo information facility, and that a project such as 
Veiligheidsnet/Geo-informatie shows that there are plenty of opportunities 
for doing so. 

In Section 2 we shall introduce five factors that are critical to the suc-
cess of the geo information facility. In that same Section we shall establish 
the correlation between these five critical factors for success and the output 
of the Veiligheidsnet/Geo-informatie project as well as the broader context 
of the Public Order and Safety Sector. A proper understanding of the term 
geo information facility is required if one is to gain a thorough understand-
ing of the project and its context. 

We shall then home in on the output of the Veiligheidsnet/Geo-
informatie project: VNET.  

In Section 3 we shall set out the objective and parameters governing the 
project, as well as its design, output, architecture and costs and benefits. In 
Section 4 a conclusion and some recommendations will follow. 

2 The Supply of Geo Information in a Wide Perspective 

In the Netherlands, there is much interest in geo information. In all admin-
istrative echelons we can see interesting initiatives developing. At the level 
of central government, there is the policy document called ‘Ruimte voor 
Geo-Informatie’ (Room for Geo Information)1. In Provinces we see col-
laboration with municipal projects such as DURP 2(Digital Exchange of 
Spatial Planning Initiatives) being launched successfully. In municipalities 
we see how more and more geo information can be opened up via the 
Intranets, while on the Internet more and more interactive topographical 
materials become available.  

The project Veiligheidsnet/Geo-Informatie sees to an enhanced supply 
of geo information during disasters and calamities but also during the day-
to-day work processes. But what exactly do we mean when we talk about 
the supply of geo information and which aspects are pivotal in terms of the 
                                                     
1  For further information please refer to: www.ruimtevoorgeoinformatie.nl 
2  For further information please refer to: 
 http://www.vrom.nl/pagina.html?id=7406 
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success of the supply of geo information? In our Introduction you have al-
ready read that thus far the Sector of Public Order and Safety has not made 
adequate arrangements for the supply of geo information. Which aspect of 
supplying geo information should one home in on in order to turn this 
around? 

2.1 Definition and Aspects 

Our definition of a geo information facility is the following: “Opening up 
and making accessible the information that indicates the relative and the 
absolute situation of objects and occurrences.” 

The supply of geo information has five aspects3. Each of these individu-
ally are critical success factors: 
1. Social; 
2. Technological; 
3. Organisational; 
4. Economic; 
5. Political. 

One example of the social aspect is the presence of ‘keen’ staff. Staff 
that are enthusiastic and willing to make the effort to ‘tear down walls’ and 
that are not afraid to think out of the box. The technological aspect con-
cerns the defining of the technological parameters for disclosing and man-
aging geo information. In fact, we are talking about the required hardware 
and software. The organizational aspects concerns the way in which you 
can establish a decisive project organization with all the different organiza-
tions or parts thereof that are involved, but also how you can organize the 
eventual work of the project organization in a structured manner. The ar-
ranging for and covering of financial requirements and making manifest 
the costs and benefits are all part of the economic aspect. And finally you 
will need political and administrative commitment to be able to set up the 
geo information facility.  

Based on these five aspects we can determine which particular area of 
the geo information supply in the Public Order and Safety Sector (OOV) 
deserves more attention, and subsequently in which of the areas the project 
Veiligheidsnet/Geo-Informatie proves to be successful. 

                                                     
3  Based on presentation by B. ten Brinke, Organisatie en GIS, 2000 
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2.2 The Aspects Applied to the Public Order and Safety Sector 

Embedding the use of geo information for the sake of disaster recovery is 
not something that can be arranged overnight. All the parameters for a cor-
rect geo information facility must be fulfilled. During the realization of the 
project one came across a number of issues that needed to be resolved be-
fore a further integration of geo information could took place.  

2.2.1 Politics 

The Home Office noted that the information supply within the scope of 
disaster recovery is not what it should be. Quote (from the Crisis Manage-
ment Policy Plan 2004-20074) ‘The communication and exchange of in-
formation between the crisis partners is becoming a more and more crucial 
bottleneck. The different parties involved in the crisis all have different in-
formation systems, architectures and protocols in place.’

This means that there definitely is the political commitment to properly 
arrange the exchange of information during a disaster. It turns out to be 
difficult, however, to succeed in giving shape to this commitment. What is 
lacking is a policy on the use of geo information in disaster recovery that 
gets nationwide support. The political arena must be more directive in case 
of the geo information supply between the organizations involved. 

One must lay down requirements for the quality level of the geo infor-
mation facility. There is much to be gained from stimulating the market 
and informing the partners within the chain on the importance of a sound 
geo information planning and the use of geo information.  

2.2.2 Organization and the Social Aspect 

The use of geo information per safety region and/or chain partner is frag-
mented. Also, there are massive difference in terms of geo information 
knowledge per safety region and between chain partners themselves. Dis-
aster recovery is a combined effort of multiple organizations. This is gov-
erned by law. So then how can a good geo information facility between 
multiple organizations be realized?  

                                                     
4  To be downloaded here: 

http://www.minbzk.nl/contents/pages/9070/definitievetk-
versiecrisisbeheersingsdu-eindversie-25juni2004.pdf 
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There proved to be quite a few obstacles to overcome in the OOV Sec-
tor and sector-focused working and sector think still prevail5. The public 
aid services, provinces and municipalities are strongly inclined to approach 
matters from their own perspective. Now this is only logical, in part any-
way. Still, if you need to work together you must organize matters from a 
different perspective. This is where the social and organizational aspect 
simultaneously come into play. Information is the flaw in disaster recov-
ery. The typically Dutch compartmentalization and sector operation have 
brought this flaw to light and made the system vulnerable. 

Quote (Regional Disaster Recovery Policy Plan 2005-2008): ‘Given the 
conclusion that the matching of information is the flaw in crisis manage-
ment, we are placing an emphasis on a multiple discipline approach to en-
hance the flow of information’ (…) ‘It will be necessary to embed the use 
of geo information in the organization of disaster recovery’ (…) ‘chain 
partners need to agree on their data being used across the different disci-
plines’ (…) ‘chain partners are advised to digitalize their analogous data 
and to make them available to the other partners’ (…) ‘we need to invest 
in knowledge and education’.

This contrasts sharply with the successful results of municipalities and 
provinces, which have already organized their data facilities fairly well 
(horizontal attuning) and on whose priority lists the opportunities this of-
fers feature prominently6. In disaster recovery, municipalities are responsi-
ble for many processes (see annex 1). In many of the processes, geo infor-
mation plays an important role. This does not imply that municipalities 
have actually worked out their geo information facility in case of disaster 
recovery for 100%. It appears that in actual practice, the geo information 
staff have not discovered the area of disaster recovery yet. And it is this 
very connection that has been an important factor contributing to the suc-
cess of the Veiligheidsnet/Geo-Informatie project. Apart from organizing 
and arranging the horizontal attuning, geo staff of municipalities should 
also arrange for the vertical attuning.  

                                                     
5  Also see the following articles: GIS magazine, # 7, volume 2. and Vi-Matrix, # 

5, volume 12 
6  See for instance: gis.pagina.nl 
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Fig. 1. The Attuning Pyramid 

2.2.3 Technology 

In Dutch OOV projects the system is usually the focal point. This ‘sys-
tem think’ leads to the wrong discussions. Technology is a condition that 
needs to be fulfilled, but it is only a means to an end and not an end per se. 
The discussion that is necessary concerns which data must be available to 
the partners in the chain (process think) at what point in time, and what 
would be their required quality. 

The technological aspect is often yet unnecessarily seen as a bottleneck. 
Technology is basically a non-issue. The bottleneck is much more the 
smart organization (the actual organizational and the social aspect) than it 
is the search for and implementation of a technological solution.  

One good example of this is the C2000 communications system for pub-
lic aid services in the Netherlands. This was a project that was character-
ized by huge budget and term overruns. It still remains to be seen whether 
the eventual outcome is in line with the original expectations. 

A further problem is that such system think often has a paralyzing effect 
on the further development of a geo infrastructure to be used for disaster 
recovery. Parties often adopt an expectant attitude because they find them-
selves facing systems that are ‘closed’. An example of this would be the 
data system used for the incident room called the Integrated Incident Room 
System (GMS being the Dutch acronym). The purpose of this system is to 
improve the information position of the operator. The system offers good 
functionality, yet since there are no open standards and also since it was 
placed within the shielded police domain, the shared incident room gets 
partly isolated as well. 



Geo Information Breaks through Sector Think      95 

Another problem is that one tends to await developments on a national 
level. One must let go of the ‘system think’. We should not be creating a 
‘disaster recovery system’ but rather a method based on OpenGIS princi-
ples, where multiple system types can tap into.  

In the Netherlands one major problem is the absence of a nationwide 
communication infrastructure that can be used in disaster recovery for the 
exchange of data. The infrastructure available is the Nationaal Noodnet 
(the National Emergency Net, telephony/fax) and the C2000 system (ra-
diotelephones/walkie-talkies). These do not provide sufficient possibilities 
as to the opening up of geo information. This is exactly where the chal-
lenge lies: to expand the infrastructure in the short term and to make it suf-
ficiently broad. 

2.2.4 Economic 

Finally, there is the economic aspect of the geo information facility. Politi-
cians will make available sufficient financial means to really achieve good 
results. These financial means, however, are not used efficiently enough. 
Efficiency would improve hugely from increasing the collaboration. Good 
ideas should be used and fleshed out in a broader context. This can only be 
done if the organizational and the social aspect are not arranged in a sector 
context.

In short: the OOV Sector has trouble setting up a sound geo information 
facility because of the compartmentalization and because it proves difficult 
to collaborate on a cross-organization level. The main bottleneck for orga-
nizing a good geo information facility is the social and organizational as-
pect.

2.3 The Aspects Applied to the Veiligheidsnet/Geo-Informatie 
Project

Veiligheidsnet/geo-informatie is a pilot project. After the initiation stage it 
is time to anchor the results in the organizations. According to the Nolan 
stages7, the Veiligheidsnet/Geo-Informatie project is currently in between 
the phases of initiation and contagion. The project did, however, provide 
an opening to the stages of control and integration (see Figure 2). 

                                                     
7 See: www.infocratie.nl for further information on the Nolan stages 
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Fig. 2. Nolan’s stages of IT development applied to Veiligheidsnet/geo-infor-
mation 

The success of Veiligheidsnet/Geo-Informatie lies in the fact that it has 
yielded sound results fast, with multiple parties being involved. It was es-
pecially the way in which the social aspect was fleshed out that contributed 
to this success. The project was carried out by young, ambitious people 
who were not (yet) ‘infected’ with sector think. The staff members were 
especially knowledgeable in the field of geo information. This provided a 
fresh outlook on the issues at hand and it yielded creative ideas for shaping 
the geo information facility. Translating this to the five aspects of geo in-
formation supply, we see that the social aspect was an important factor for 
success. The other aspects were arranged for the duration of the projects, 
however, they will be put under some pressure after the Veiligheids-
net/Geo-Informatie is completed.  

The project output of the Veiligheidsnet/Geo-Informatie project is an 
application called ‘VNET'. 

In the next section we shall set out the objective and parameters govern-
ing VNET, as well as its design, output, architecture and costs and bene-
fits.

3 The VNET System 

Thanks to the upping of the collaboration between the geo departments of 
the Arnhem and Renkum municipalities, the Province of Gelderland and 
the Public Aid Service 'Gelderland Midden', to name one contributing fac-
tor, one has grown aware of the enormous possibilities offered by geo in-
formation within the scope of disaster recovery. A number of joint projects 
contributed to this growing awareness as well.  

In this section we shall discuss the objective and parameters governing , 
as well as its design, its architecture, its initial output and its costs. 
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3.1 Objective 

The objective of the project Veiligheidsnet/Geo-Informatie is the realiza-
tion and implementation of a system that allows for the exchange of geo-
graphic and administrative data between the different partners in the chain. 
From this objective it naturally follows that there will also be an investiga-
tion into opportunities for disclosing the data the different chain partners 
have available in ‘times of peace’.  

VNET shows how there are no technological impediments that hamper a 
sound exchange of geo information between all partners in the chain. Once 
the pilot shall be completed it should be possible to bring it into production 
and to let the chain partners join in. 

3.2 Parameters 

Disaster recovery involves many different parties that all use a large vari-
ety of data systems. It is important to let these systems communicate with 
each other. In this context, two important parameters were defined for the 
Veiligheidsnet/Geo-Informatie project: 

The system must be based on the OpenGIS principle, so that data from 
different distributed sources can be combined fast and easy. Therefore, 
the system must operate independent of the sources. 
The system must be scaleable without this entailing enormous costs or 
structural changes to the software and hardware. The system should be 
set up in such a way that other public aid regions in the Netherlands are 
able to use the system as well. 

3.3 Project Design 

The project Veiligheidsnet/Geo-informatie is in the hands of four chain 
partners: The Province of Gelderland, the municipalities of Arnhem and 
Renkum and the public aid service 'Gelderland Midden'. Nieuwland 
Automatiseringen, established in Wageningen, was commissioned to real-
ize the technological aspects of the project. 

To the project the RAD (Rapid Application Development) method was 
applied.

This means that no lengthy preliminary studies are conducted and no 
bulky requirement programs are written, but that the processes are short 
and that results are gained fast. 
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The total project turnover time is eighteen months. For the functional 
and technical design and the technical realization six months were taken. 
The system is tested for 6 months in trials.  

3.4 Project Output 

The system provides functionality for the exchange of information be-
tween the command post in ‘the field’, the regional centre of co-ordination 
(RCC), the different municipal co-ordination centers (GCCs), the provin-
cial co-ordination centre (PCC) and further partners in the chain. Each 
chain partner can log on to the system and get its own layer. Within this 
layer, dots, lines and surfaces can be drawn. This is a set of symbols de-
veloped for VNET. No (inter)national set of symbols is available to be 
used in disaster recovery. To these dots, lines and surfaces attribute data 
can be added.

Fig. 3. Screen short of the VNET interface 

The chain partners can contact each other with requests for information 
or a request to take certain decisions. This is referred to as a standard or-
der, or a ‘sitrep’, which is short for a ‘situation report’.  
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The chain partners are information of any new sitrep or standard order 
that has become available or of any new symbols place don the map. This 
is done via the ‘push principle’: one is actively offered the information.  

Furthermore, all data flows are logged on, so that for the evaluation of a 
disaster (exercise) it can be retrieved exactly who did what and when it 
was done. All parties have access to background materials such as aerial 
photos, the Grootschalige Basiskaart Nederland (GBKN, the Large Scale 
Basic Map of the Netherlands) and further topographic maps. Various 
functionalities are available, such as tools for measuring, or for navigation 
on postcode, address or XY co-ordinate. A map archive is available for fil-
ing important maps and retrieving them at a later stage. 

3.5 Architecture 

The classic method of integration on a data level is both costly and time-
consuming. This is one of the reasons why the OpenGIS principle was 
taken for a starting point, as it expressly starts from the idea of data inte-
gration at a middleware level. Initially these are just geo data, but later on 
the platform should also be suited for the exchange of e.g. 3D animations, 
photos, video streaming and so on. Also it should support ‘on-site’ work 
processes (see Figure 4). 

3.5.1 Technology 

For this project, WebGIS was used, which is a product developed by 
Nieuwland Automatisering from Wageningen8. A number of functional-
ities were added to WebGIS, to make it suitable for disaster recovery. The 
system now complies with all the parameters. 

The underlying sources are (geo)databases, map servers, streaming me-
dia and search engines. It should be possible to reach these sources and get 
answers to questions. This is realized via ODBC/JDBC, webservers or na-
tive calls. It should at the very least be possible to basically reach all 
sources via online technologies (TCP/IP). This Figure is a rendition of the 
geo connector. This is a communications layer that makes the software 
situated above it independent of the underlying sources and that is fully 
based on open standards. This communication layer provides the knowl-
edge as to which source system is to be consulted in case of a particular 
question and as to how these sources are constructed. The programming 
layer consists of small building blocks built up according to a modular 
                                                     
8  For further information, please refer to the Nieuwland Automatisering website: 

www.nieuwland.nl 
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principle. The presentation layer of application is built up out of these 
small building blocks, which can be reused. This makes for very easy 
maintenance and also ensures that new applications can be realized fast. 
We have actually experienced this first hand. 

The software is based on Internet standards such as Java/J2EE or NET. 
An important portion of the software is used for making the data and set-
ting ready for configuration by the required user applications via an ad-
ministration layer. 

Fig. 4. Screen shot of the VNET interface 
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3.5.2 Security 

Various distributed and possibly sensitive sources are deployed for disaster 
recovery. These are served to users via online technology. This is where 
the issue of security comes in. During the pilot phase the communication is 
done place via Internet, where https and certificates ensure the required 
level of security. If the project output is taken into production it will be 
possible to opt for VPN connections, the use of direct SDSL line or, alter-
natively, there may be a dedicated data net for disaster recovery in the fu-
ture, which would make security even tighter. Apart from this it is wise to 
execute VNET redundantly. 

For the joint disclosing of data it is necessary to chart the different pri-
vacy-related laws and bylaws with which the chain partners must comply. 
Think of the Data Protection Act and the Police Files Act. For instance: 
can the ambulance operator pass on to the police that they need to protect 
themselves carefully as the person injured in a stabbing incident is HIV 
positive? This consequences and directions for solutions are still to be es-
tablished.

3.5.3 Data 

For VNET we distinguish between three types of data: (1) situational-
durational data, (2) operations-related process data and (3) reference data. 
In the event of a disaster, the situational-durational data are added in 
VNET. Examples of such situations are roadblocks, disaster locations and 
toxic clouds. Considering their very nature, situation-durational data are 
not available prior to the occasion. VNET does include a standard set of 
signs that can be used to add frequent data fast. By operations-related 
process data we mean the data that are managed by the individual partners 
in the chain. Municipalities and provinces especially have a multitude of 
data available. This may range from population data to information on the 
sewerage. These data are important in answering specific questions. Take 
the following question, for instance: How many people live in the area to 
be evacuated? The operations-related process data are to be of an adequate 
quality and must be accessible in compliance with the OpenGIS standard. 
As municipalities and provinces manage the most geo information of all 
chain partners by far, a close tie-up with the development of geo informa-
tion in disaster recovery is mandatory. This is one of the things that con-
tributed to the success of VNET. Finally, we mentioned reference data. 
These are the topographical backgrounds (top10vector, top25, top50, 
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GBKN, ..) used as a reference to which the situational-durational and op-
erations-related process data are added.  

The shared use of data is highly recommended. We sometimes refer to 
these as distributed sources, see also Section 3.2. Data should remain close 
to their original source. As for the topographical backgrounds: as it stands, 
these are purchased by all the individual parties that use them. This is of 
course a somewhat odd situation, as the organizations have already paid 
for the topographical maps from the Topografische Dienst Kadaster (To-
pographic Service for the Netherlands) via the regular tax levies and the 
usage by other governmental bodies should be free of charge.  

3.6 The Initial Output 

Over the past year, the project participants have worked hard to realize the 
project's objective and to deliver the project output. In the last four months 
of 2004 there have been extensive trials of the system. The project has not 
been completed yet, but time has come to start taking stock. The question 
we need to ask is: ‘what is the concrete yield of the project?'. The benefits 
cannot be expressed in a monetary value. The yield mainly concerns im-
provement in quality. It was quite a boost for the project team that the 
Landelijk Beraad Rampenbestrijding (the National Committee for Disaster 
Recovery) awarded the project the innovation prize for disaster recovery 
2004. This really highlights the fact that we are heading in the right direc-
tion in our efforts to research and establish the matters at hand in an inno-
vative manner. 

The VNET application has been realized. In the event of a disaster, 
chain partners within as well as outside of the Province of Gelderland can 
communicate with each other via maps. VNET can also be used for con-
sulting geo information during ‘times of peace’, in other stages of disaster 
management. Examples would be work processes of the pro-action, pre-
vention or preparation departments.  

In addition to the intended project output there has also been some spin-
off. The collaboration between the different chain partners (regional as 
well as cross-regional) in the area of geo-information has improved. 

One has become aware of the necessity of consolidating geo information 
within the scope of disaster recovery and there is an increased awareness 
of the critical factors for success the absence of which interferes with the 
further development of the use of geo information. 
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3.7 Costs 

In September 2004, the first prototype of the system was released (release 
1.0). This release was used during a number of trials. In these trials a num-
ber of aspects that required improvements were found, and these im-
provements were in fact made. In the months of November and December 
2004 the system was used extensively. The system was even put into op-
eration during two (near disaster) incidents. During these two months a list 
of requirements and needs was drawn up, which will be implemented early 
2005 (release 2.1). 

The development of release 1.0 cost about 22,500 Euro, the further de-
velopment for release 2.0 cost 12,500 Euro. Implementing the list of re-
quirements and needs for release 2.1 is estimated to cost approximately 
5,000 Euro. 

Apart from these development costs a WebGIS license was required. 

4 Conclusions and Recommendations 

We can conclude that the project Veiligheidsnet/Geo-Informatie can serve 
as a good example of close collaboration between chain partners. The pro-
ject is in sharp contrast with its wider context. The supply of geo informa-
tion in the OOV Sector proves to be difficult to organize. We see the same 
thing surfacing in the problem central to this paper. 

The central problem as defined for our paper reads: “What should be the 
focus of the Public Order and Safety Sector in order to establish an ade-
quate supply of geo information?” 

The Public Order and Safety Sector must be aware of the following as-
pect, if it wants to establish an adequate geo information facility in the fu-
ture:

sector think hampers effective collaboration; 
municipalities have insufficient access to geo information within the 
scope of disaster recovery; 
there is no adequate political steering that would enable a method of ex-
change;
the polder model is neither effective nor efficient in bringing about a 
solid supply of geo information. 

If we set off these reasons against the Veiligheidsnet/Geo-informatie
project we see that it is the actual weaknesses of organizing the geo infor-
mation facility in a broader context that are the strengths of the project 
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Veiligheidsnet/Geo-Informatie. This can be explained by the fact that this 
is a project with a limited scope, both in geographic and in organisational 
terms. Nevertheless, the innovative application offers valuable insights that 
can be used in the Netherlands as well as in an international context. 

VNET allows for the exchange of geographic and administrative data 
between the different chain partners in the event of a disaster. The archi-
tecture on which this application is based relies on OpenGIS principles, is 
scaleable and web based. This implies that parties that wish to use VNET 
do not have to purchase any software that should be able to communicate 
with the hardware and software already available. VNET is not yet ready. 
It is a pilot project. We are now facing the challenge of anchoring the ap-
plication in the organization of disaster recovery.  
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Annex 1 

The process of disaster recovery involves a large number of chain partners. 
In the event of disaster recovery and large-scale and/or exceptional actions, 
the Fire Brigade is in charge of the process as a whole. Per working proc-
ess the process responsibility rests with the following parties: 

Process       
Process Responsible

1. Alerting      
 municipality

2. Source and effect control   
 fire brigade

3. Advice and information    
 municipality

4. Alerting the population    
 municipality

5. Clearance and evacuation   
 police

6. Fencing off disaster area   
 police

7. Traffic control     
 police

8. Maintaining the legal order   
 police

9. Decontaminating people and animals  
 GHOR

10. Decontaminating vehicles and infrastructure 
 fire brigade

11. Collecting contaminated goods   
 municipality

12. Preventative public health and 
medical/environmental measures   

  GHOR
13. Medical aid chain    

 GHOR
14. Relief and care     

 municipality
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15. Registration of victims    
 municipality

16. Identification of fatal casualties   
 police

17. Funeral arrangements    
 municipality

18. Observations and measurements  
 fire brigade

19. Giving directions    
 police

20. Making accessible and clearing up  
 fire brigade

21. Care/logistics of disaster recovery staff  
 fire brigade

22. Primary needs victims    
 municipality

23. Criminal investigation    
 police

24. Psycho-social aid and care   
 GHOR

25. Damage registration    
 municipality

26. Communications    
 fire brigade

27. Environment     
 municipality

28. Follow-up care     
 municipality

29. Reporting     
 municipality

GHOR: Medical Aid with Incidents and Disasters 
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Annex 2 

NCC: National Co-ordination Centre 
PCC:  Provincial Co-ordination Centre 
RBT: Regional Policy Team 
GMK: Municipal Emergency Room 
COPI: Command Centre Scene of the Incident 
RCC: Regional Co-ordination Centre 
GBT: Municipal Policy Team 
GOT: Municipal Operational Team 
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Annex 3 

GRIP Structure:

Informing
       Mayor   

ROT CORT
Mayor  + 

GBT + GOT
Informing PCC

Informing
NCC

NCC

GRIP 0

GRIP 4

GRIP 3

GRIP 2

GRIP 1

GRIP 5

Routine (Onsite consultations)
Police units
Fire brigade units
Ambulance units

CTPI 
Co-ordination

Informing
RCC

Co-ord. Mayor. 
RBT + ROT CORT

1 Mayor 
+ GBT + GOT (Core) PCC

Co-ord. Bgm. +
RBT + ROT CORT

1 Mayor 
+ GBT + GOT 2 PCC

1 Main focus policy-forming decision-making shifts from a municipal to a regional level.
2 Main focus policy-forming decision-making on a national level.

(core) ROT
COPI

(One-headed lead)
Burgemeester + 

(core) GBT
(+ GOT) 

Informing CdK
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Abstract

TopoSys GmbH manufactures and operates high-end fiber based airborne 
Lidar sensor systems which also include a for spectral optical line scanner. 
Airborne Lidar sensor systems are capable of playing a dominant role at 
data acquisition for disaster prevention and disaster management, 
especially the systems of TopoSys which focus on high precise, high dense 
mapping.

Obviously disaster management could only be as good as the 
information it has got for its decisions. The data need to be on-time, 
precise, accurate and actual. The presentation shows concepts how to use 
Lidar sensor systems for on-time data acquisition. Basic products like high 
resolution RGB and CIR ortho images or elevation models and their usage 
for disaster management are being presented as well as derived products 
like shore line or vectorized flooded areas. The sketch of a disaster data 
acquisition plan (DDAP) is shown which integrates real-time data 
acquisition e.g. for the use for police, rescue teams or relief organizations 
and post processed data for e.g. insurances, services or activities for 
prevention.

In addition to concepts for data acquisition for disaster management, 
ideas for data acquisition for disaster prevention like regular survey and 
change monitoring of critical areas are being presented. 

A view on the future is also given how airborne Lidar sensor systems 
will be developed further to better serve the needs of efficient autonomous 
on-time data collection. 
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1 Background 

Flood disasters in the last years, especially the flooding in Central and 
Eastern Europe in 2002, have shown an increasing demand for precise, 
accurate and actual data of the surface. From the time of the first flood 
disasters and the availability of Airborne Lidar Scanners as a new 
technology, most of the areas that were involved in high water events or 
are at high risk have been scanned by Airborne Lidar sensor systems to 
generate digital elevation models (DEM). 

In the Laser scanning technology the distance between an aircraft and 
the earth’s surface is measured by determining the traveling time of a light 
pulse. To be able to generate a digital model of the topography, it is 
necessary to accurately record the position and altitude of the aircraft, as 
well as the angle of every emitted measuring beam. The differentiation of 
the first and last light echo following a single measuring pulse permits 
identifying and determining further properties of the terrain.  

The first echo is reflected by the ground surface, hence by treetops, 
high-voltage transmission lines or roof ridges, the last echo mostly by the 
land underneath. A Digital Surface Model (DSM) is generated by the 
selection of the first echo. The last echos are the starting point for 
generating the Digital Terrain Model (DTM). 

Besides the Laserscanner the system is equipped with an optical line 
scanner that acquires spectral data simultaneously. In combination with the 
elevation data the raw spectral data that is acquired in four spectral 
channels can be rectified and processed to true ortho images in true color 
(RGB) and color infrared (CIR). 

DSM, DTM, true ortho images in RGB and CIR are the standard 
products of an Airborne Lidar Scanner but a variety of application-oriented 
products complements the range of products. The described applications 
for disaster management and disaster prevention are focusing on river 
modeling and hydraulic analyses, coastline protection and change 
detection for example in areas at risk of earthquakes, landslides or 
avalanches. For disaster prevention the creation of a highly accurate and 
up-to-date data base is of fundamental importance whereby in case of an 
incidence of a disaster rapid availability - ideally in real-time - of elevation 
and image data is most important. 
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2 TopoSys Falcon 

The easiest way to differentiate between the Laserscanner systems is a 
classification according to the concept of beam deflection. In contrast to 
oscillating and rotating mirrors used for beam deflection by most of the 
system manufacturer, TopoSys Falcon deflects the laser beams through a 
mechanical fixed array of fibers that are firmly aligned to a permanent 
view angle of 14.3°. Falcon’s laser pulse rate of approximately 83 kHz is 
not coupled to flight height, viewing angle or number of resulting echoes. 
Therefore the laser data of the Falcon is ideally suitable for the generation 
of highly precise and dense elevation models. 

A narrow view angle as given at the Falcon guarantees high penetration 
into dense vegetation. Especially for the generation of digital terrain 
models (DTM) it is of great importance to have reflections of the ground. 
The measurement of both first echo (FE) and last echo (LE) enables the 
calculation of the DTM from last echo reflections and in addition the 
calculation of the DSM from the first echo. Particularly for hydraulic 
simulations high precise digital terrain models without any information 
about vegetation and buildings are sought-after. 
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Fig. 1. Scan Pattern Falcon 

Due to the system concept the high overlap of measurements in flight 
direction is another advantage of the Falcon system. 83,000 pulses per 
second and the fiber array with 127 fibers result in a scan rate of 653 Hz in 
flight direction. With an averaged flying speed of 65 m per second 
adjacent scans are displaced by just 10 cm (figure 1). Erroneous 
measurements caused by birds or clouds can be detected without difficulty. 
In contrast to other system’s single measurements Falcon’s multiple 
overlapping measurements enhance the reliability of data enormously. 
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Besides the advantages in the reliability of data the accuracy in edge 
detection increases what is of high importance for the survey of dikes. 

In addition to the large overlap of measurements in flight direction due 
to the system concept of laser fiber scanners the swing mode was 
introduced in 2003 (figure 1). The scan pattern on the ground has been 
optimized and the coverage of the penetrated surface has been improved; 
small longish objects (e.g. walls) oriented parallel to the flight direction are 
measured reliably by the Laserscanner. 

Fig. 2. Airborne Lidar Scanner Falcon II 

For many applications Falcon’s integrated line scanner is not only a 
pleasant supplement. Image data recorded simultaneously with the Lidar 
range measurements frequently simplify the interpretation of elevation 
data. The RGB/NIR line scanner is an optical scanner which captures 
image data digitally in four spectral channels. Due to automatic control of 
exposure and aperture the line scanner needs hardly any manual settings. 
Image data of an optical line scanner is recorded and processed strip wise. 
Ortho rectification is done with the help of a digital surface model derived 
by the Laserscanner. Only the use of a digital surface model including 
vegetation and buildings guarantees error-free ortho rectification of the 
image data where all objects are correctly positioned [Pflug et al., 2004]. 
The output images are georeferenced RGB and CIR true-ortho images and 
perfectly suited for discrimination of sealed and non-sealed surfaces and as 
input for geographical information systems [Schnadt and Katzenbeisser, 
2004]. 
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Data processing of the Falcon system is easy and done with a software 
package especially developed for the Falcon system. The modular software 
package comprises laser and image data processing as well as specific 
modules for data analysis, flight planning and quality control. Depending 
on the level of accuracy and the product first results of a survey flight can 
be provided within a few hours after landing. 

3 High Precision Topographic Base Data 

The detailed and precise survey of earth’s surface and topography as it is 
done by airborne Lidar sensor systems permits an efficient methodology to 
create highly accurate base datasets. Additional advantages within the 
creation of a base dataset with a Lidar system like Falcon result from the 
capability to store image data at the same time with the elevation data. 
Particularly image data such as RGB and CIR true ortho images provide 
assistance with the interpretation of elevation data. As result of the first-
time survey of an area digital elevation models with raster widths of at 
least 2 meters are available. Such a complete area-wide base dataset is 
already accessible for some of the German states. In most of them the data 
acquisition is carried out at the moment and area-wide elevation models 
will be available in the next couple of months. 

Due to flood protection for some of the most important watercourses or 
for areas at risk high precise elevation models with raster widths up to 0.50 
meters are available. In the past only cross sections surveyed by terrestrial 
surveying (tachymetry) have been taken into account for the simulation of 
high water incidences. In the meantime cross sections can be easily 
extracted from high precise digital elevation models. If necessary the cross 
sections can be complemented with terrestrial surveyed underwater cross 
sections. Simple 1D hydraulic simulations can be performed with those 
cross sections. For much more complex hydraulic simulations as done for 
2D simulations digital elevation models from laserscanning are the input 
dataset. Not only accuracy, up-to-dateness and rapid data acqusition but 
also the total costs of this method are advantageous. 

For the simulation of high water scenarios different types of elevation 
models can be calculated depending on the way of processing: 

Elevation models of the surface from first echo data, that describe roofs, 
treetops, power lines, etc. 
Elevation models of the terrain from last echo data including building 
and vegetation or excluding buildings and vegetation 
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Difference models from first and last echo, which give exact 
information about shapes of buildings and vegetation 
For the hydraulic simulation itself usually elevation models without 

buildings and vegetation are used. The other elevation models are useful to 
derive information about the surface roughness and to define roughness 
parameters for hydraulic calculations. Due to restrictions of the maximum 
number of points as input dataset for hydraulic simulation software 
packages the dataset has to be thinned out. Even a relatively small area of 
10 km² consists of 10,000,000 points at a raster width of 1 meter. This 
huge dataset and a lot of more additional information have to be processed 
by the software package. 

Fig. 3. TIN of a river area

For this reason purpose-built TINs (Triangular Irregular Networks) are 
calculated. TINs are reduced to 2-5% of the original number of points 
without loss of accuracy. They contain all important information of the 
surface including important information of edges. The calculation of TINs 
is usually based on digital terrain models. As a result of hydraulic 
simulations maps with areas at high risk in case of flooding are generated. 
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Mapping is done in different levels of probability for high water 
incidences. Effects of constructions on future high water incidences can be 
simulated. 

Fig. 4. Result of a hydraulic simulation 

Besides preventive measures for flooding disasters elevation and image 
data can also be used as base dataset in areas that are at high risk for 
earthquakes. Also in alpine sceneries that are at risk of landslides and 
avalanches the first-time acquisition of a base dataset is recommendable. 
Furthermore the repetition of the survey at regular intervals is 
advantageous, e.g. at intervals of several months or years. Regular surveys 
can detect changes on the surface. As a result of so-called monitoring 
applications and preventive measures initiated after change detection, 
catastrophes can be avoided at some times. 

The calculation of difference models is an important and helpful tool. 
Particularly with elevation data changes in the terrain can be detected 
easily. Besides, the visualization of detected changes is simple and 
demonstrative. Difference models between first and last echo have been 
mentioned above. However difference models between surface and terrain 
models can give the heights of buildings and vegetation as an absolute or 
relative height. But the most potential type is a difference model between 
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surveys at particular times, e.g. differences in terrain between the present 
and the previous year. 

Fig. 5. Difference Models DSM-DTM (left) and FE-LE (right) 

For reliable change detection the elevation models have to be adjusted 
to each other with the assistance of fixed objects (reference data). 
Furthermore the reference points should not be located within the area of 
interest. Difference models are calculated after the adjustment of the 
elevation models in location and height. Land subsidence of a few 
centimetres can be detected without difficulty in the calculated difference 
models. The detection of horizontal changes and movements is also 
possible.

4 Real-Time Data Acquisition 

In case of an abruptly and unexpectedly occurring disaster happening in 
areas where no base dataset is available the situation is completely 
different. The fast operation of a Lidar system in disaster areas can be the 
solution in such circumstances. On one hand the system has to be on call 
quickly and on the other hand fast data processing must be possible. The 
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way of data processing depends on the disaster operation and area. The 
results of the processed data should be available in various types. 

The Lidar sensor system is usually mounted in an airplane all the time 
and is ready for operation anytime. Therefore the time for the system being 
ready for use in the disaster area only depends on the distance from the 
base airport to the area to be surveyed. Another precondition is an advance 
warning to put the crew into stand-by. Without advance warning the 
reaction is extended by 3 hours. In worst case the Lidar system can be in 
operation in the disaster area inside Europe within 12 hours, without 
advance warning within 15 hours. If there is an advance warning for a 
particular area, e.g. thunderstorm or flood warnings, the system can be 
transferred in those areas. The reaction time for data acquisition in case of 
disaster is minimized from many hours to several minutes. For operations 
outside Europe the Lidar sensor system is usually packed, transferred and 
integrated in an airplane or helicopter on site. 

Depending on shape and size of the area to be surveyed it has to be 
decided whether data acquisition is done by airplane or helicopter. If the 
area has the shape of a rectangular area the survey with an airplane is 
chosen. Data acquisition can be done with a small number of turns. This 
results in a better performance (scanned area per hour) in contrast to 
surveys done by helicopter. Surveys of longish areas such as the survey of 
whole coastal sections with a maximum width of less than 500 metres 
should be performed by helicopter. Main reason for operating with 
helicopters is the large amount of turns that are necessary for the survey of 
longish areas. In contrast to the airplane turns flown by helicopters are 
allowed to have a much narrower radius. The flight time without data 
acquisition can be reduced and the survey capacity during one flight 
increases. The operation with helicopters has even more advantages: 
Reduced flying altitudes above ground and slow flight velocities result in 
higher point densities and better accuracies of the elevation models. 
Besides, areas can be flown at clouded sky with low flying altitudes 
adapted to the altitude of the clouds. 

In case of flood disasters the water-land boundary is of particular 
interest. Airborne Lidar surveys can provide the water-land boundary at 
specific dates during inundation. All the flooded areas including water 
levels can be reconstructed afterwards with the assistance of the water-land 
boundary and the base elevation dataset of the whole area. For the 
acquisition of the water-land boundary survey flights along the boundary 
are required. For such a survey flight it is not possible to make a detailed 
flight planning in advance (before take-off) like it is usually done for 
survey flights of large areas and data acquisition for base datasets. Instead 
of the mentioned flight planning data acquisition of the water-land 
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boundary can be done by contact flight with a helicopter. In addition to the 
elevation data CIR true ortho images support the digitalization of the 
water-land boundary. 

For areas that are at high risk of subsidence, landslides or avalanches the 
area-wide acquisition of the surface is preferable. Due to the topography 
and narrow valleys in high mountains the survey often has to be performed 
by helicopters. 

As a result of the surveys high precise elevation models and true ortho 
images are calculated. These datasets can be analyzed by experts and 
actions can be taken. As rough rule-of-thumb it can be stated that the time 
for calculating elevation models and true ortho images is equivalent to the 
duration of the survey flight. Generally laser and image data acquisition 
can be performed within 4 hours of flight before landing is required. If the 
data is processed immediately after landing another 4 hours later 
processing of elevation and image data is finished and data can be 
analyzed. Intermediate data is available even earlier.  

The raw processing time of the elevation models would be faster and 
could almost be performed in real-time but at a first processing stage the 
reconstruction of the flight path is necessary. For the precise reconstruction 
of the flight path navigation data of the complete survey flight must be 
available. Currently the accuracy of the captured real-time solution of the 
navigation systems is not precise enough to complete the processing of the 
data real-time during the survey flight. 

5 Outlook 

The main future demand we see for high density Lidar data while less 
density dense and less precise data will be provided by satellites. Also we 
feel that highly integrated multiple sensor platforms will play a dominant 
role in the upcoming mapping projects. While Lidar scanner systems based 
on mirror technology seems to have reached their top, the fiber scanners 
are almost at the very beginning of their development and offer huge 
potential to serve future needs of the market. 

Next to the mentioned Falcon Lidar system for future applications it is 
intended to do data acquisition with further developed systems that can be 
operated in unmanned aerial vehicles. The captured data is transferred via 
radio link to the base station where data processing can be performed in 
real-time. 
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Speeding up the data processing and automated object extraction are 
additional topics which will become more and more relevant over the next 
years to have the data in time. 
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Abstract

The following questions will be addressed in this contribution: 
1. Spatial data for risk management - Risk or opportunity? 
2. Is spatial data needed in risk management systems? 
3. What is the use of spatial data in risk management  system? 
4. Is there a difference in the way a decision maker must think before, un-

der and after? 
Alan Leidner is the chief of Citywide GIS, New York City Department. 

He has experience from the 9 11 terrorist attack on the World Trade Centre 
and says in the introduction to Confronting Catastrophe, a GIS handbook: 
”No other technology allows for the visualisation of an emergency or dis-
aster situation as effectively as GIS. By placing the accurate physical ge-
ography of disaster event on a computer monitor, and then align other 
relevant features, events, conditions or threats with that geography, GIS 
lets police, fire, medical and managerial personnel make decisions based 
on the data they can see and judge for themselves. This visualised informa-
tion can be of critical relevance to a disaster manager: the size and direc-
tion of wildfire perimeters, the location of broken levees or of hazardous 
chemical spill release points, or the whereabouts of surviving victims in-
side a bombed building. GIS can be a matter of life and death.” 

1 Responsibilities 

In Sweden we have a crisis management decree that is led by Swedish 
Emergency Management Agency (SEMA). The Swedish crisis manage-
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ment system consists of government authorities divided into 6 different ar-
eas. National Land Survey of Sweden (NLS) is responsible for co-
operating the sector geographic information. The sector has for the mo-
ment 6 members, NLS, Swedish Meteorological and hydrological institute 
(SMHI), Geological survey of Sweden (SGU), Swedish Maritime Admini-
stration (SMA), Swedish geotechnical institute (SGI)  and Swedish Na-
tional Road Administration (SNRA). One of the big aims for the sector is 
to make geographic information relevant for crisis management work.  
To fulfill the objectives in the decree the sector is working with several 
different projects in which we want to point out three important main 
ways: 
1. Understanding of the use of geographic information  
2. Geo support including the need of geographic information 
3. New classification of existing data 

2 Benefits for the Society 

As a decision-maker, an emergency services coordinator or head of secu-
rity you must have access to correct and up-to-date information for your 
planning before you take decisions, during a crisis situation, and for fol-
lowing up the impact of crisis situations on society. In our concept called 
KRIS-GIS® we have a method to train decision-makers to request the in-
formation that is really needed. When joint decisions involving several 
persons are to be taken, it is vital that all speak the same technical lan-
guage. This is certainly something we have all experienced in our own 
every day activities. For crisis management it is absolutely crucial that no 
misunderstanding can arise in interpreting concepts, symbols etc. as the 
decisions that are taken based on them can involve life or death.  
Doing experiments to test how geographic information can be used for 
simulating a series of events, such as flooding, with the help of 3D tools is 
a part of the concept. A test module is being developed for training plan-
ners and decision-makers who use the crisis management system to choose 
the correct type of support for taking decisions before, during and after se-
rious emergencies. The Swedish crisis

Method support as will be described later in this document helps all in-
volved to reach a common understanding of a situation.



Methodology for Making GI Relevant to Crisis Management      123 

2.1 Collection 

Purpose, usually everyone have a purpose for doing something. When you 
collect data you have a purpose. If someone wants to use that data and that 
someone has another purpose there could be a problem. When using data 
in a GIS it is often  the attributes attached to the object that is of impor-
tance, not the object itself.  Example, someone ask you if you have data of 
real estates. You say yes. When that someone uses your data he or she 
wants the geometry and that’s missing. In the Swedish Real Estate system 
there is data of 3,5 million real estate. There is a lot of attributes but no ge-
ometry.  

The starting point is the risk and vulnerability analysis that must be car-
ried out by all local authorities and government authorities. The risk and 
vulnerability analysis hopefully shows what data and information is 
needed before a crisis situation appears. 

There are some municipalities in Sweden that have a strategy for using 
GIS in the daily work. They say that geographic information is a part of all 
information. They also have a central storage of the data and the admini-
strations in a municipality deliver data. After that all administrations can 
use that data. One of the problems is the documentation of the data, meta-
data (see 2.4 Quality) 

2.2 The Need of Geographic Information

What sort of information will be needed? What sort of information do we 
have and what additional information must we have access to and how can 
we get it? The need of geographic information (GIBB) is a method that the 
Swedish armed forces use. If you want to make a decision you need infor-
mation. GIBB is a matrix which helps you identify the type and content of 
the information that is required.What kind of information depends of the 
questions that surrounding the decision. If you want an answer to the ques-
tions then you probably must classify your data in new ways. The classifi-
cation has to be made by experts in certain fields. After that you take your 
newly classified data in a GIS and make analysis. Now you have to talk to 
experts again and ask them about what answers you can have from the 
analysis. Hopefully you have the right answers and can make a good deci-
sion.
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2.3 Data Management 

If there is a need for spatial data in risk management there is also a need to 
help the decision makers be aware of the meaning of the spatial data.  

There is two ways, education and exercises or exercises and education. 
Which way to go depends? If you want someone to learn or understand 
how important spatial data is you must educate them and exercise can be a 
good method. The understanding of the use of geographic information is 
relatively low. If you want someone to learn or understand the importance 
of spatial data you must educate them and an exercise ca is a good method. 

You can have an exercise with the aim to let the decision-makers know 
what data is available in the municipality.

In Sweden we have started a study in geo support. Many countries have 
geo support or geo cells within the armed forces. We want to see if there 
are needs for a civilian geo support. The geo support should contain of 4-5 
experts in GIS and a network of experts in different fields e.g. geology, 
meteorology and hydrology. Then if someone wants to make a decision 
because of a risk they can ask the geo support for help. Important is that 
the user tell the purpose and the geo support provide the product. Reports 
and studies show that municipalities have difficulties in using there own 
data or information when it comes to crisis. Even if they use GIS in their 
daily work it’s not sure that they know how to use GIS in a crisis situation.

2.4 Quality  

The data that exists in the society today are collected with certain purpose. 
Most of the data that is wanted for crisis management already exist. That 
mean that the data is collected with a certain purpose. Now that we want to 
use the same data but we have a different purpose there must be a way to 
relay on the data.  

Metadata for a certain dataset is needed and that creates a new problem. 
What kind of metadata?  

Is that documentation from the collector showing, purpose, organisation 
or a full description as in ISO 19100? Metadata is something thing that you 
must have in a standardized way. That is the only way to know if the data 
is usable for my new purpose. The problem in Sweden today is that there is 
only a few organization that have metadata with there data. The munici-
palities can’t se any reason for metadata because they know there own 
data.
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We have a standard ISO 19115 about metadata but a standard in that 
form is not of any use in the municipality. The GIS should in the future 
read a metadata file and tell the user how good the analysis is.  

The sector geographic information research and development in 
2004(R&D) evaluates the relationship between quality and classification in 
specific information and how the results can be interpreted. Studies of wa-
ter flow have been carried out along the central sections of Eskilstunaån 
and the terrain elevation model that was used was not accurate enough to 
show, with certainty, whether there is a risk for flooding or land slides. 
During 2004, a more accurate terrain model, produced from data collected 
using airborne laser scanning, have been produced and be used for new 
water flow studies. Comparative analyses of the results of the two studies 
are planned to begin during January 2005. During 2005 studies of the 
transportation of hazardous goods are also planned to be started.  

2.5 Standardization 

In Sweden we have a organization called Swedish standards institute (SIS). 
A lot of spatial data producers are member in SIS. SIS is making standards 
for data exchange including conceptual model, application schemas and 
XML-schemas. Main focus for the standards is data exchange. ISO 19100 
is the standard that Sweden will use. How useful is that standard for crisis 
information?  

INSPIRE, is that the answer to all questions? Maybe, but there is a long 
way to go and still it is the best step forward in many years. As it says in 
the introduction to INSPIRE: “Spatial information can play a special role 
in this new approach because it allows information to be integrated from a 
variety of disciplines for a variety of uses. A coherent and widely accessi-
ble spatial description of the Community territory would deliver the requi-
site framework for coordinating information delivery and monitoring 
across the Community. 

Spatial information may also be used to produce maps, which are a good 
way of communicating with the public. Unfortunately, the technical and 
socio-economic characteristics of spatial information make the problems 
of coordination, information gaps, undefined quality and barriers to access-
ing and using the information particularly acute”. 

2.5.1Cartography

From Elements of cartography 6 ed: “One of the most important concerns 
for future cartographers will be standards. Increasingly, local units will 
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feed data up to central (state, national, global) coordinating organizations. 
These organizations will be responsible for setting standards and facilitat-
ing data distribution. Standards are needed for data quality, data exchange, 
hardware and software interoperability, and data collection procedures. 
Knowledge of data models, features, attributes, and data set lineage are ex-
amples of concepts that cartographers must now learn.” 

Data is stored in databases and the visualization depends on a certain 
purpose. Many organisations have agreed on the symbols but not how to 
visualize the symbols. Using cartography you want to communicate some-
thing with someone, usually geographic information and crisis information 
as an overlay. There is several decisions a cartographer must make when it 
comes to visualize crisis information.  

What kind of classification is needed?  
o What about the size for visualization? 
What kind of selection must be done? 
How shall the symbolization be done? 
o What shape shall be used? 
o What about the orientation 
o Can all colours be used? 
o Can all values of colour be used?  
o Shall there be certain patterns? 
All these questions must have an answer other it’s difficult to have 
situation awareness. In Sweden some authorities have decided what 
symbols should be used for a certain event. They also have what the 
meaning of different colours, for example red for danger.  

2.6 Semantics 

When we speak we use some words that have different meanings in differ-
ent branches. What’s the difference between a street and a road? Synony-
mous or homonymous are often used and that can be confusing talking to 
other branches. Do we mean the same thing? 

The sector geographic information has a concept which is a way of find-
ing functional forms for crisis management support and, therefore, requires 
close co-operation between all involved parties. This is important as simi-
lar information can exist in several databases. 
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2.7 Agreements 

NLS has agreements with the municipalities about the use of NLS data. 
Use for crisis management is still a blank leaf in the agreement and there-
fore need to be looked into urgently. 

Outsourcing of different parts of work in the municipality makes it dif-
ficult to have relevant information in a crisis situation. Many municipali-
ties outsource all operation of IT to other organizations and some of the 
organizations are abroad. What agreements are taken in account so that the 
information is available in crisis situations? For example Force majeure. 
The consequence can be that the supply of information stops due to Force 
majeure.

3 Conclusions 

There is a lot of information out in the society. There is in some situations 
an information overflow. If there is the decision makers must know what 
relevant information is?  Most of the data and information that is of use in 
a crisis situation comes from different administrations daily work. Then 
the word relevant can mean knowledge. Knowledge about what data and 
information is available in the society. Relevant can also mean that the 
data and information is good enough for analysis.  
If we mean different things but using the same word it’s hard to have good 
situation awareness. In the sector geographic information we use GIBB to 
see what information is needed. Another problem is that the decision 
maker can’t ask the right questions. We don’t want the decision maker to 
tell us what data or information that he or she needs. We want the decision 
maker to tell us why he or she wants that data or information.  

If we don’t have standards for metadata, cartography it will be difficult 
to have situation awareness. For example the letter H means, landing place 
for helicopter, dog patrol and homeless. If we don’t have situation aware-
ness it is difficult to make the right decisions.  

Municipalities must do risk and vulnerability analysis in the same way 
so that the county administration can compare and see if there is some 
risks that can effect other risks.
If a decision maker wants to use geographic information in a crisis situa-
tion he or she must know want question they must ask so that they have the 
right answers and make the right decisions. If the decision makers can see 
what decisions he or she probably has to take then experts in different 
fields can find relevant information. So co-operation and co-ordination is 
of great importance. Co-operation in collecting data and also have meta-
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data for the data and co-ordination in what different administrations in the 
municipality wants and needs.  

If we can achieve parts of this then GIS and analysis with GIS could be 
really useful. 
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Abstract

The tasks and responsibilities of the ministry of Transport, Public Works 
and Water management in the Netherlands are focused on water manage-
ment (water quality and water quantity) and traffic and transport over wa-
terways, roads, rail and in the air. In the past several calamities have taken 
place in those sectors: heavy car collisions due to intense fog nearby the 
city of Breda (1972, 1990), pollution of Rhinewater due to fire in Sandoz-
plant (1986), airplane crashes near Schiphol and Eindhoven (1994, 1995), 
derailment of chloride trains in Delfzijl and Kijfhoek (2000, 1986), river 
floods (1993, 1995), and recently some dike collapses due to heavy 
drought and rain (2003, 2004). Besides managing these large(r) calamities 
daily traffic incident management along the main roads and waterways is a 
major task of the Ministry as well. At all those occasions the need for (spa-
tial) information and supporting information systems is large. That need 
has only grown because the attention has also shifted to the proactive and 
preventive phase in the calamity control and incident management. 

1 Introduction

The directorate-general for Public Works & Water Management as part of 
the Dutch ministry of Transport, Public Works & Water management 
(V&W) is since 1798 responsible for maintaining and administering the 
main roads and waterways in the Netherlands. These tasks include protec-
tion of the country against floods from both the rivers and the sea. V&W is 
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an organization having 15,000 employees, an annual budget of approx. € 7 
billion (US $ 9 billion), and more than 200 offices throughout the country. 
Accurate and up-to-date geo-information has always been a necessity for 
administering the main water- and road networks of the Netherlands.  

A new Dutch government policy has urged V&W to deliver more value 
for money on the same budget and to simultaneously reduce its employees. 
To achieve these goals, the organization is moving from a decentralized 
approach to a centralized steering model using uniform working models 
and organization-wide standards.

The department of Geo-information and ICT (AGI) is responsible for 
providing the organization with the IT and the (geospatial) information 
needed for its tasks. The department of Geo-information and ICT (AGI) is 
working with V&W to meet the challenge of reducing ICT (information 
and communications technology) costs considerably. The strategy to meet 
this challenge is built on the principles of uniform working models, open 
standards, server-based computing and central data hosting and mainte-
nance. In this paper we will give an overview of the use of GI in Disaster 
Management within the ministry of Transport, Public Works and Water in 
the Netherlands. Attention is given to the following subjects: 

A brief introduction to the theoretical background of disaster manage-
ment.
An actual status description of DM and geo-information within V&W in 
terms of strategy, organization, and working methods. 
A substantive description of used computer systems and information 
technology in this field and the role an position of geo-information in 
the information and application architecture. 
Insight in the underlying renewed GeoData Infrastructure based on 
ISO/OGC web services and metadata standards - Geoservices and Loca-
tion Based Services - and adopted application architecture and organiza-
tion.
A descriptive case in flood management. 

2 Theoretical Background of Disaster Management 

Any discussion of disasters depends on, and often references, a common 
understanding of disaster taxonomy. In (Green. W. et al., 2002) three 
classes are described as the highest order range of disaster events (shown 
in Table 1): natural disasters, human systems failures, and conflict based 
disasters.
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Class Distinguishing Characteristics 
Natural Disaster any event which reaches the definition of a disaster, which 

results from natural forces, and in which human interven-
tion is not the primary causation of those forces 

Human Systems 
Failure 

any event which reaches the definition of a disaster and 
which results from significant human failure in any portion 
of a systems definition of the event, including input, proc-
ess, and output – this may include events which wholly in-
volve the built environment or which initiate events that are 
otherwise natural in their action 

Conflict Based  
Disaster

any event which reaches the definition of a disaster and 
which results from internal conflict within a nation or ex-
ternal conflict directed at it, including not only the obvious 
threats of war, revolution, and terrorism, but also politi-
cally, racially, or economically based civil disorder, as well 
as internal state sponsored terrorism, genocide, and ethnic 
cleansing

Table 1. Natural disasters, human systems failures, and conflict based disasters 

Natural disasters (i.e. earthquakes, floods) pose a threat to population, 
its goods and the environment. Urban areas are particularly vulnerable not 
only because of the concentration of population but due to the interplay 
that exists between people, buildings, and technological systems. Disasters 
pose a threat to sustainable development as they have the potential to de-
stroy decades of investment and effort, and cause the deviation of re-
sources intended for primary tasks such as education, health and infrastruc-
ture. United Nations has made a call to put the issue of urban disaster 
management high on national agendas as there is a steady increase in ur-
banization. According to HABITAT (1996), in 1975 approximately 38% 
of the world’s population lived in urban areas and they estimate that this 
figure will reach 60% by the year 2025. 

The scope of disaster management can be best understood by means of a 
tri-dimensional matrix (see Figure 1) describing the three types of ele-
ments involved (levels of government, management phase, implementation 
measure) and the resulting range of possible implementation strategies 
(Masser et al, 2000). Implementation strategies consist of structural meas-
ures which involve the modification of the environment (i.e. re-
strengthening/demolition of buildings, construction of dykes/drainage) 
while non-structural measures involve activities such as coordination and 
communication (i.e. emergency drills, warning systems). Disaster man-
agement involves a cycle which should consist of an organized effort to 
mitigate against, prepare for, respond to, and recover from a disaster 
(FEMA, 1998). 
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Fig. 1. Disaster Management (adapted from Tobin, 1997) 

The following definitions describe each of the phases of this cycle: 
Response refers to activities that occur during and immediately follow-
ing a disaster. They are designed to provide emergency assistance to 
victims of the event and reduce the likelihood of secondary damage. 
Recovery constitutes the final phase of the disaster management cycle. 
Recovery continues until all systems return to normal or near normal. 
Mitigation relates to pre-activities that actually eliminate or reduce the 
chance or the effects of a disaster. Mitigation activities involve the as-
sessment of risk and reducing the potential effects of disasters as well as 
post disaster activities to reduce the potential damage of future disasters. 
Preparedness consists of planning how to respond in case an emergency 
or disaster occurs and working to increase resources available to re-
spond effectively. 
Informed decisions are a pre-requisite for the formulation of successful 

mitigation, response, preparedness and recovery strategies. To a large ex-
tent, however, successful strategies depend on the availability of accurate 
information presented in an appropriate and timely manner. Information is 
also important as it increases the transparency and accountability of the 
decision-making process and it can therefore contribute to good govern-
ance. Initiatives such as the Global Disaster Information Network (GDIN) 
have recently been launched to increase awareness of the importance and 
the value of disaster-related information “the right information, in the right 
format, to the right person, in time to make the right decision” (GDIN, 
2001).
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3 Status Description of DM and GI within V&W 

3.1 V&W and Safety & Security Policy 

In the Netherlands the ministry of Transport, Public Works and Water 
management (V&W) has a number of tasks and responsibilities in the field 
of safety and security. The following domains are distinguished: 

Traffic and transportation by road, rail, water and air: examples are se-
curity on Schiphol airport, (inter-)national aviation security, social secu-
rity in public transport, safety on main roads and rivers and transport of 
dangerous goods. 
Physical infrastructure: examples are tunnels, bridges, rail shunting em-
placements and underground tubes. 
Water management: examples are protection against high water levels 
of rivers and sea (e.g. dikes and retention areas) (water defense), level 
management of surface waters in relation to fresh water intake, dumping 
of cooling water and/or inland shipping (water quantity) and oil and 
chemicals spill detection and recovery (water quality) 
The primary policy tasks of V&W are within these domains and the 

safety and security policy is an integrated part of those tasks. The ministry 
has formulated a generic view on safety and security which consists of the 
following four core elements: 

To strive for a permanent improvement of safety and security  
Within the above-mentioned domains a process of ongoing improve-
ment has been implemented. The process is focusing on permanent re-
duction of (the chance on) killed and injured people and the (chance on) 
social disruption. It is evident that in the process of permanent im-
provement SMART policy objectives and milestones have to be set in 
order to make progress explicit. 
To weigh measures explicitly and transparently 
V&W operates in an area of constant tension in which trade-offs be-
tween economy, environment and security have to be made. Other pol-
icy aims then safety and security must explicitly be assessed, weighed 
and exchanged against (the chance on) killed and injured and/or material 
damage. V&W prefers a transparent view on those assessments in order 
to allow for clear political choices. This is achieved by assembling par-
cels of measures with varying ambitions by which the positive and 
negative consequences on costs, economy, environment and security be-
come obvious. 
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To be prepared for inevitable risks
Risks are inevitable: even though it is the aim to improve working pro-
cedures and results to the max and to achieve better safety situations 
there will always be a change on risk or misfortune. We don’t control 
nature and above that it is humans nature to create riskful situations. 
Within this context we not always provide for sufficient financial and 
technical means to prevent for unsafe situations. These so called inevi-
table risks oblige V&W to take constantly into account the possibility of 
an accident or calamity after which it is best to minimize the conse-
quences of such an accident or calamity as much as possible. A useful 
and perhaps most important method is to practice for such events; this 
also allows for building and testing the quality of organizational and 
communicational structures and procedures. 
To obtain and maintain a safety culture within the ministry  
A necessary condition to achieve permanent improvement is to explic-
itly manage the aspect of safety and security. This can be obtained by 
the installation of dedicated units within the organization, by explicit 
reservation of funds and by agenda setting. In this way awareness is cre-
ated within the organization. 
To transform this view into more practical and concrete safety and poli-

cies the concept of “the safety chain“ (see figure 2). This chain is com-
posed of five phases: pro-action, prevention, preparation, response and re-
covery. 

Fig. 2. The safety chain 
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3.2 V&W and Crisis Management 

Since the end of 1999 V&W has grouped its activities in the field of crisis 
management in the departmental coordination centre crisis management 
(V&W-DCC). This centre builds on the strategic objective of crisis man-
agement: a decisive V&W-organization that functions administratively, 
organizationally and operational in a coherent way during incidents and 
calamities. From the central objective the following points have been de-
rived:

Development and implementation of crisis management policy: devel-
opment of policy on planning, education, training and all other areas re-
lated to crisis management. 
Preparing of emergency plans in such a way that a common insight 
arises in the tasks and responsibilities of the organizational services 
concerned, insight in the dangers where the organizational service con-
cerned is responsibly for and the insight in relevant networks. 
Training and practicing staff so that people concerned with regard to 
knowledge, skills and experience are well prepared to crises. 
Embedding in the organizational context. The departmental structure 
and working methods must be coupled to the external network. During 
crisis circumstances the partners in the network must be able to find 
each other and know where they can count on. 

3.3 Organization 

The generic safety and security policy of V&W is developed by the pro-
gram board safety & security; the policy for and the operational crisis 
management as such is the responsibility of the departmental coordination 
centre crisis management (DCC) (see figure 3). 

The DCC is the central office for all Directorate-Generals (DGs) and the 
central services within V&W. In case of a crisis a V&W alarm number is 
available. A protocol has been developed in which has been described 
clearly who’s is responsible for what en who informs who if there is some-
thing at hand. This is summarized in network cards for all domains; a 
comprehensive overview which describes the organizational context of the 
organization (see figure 4). Onto these network cards the  actors are added 
for each domain. These network analyses and competence diagrams to-
gether with de description of the internal organization and checklists for 
decision-making form the handbook of crisis management of V&W. 
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Fig. 3 Organization of crisis management within V&W 

Fig. 4. Operational organization network during crisis events on main roads 

3.4 Working Methods 

At a strategic level the topics of safety, security and crisis management are 
being developed in a number of ways. Examples are the internalization of 
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external costs, development of performance indicators for measuring pol-
icy effectiveness, developing future scenarios in order to review safety and 
security plans, developing uniform and accepted models for risk assess-
ment and last but not least working on public confidence. Each of these 
themes is analyzed on several aspects. The economic aspect is considering 
safety and security as an economic problem; a central question is for ex-
ample "how much money does it cost to protect “X” capital goods or “Y” 
lives. The aspect of spatial planning approaches security and crisis man-
agement as spatial problem with questions such as "where can I plan 
houses or industrial areas and where definitely not". If security is consid-
ered as an administrative problem questions on "who has which responsi-
bilities and mandates and are they properly addressed". The fourth and 
more generic approach consider security and crisis management as a social 
problem and aims at developing socially acceptable security level/dangers 
as parameters for decision-making and aims at a more integrated approach 
in which aforesaid aspects are taken along. 

4 (Geographic) Information Systems for Disaster 
Management

Within V&W there are several information systems that provide informa-
tion for DM. Two more or less evident information systems for DM within 
V&W will be outlined here in more detail Infraweb and HIS from a geo-
information infrastructure point of view. Infraweb is an information sys-
tem for the input, storage, analysis, presentation, distribution and workflow 
processing of calls, incidents and calamities at the waterways and main 
roads in the Netherlands. Infraweb is a web based system hat is available 
public and consists of several modules: calls, communication, mapping, 
logbook, reporting, links and agents and maintenance. There are system 
coupling with the systems IVS’90 for monitoring shipping traffic and 
WVO-info for water quality spill management. HIS is the High Water in-
formation System that has three objectives: 

Perform impact analysis of water dikes during the preparation phase of a 
high water situation; 
Support communication during a high water situation; 
Perform the monitoring status of dikes during a high water situation 
through relevant information. 
Both HIS and Infraweb have a geographical database, module and 

interface. The role of geo-information in these information systems 
for Disaster Management is evident. Geo-information is the integra-
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tor of data and information. Both are stand alone information sys-
tems with specific communication interfaces to other information 
systems. The distribution of geo-information is based on the simple 
concept of data duplication, especially concerning geographic core 
data (topographic maps, aerial photos, et cetera). Each of the infor-
mation systems has it’s own geodatabase which is regularly updated 
with new updates of core geodatasets. Geographical core data ex-
change between these systems is based on data duplication through 
physical media (see figure 5). 
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Fig. 5. Distribution of geo-information from central geodatabase to DM informa-
tion systems 

It is expected that geographical data exchange in the near future will be 
based on direct and online access at the core database of the supplier. In 
figure 6 the data duplication situation and online access situation is shown. 
Online access will be based on open interface standards of ISO/OGC. 

For the above mentioned information systems Infraweb and HIS this 
implies that their future geographical core data distribution will be based 
on these open interfaces. This is part of the newly build geo-infrastructure 
of Rijkswaterstaat. 



The value of Gi4DM for Transport & Water Management      139 

client

Eurosens
eAlterra

Geodata
base
AGI

RD SDRD enz.

enz.

DKr enz.DKr

client

client

client

client

geo-information
suppliers
(core data)

local offices

information systems
and regional offices

Rijkswaterstaat
central geodatabase

TDN MD

client DKr

EurosenseAlterra

RD

Et cetera

client DKr
client Dkr

client RD/SD

client RD/SD

geo-information
suppliers

(core data)

regional and local
offices

Rijkswaterstaat

TDN

AGIIntranet

Intranet

WebServer RWS

WebServer TDN WebServer
et cetera

WebServer
Eurosense

WebServer
Alterra

Internet/Extranet

Fig. 6. Distribution of geo-information within Rijkswaterstaat now and in the near 
future 

5 GeoData Infrastructure Rijkswaterstaat 

In this chapter we will outline the renewed GeoData Infrastructure based 
on ISO/OGC web services and metadata standards and adopted application 
architecture and infrastructure. 

5.1 Towards a New GeoData Infrastructure 

As water management was crucial to survive in the low-parts of the Neth-
erlands the management of the water systems was already conducted in a 
sophisticated and organized way in the middle ages. There are e.g. map se-
ries of thematic maps of the water system on a scale of 1 to 19:000 (15 
sheets) dated 1611. V&W has thus a long and standing tradition of map-
ping and geospatial data processing. V&W, like many similar organiza-
tions, moved through the consequent stages in which the process of geo-
spatial data management was automated. First the mapping process was 
automated using mostly CAD and automated drawing techniques. Then 
stand-alone desktop GI-Systems were introduced, first mainly for more 
complicated geo-processing task like modeling and analyzing data for pol-
icy making. When desktop GIS became more lightweight and easier to use 
and access, the use of GIS further spread throughout the organization. As it 
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was relatively easy to develop add-ons, scripts and applications, and there 
was no strict policy for application development and maintenance, many 
smaller and larger GIS-applications popped-up. Because less emphasis was 
laid on data management and data distribution and application mainte-
nance was not embedded within the organization this lead to a sub-optimal 
situation in which software maintenance was expensive and data manage-
ment cumbersome.  

At an early stage the responsible professionals recognized the draw-
backs of the very bottom-up approach in which geospatial data processing 
was managed and developed. Single-use GIS applications were replaced 
by multi user client-server type solutions but the bottom up steering (and 
funding) of development still blocked a more structural approach.  

A new Dutch government policy has urged V&W in the last years to de-
liver “more value” on the same budget and to simultaneously reduce its 
number of employees. To achieve these goals, the organization is moving 
from a decentralized approach to a centralized steering model using uni-
form working models and organization-wide standards. When the board of 
directors, alerted by the rising costs of IT and geo-data management, rec-
ognized the problems in this field, a centralized steering model for IT was 
put in place. This makes it now possible to work on Enterprise GIS: geo-
data once and securely managed and accessible for any worker who needs 
it any time and anywhere it is needed. In this paper components of this 
centralized solution are discussed. 

Geospatial data management at V&W moves to a new stage in which 
the demands of today can be met. Key factors in this geospatial data man-
agement policy are centralization of geo-data in centrally managed geoda-
tabases, the use of open standards, the exchange of Windows-clients for 
small-footprint browser-based web-clients and the use of mobile technol-
ogy which is seamlessly connected to the main GDI. 

About ten years ago, during the rapid bottom-up development of GIS 
within the organization there was an awareness that some form of stan-
dardization was necessary in order to be able to exchange data and share 
applications. By that time the only way to achieve this was to standardize 
on a vendor and ESRI-software was selected to provide this “GIS-
standard” for V&W. Now there comes a need for open standards in order 
not to have a “vendor lock-in” and to be able to communicate with other 
organizations. In 2004 V&W made the decision to base development on 
the Open Geospatial Consortium standards. Especially the OGC Services 
Architecture was adopted. A geo-information infrastructure based on the 
OpenGeospatial Consortium (OGC) Services Architecture has been estab-
lished using both open source software (OSS) and proprietary vendor 
components. This infrastructure has already enabled broad geo-
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information sharing throughout the organization and has proven to be cost 
effective. Expected future developments include feature services and the 
implementation of a transactional web feature service for mobile clients. 

The use of open standards makes it now feasible to use open source 
software. For some developments open source software proves to be com-
petitive with commercial based software and is successfully deployed. 
Since the whole of the organization is now connected with a reliable 
broad-band network, data can be stored in centralized databases and other 
centrally managed data stores. As data sharing and interoperability be-
comes more important and open standards are required a transition is made 
from file-based storage e.g. in coverage files of shape files to storage in a 
database which is geo-enabled. V&W uses both the ESRI SDE-database 
application and Oracle Spatial for this purpose. 

5.2 OGC-Based Web Services Infrastructure Rijkswaterstaat 

Within the “Geoservices” project an OGC-based services architecture in-
frastructure has been implemented. The most important functional element 
of the OGC-based web services architecture is the concept of “publish-
find-bind”. This powerful concept works as follows (see figure 7). The 
data manger publishes geo-information in the form of maps and served by 
an Internet map server in a registry. The registry is known as the OGC 
Web Catalogue Services (WCS). The user of an application has a find but-
ton, for access to the registry and to answer the questions: which map 
servers are available and which maps are available? After the maps are 
found in the catalogue database, the user can  bind the maps through the 
web mapping user interface of the application. The OGC web services 
concept is based on a distributed systems  concept. Data is directly acces-
sible at the source database through an OGC-based services interface. 
Sharing geo-information in an open and transparent way is what this is all 
about. The architecture offers users of geo-information an easy way to ac-
cess, publish, find and bind geo-information through Internet technology.   

The adopted software architecture is characterized by a three layers ar-
chitecture: presentation layer, services layer and data layer (see figure 8). 
The architecture is modular and scalable. The kernel of the architecture is 
the services layer. The modularity of the services layer is illustrated by the 
fact that several different software components for the Java platform as 
well as the Apache/PHP platform. For basic web mapping services OGC 
Web Map Server, Web Feature Server and Web Coverage Server Rijkswa-
terstaat uses the Minnesota MapServer (MS4W) of  the University of Min-
nesota (Open Source Software). The Web Catalogue Service is the Open 
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Source Software (OSS) product Degree from the German vendor LatLon. 
Degree is Java based. A Dutch company Geodan offers a geocoder service 
based on the Application Services Providing (ASP) business model, to 
gazetteer. An underlying location database offers access to all addresses, 
postcodes and municipalities in the Netherlands. 
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The client software platform is the Canadian product Chameleon, based 
on a PHP server-side scripting language (no plug-ins needed). Chameleon 
is a OSS product management by the Canadian company DMSolutions. 
Furthermore for mapping ArcIMS from ESRI is used as well, especially 
for web mapping in combination with the ESRI’s ArcGIS desktop client 
software. This geo-information infrastructure based on the OGC web ser-
vices architecture has been established using both open source software 
products and COTS components. This infrastructure has already enabled 
broad geo-information sharing throughout the organization and has proven 
to be cost effective.

5.3 Location Based Services

To carry out the day-to-day activities many Rijkswaterstaat employees are 
out in the field-inspecting infrastructure, checking permits and regulations 
etc. To supply these workers with hand-held mobile computers with GPS 
location and a wireless connection to the office network proved to be very 
productive. Apart from the time saved also the quality of the decisions 
made increased because of the information available on the spot. In a pilot 
project mobile computers running a web browser were connected to sev-
eral distributed databases and able to do vector editing with WFS-T in 
these databases all through OGC standard protocols (see figure 9). Ex-
pected future implementations include the implementation of a transac-
tional web feature service for mobile clients. 

Location-based Services (LBS) are information services, accessible 
through devices such as mobile phones, PDA’s, tablet and laptops. Their 
essence is the ability to locate a user or an object in space, and to use this 
to make information processes aware of the location dimension. Location-
based services include car and personal navigation, field work, point-of-
interest search, track and trace, emergency services, fleet management and 
entertainment. In general there are two main service categories (Grothe en 
Steenbruggen, 2002):  

Pull services: when one self is requesting for some information, e.g. 
‘Where is the nearest cash machine?’ 

Push services: when one is involved in some kind of service without ac-
tively being part of it, e.g. when one is being traced down (Tracking Ser-
vices) by somebody else, who is using a service such as ‘Friend Finder.’ or 
‘Advertising’.

The importance and value of location in mobile services has been under-
lined in many studies. According to Durlacher’s report (Durlacher, 2001) 
the ‘killer’ mobile applications will be those that utilize the key character-
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istics of the mobile channel: location-specificity, personalization, and im-
mediacy. In terms of map services location-specificity means that the maps 
in use are from the area of interest, either defined by some positioning 
method or user-defined (using e.g. addresses, place names or coordinates). 
Personalization can be regarded as a tailored product for a specific task 
(e.g. vehicle navigation) or individually personalized content according to 
the user needs and taking the terminal specific characteristics into account. 
Immediacy means that the data content is actual. Most of the time applica-
tions will use a combination of static (e.g. topographic maps) and dynamic 
(e.g. traffic info, water levels) information 

Fig. 9. Location Based Services and mobile interfaces 

Cell Broadcast (CB) is an important ‘new’ push LBS technology with 
high potential for disaster management. CB uses a separate channel within 
the GSM and provides a medium for sending real-time messages to all 
mobile phones within an given geographic area of a mobile network. The 
position of an active mobile phone is tracked by the operator and thus al-
ways known on cell-id. The Netherlands is divided by approximate 5000 
cells. Cell Broadcast has not been implemented in the Netherlands. The 
main reason is that the technology is network specific. There are 5 opera-
tors active and an operator can only reach his own subscribers. This is a 
important barrier. The Ministry of Economic affairs has started a project to 
create an general platform for this barrier. This results in an project where 
there will be an infrastructure available that the government can use to 
send important public message to specific areas to all mobile phones. In 
case of an disaster messages can be sent to inform relevant areas to take 
adequate actions (Steenbruggen, 2004). 
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6 DM Scenario1 for OGC-Compliant Services Architecture 

6.1 Introduction 

Information systems for Disaster Management will benefit from these new 
developments in an evolutionary way. These benefits can best be shown by 
outlining a DM scenario. The scenario is an as realistic as possible attempt 
to demonstrate the usefulness of geographical web services based on the 
ISO/OGC web services architecture. This scenario consists of a number of 
scenes in which flood defence is simulated and disaster management in the 
Netherlands is illustrated (see figure 10). It is a fictive simulation of a ship 
crash at the Rhine river near Nijmegen in the Netherlands during a critical 
high water situation.

1
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Fig. 10. DM floods scenario script 

6.2 DM Scenario; the Beginning 

It is Monday morning when Willem van der Gaag, crisis coordinator of the 
V&W Institute for Inland Water Management and Waste Water Treatment 

                                                     
1  This scenario is a developed for a OGC web services simulation by V&W De-

partment of Geo-Information and ICT, Twijnstra en Gudde Management Con-
sultants and the project organizations Viking, NOAH and HIS. 
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(RIZA), starts up his computer and inspects the water information system 
of the rivers Rhine and Maas. He knows, today the water level is expected 
to rise to alarming heights. Yesterday at the national news showed the first 
alarming pictures of floods by excessive rainfall in NordRhein Westfalen 
and the Eiffel (Germany). Combined with extreme high rise water levels of 
the rivers caused by melting water and rainfall in Switzerland and part of 
the East of France this will lead to floods in the rivers basins in the Nether-
lands. RIZA is responsible for the river water level monitoring and dis-
charge (water transport per m3 per second) at Lobith and Borgharen, the 
locations where respectively Rhine and Maas enter the Netherlands. Be-
sides water quantity, RIZA also monitors water quality. RIZA calculates 
the expected water rise and water level. As soon as the actual water trans-
port level in combination with the expected time of transport exceeds the 
defined limits, RIZA will alarm the regional and local water managers. In 
case of an expected flood situation, the local fire fighting and police de-
partment will be informed as a precaution.  

Willem van de Gaag is checking the situation in Lobith using his geo-
graphical information system (GIS); the maps show the situation of the 
water system Rhine at the location Lobith. He also checks the Rheinatlas 
(http://www.iksr.org) where he explores the previously predefined flood 
risk areas. 

Scene 1 Mapping the Weather Forecast 

Willem is evaluating the water situation in Lobith. He predicts the water 
expected water levels in the next 48 hours. In order the have realistic water 
predictions he needs information about the local weather situation in the 
water system of Rhine and Maas. Therefore he accesses the database of the 
Royal Netherlands Meteorological Institute (KNMI). While the water rise 
prediction system calculates the expected water levels, Willem is inspect-
ing the weather maps of KNMI with his GIS. He displays the rain fall 
maps of the last three days and the rainfall predictions of the next three 
days. He also takes a look at the maps of the actual and expected wind di-
rections and wind speed. These  maps show an increasing rainfall in the 
river basin area. When he receives the prediction outcomes, he knows that 
Wednesday morning Lobith is expecting a high water transport level with 
an expected maximum peak Wednesday evening.  

This information leads to the a ‘flood warning message’ to the regional 
and local water managers and emergency services (local fire fighting and 
police departments). This message is an early warning that a flood crisis is 
to be expected. The message consist of all relevant information including 
the maps and is offered through geographical web services technology. 
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Especially the map with the location where the Rhine meets the Waal, 
Netherrhine and IJssel is showing transparently information of the alarm-
ing flood situation. Even taking the uncertainty of the predictions into ac-
count, a two-day flood situation is expected with even a chance of extreme 
floods. Through email, fax, phone and geographical web services all re-
sponsible and involved  parties are informed.  

Scene 2 High Water Rise 

In Arnhem the regional crisis manager Joost Hilhorst receives the incom-
ing flood warning message and is going to measure the ‘exact’ water rise 
level per kilometer section. This means that for each kilometer at the wa-
terway the expected water level and discharge is calculated. As long the 
calculated levels remain under the level of the dikes along the waterway, 
no floods will occur. However with strong winds and river surges this 
could lead to floods. Especially at locations with weaker dike stability this 
can have impacts. The dike management information system of Rijkswa-
terstaat will inform the regional crisis manager about the status and stabil-
ity of the dikes. The weak dike spots are mapped together with the de-
tailed, predicted water levels for each river section and located on a risk 
map. Joost Hilhorst puts forward the risk map during a meeting with other 
flood experts. They decide that it is time to express ‘Warning phase 1’. 
The decision is in particular based on the fact that the map shows a maxi-
mum of 0.8 meters water rise in de Waalbandijk in the Ooijpolder and 0.4 
meters at the lock in this dike. Joost and his colleagues also know that dur-
ing renewal of the road deck the asphalt at the dike road is removed the 
last week. This even makes the spot more vulnerable.  

Scene 3 Extreme Rainfall 

Tuesday morning Joost Hilhorst is inspecting the latest weather forecasts. 
These show increased possibility of extreme rainfall in the Rhine water 
system in Gelderland and Noord Limburg. The weather radar maps show 
heavy rainfall patterns with strong winds near Wesel and Nijmegen. Mes-
sages of water floods in cellars of houses and tunnels in the region give an 
strong indication that the water level at the waterways will increasingly 
and the emergency services (especially fire fighting units) will be busy in 
next hours. At the same time the weather forecast shows stormy weather 
expected on Wednesday evening.  

Because of the water level and waves due to the expected stormy 
weather Joost and his colleagues expect that the transport possibilities at 
the Waal river will be limited to zero at Wednesday afternoon. A warning 
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to professional shipping companies is send out; between Wednesday 1200 
hours and Friday evening 1200 hours ship traffic will closed at the Waal 
corridor between Lobith and Weurt. The margin of the dike stem level for 
each dike section remains under the critical levels and therefore restricted 
ship traffic is still possible. The warning message to the ships is accompa-
nied by a map with detailed restrictions. 

For the critical situation at the Waalbandijk in the Ooijpolder it is de-
cided to raise the dike stem level with an extra layer of sandbags. Wednes-
day morning a contractor of Rijkswaterstaat will place a double row of 
sandbags (40 cm) at a length of 30 meters next to the lock at the Waal-
bandijk.

Scene 4 Incident: Shipping Accident

The same Wednesday morning 10.00 hours a ship incident message arrives 
at the emergency room of the regional Fire Fighting Unit. At the location 
of river section or ‘kilometerraaij’ 854 two ships are crashed. The captain 
of one of the ships, loaded with coal, indicates that he maneuvered his ship 
into a dike in order to avoid the crash. According to the incident protocol 
Henk Groen at the emergency room collects the necessary information 
from the captain and tries to figure out if any human victims are involved, 
whether there is fire or a leak with chemicals or gasoline. The captain of 
the Rhine vessel loaded with coal is confused and with the second ship 
there is no contact. Henk Groen decides to contact the river information 
services system in order to obtain information about the actual traffic at the 
incident location. At the same time he warns emergency services including 
a diving team. Boat units of Rijkswaterstaat and police are ordered to the 
incident spot as well. Henk can track and trace the mobile units on the 
computer. 

The incident spot is marked in the system and because of the expected 
impact the crisis situation is scaled upwards to the Dutch GRIP Level 2; 
GRIP level 2 means that coordination of the calamity is done by local gov-
ernment. First, there is a possibility of a breach in the dike at the spot of 
the large coal vessel during a flood. Second, it is expected that this ship re-
stricts the water transport with strong a chance of water damming. Henk 
Groen views the municipality map and informs the crisis coordinator of the 
municipality. At the same time an inter local warning is dispatched to the 
surrounding municipalities in case the incident accumulates to GRIP 3 
level.
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Scene 5 Crisis coordination 

After a couple of minutes the first police surveillance unit is near the inci-
dent spot. Through their C2000 communication system the unit informs 
the emergency room about the local situation. However, the police surveil-
lance is confronted with the road block of sand and other maintenance ma-
terials for the renewal of the asphalt layer. The unit is 300 meters away 
from the incident spot and continues on foot. At first visual inspection they 
do not observe fire or any other alarming activity. The emergency room 
decides to order the contractor to clear the road. Also the voluntary fire 
fighting unit of the municipality of Ubbergen arrives at the road block and 
can not access the incident spot. The police unit on foot discovers a small 
sandy track in the direction of the stranded coal vessel. This small track is 
not on the map of the emergency room and Henk Groen asks for a more 
detail roadmap of the local road network manager. It seems that there is a 
small track that gives access 300 meters downstream the incident location. 
The emergency room informs and guides the diving team from Nijmegen 
to this spot.   

The Ammoniac Tanker and its Gas Plume 

Then by phone the emergency room Gelderland-Zuid in Nijmegen receives 
the information about the second ship from the River Information Centre 
from Rotterdam. There is a strong indication that the second ship might be 
the ammoniac tanker Diana from Düsseldorf. Up till know it was not pos-
sible to reach the ship by phone. According the GPS-based River Informa-
tion System the last location of the ship is 100 meters downstream the 
stranded coal vessel. This indicates that the tanker is damaged. Henk 
Groen immediately informs the mobile rescue units via C2000 to perform 
observations at the Waalbandijk of a possible gas leak from the ammoniac 
tanker. This warning is also communicated with the regional crisis centre 
of the security region of Gelderland Zuid, that became operational during 
the last couple of hours. The potential of an gas plume calamity makes this 
incident an inter municipal incident and therefore an Dutch GRIP 3 level 
incident.

Scene 7 Gas Plume Evacuation Scenarios 

Martin Slootsdijk, being responsible information manager at the regional 
crisis centre Gelderland-Zuid, immediately investigates the wind maps, the 
actual ship movements at the Waal. Next he calculates a plume using a in-
tegrated plume model of TNO-FEL in case of an gas explosion at the am-
moniac tanker. The resulting gas plume maps are overlayed with the maps 
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of housing and inhabitants, economic activities, cattle and the road net-
work in order to  get an indication of numbers of persons and cattle for 
evacuation. Because of the fact that the tanker still moves downstream he 
also copies the plumes to downstream locations and recalculates the num-
ber of evacuees. It is obvious that the tanker should be stopped in order to 
avoid plumes at larger dense populated city of Nijmegen. He alarms the 
water police and Rijkswaterstaat to stop the tanker for driving downstream.  

Scene 8 Prevention 

In the mean time at the crisis centre of Rijkswaterstaat East in Arnhem the 
crisis team is working on a strategy to avoid further damage at the dike by 
the Rhine vessel. Repairing the damage is one activity of strategy, the 
other is trying to avoid further damage because of the fact that the ship’s 
position is on top of the water direction. This might cause in combination 
with the heavy rainfall and strong winds an additional water rise of 0.15 m 
as is calculated by one of the information systems. The safety margin be-
comes very narrow. At the same time there a possibility that the coal ship 
is flooding away, causing more damage at the dike.  

In order the prevent damage the most actual information about industrial 
activities (dangerous goods that might have environmental impact) and 
heritage sites (especially monuments) in the area that are threatened by 
possible floods are collected. At the Risk Map of the Netherlands it is 
shown that one industrial site is located in the area; it is an stone/concrete 
factory. Through the permit database it is shown that that the factory has 
permits for storage of oil spill depot. The crisis centre orders these goods 
to be removed. The monuments database (or KICH-portal) shows that sev-
eral monuments are located in the area. However, it is decided that no fur-
ther actions are necessary to prevent damage at goods in these monuments 
(all private properties).

Scene 9 High Water Evacuation 

In the mean time at the regional crisis centre of Gelderland-Zuid the crisis 
team is gathering the necessary information to see whether evacuation of 
people and cattle will become inevitable considering the potential gas 
plume and possibility of floods. At that moment a message from the water 
police arrives at the centre. There has been communication with the am-
moniac tanker. The captain of the tanker has confirmed that his gas tank 
pressure level is ok and he and his crew did not observe any visual damage 
at the gas tanks. It is decided that the ammoniac tanker will be sent for fur-
ther visual inspection to the coal harbor of Weurt. 
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In the mean time several calculations are performed in order to deter-
mine the size of an possible evacuation of people, cattle and goods. 
Through model based calculation with the HIS system it is shown large 
parts of the Ooijpolder will be flooded. In a period of one hour after a ma-
jor dike collapse the water will reach the village of Ooij. However the in-
habitants will need 3 hours to leave through the southern and eastern route. 
Ooij has 4 elderly homes with 25 inhabitants, three public archives of the 
Municipality of Ubbergen that need special attention.  

6.3 Scenario Synthesis 

Besides the end of the fictive incident, because that is a matter of an exer-
cise in collecting and handling information and decision making, this sce-
nario shows that the traditional instruments such as phone and email for 
handling crisis situations changes through the use of geographical web 
services. By plotting information on the map and offering online access to 
distributed geographic databases, these information services increase speed 
of handling during crisis situations. Especially, information management 
can benefit from OGC-compliant web services oriented architectures in 
crisis situations that have the following characteristics,:  

When different organizations with different responsibilities are in-
volved;
When organizations are located at different locations;  
When organizations use different distributed geographical information 
systems and geodatabases. 
There are risks in geo web services architectures using for DM infra-

structures as well. One of the main risks s the reliability and availability of 
the Internet and mobile communication infrastructures. The communica-
tion network infrastructure is an essential component of such a services 
oriented architecture with online data access at the point of supply. The 
alarm organization in the Netherlands (police, fire departments and ) use 
their own specific communication network (C2000), but for other govern-
ment organizations that have a role in DM are depending on a stabile net-
work infrastructure.

At the same time the (core data) supplier has the responsibility of offer-
ing online data services 7 days a week and 24 hours a day. This means that 
clear service level agreements are necessary. 

A strategy of uniform working models, open standards, server-based 
computing and central data hosting and maintenance is feasible and has 
many advantages. OGC standards are matured so these enable the con-
struction of an enterprise geo-infrastructure based on open standards. Ad-
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vantages for the organization are a robust data management, the wide-
spread availability of geo-information and low threshold for data sharing.  

7 Final remarks 

Setting up successful disaster data/information infrastructure networks is 
one of the greatest challenges faced by the geo-information community. 
This requires considerable effort and commitment by the various users and 
providers of information as well as clarity on the rights and obligations of 
all the parties involved. To provide a reliable information infrastructure, 
the availability of different building blocks is crucial. For example, to pro-
vide successful location based services, the availability of location tech-
nology, (wireless) communication infrastructure, geo-information and 
geoservices is crucial. 

Supplying decision-makers with raw geographic information is a very 
common practice which has generally yielded negative results. Decision-
makers are often provided with maps of hazard zones, population density, 
urban growth and land-use, on which to base their decisions. But, as little 
attempt had been made to integrate the data sets, the implications of the in-
formation can be not immediately visible, causing confusion and in the 
worst cases, the formulation of inadequate policies. Simply stated, decision 
makers require information that allows them to establish the cost-benefit 
implications of the various strategies that can be implemented. Conse-
quently, loss forecasts are essential as they establish the amount of damage 
that can be avoided by investing a given amount of financial resources. 
The production of loss forecasts requires additional datasets as well as fur-
ther steps of data integration. 

The value of geo information for disaster management within V&W is 
evident: hind – and forecasting, scenario-analysis and not in the last place 
operational management in case of events are well proven applications. 
For the near future focus will be on trend analysis, development and im-
plementation of new location based services, training, simulation and qual-
ity management of information and services. 
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Abstract

This paper will outline how 15 government agencies in California worked 
together using GIS to plan for, develop mitigation plans and respond to the 
catastrophic fires in Southern California in the fall of 2003.  The focus of 
the presentation will detail how several different agencies and the private 
sector created a shared GIS data base to collaborate on how to provide pro-
tection, prevention and response to a pending wildfire catastrophe.  Exam-
ples of how innovative uses of GIS and mobile GIS were used to assist 
first responders will be highlighted. 

This project resulted in creating a common vision of the problem, identi-
fication of priority problems that required shared resources and coopera-
tive efforts. GIS was used throughout the incident to planning, support 
public information and provide the framework for high level briefings in-
cluding the President Bush. 

1 Introduction 

This paper will provide a best practice case study of multiple agencies and 
the private sector using geographic information system (GIS) technology 
to manage a complex and hazardous situation.  The paper will describe 
how agencies worked together, created a common vision and common un-
derstanding, and integrated a plan for a potential catastrophic event. 
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2 Hazardous Pre-event Conditions, Multiple Participating 
Agencies

In October 2003, wildfires in Southern California burned more than 
750,000 acres, destroyed 2,232 homes, and killed 14 people.  More than 
6,000 firefighters battled the infernos.  Yet the consequences of these fires 
could have been worse had it not been for the high level of prevent plan-
ning, preparedness, mitigation, and response between the multiple gov-
ernment agencies and private agencies tasked with wildfire response.  This 
cooperative planning was supported by GIS technology—providing gov-
ernment officials and private agencies a shared vision of the problem and 
an understanding of priority actions required to reduce the consequences of 
this event to life, property, and natural resources.  This case study will ex-
amine lessons learned and how GIS technology provided powerful tools 
for preparedness, response, recovery, and analysis. 

In October 2003, Southern California forests were extremely dry and 
vulnerable when the fires struck.  Years of dry conditions and insect infes-
tations killed hundreds of thousands of trees.  The areas affected by the 
tree mortality and high fire threat were densely populated forest communi-
ties.  The forested areas are within the San Bernardino National Forest, a 
series of mountains that range between 2,500 and 11,000 feet elevation. 

Recognizing the potential threats from this massive vegetation mortality 
problem, representatives from the state, local, and federal government, as 
well as private companies and volunteer organizations, collaborated to 
analyze the occurrence of bark beetles, dead and dying trees, and associ-
ated fire risk in the San Bernardino and Riverside County, California, 
mountains.  Together, they formed the Mountain Area Safety Taskforce 
(MAST).

Agencies participating in MAST included 
Federal

U.S. Forest Service—San Bernardino National Forest 
Natural Resources Conservation Service  

State
California Department of Forestry and Fire Protection 
California Department of Transportation (Caltrans) 
California Highway Patrol  

County 
County of San Bernardino 
County Office of Emergency Services 
San Bernardino County Fire Department 
San Bernardino County Roads Department 
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San Bernardino County Sheriff's Department 
San Bernardino County Solid Waste Management  
Riverside County Board of Supervisors 
Riverside County Department of Transportation  
Riverside County Executive Office 
Riverside County Transportation and Land Management Agency 
Riverside County Fire Department 
Riverside County Flood Control 
Riverside County Office of Emergency Services 
Riverside County Sheriff's Department 
Riverside County Waste Management  

Local
Arrowbear Lake Fire Department 
Big Bear City Fire Department 
Big Bear Lake Fire Protection District 
Crest Forest Fire Protection District 
Running Springs Fire Department  
Fern Valley Water District 
Idyllwild Fire Protection District 
Idyllwild Water District 
Lake Hemet Water District 
Pine Cove Water District 

Energy Companies and Private Organizations 
Southern California Edison 
Bear Valley Electric Company  
NEXTEL
Pine Cove Homeowners' Association 

Volunteer Organizations 
Inland Empire Fire Safe Alliance 
Angelus Oaks Fire Safe Council 
Arrowhead Communities Fire Safe Council 
Bear Valley Fire Safe Council 
Lytle Creek Fire Safe Council 
Mill Creek Canyon Fire Safe Council 
Mountain Rim Fire Safe Council 
Wrightwood Fire Safe Council 
San Bernardino National Forest Association 
Mountain Communities Fire Safe Council 
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The MAST groups were organized under the Incident Command System 
(ICS).  This is now a requirement in the United States under the National 
Incident Management System that conforms to United States Presidential 
Directive #5: 

Homeland Security Presidential Directive/HSPD-5 Subject: Manage-
ment of Domestic Incidents Purpose

To enhance the ability of the United States to manage domestic inci-
dents by establishing a single comprehensive national incident manage-
ment system.  

For additional information visit 
http://www.whitehouse.gov/news/releases/2003/02/20030228-9.html. 

The Incident Command System is an emergency management organiza-
tion that brings multiple agencies into a command and general staff with 
positions focused on work production.  The organizations identified a 
group of unified commanders and staff necessary to deal with the issues 
surrounding the tree mortality problem. 

The primary objective of this organizational structure was to develop an 
integrated multiagency plan.  This involved developing evacuation plans, 
clearing forests of potential tree hazards from routes into and out of the 
mountains, and providing emergency planning and hazard mitigation in-
formation to the public.  In addition, the plan provided for a multipartici-
pant (yet single) voice as a means of securing federal funding to combat 
the problems that threatened the communities.  This unified front included 
concerned state and local governments officials working with federal legis-
lators to combat the growing fire threats.  The structure and directives also 
included a program aimed at reducing materials that would potentially act 
as fuel for a fire threat and creating fuel breaks.  This required an extensive 
planning and logistical effort for the removal of dead standing trees, the 
reduction of fuel on the ground, and the creation of defensible space or 
cleared area around homes and developed areas.  These developed areas 
included campgrounds, parks, commercial buildings, communications, and 
government facilities. 

Finally, as part of developing a multiagency plan, it was important to 
explore commercial use or disposal options for waste wood products, and 
to identify and develop plans for ensuring long-term forest and natural re-
source sustainability. 
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3 Applying GIS for Preplanning 

In developing the initial list of priorities and action plans, it was agreed 
that analyzing the potential wildfire threat and identifying mitigation re-
quirements constituted the highest priority. 

The participating agencies quickly recognized the necessity of using a 
central information technology hub for many reasons; the response to this 
information need was to establish a comprehensive GIS that would provide 
optimized information automation, accuracy, maintenance, and dissemina-
tion.  Moreover, a GIS information base would provide a better method for 
communication and collaboration among the many agencies and a com-
mon framework for shared decision support.  Simply put, GIS provided a 
single solution to analyze, visualize, and understand problems and oppor-
tunities for every type of emergency management variable.  The MAST 
organization overcame an important hurdle in creating a Memorandum of 
Understanding (MOU) that broke down the institutional barriers in ex-
changing data.  Through the MOU, the MAST agencies agreed to assemble 
GIS data into one shared database, which would be used for modeling, 
analysis, resource management, and response planning.  Thus, when the 
fires ignited, MAST had already considered evacuation and emergency re-
sponse plans for the area and had thousands of maps and models in hand.  

While this paper revolves around preparing and responding to a large-
scale emergency, the real story is about people and organizations uniting 
across traditional boundaries and departments and how GIS technology fa-
cilitated this endeavor.

The MAST organizations shared the geography and the risk associated 
with Southern California fire hazards, but none of them could address the 
mitigation requirements on their own.  Their joint efforts were rooted in a 
common goal of reducing the region wide risk of a major fire and minimiz-
ing impact on mountain communities should one occur.  

ESRI joined MAST to assist in providing GIS services.  Specifically, 
ESRI helped establish and manage the MAST GIS Center as well as host-
ing the associated MAST Public Information Web site at 
www.calmast.org.  The center provided technical resources for MAST in-
cluding helping to aggregate disparate data from dozens of participating 
organizations.  The Public Information Web site provides the general pub-
lic with information about vegetation mortality and related fire hazard 
conditions in the Southern California area and provides access to fire pre-
vention, emergency preparedness, and wildfire recovery guidance and pro-
grams maintained by the MAST organizations and their member agencies.  
The Web site was enabled with interactive GIS mapping, which allowed 
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residents to enter their address and see where they reside in relationship to 
the hazardous areas, potential safe refuge areas, shelters, and other impor-
tant geographic information.   

The MAST effort recognized the need to continue to engage and grow 
the sphere of concerned disciplines and organizations.  Public sector par-
ticipants who contributed data and expertise included federal agencies such 
as the San Bernardino National Forest and the Natural Resources Conser-
vation Service. At the state level, participants included the California De-
partments of Forestry and Fire Protection, Transportation, Parks and Rec-
reation, Fish and Game, Highway Patrol, and Office of Emergency 
Services.  County-level participation came from the San Bernardino 
County and Riverside County Offices of Emergency Services, Sheriff's 
Departments, Fire Departments, Transportation Departments, and more.  
Local participation included fire departments from Big Bear City, Arrow-
bear Lake, Running Springs, Crestline, Idyllwild, Lake Hemet, and more.  
At a regional level, the Department of Environmental Quality came on-
board.

Private sector partners in the project provided expertise, materials, and 
equipment to the MAST GIS Center and the Web site.  Hewlett–Packard 
(HP) provided computer equipment, DigitalGlobe gave satellite imagery, 
Southern California Edison contributed its utility data and expertise, 
NEXTEL provided its network data, and Geographic Data Technology 
provided geographic data.  

4 Building Data and Applications 

As one would expect with so many participants, data came in various pro-
jections, often in different formats, and frequently without reliable meta-
data.  To build a comprehensive database, the MAST database manager 
converted the data to common formats, resolved projection issues, and 
tracked down metadata for a data set or multiple data sets to determine the 
most recent data for the MAST mission.  

Data layers included utilities, terrain, imagery, population, critical facili-
ties, water systems, vegetation, historical fire occurrence, police stations, 
fire stations, schools, hospitals, roads, and so forth.  Vegetation mortality 
had previously been mapped using fixed-wing aircraft, with area ecologists 
looking out the window to estimate the extent and severity of the problem 
often using hand held global positioning system (GPS) devices.  To bring 
these data up-to-date and to make them less subjective, the MAST GIS 
Center obtained newly collected 20-meter resolution imagery from Spot 2 
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and Spot 3 satellites and 61-centimeter resolution multispectral QuickBird 
imagery from DigitalGlobe.  Imagery analysis revealed that San Bernar-
dino and Riverside Counties of California, affected by years of drought 
and bark beetle infestation, contained an estimated one million weakened 
(or dead) trees.

After building the database, MAST set out to develop GIS applications 
that could be used in the event of a fire.  For example, vegetation treatment 
priorities were created factoring in such variables as vegetation mortality, 
population, roads, and utility infrastructure at risk.  Fire dispersion model-
ing based on vegetation types, age class, mortality, proximity to develop-
ments, and natural resource values were conducted to identify critical val-
ues at risk.  The modeling was done using a federally developed modeling 
program named FARSITE.  The FARSITE Fire Area Simulator is a pro-
gram for personal computers that simulates the growth and behavior of a 
fire as it spreads through variable fuel and terrain under changing weather 
conditions.  It includes surface and crown fire spread and intensity, transi-
tion to crown fire, and spotting models.  FARSITE has been used to pro-
ject the growth of ongoing wildfires and prescribed fires and in planning 
activities for suppression, prescribed fire, prevention, and fuel assessment.  
Applications were also developed to support a comprehensive, multiyear 
reforestation management plan including prioritization of dead tree re-
moval.  In addition, evacuation and fire response planning were refined.  

5 Responding to the San Bernardino County, California 
Wildfires 

In the fall of 2003, hot, dry winds tore through Southern California.  Soon, 
a series of fires started in several locations.  As the fires grew, the MAST 
GIS Center was able to immediately start supporting the fire suppression 
efforts.  This support included providing incident commanders with a 
common operational picture to support decision making and enhance 
communication.  GIS specialists from the various responding agencies, as 
well as volunteers from ESRI, staffed seven incident command posts and 
operations centers, making maps to support the firefighting efforts.  In ad-
dition to the maps from the MAST central database, many new maps were 
generated on-the-fly based on individual requests.  As GIS became an in-
tegral tool for combating the firestorms, emergency response personnel 
began to understand firsthand the powerful capability that GIS could pro-
vide.
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Some of these maps included 
Fire spread prediction maps 
Smoke plumes and affected vulnerable populations 
Mountain tops suitable for radio repeaters 
Areas designated by combinations of slope, flammable vegetation, as-
pects, and canyons that would be impossible to protect safely by fire-
fighters
Critical protection priorities 
Work assignments 
Flight routes and air hazards 
Facilities
Evacuation centers 
As the fires began to grow and became large and complex, National In-

cident Management teams were activated to provide command and control 
expertise.  These teams consist of highly trained experts in command, 
safety, public information, logistics, planning, operations, financial man-
agement, and a host of other disciplines necessary to organize, manage, 
and control very complicated disasters.  These teams used GIS for opera-
tional incident management.  In compliance with the Incident Command 
System component of NIMS, GIS is used to 

Provide Incident Action Plan Maps—These maps include divisions, 
branches, incident facilities, transportation routes, air routes, command 
posts, staging areas, logistical facilities, and so forth.  They provide pub-
lic safety personnel with information on where they are assigned to 
work, objectives, and other information necessary to carry out their as-
signment.
Provide Incident Prediction—Predictions of modeling plumes, blasts, 
fire spread, floods, and so forth, are provided for incident commanders 
to anticipate incident spread and deployment of public safety personnel 
in order to contain or control the incident. 
Provide Public Information—Maps and analyses are provided for news 
media to inform the public of the status of the incident, road closures, 
shelters, and so forth.  Incident commanders often use maps during in-
terviews to explain and detail their efforts and current status. 
At the height of the fires, GIS specialists provided near real-time, inte-

grated mapping support to nine firefighting incident command centers and 
firefighters.  The advanced planning by MAST facilitated the effective 
evacuation of tens of thousands of displaced mountain community citizens, 
directing them along predetermined paths to planned evacuation facilities.  
These well-coordinated community evacuations had been preplanned and 
the order to begin each evacuation was based upon predetermined “trig-
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ger” points.  In addition, law enforcement personnel had preplanned who 
would coordinate evacuations and where to eliminate confusion.  These ef-
forts are critically important in fast-moving wildfires, with fire trucks try-
ing to advance to an incident and residents trying to evacuate an incident.  

The San Bernardino County Sheriff's Department and other local police 
agencies used GIS software for a host of other activities and responses to 
the fast moving wildfires.  GIS-generated maps were used to help monitor 
traffic, display fire perimeters, assess damage, patrol evacuated areas, plan 
community reentry, and much more.  The department also used GIS for 
crime scene management because of the suspicion that the fire was started 
by an arsonist. 

6 Providing Diverse Analysis and Mapping 

Maps of the fire progression combined current fire perimeter from GPS 
devices to provide a historical record of fire location by operational period.  
Incident commanders used facility maps to show staging areas, drop 
points, base camps, and command posts.  The mountainous terrain de-
manded extensive use of aircraft, so maps showing air routes and air haz-
ards were generated.  Maps helped decision makers effectively allocate re-
sources such as deploying crews to protect utility assets and mountain 
populations.  GIS specialists generated maps of the most hazardous loca-
tions and areas that were undefendable for firefighters, factoring in current 
weather conditions, ingress and egress routes, terrain, and highly flamma-
ble vegetation.  They also mapped safety areas into which firefighters 
could flee if the flames turned their way.  

Each morning, GIS teams at the MAST GIS Center and from incident 
command centers, as well as various fire response GIS contractors, gener-
ated both digital and paper maps for firefighter briefings.  Every 12 hours, 
a new updated incident action plan is developed that takes into account 
progress made and fire spread conditions from the previous action plan and 
firefighter efforts.  Maps are a key component of these plans.  Each area of 
the fire is divided and each division has personnel assigned with key ob-
jectives for resource protection and fire line construction.  Other maps in-
clude travel plans, firefighter drop points, hazardous areas, and logistical 
support facility locations.  The maps also help make crews aware of the 
context of the fire and help them formulate strategies and tactics.  Fire 
crews took maps into the field that showed such critical features as dozer 
lines, water sources, and staging areas and proposed fire line construction 
plans.
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During large-scale disasters, politicians and other high-level government 
officials are often compelled to visit the incident first-hand to assess over-
all impact and to provide support.  To effectively carry out these visits, it is 
important for emergency responders to provide a comprehensive situation 
overview and to have access to affected areas and affected citizens.  Dur-
ing the Southern California wildfires siege, numerous elected officials 
constantly visited the incident.  Some of these officials included U.S. 
President George W. Bush, California Governor Arnold Schwarzenegger, 
California Secretary of Agriculture Ann M. Veneman, and numerous other 
state and local politicians and officials. 

In a separate briefing for President George W. Bush, with former Gov-
ernor Gray Davis and Governor Schwarzenegger in attendance, GIS-
produced hard-copy maps showed fire extent, property damage, fire lines, 
fire perimeters, and vegetation mortality.  Meanwhile, online maps at 
www.calmast.org helped to disseminate timely information to the public, 
evacuation centers, and journalists. 

In addition to providing maps to fire staff, law enforcement, and gov-
ernment officials, maps provided valuable information to displaced citi-
zens.  The thousands of evacuated people were given highly detailed maps 
on a daily basis to illustrate where the fires had progressed and which 
homes and neighborhoods had been destroyed or saved.   

GIS-generated map books were distributed to crew leaders and fire-
fighters who responded from outside the area to assist local first respond-
ers and firefighters. 

These map books contained information and maps such as 
Areas of Safe Refuge 
Staging Areas 
Potential Incident Command Posts 
Community Protection Priorities 
Hazardous Areas That Were Deemed Unprotectable  
Critical Facilities 
Transportation Routes and Road Networks 
These maps assisted firefighters from outside the area to become 

quickly oriented and to understand protection priorities and unsafe areas 
quickly with high-quality and detailed maps. 

Moderate Resolution Imaging Spectroradiometer (MODIS) was used 
when conditions made it difficult for helicopters to fly and record perime-
ters.  These conditions existed when winds were extreme and/or smoke 
made it difficult to fly through or observe the location of fire perimeters.  
MODIS data is collected from two low-orbiting (800 km) satellites called 
Terra and Aqua that transmit data twice a day. 
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Some of these data sets are calibrated radiance, geolocation fields, 
clouds mask, aerosol, and precipitable water.  The MODIS satellites ob-
serve earth through 36 bands with three different resolutions (1 pixel = 
250 m, 500 m, or 1 km [at nadir, 6 km at edge]).  MODIS data collected 
for the wildfires was one-kilometer pixels that exceeded 1,000 degrees.  
These points would collectively demonstrate a close approximation of the 
fire perimeters.  This data would be approximately six hours old when col-
lected and posted. 

7 Utilizing Data Visualization 

At daily briefings, 3D GIS technology provided firefighters with views of 
the terrain by displaying digital elevations of the earth’s surface and high-
resolution imagery draped over the digital elevation models to create a re-
alistic view of the affected area that could be navigated, toured, and flown 
through.  During the briefing, GIS provided a virtual tour of the fire pe-
rimeters, potentially affected areas, and the overall progress of the events.  
Firefighters were updated with topographic features, such as ridges, that 
might be suitable for constructing a fire line well in advance of the fire.  
This type of orientation and contingency planning saved time and created a 
common understanding among fire crews of what actions were needed at 
very specific locations.  Firefighters requested this type of technology 
briefing for all of the command posts.  

8 Pinpointing New Fire Lines and Creating Contingency 
Plans Using Mobile GIS 

Mobile GIS helped emergency responders prepare for the potential spread 
of fire to other communities not yet affected by the spreading fires. 

The San Bernardino County Fire Department used mobile GIS on hand-
held devices to create digital maps and contingency plans for the Big Bear 
community in the event that the Southern California Old Fire scorched its 
way past firefighter perimeters.  Staff went to Big Bear City, one of the 
communities potentially threatened by the Old Fire, as a contingency de-
tachment.  They were tasked with addressing the possibility that the Old 
Fire might spread past the adjacent Lake Arrowhead community (a com-
munity that was being impacted by the fire) and toward Big Bear Lake, a 
heavily populated resort community in the San Bernardino National For-
est.  This GIS staff operated out of a mobile computing laboratory (at the 
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Big Bear Incident Command Post) featuring state-of-the-art hardware, 
software, plotters, signage equipment, and other technologies. 

In the aftermath of the contingency planning, the new Big Bear maps 
were brought back to the Incident Command Post for final fire response ef-
forts, reentry operations, and rebuilding work.  

A second group also using the services of the GIS unit was the public 
information officers, who are responsible for handling public and media 
inquiries.  Digital and paper fire maps showing fire perimeter, fire progres-
sion, fire break, property data, and more helped inform affected communi-
ties as to what was going on and support the media in their reporting ef-
forts.  The third group consisted of fire and GIS experts who used digital 
three-dimensional maps to present the latest status of the fire, its contain-
ment, and final plans to senior government officials.  Digital maps that 
were made for operations, for example, only had to be altered slightly for 
the information group.  GIS made these types of alterations possible in just 
minutes.

9 GIS in San Diego County, California 

On October 25, 2003, a human-caused (arson) fire began near the moun-
tain town of Ramona in San Diego County, California.  Known as the Ce-
dar Fire, the speed and ferocity of the blaze required thousands of fire-
fighters and other emergency responders.  Much of the GIS-based 
emergency response to the San Bernardino County fires described above 
took place in a similar fashion in San Diego County. 

For the San Diego fires, the California Department of Forestry and Fire 
Protection deployed a GIS trailer and staff to San Diego to support the 
CDF GIS team members.  The trailer became a 24-hour information re-
source, providing firefighters and others with continuous accurate mapping 
and analysis.  GIS team members produced hundreds of detailed maps in-
tegrating multiple information sources from field observations and infrared 
camera-equipped helicopters.  Similar to the Grand Prix, Old, and other 
Southern California fires, the San Diego Fire morning briefings included 
full-size map plots showing fire progression, fire containment, bulldozer 
lines, and other critical data.  GIS enabled effective allocation of crews, 
bulldozers, engines, aircraft, and other assets.  
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10 Post Fire Analysis for the San Bernardino County Fires 

Helped by a change in the weather, firefighters eventually gained the upper 
hand on all of the Southern California wildfires.  By that time, they had 
consumed approximately 700,000 square miles.  The MAST GIS lab 
quickly stepped up to support many government efforts to map destroyed 
homes and analyze debris flow risk. 

One of the immediate needs was to determine structure loss and struc-
ture damage.  Field reconnaissance began, which frequently involved as-
sessment teams walking the burn perimeter with GPS receivers to deter-
mine the extent of the fire.  The MAST team created several damage 
assessment applications that involved use of a Tablet PC to conduct wind-
shield surveys of damage assessment.  This allowed agencies to quickly 
understand which and to what extent homes and structures were damaged.  
More than 2,000 homes were destroyed and several thousand homes were 
damaged.  Field personnel also used GIS land parcel data to record damage 
and store it in the GIS database.  By clicking on a particular parcel, a sim-
ple form appeared that allowed the field inspector to categorize structures 
as destroyed, damaged, or unaffected.  This form also allowed users to 
provide additional comments to further clarify the extent of damage and 
capture digital pictures linked to the particular land record parcel. 

This triage information was then downloaded at the end of each day to 
the central GIS database.  The results of this data collection could then be 
displayed on the map using GIS with color-coded results.  More detailed 
information could be obtained by clicking on the parcel record.  Parcel re-
cords contain tax assessment information and property values.  Quick es-
timates of financial loss could be calculated within the GIS application.  
The use of these tools made damage assessment data collection more effi-
cient, saved time, and allowed further analysis of the fire behavior and 
structural loss much easier. 

In addition to the information collected for damage assessment, other 
beneficial analysis could be conducted.  By viewing the structural damage 
on the map with other GIS data layers (fire perimeters, burn intensity, to-
pography, surrounding vegetation types, vegetation mortality, age of struc-
tures, construction types etc.), it became possible to understand what struc-
ture features and physical features performed worst (or best) during a 
wildfire.

Many other teams immediately set out to assess the effects of the fires 
on vegetation and soil and analyze the increased risk of runoff and flood-
ing until the burned areas recovered.  Specifically, the Federal Emergency 
Mapping Agency (FEMA) initiated the development of its Postfire Advi-
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sory Flood Hazard Maps to assist homeowners and state, local, and federal 
agencies in recognizing and addressing the increased flood risks.  To begin 
to model and understand potential flood and debris movement, burn inten-
sity had to be identified.  The increased incidence of catastrophic wildfires 
in the western United States and the encroachment of development into 
fire prone ecosystems have created a critical need for methods to quantify 
potential hazards posed by debris flows produced from burned watersheds.  
Debris flows are one of the most hazardous consequences of rainfall on re-
cently burned hill slopes, and agencies are beginning to use GIS tools to 
determine both the probability and magnitude of such destructive events 
from individual drainage basins.  One of the critical elements in calculat-
ing debris movement is burn intensity.  To create burn intensity maps, cur-
rent imagery was collected.  Using imagery, GIS could analyze which 
landscapes had burned with high, moderate, or low intensity.  With this in-
formation, the United States Geological Survey Service (USGS) used 
slope, soils, and other data to evaluate potential debris flow risks in the 
high burn intensity areas.  These USGS maps show preliminary assess-
ments of the probability of debris flow and estimates of peak discharges 
that could be generated by debris flows issuing from various burned areas.  
Specifically, models were created to estimate flow in response to various 
intensities of rainstorms. 

On December 25, 2003, rainfall on exposed slopes generated debris 
flow and floods from basins throughout the burned area.  These events led 
to the deaths of 16 people in Waterman Canyon and Devore Canyon.  In 
this event, too, emergency personnel used GIS to help guide rescue and re-
covery operations and gain a better understanding of the tragedy.  The pub-
lic safety officials responsible for managing the flood recovery used the 
MAST GIS Center to provide the required information, analysis, and map-
ping to manage the floods. 

After the flood incidents had been controlled and the search, rescue, and 
recovery efforts were over, county officials implemented an emergency 
notification system.  Using the GIS streets data, addresses, and emergency 
telephone database, a notification application was put into operation.  
Small residential areas or polygons that could be affected by debris move-
ment and floods were predetermined and mapped.  Remote sensors meas-
uring rainfall were placed on vulnerable slopes that had experienced high-
intensity fire.  Using GIS, flood models were run for these vulnerable 
slopes in order to better understand and predict the potential of debris 
movement.  From these models, thresholds were established for emergency 
notification to potentially affected citizens.  Based on a volume of rainfall 
within a specified time frame (i.e., one-half inch of rain within a one-hour 
time period), the appropriate phone numbers (from the address/telephone 
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database) within the premapped areas would be called with an emergency 
evacuation message. 

11 Counting the Costs 

In early November 2003, President Bush had already declared five South-
ern California counties federal disaster areas.  In the two months following 
that declaration, $176 million in disaster relief was approved.  Disaster re-
lief and recovery efforts were managed by 17 federal agencies and 35 state 
departments and agencies staffed by 481 FEMA personnel and 411 per-
sonnel from other agencies. 

These costs are only the beginning of the toll of the Southern California 
wildfires. Burn assessment and landslide mitigation efforts continue to this 
day. Public health officials are considering the long-term effects of smoke 
exposure on local children.  In addition to the environmental and health re-
percussions, the economic impact to mountain communities will be felt for 
years.  However, in these efforts, the MAST program continues to play an 
important role and serve as an excellent example of what can be accom-
plished when agencies work across traditional boundaries to best accom-
plish shared goals.

12 Concluding Remarks 

The 2003 Southern California wildfire incidents represent a best practice 
for multiple government agencies collectively preparing, collaborating, 
sharing information, and responding to a major emergency event.  Looking 
to the future, the MAST operation can act as a model of how public and 
private agencies can work together on disasters as they occur.  More im-
portantly, these lessons can assist all agencies looking for methods to pre-
pare and mitigate homeland security threats in the wake of the events of 
September 11, 2001. 

Agencies must share information, plan together, develop mitigation 
strategies, and become jointly prepared.  GIS is a tool that can facilitate 
this requirement.  GIS is able to take complex problems and analyze all of 
the related issues and provide answers in graphic form that can be effec-
tively communicated and understood.  This provides various agencies with 
the ability to create a common vision, common language, and common un-
derstanding of the problem as well as prioritize needs and the appropriate 
mitigation requirements. 
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The focus and requirements of crisis management at the local commu-
nity level today include 
1. Improving continuity of government/operations 
2. Empowering employees with personal workplace disaster plans 
3. Evaluating infrastructure vulnerability 
4. Reducing vulnerabilities 
5. Improving intelligence coordination 
6. Strengthening individual and community preparedness for all disasters 
7. Continuing building our capability to respond to nuclear, biological, 

and chemical events 
8. Developing greater capability to rescue victims from collapsed struc-

tures
9. Supporting regional and state efforts in terrorism preparedness and re-

sponse
10. Improving operational coordination to disasters at large venues 

GIS is a technology that can support all of these requirements.  As peo-
ple with different missions begin to work together and form relationships, 
the possibility for multiple agency planning and preparedness becomes 
greater, and GIS can play a critical role in facilitating this.  Using GIS for 
homeland security, emergency and disaster management is another way to 
leverage an investment that has multiple benefits. 
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Abstract

Actual and high-quality data and information – in the most cases spatial 
data or geo-information (GI) - are the foundation for decision making in 
disaster management especially in situations where losses are to be mini-
mized and lives are to be saved. Data and technology suppliers are talking 
about the magic thing: the “user” or “end user”. But, providing innovative 
products hoping the user will be positive about and spend a lot of money 
for means more than asking “who is the user?” and “where can he be 
found?”.  

Anyhow, those products shall support information flows and working 
processes, often without having the time or chance to reconsider and dis-
card decisions. First of all, data and information products must be available 
and usable, i.e. they must be known and available in that form and time 
they are needed. Technological solutions must be application-oriented, 
aiming at fulfilling the user’s needs in his specific environment.  

These facts are taken up by the Special Interest Group “Disaster Man-
agement” under the umbrella of the “Geodaten-Infrastruktur Brandenburg 
(GIB)” in one of the eastern states of Germany. In the GIB framework a 
network of administrative players, data and software suppliers, scientific 
institutions and users of geographic information is developed and coopera-
tions and reconciliations are established to build up a local Spatial Data In-
frastructure (SDI). The initiative aims at the interdisciplinary and cross-
institutional availability and usability of spatial data, its opening for vari-
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ous working fields and the establishment of an information and communi-
cation platform for administration, industry, science and society according 
to GI. 

In the following the potentials of GI, geographic information technology 
(IT) and SDI for disaster management are identified. First cognitions and 
results as well as implementation approaches under involvement of the 
“users” are presented to provide application-oriented support to the effec-
tive disaster prevention and coping. 

1 Introduction: Spatial Data Infrastructure - What is it? 

1.1 GI and IT as Resources in Disaster Management 

Geo-information provide an enormous variety of content and know-how 
that can be used in the context of disaster management. Reference data 
mirror facts and circumstances on the earth’s surface. They provide a basis 
for spatial referencing of thematic data which give an account of issues in 
the context of environment, infrastructures, statistics etc.  

Topographic maps are used for micro-scale demonstrations whereas sat-
ellite images play an important role visualizing macro-scale processes and 
changes of the landscape. With their increasing resolution they among oth-
ers enable the visual detection of damages due to an extreme flood event. 
Linked with this valuable reference information thematic data like land use 
data, utilities maps and demographic distributions actually provide essen-
tial information concerning the characteristic of appearances, facts and re-
lations and thus act as input for modeling, scenarios and simulations on the 
one hand and on the other hand as foundation for planning and coordina-
tion of measures and in this way for decision support.  

Modern information technology is seen as driving engine while using 
spatial data and geographic information as resource in disaster manage-
ment. The increasing storage and processing capacity, increasing network-
ing of actors and resources via internet and effective communication chan-
nels lead to complex and seminal solutions. Geographic information 
systems (GIS), spatial enabled databases, internet map services and mod-
ules for mobile data acquisition are some examples bearing high potentials 
for disaster management. 

The usage of common architectures and established standards for data 
and interfaces is the decisive precondition for the cross-institution and in-
tegrating use of data. International standardization of data and services en-
sures openness and flexibility of applications and the integration of com-
plementary tools to cope with sophisticated questions and processes. 
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Standardization associations like the Open Geospatial Consortium (OGC), 
the International Standardization Organization (ISO) and the World Wide 
Web Consortium (W3C) provide corresponding specifications that are 
more and more picked up in application development.  

1.2 Spatial Data Infrastructure: Framework for the Opening of 
Spatial Data 

To ensure suitable conditions using spatial data as foundation for complex 
applications in any field of work the establishment of a framework is re-
quired which arranges and warrants the availability and usability of spatial 
data as well as of spatial information technologies. Spatial data infrastruc-
tures bring out such frameworks and according to Nebert (2001) are de-
fined as

„base collection of technologies, policies and institutional arrangements that fa-
cilitate the availability of and access to spatial data. The SDI provides a basis for 
spatial data discovery, evaluation, and application for users and providers within 
all levels of government, the commercial sector, the non-profit sector, academia 
and by citizens in general“.  

Thus, various components at different levels are to be implemented to 
build up a spatial data infrastructure. The organizational level comprises 
networking and interactions between administration, industry, science and 
society aiming at the coordination and sustainment of the SDI’s institu-
tionalization and the realization of the relating concepts and measures. The 
political and legal level defines access and use conditions, pricing models 
etc. and anchor the infrastructure concept in the principles and statutes of 
the institutional framework. At the data level integration and the genera-
tion of transparent and comprehensible offers are to be provided to open 
GI for application and to ensure the development of a “geo-information 
market”. The technological level aims at the introduction of standardized 
interfaces and the securing of interoperability of heterogeneous applica-
tions. According to that, the implementation of organizational structures, 
the definition of responsibilities, the documentation and publication of data 
sources and services considering the introduction of standards and ap-
proved concepts and the unification of access and usage rights become ap-
parent as essential actions to realize a sustainable spatial data infrastruc-
ture.
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2 Disaster Management as Focusing Field of Work 

Natural and man-made disasters like extreme floods, earthquakes, forest 
fires, hurricanes and terrorist attacks are events of high hazard potential. 
Leading to damage or destruction of property, infrastructure, health and 
life they cause impacts that are to be prohibited. This is the goal of disaster 
management: Disaster management comprises different stages in a cycle 
starting with the mitigation and the preparation for an expected disastrous 
event, going on with its real occurrence and the taking of measures to pro-
hibit and reduce its impacts. Actions of recovery subsequently pass again 
into the stages of mitigation and preparation. In the following disaster 
management means the totality of measures referring to mitigation, pre-
paredness, response and recovery (FEMA 2001). 

2.1 General Requirements in Disaster Management 

Each of the stages of disaster management requires the orientation on gi-
ven and potential events and situations and the making of decisions. The 
foundation for decision making is funded information derived from actual 
and high-quality data. Managing, conditioning, analyzing and processing 
as well as presenting such data and information depend on information 
technological applications, e.g. data warehouses, information systems, dis-
patching and coordinating systems and tools like mobile devices.  

The definition of tasks, the operation of processes and the formulation 
of significant results of analyses, modeling and simulations many times 
trace back to scientific algorithms and procedures. Disaster research in par-
ticular is aiming at understanding the origin and the occurrence of extreme 
events by natural and man-made disasters and reproducing their impacts. 
New and scientific substantiated procedures, information products, ser-
vices and technologies for an improved disaster management are devel-
oped in this environment of research and development (R&D).  

To ensure well-structured measures previous to, during and following 
disastrous events, the knowledge of suitable resources and their character-
istics like features, availability and usability as well as possible interac-
tions is required. Their documentation and evidence by metadata (descrip-
tive “data about data” and information platforms like WWW-portals is of 
high importance but also embedding disaster management and the different 
actors and decision makers in effective and superior organizational struc-
tures.

Thus, the general requirements of disaster management comprise  
disaster relevant data and information products, 
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disaster relevant methods and procedures, 
disaster relevant tools and technologies and a 
suitable organizational environment 

and can be summarized as the availability of the right information as foun-
dation for decision making at the right time at the right place and in the 
right form. 

2.2 Barriers 

The variety of data sets and information nearly comes along with the vari-
ety of data suppliers, responsibilities and access regulations. In Germany 
most of the available (spatial) data is held by the communities and by fed-
eral and national agencies. Central „shops“ distributing cross-institution 
products hardly do not exist which results in enormous expenditures in ob-
taining data on the part of users and clients. Scarcely transparent and com-
prehensible offers, inconsistent access and use constraints enforce that ef-
fect. Moreover, varying data structures and proprietary formats complicate 
the integration and common usage of data. 

Even R&D organizations and enterprises produce and hold manifold 
data stocks. In science, up to now data and solutions have been exchanged 
primarily between research institutions, but the dissemination of results 
and information products to non-research target groups is pursued increas-
ingly. The development of disaster management applications by IT indus-
try many times is rather geared to technological innovation than to the us-
ers’ requirements. The lack of early dialogue between industry and user 
results in the lack of consideration of given organizational and financial 
basic conditions and of customization of state-of-the-art products. Thus, 
incompatibility of systems and solutions as well as isolated applications 
for the realization of complex scenarios enforce the problem of difficult in-
tegration and usability of disaster relevant data and information within the 
scope of multi-actor decision making. 
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3 User-Oriented Support of Operational Disaster 
Management: Methods of Resolution inside the SDI of 
Brandenburg

3.1 Spatial Data Infrastructure Brandenburg and Disaster 
Management

In Brandenburg, one of the eastern federal states of Germany, the initiative 
„Geodaten-Infrastruktur Brandenburg (GIB)“ was founded in 2001 foster-
ing the implementation of the Brandenburg SDI (KÖHLER 2003). In 2004 
the Brandenburg Parliament resolved upon the constitution of an inter-
ministerial committee and the formulation of a master plan as basis for the 
realization of the local spatial data infrastructure.  

Its potentials are to be exploited for different branches and among others 
for disaster management. Thus, a workshop dealing with „GIS und spatial 
data in disaster protection in Brandenburg“ for the first time brought to-
gether responsible players of the Ministry of Interior, of the communities’ 
disaster management as well as GIS experts, data and software suppliers 
and GeoForschungsZentrum Potsdam (GFZ) as local research institution. 
Expected added values by spatial data, modern information technology and 
the establishment of a common infrastructure were demonstrated by pres-
entations. Furthermore, working groups examined weak points of present 
situations and formulated first methods of resolutions. 

3.2 Necessary Actions 

The discussions exposed calls for actions at different levels: First of all a 
lack of communication between the players in local operational disaster 
management was stated. This affects both the communication between 
communities and state, between communities themselves and between par-
ticular agencies and staff positions. The dissemination and exchange of 
disaster relevant data and information do not follow present possibilities 
and software systems and solutions supporting manifold processes and 
workflows, e.g. information systems or complex dispatching and manage-
ment systems, do hardly exist in control centers. The availability and exist-
ing access points to digital data sources in many cases are unknown and 
the acquisition is too laborious. These facts hamper processes and coordi-
nation especially in time-critical decision needs. 

The resulting demands become apparently: Fostering of coordination 
and communication between all participating groups and provision of dis-
aster relevant data and information as foundation for decision support and 
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under consideration of modern information and communication technol-
ogy.  

Following measures are to be realized to guarantee support of processes 
and workflows and effective disaster prevention and coping: 

Organizational measures: Introduction of well-defined organizational 
structures with involvement of operational disaster managers; analysis 
of working processes and the specific actors’ requirements; determina-
tion of unified information flows. 
Measures to ensure optimized availability and usability of spatial data: 
Establishment of transparent data offers; introduction of suitable usage 
conditions for disaster coping; unification of data and information man-
agement. 
Technological measures: Implementation of services providing disaster 
relevant data and information; development of application-oriented pro-
totypes; usage of approved architectures and standards. 
In this context the initiation of pilot projects and the transfer from re-

search and development to application play an essential role. Institutions of 
disaster research like GFZ Potsdam and the Center for Disaster Manage-
ment and Risk Reduction Technology (CEDIM) as well as networks of GI 
industry are valuable partners. 

3.2.1 Special Interest Group “Disaster Management” 

To realize these approaches a Special Interest Group (SIG) Disaster Man-
agement was founded subsequent to the workshop described above. As 
part of the GIB initiative it consists of representatives of the Ministry of 
Interior, the local fire departments, the communities’ GIS experts, the geo-
detic survey and of GFZ Potsdam. Its goal: optimization of access to and 
usage as well as exchange of disaster relevant information. Common pro-
cedures in data and information management shall be implemented and ar-
rangements on spanning information and communication be reached. Ex-
isting gaps are to be detected and methods of resolution developed and 
realized by pilot projects and test beds. Thus, real application orientation 
and know-how transfer is expected. Cooperation with scientific projects 
and neighboring regions and moreover the orientation on national and in-
ternational activities are aspired to guarantee information exchange, flexi-
bility and interoperability. In detail the tasks comprise the  

examination of concrete scenarios referring to potential hazardous 
events including the interactions of responsible actors at different levels 
and the usage of spatial data, software applications etc., 
formulation of a catalogue of requirements according to organizational 
structures and the usage of spatial data and information technology,  
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deduction of optimizing strategies and recommendations, 
organizational and technological realization of methods of resolution in 
pilot projects and the  
reconcilement with further developments in the context of GIB, eGov-
ernment und similar initiatives in close-by (federal) states etc. 
These activities result in the locking up of a master plan aiming at a 

common and unified technical and organizational infrastructure as founda-
tion for the development and operation of control centers and staff posi-
tions in disaster management. 

3.2.2 Current Works 

The analysis of the users’ requirements must be the foundation for further 
activities and measures, looking at specific surroundings and working 
processes. During the first workshop requirements on organizational and 
IT aspects were already addressed. Moreover, a survey was started by 
GeoForschungsZentrum Potsdam and Ministry of Interior to consolidate 
the workshops’ results: It covers both existing and required data and tech-
nological resources in authorities, fire departments, control centers etc. in-
cluding detailed queries on characteristics, features and problems.  

At a second event different services, systems and applications were pre-
sented to demonstrate existing solutions for data and information dissemi-
nation and sharing. Currently, the SIG deals with the analysis and evalua-
tion of such procedures and systems. Afterwards a concept will be 
formulated to initiate first steps relating to real implementations. Thereby, 
the connection to the Brandenburg SDI initiative bears a lot of advantages: 
The implementation of standardized web services to provide data and 
metadata to the public is seen as essential foundation for more complex 
scenarios in disaster management. 

Furthermore, there are projects planned linking operational disaster cop-
ing with disaster research. Risk analyses as future results of different sci-
entific investigations are examples for valuable output that can be provided 
in form of maps, web service, software modules etc. 

4 Conclusions 

Spatial data and geographic information technologies bear numerous po-
tentials for the protection of and coping with natural and man-made disas-
ters. However, manifold organizational groupings and responsibilities, 
proprietary data structures and incompatible systems and solutions hamper 
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the effective exploitation of these resources. The establishment of spatial 
data infrastructures as frameworks ensuring the optimized availability and 
usability of spatial data and information is required to steer and optimize 
processes and work flows under participation of administration, industry, 
science and citizens.  

Following added values are expected under the consideration of these 
approaches:

development of complimentary organizational structures and networks 
initiation of pilot projects and transfer of know-how and technology 
from R&D to application  
supply of application-oriented data and information products as well as 
of interoperable software tools and services.  
The usage of approved standards on the one hand and the involvement 

of the users during the preparation stage of the particular infrastructure 
modules already is the precondition for the approach’s success. Finally, the 
result is the optimization of working processes in all the stages of the dis-
aster management cycle.  
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Abstract

Today, geo-information acquired by remote sensing techniques is more 
and more used for the management of all the phases of a crisis or disaster 
situation. Information is generally provided either by spaceborne or by air-
borne instruments. However, both technologies suffer some limitations. It 
is thought that a High Altitude Long Endurance (HALE) Unmanned Aerial 
Vehicle (UAV) can combine advantages of both approaches and reduce to 
the minimum the disadvantages. The Flemish Institute for Technological 
Research (Vito) has therefore decided to develop a system combining a 
HALE UAV with some state-of-the-art high resolution sensors for Earth 
Observation in the framework of the PEGASUS project. The present paper 
describes the project concept, the payload definition and some possible ap-
plications in the framework of disaster management. 

1 Introduction 

Remote Sensing (RS) is traditionally performed by either airborne or 
spaceborne systems, each having distinct advantages and disadvantages. 
Airborne systems operate mostly around several hundreds of meters for 
helicopters  and up to 2 to 10 km above sea level for airplanes. They offer 
great flexibility, short response times and are able to generate very high 
resolution data (typically few cm). They are however expensive to operate 
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and their operation is strongly limited by air traffic control constraints and 
by weather conditions. The coverage is also limited as typical swaths are 
about a few kilometers. Furthermore, the instruments are subjected to se-
vere vibrations as the aircraft are operating in an unstable part of the at-
mosphere. Due to these turbulences, it is difficult to navigate the aircraft 
along the planned lines. State-of-the-art Inertial Measurement Unit (IMU) 
and differential GPS systems are therefore a must to allow a correct and 
accurate geo-referencing of the image during post-processing in a short 
turn-around time. 

Spaceborne systems offer a very stable platform and allow global cover-
age (e.g. SPOT Végétation produces daily a global coverage of the earth at 
1km ground pixel size). Although the resolution of the satellites has im-
proved significantly (e.g. IKONOS provides panchromatic images with a 
1m ground resolution), it is still considerably inferior to the spatial resolu-
tion of airborne systems. Moreover, due to orbital mechanics, satellites are 
either limited to focus always at the same area of the earth or to pass over 
certain regions at regular time intervals. In the latter case, regions suffering 
of frequent cloud cover require long acquisition periods (up to more than a 
year) before an area is completely imaged. 

During the last years, satellite images are more and more used for disas-
ter management as the International Charter  “Space and Major Disasters” 
(Béquignon 2004) offers the possibility to obtain free images. However it 
is clear that the current situation is still insufficient: decision makers do not 
receive geographical information with adequate spatial resolution and/or in 
due time. Furthermore, there is no real database of high spatial resolution 
images (like IKONOS or Quickbird) that can be used for a precise estima-
tion of the damage consequent to the disaster (e.g. earthquake). 

2 The PEGASUS Project 

As an alternative to conventional airborne and spaceborne platforms, the 
PEGASUS (Policy support for European Governments by Acquisition of 
information from Satellite and UAV-borne Sensors) project will use an 
unmanned aerial vehicle (UAV). It is thought that solar High Altitude 
Long Endurance (HALE) Unmanned Aerial Vehicle (UAV) can combine 
advantages of both approaches and reduce to the minimum the disadvan-
tages. This initiative is officially supported by the Flemish Government 
(Belgium) that decided to fund the acquisition of the platform in June 
2004. 
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The solar HALE UAV platform (also called stratellite) will be able to 
operate at middle European latitudes (52° North) between 14 and 20 km 
altitude for weeks to months without landing. The system will be powered 
by a combination of solar energy cells and batteries. In a later phase, bat-
teries may be replaced by fuel cells. 

Despite its aptitude to cover large areas (up to 125.000 km2 on a yearly 
basis), dedicated missions (e.g. limited continuous survey of small areas 
with a high information update rate) are definitely within the scope of the 
project. This can be very useful for disaster prediction, detection, evalua-
tion, management and recovery phases. 

Four high resolution instruments will equip the stratellite. The instru-
ments selection has been performed on the basis of the user community re-
quirements (Fransaer et al. 2004).  A multispectral digital camera will be 
developed first. Later on, a laser altimeter, a thermal camera and a Syn-
thetic Aperture Radar instrument will complete the suite of sensors. The 
synergy of the sensors will ensure the system to provide all weather, day 
and night, high quality data. The data will be directly downlinked to a mo-
bile ground station and forwarded to a central Processing and Archiving 
Facility (PAF). After standard processing, the collected data will be avail-
able for the stakeholders in near real-time via internet. The system will de-
liver data and information that are directly usable for programs like the 
Global Monitoring for Environment and Security (GMES) as well as for 
medium and small scale mapping applications. 

The HALE UAV will be controlled via an autonomous mobile ground 
station operating within a radius of 150 km. The trajectories will be pre-
programmed up to 3 days in advance but direct control of the platform by 
an operator/pilot is also foreseen. This will allow a great flexibility of the 
system on an operational basis. The UAV carrier itself can also be trans-
ported in containers and the take-off takes typically few hours. Rapid de-
ployment of the whole system will thus be possible if required. 

The system is set to fly its first demonstration tests in 2005, in Belgium.
Later on it is foreseen to develop a fleet of HALE UAVs hovering above 
the whole of Europe. 

2.1 Why solar High Altitude Long Endurance (HALE) UAVs ? 

The use of Unmanned Aerial Vehicle (UAV) offers two main advantages 
as compared to conventional Aircraft: 

the unmanned character allows very long uninterrupted missions (e.g. 
relay for telecommunication), 
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the platforms may hover above dangerous areas avoiding the sacrifice of 
people in order to gather crucial information (e.g. for disaster manage-
ment purpose like in Chernobyl in 1986). 
These aspects were directly understood by military services that origi-

nally developed the concept of UAV. The use of Unmanned Aerial Vehi-
cles however grows nowadays drastically within the civil community. Ac-
tually about 400 different officially registered UAVs exist, scaling from 
few centimeters (micro UAV) up to 70m wingspan (Helios prototype or 
Global Hawk) or to more than 200 meters (stratospheric balloons). The 
range of weights encountered for UAV starts form several grams and go 
up to tons and the altitudes reached by unmanned platforms vary between 
several cm up to nearly 31 km above sea level (the Helios prototype holds 
the world altitude record for non-rocket powered aircraft by flying to 
96,863 ft in August 2001).  

According to EURO-UVS (2003), the majority of UAVs is still in a de-
velopment stage, but nearly 30 of them are already market ready. Beside 
the military and security aspects, they can be used for telecommunication 
and for earth observation (mapping, vegetation, risk management (fire, 
earthquakes, inundations, …), environmental monitoring, local monitoring 
(archeology, detection of unauthorized oil spills, leakage in pipes, high 
voltage cable survey), etc….).  

Most UAV’s are aerodynamic, i.e. generating lift by moving (airplane 
or flying wing design) but aerostatic systems (blimps or balloons) are cur-
rently also in development. The latter ones rely on very large volumes 
(200.000 m3 or more) of helium to provide lift, which allows very large 
payload to be carried. However, steering such large volumes requires a 
large amount of power and such carriers are more sensitive to their envi-
ronment (e.g. high wind speeds). According to Küke (2000) these systems 
are likely to be an order of magnitude more expensive than aerodynamic 
systems. 

The choice of using a High Altitude platform was directed by two major 
elements: 

for safety reasons, the platforms should affect the current air traffic (up 
to 12 km altitude) as little as possible, 
in the low stratosphere (between 14 en 25 km) wind speeds are lower 
and turbulences limited, what confers a better stability to the UAV. 
It was therefore opted for a UAV able to remain between 14 and 20 km 

altitude. To fulfill the user requirements,  the platform should be able to 
survey large area and/or to be available rapidly for emergency situations 
when required (e.g. forest fires in the Mediterranean area). The platform 
should therefore be able to move relatively rapidly (aerodynamic concept). 
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Furthermore, in order to restrict to the minimum the number of take-offs 
and landings of the UAV (crossing the air traffic corridors) and in order to 
optimize the image acquisition costs, it was opted for long endurance mis-
sions (weeks to months continuous survey). Finally, small light weight 
UAVs were preferred to large ones for both safety (in case of loss of con-
trol) and for engineering (physical constraints on the structure of the car-
rier) reasons. These latter aspects insure also better maneuverability. 

The long endurance character implies the solar character of the UAV as 
nuclear power supply is technologically also possible (Graham-Rowe 
2003) but not an acceptable due to the risks involved in case of a mishap. 
The solar character offers also the advantage to be environmental friendly 
(totally free of polluting emissions). 

In the specific context of crisis management, HALE platforms are cer-
tainly of greatest interest as they are easily dirigible and able to cover a 
large area on the one hand or able to remain above a dedicated area for a  
long period on the other hand. The High Altitude character of the system 
allows for efficient mission planning (above air traffic control). Moreover, 
unlike manned aircraft, no time is wasted for flight clearance, transfer 
flights or crew replacement and data acquisition can be performed con-
tinuously for very long periods.  

3 Characteristics of the Payload and Possible 
Applications

Weight, power consumption and volume are the keywords constraining the 
design of the payload (instruments and auxiliary systems). The payload of 
the solar HALE-UAV that will be used within the framework of the 
PEGASUS project is limited to a maximum weight of 2 to 3 kg,  unless the 
solar HALE UAV is scaled up. The power supply for the instruments is 
about 50 watts. The rest of the power generated by the solar cells is used 
by the flight systems itself. The volume constraint is probably the most dif-
ficult one to deal with: the different sensors should be designed to fit 
within the limited volume and the irregular shape of the aircraft’s fuselage. 
In the future, the UAV platform should evolve in a manner that it will be 
able to carry heavier payloads and provide more power. 

As previously mentioned, four different kinds of sensors are foreseen at 
the present moment: a Multispectral Digital Camera (MDC), a LIght De-
tection And Ranging sensor (LIDAR), a digital thermal camera and a Syn-
thetic Aperture Radar (SAR). The sensors to be developed are based on 
well known and proven technology. This allows to reduce significantly the 
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time effort as well as the costs for development. The different instruments 
will be defined and developed in sequence allowing a possible response to 
changes in the market. Costs for data processing will also be significantly 
reduced by designing the instruments to the constraints of the require-
ments, but not better (data have to conform to the applications’ require-
ments but not exceed them, what implies that the instruments will deliver 
data that are “just good enough”).  

Knowing that the images will be processed in a semi-automatic way and 
made available via internet within one hour, decision makers will be able 
to rapidly access very high precision and high accuracy geographical in-
formation. This point is critical for a performing management of crisis and 
disaster situations. Moreover, because all the data acquired by the solar 
HALE UAV will be stored in a huge database, a rapid evaluation of the 
damages will be possible by comparing the situation before and after the 
disease.

3.1 The Multispectral Digital Camera (MDC) 

The Multispectral Digital Camera will provide images in up to 10 narrow 
spectral bands (10 nm individual band width) in the visual and near-
infrared spectrum (400 – 1000 nm). From an altitude of 20 km, the ground 
pixel size will be 15 to 20 cm. The  instrument will be composed by 12000 
pixel wide line CCD arrays (see Reulke 2003 for an overview of available 
sensor technology) providing a swath width of 1800 to 2400 m.  

A position accuracy of 15 cm will be guaranteed by the combination of 
a high-grade position and orientation systems, the forward oversampling 
(pushbroom system flying at low speed) and the use of ground control 
points. The Multispectral Digital Camera is the first instrument to be im-
plemented. 

3.2 LIDAR 

Covering the same swath as the MDC, the LIDAR instrument will provide 
elevation information with a point density between 1 point per 2-4 m2. The 
pulse repetition frequency is set to 15 kHz, which will produce a point 
density of 1 point per 2.5 m2in the best case. The instrument will record the 
first and last reflected pulse, and the intensity of the reflected pulses. 
Higher point densities useful for detailed city mapping (e.g. Noble and Nix 
2003) can be obtained by multiple overpasses over the same area. Combin-
ing that information with images of the Multispectral Digital Camera, or-
thophoto can be produced. Moreover, LIDAR data will allow a statistical 
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improvement of a Digital Surface (or Terrain) Models, e.g. coastal zone or 
flood plane mapping. 

Being an active instrument, the main challenges in the design of the 
LIDAR are the power required and the limited mass in which this power 
has to be dissipated (5 kg maximum for the upscaled model of the solar 
HALE UAV). 

LIDAR data can typically be used to evaluate damages subsequent to  
earthquakes (e.g. building destruction,…) especially in remote locations 
difficult to access. 

3.3 Thermal Digital Camera 

The thermal digital camera will operate in two thermal infrared bands 
(SWIR : 3-5 µm and LWIR : 8-12 µm). The respective spatial resolutions 
will be 1.13m for the SWIR region and 2.25 m for the LWIR region (de-
pending on the wavelength). The lower resolution obtained for the thermal 
camera as compared to the resolution of the MDC is due to the fact that, 
from a design point of view, it must be possible to exchange different sen-
sors without changing the structure and the aerodynamic of the carrier. For 
that reason, the aperture of the thermal camera is chosen to be the same as 
for the Multispectral Digital Camera. This directly affect the focal length 
and the resolution. Furthermore, to cover the same swath as the Multispec-
tral Digital Camera, the SWIR sensor will be a line array of 1 600 pixels, 
and the LWIR sensor will have an 800 pixels wide line. 

Thermal images can be used for numerous applications. The most 
known in the framework of disaster management is obviously the forest 
fire detection. However, thermal images allow also “night vision” enhanc-
ing thereby the efficiency of rescue-teams during the night. Furthermore, 
such high resolution allows the accurate detection of  heat-losses or even 
the present of moisture in the ground (if not too deep). Survey of embank-
ments or levees is thus possible, permitting to avoid breaks, and thus 
flooding. Finally people search by rescue teams (e.g. boot sinking) is also 
possible.

3.4 SAR 

The Synthetic Aperture Radar adds an all weather, day-and-night capabil-
ity to the sensors suite. Aimed at environmental and security applications 
(oil spills, flooding, …), it will operate at short wavelength (X-band). A 
preliminary study has shown that a 2.5 m ground resolution over a 4.5 km 
swath is achievable, with a 3 kHz pulse repetition frequency. Being an ac-
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tive sensor, the SAR instrument requires also more power. Before the de-
velopment of the SAR instrument starts, an evaluation of the necessary and 
available power for the instrument during night time will therefore be per-
formed. Weight constraints may also be a serious challenge.  

The possibility offered by this active sensor is critical for disaster man-
agement in areas with important cloud coverage: the SAR instrument al-
lows to “see through the clouds”.  

3.5 Auxiliary Payload 

The auxiliary payload is composed by an GPS/INS system for position and 
attitude registration and by a data transmission system (S- or X-band). 
These systems will be common for all instruments (including for the navi-
gation). Attitude determination in real time is only required to support the 
image acquisition. 

4 Conclusions 

Once operational, the PEGASUS system will provide the decision makers 
with geographical information with very high spatial, spectral and tempo-
ral resolution. The data will be less expensive than spaceborne or airborne 
systems and will be available on internet very rapidly. The synergy of sen-
sors will allow an all weather, 24-hours a days survey and the compact 
character of the whole system will allow for rapid deployment and great 
flexibility of the trajectories. 

The HALE UAV flying between 14 and 20 km above see level will of-
fer the advantages associated with both airborne and spaceborne systems, 
without suffering their disadvantages. However the limitations with respect 
to the weight of the payload require some technological development, es-
pecially for the active sensors.  

The system is set to fly its first demonstration tests in 2005, in Belgium.
Later on it is foreseen to develop a fleet of HALE UAVs hovering above 
the whole of Europe. 
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Abstract

Effective disaster management requires getting the right information (often 
geographically related) to the right place at the right time. Minimising re-
sponse times to incidents is therefore critical. Ordnance Survey’s Mapping 
for Emergencies unit addresses this requirement through out-of-hours inci-
dent support. Additionally, a Pan-government agreement now gives a wide 
range of central government organisations direct access to a suite of              
Ordnance Survey’s products, allowing better preparedness in the planning 
phases of disaster management. 

Recent and anticipated (often disruptive) developments in spatial data-
bases, GPS, wireless, mobile and computing technologies have changed, 
and will continue to change, the way in which geographic information (GI) 
can be collected, maintained, analysed, integrated and delivered to the end 
user in disaster management and other domains. GI is increasingly part of 
the information mainstream. These developments have changed the role of  
Ordnance Survey from being the nation’s map maker to being the geo-
graphic information provider to the nation, with a substantial role in devel-
oping a geographic framework in which both geographic and related in-
formation can be efficiently integrated, exchanged and understood. 

These developments prompt a number of research challenges within the 
domain of disaster management. Three are considered and illustrated:  

The application of user-centred design techniques to user requirements 
and behaviours in order to identify where GI adds value in contribut-
ing to task efficiency 

Considerations of database modelling in 3 and 4 dimensions 
Exploring GI portrayal with new technology 
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1 Introduction 

This paper considers the role and challenges for a national GI provider, 
Ordnance Survey, in meeting the GI needs of the disaster management 
domain. It considers: 

The nature and scope of disaster management 
Ordnance Survey’s historic support in meeting mapping and data re-
quirements for emergency response and crisis management 
Recent developments in providing government with direct access to GI 
The development of the Digital National Framework™ (DNF®) as a con-
sistent framework within which to use and link GI and related informa-
tion
The paper then considers the research challenges for Ordnance Survey 

against a background of developments in disruptive technologies and their 
impacts on the future characteristics of GI. The nature of these research 
challenges with respect to disaster management is then discussed with spe-
cial reference to work on understanding user needs and behaviours, model-
ling data in 3 and 4 dimensions and exploring means of information por-
trayal and visualisation afforded by new technology. 

2 Disaster Management 

According to the Cabinet Office Civil Contingencies Secretariat (CCS) 
(www.ukresilience.info/handling.htm) the management of disasters, 
whether man-made or natural, involves: 

Risk assessment 
Risk prevention or mitigation 
Preparation including contingency planning, training, and exercising 
Emergency response and recovery 
Disaster management may require multiple, governmental and non gov-

ernmental agencies, to work with multiple scenarios, across administrative, 
organisational, linguistic and domain boundaries, at local, regional, na-
tional and/or international levels, utilising information drawn from numer-
ous diverse sources and systems. As an example of this complexity, sum-
marising from information on the Cabinet Office CCS UK resilience 
website (previously cited), 28 organisations within Lead Government De-
partments in England are responsible for handling over 40 types of speci-
fied crises. In addition, local government administrations, emergency ser-
vices, utilities and voluntary organisations are likely to be locally involved 
with critical roles at operational, tactical and strategic levels. 
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Actors and decision makers involved in disaster management require 
geographic information, often integrated with other information, in order 
to carry out their tasks more effectively and efficiently. Paraphrasing Dr 
Robert MacFarlane, visiting Fellow to the Civil Contingencies Secretariat 
Emergency Planning College, the challenge in disaster management is: 

“…to get the right resources to the right place at the right time…to provide the 
right information to the right people to make the right decisions at the right level 
at the right time.” 

3 Ordnance Survey and Disaster Management 

Ordnance Survey, Great Britain’s national mapping agency, was created in 
1791 as a military organisation in order to better prepare Britain’s defences 
against the posed threat of Napoleonic invasion. The British Government 
instructed that a map of the south coast be drawn up. The first map depict-
ing Kent, the most vulnerable county to invasion, is shown in Figure 1 be-
low.

Fig.1. Extract from the first Ordnance Survey map of Kent, finalised in 1801 

From that time until the present day Ordnance Survey maps and GI have 
been used in support of various disaster management tasks, whether man-
made or the result of natural hazards. 
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Ordnance Survey is now an independent government department and 
Executive Agency, reporting directly to a government minister. Estab-
lished as a public sector Trading Fund since 1999, it now enjoys greater 
commercial flexibility and greater responsibility, existing with no subsidy 
from the taxpayer. Specific work required in the national interest is carried 
out, at cost, for the Government under a National Interest Mapping Ser-
vices Agreement (NIMSA) contract. 

Largely in response to the Lockerbie disaster on 21 December 1988, 
when an American airliner was blown up over this small Scottish town, 
Ordnance Survey established its Mapping for Emergencies unit as an out-
of-hours service to the emergency services and crisis managers. Examples 
of response include: 

Provision of mapping, geographic information and customised products 
Query response and logistical support for: 
o missing persons searches 
o mountain rescue 
o accident site investigation 
o geographic profiling 
o incident room support 
o mission planning 

3.1 Use of GI in Managing a Crisis 

When the foot-and-mouth disease outbreak started in 2001, the Depart-
ment of Environment, Food and Rural Affairs (Defra), as the Lead Gov-
ernment Agency, needed to find a quick method of sharing information 
about the location of infected properties to inform both the public and 
other agencies involved in managing the crisis. To do this, Defra created 
and delivered a geographic information system (GIS) application with ac-
cess to a wide range of Ordnance Survey mapping and digital data. This al-
lowed a range of maps to be produced. Small-scale maps highlighted re-
gional spread patterns to Cabinet Office decision makers and maps of 
livestock populations and movements for epidemiologists. Mid-scale maps 
identified land use to the army teams for burial sites and large-scale maps 
identified farm buildings and infrastructure for cleansing teams. Digital GI 
held in a GIS allowed: 

Flexibility in updating and maintaining currency in information in a rap-
idly changing situation 
Rapid electronic distribution across the country for display and printing 
Easy-to-read maps for public access through a website that received 
over 600,000 hits per day at the height of the outbreak 
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The GIS developed was used throughout the Department in supporting 
helpline queries, identifying locations and restrictions and issuing move-
ment licences. This GI is now used throughout Defra to aid emergency 
planning and strategic approaches to man-made and natural disaster man-
agement. 

4 Requirements of GI in Disaster Management 

The foot-and-mouth crisis provides a good illustration of the information 
management requirements of various actors in performing their respective 
disaster management tasks effectively. If disasters are to be managed ef-
fectively then each actor or group of actors responsible for carrying out a 
task or set of tasks, needs to carry out those tasks as efficiently and effec-
tively as possible; not just in isolation, but as part of a system of networked 
activity and information flows. Since 70–80% of information is resolvable 
to geographic location then the nature and characteristics of GI, and the 
way in which it is used, is paramount in managing crises effectively. 

Providing the actors with the right GI, in the right place at the right time 
in order that they can make the right decisions, at the right level, at the 
right time are the requirements of any GI customer, but the implications of 
failing to meet these needs may be catastrophic within the domain of disas-
ter management. The challenge for the GI provider is to deliver informa-
tion to the actors and decision makers in a way that enables their expertise 
to be more effectively applied in carrying out their task responsibilities. 
This needs to be achieved without burdening them with GI management 
issues such as locational accuracy, data currency, data integration, seman-
tic ambiguity, device, network, information portrayal and communication 
considerations.

Those working in the domain of disaster management require timely, 
location-based information, integrated with other information, presented in 
the most appropriate way to carry out the task at hand. 

5 Role of a National GI Provider in Meeting Requirements 
for Disaster Management 

Since everything happens somewhere, what, then, is the role of a national 
GI provider in meeting the above requirements for information within the 
domain of disaster management? 
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5.1 Access to National GI 

One role is to provide better access to national GI by ensuring government 
departments and agencies have better access to Ordnance Survey products 
and services directly. In support of this, a Pan-government agreement 
launched in 2003 gives over 500 British government departments and 
agencies access to a wide range of digital map data. This is a significant 
step towards ensuring that common standards are consistently used for de-
cision making. 

5.2 A Consistent Geographic Framework for Integrating 
Information and Processes 

According to Andrew Pinder, former Government e-Envoy:  
"Geography is one of the key common frameworks that will enable us to 

link information together and boost efficiency in government."
A second role for a national GI provider is to contribute to a geographic 

framework for integrating information and processes. 
Underpinning most information is location (Murray and Shiell 2004) 

and therefore geography potentially provides the common denominator to 
link disparate information sources required for effective disaster manage-
ment across many organisations. Whilst technology now makes it easy to 
collect information of all kinds, store it and use it in many different ways, 
Murray and Shiell point out its very ease of use, the limits and priorities of 
different organisations, and the lack of effective standards provide barriers 
to seamless information exchange between agencies and actors and hence 
effective decision making and response. 

Murray and Shiell describe the DNF, launched in response to the need 
to provide a vision for better GI exchange and integration which:  

“…provides a permanent, maintained and definitive geographic base to 
which information with a geo-spatial content can be referenced” (Ordnance 
Survey 2000) and incorporates:

“…a set of enabling principles and operational rules that underpin and fa-
cilitate the integration of georeferenced information from multiple sources.” 
These principles are that:

Data should be collected at the highest resolution, whenever economi-
cally feasible, once only and then reused 
Information captured should be located to the national geodetic refer-
encing framework for the United Kingdom and Ireland based on the 
European Terrestrial Reference System 1989 (ETRS89). This enables 
real-time transformation and positioning information, linking location 
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data to the wider European framework and allowing data exchange with 
other European countries 
Features are uniquely referenced by a unique identifier, identifying the 
feature and source using the namespace concept in XML, allocated by a 
registry  
Composite features are created from existing features wherever possible 
The existence of data created is registered within a central registry 
Such information may subsequently be used to meet analysis and multi-
resolution publishing requirements 
The DNF should incorporate and adopt existing de facto and de jure 
standards whenever they are proven and robust 
GI from any source can be associated and integrated in a ‘plug-and-
play’ manner 

The DNF operates within a service orientated architecture where techni-
cal documents, standards and guidelines and a searchable directory of            
datasets are made available as a web service, implemented using existing 
metadata standards. 

Based on DNF principles, OS MasterMap® was developed as a single 
database. Nationally maintained and consistent, it comprises over 400 mil-
lion objects with unique reference numbers (called TOIDs) for all features, 
providing a common denominator for disparate datasets held within the 
public and private sectors in Great Britain (Figure 2). 

This provides the means to accurately georeference uniquely identified 
geographic features in a coherent and consistent georeferencing framework 
in order to integrate disparate datasets, underpinned by location and geog-
raphy, - a very necessary set of characteristics of GI in the information age. 

Whilst information requirements vary across the domain of disaster 
management, according to role and task responsibilities, the main chal-
lenges, common to all, are obtaining the right information as rapidly as 
possible in order to take the right decisions and actions whilst minimising 
response times. This means improving locational information and being 
able to provide that information to mobile devices. 
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Fig. 2. Excerpt of OS MasterMap Topography Layer. Every geographic object has 
a unique TOID® for data association 

For example, the Dumfries and Galloway Police now have access to OS 
MasterMap over an Intranet-based GIS, allowing their officers to quickly 
and accurately pinpoint the location of emergency services and to identify 
incident patterns to more effectively allocate resources. This has resulted 
in a 70% saving over their previous system. The National Crime and Op-
erations Faculty (NCOF) at Centrex® operates as a national resource in 
partnership with police forces across the country. A key role is assisting in 
missing person searches, where experience has shown the first two hours 
of any search are critical. Using GIS has enabled NCOF to decide search 
areas in minutes rather than days, ensuring rapid mobilisation of teams and 
prioritising of resources. Paper-based searches are now replaced by GIS 
with access to digital GI, including OS MasterMap and the ability to coor-
dinate searches remotely using mobile devices such as PDAs, laptops and 
mobile phones. The Greater Manchester Ambulance Service (GMAS) is 
now using their GI for predictive analyses, plotting where and when inci-
dents are likely to occur. Within the Shropshire Fire and Rescue Service 
GI is held in a cab-based GIS, allowing rapid coordination with the com-
mand and control centre. 

By providing direct access to its information through the Pan-
government agreement and local authority service level agreements, and 
by providing objects with unique identifiers within in a national geo-
graphic framework, Ordnance Survey is providing the means by which in-



Disaster Management: The Challenges for a National GI Provider      199 

formation can be more easily integrated, providing a framework for more 
effective risk assessment, emergency planning and response through more 
effective decision making and enabling faster response times to incidents. 

6 Research Challenges for a National GI Provider in the 
Disaster Management Domain 

If the requirements of disaster management actors and decision makers 
are: to have the right information communicated in the right way at the 
right time, what, then, are the research challenges of a national GI provider 
in trying to meet these requirements? 

Over the last 10–15 years technological advances offered by GPS, spa-
tial databases, the Internet, wireless and mobile devices have revolution-
ised the way location-based data is collected, stored, maintained, analysed 
and delivered to the user. The map is now just one expression of the spatial 
database. These advances have brought GI to the information mainstream 
and are enabling its increasingly pervasive use as a fundamental ingredient 
to effective decision making and task management. They have enabled a 
change in Ordnance Survey’s role from that of the nation’s map maker to 
that of fundamental provider of the nation’s geographic reference frame-
work, whilst maintaining its role in providing national map coverage. 
These developments are enabling a move from a product centric to a data-
base centric business, from which products and services can be derived. 

6.1 Developments in Disruptive Technology 

Developments in disruptive technology1 will continue to offer new ways 
by which (geographic) information is captured, analysed and used. In a re-
view of future societal, consumer, global and technological trends and 
their impacts on GI, a near future disruptive technological vision is offered 
by Robin Manning, Research Foresight Manager at BT® (Parker in press). 
This is summarised in table 1. 

                                                     
1  Disruptive technologies are those that, when combined with socio-economic 

change, fundamentally alter the way tasks and activities are carried out and of-
ten fundamentally alter the way in which society, businesses and individuals 
operate. They often accelerate the rate of change. For example, the information 
age exists on the trading of knowledge made possible by the disruptive tech-
nologies of the computer and Internet. 
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Information stored locally 
Miniaturisation of sensors and ultra sim-
ple computing (smart dust) and miniaturi-
sation of sensors, processors, storage ca-
pacity (1 bit per 20 atoms!) and wireless 
will allow information to be sensed and 
stored on the device and in the network. 

Semantic encoding 
The meaning of the information will be 
held on the device in the network. Dis-
tributed processing will allow intelli-
gence to be held in the network. Moving 
towards device to device understanding 
of information. 

Wireless technology 
Bluetooth®, WiFi but also, software radio, 
Ultra Wide Band wireless, embedded 
wireless, optical wireless. 
Near-field communications and radio fre-
quency identification. Tag Technology: 
remotely powered short- range tags, bat-
tery powered long- range tags.  
In space: high altitude platforms, micro 
satellites. 

Open source software (and hard- 
ware?) 
Such as Linux™ for business, govern-
ments, desktops and home? 
Embedded Linux within mobile devices. 
Where next? Open source applied to 
hardware, chips?

Will enable: 
Pervasive ubiquitous computing 
Enabled through: “Pin head web server”, 
wearable computing, sensing and sensor 
networks.

Ad hoc networking 
E.g. Mesh Radio, Cybiko Games  
Peer to peer networking 
E.g. Napster®, Bluetooth file swap.

Sensor networks and smart envi-
ronments 
Smart environments rich in processors, 
tags, data stores, sensors and communica-
tors with trillions of processors.  
Networked everything (almost): cameras, 
players, TV, car entertainment, navigation 
devices, kitchen and white goods, remote 
controllers, tools, mobiles, mobile games, 
laptop/PDAs, medical equipment, indus-
trial plant. Non-electronic goods con-
nected by RFID tags. 
Networked people through wearable 
computing and bio-electronics.

Disappearing computers & new in-
terfaces
Haptics, Biosensing & Biometrics (Fin-
gerprints, iris scan, facial recognition, 
galvanic skin response, heart rate, muscle 
movements, brain activity) 
Everyday objects (fridges, microwave 
cookers) become computing interfaces. 
Computers disappear, computing be-
comes ambient.

Federated processing through Grid 
computing 
Increasing bandwidth and sharing com-
puting resources through networked super 
computers using computing and storage 
as a utility. Better security, utilisation and 
lower costs? 

Table 1. A Disruptive ICT Vision (after Robin Manning, BT) 



Disaster Management: The Challenges for a National GI Provider      201 

6.2 Impacts of Future Trends on Characteristics of GI 

Technology will enable virtually everything (objects and people) to be 
identified, tagged, sensed and monitored. Miniaturisation will allow proc-
essing on the device and geographic intelligence to be held on the network.  
Whilst increased bandwidth and processing power will allow complex dis-
tributed analyses across trusted super computing environments. The fol-
lowing impacts on GI are suggested (Parker  in press): 

The need to accurately georeference uniquely identified geographic features in 
a coherent and consistent georeferencing framework in order to integrate disparate 
datasets, underpinned by location and geography, will be a necessary characteris-
tic of GI in the information age. 

GI will need to be more accurate, more current, available in near real time, and 
contain greater attribution. The developing market for location-based services 
(LBS) based on wireless and mobile devices will require the right information to 
be delivered when, where and how the user wants it, customised to meet their con-
text and user profile. The value of GI for LBS and other services will be context, 
profile and time dependent. Whilst in the past we have used GI explicitly as paper 
or digital data, increasingly it is likely to be implicit, embedded and integrated, of-
ten invisible behind the service being delivered. Delivery of GI as a service rather 
than as a product (analogous to receiving the telephone number rather than the 
telephone directory) will start to prevail. Whilst topology and geometry will be of 
paramount importance for complex spatial analyses, the results may be portrayed 
as text, voice, sound, haptics and/or colour rather than traditional cartography. 

In a spatial database GI is no longer confined to a 2-D planimetric representa-
tion of the world. Increasingly, applications – such as building information model-
ling (BIM), which joins up data in the architectural, engineering and construction 
domain, and contingency planning applications, for example – will require true        
3-D data models, or the means to derive them. For many applications, including 
LBS, tasks and decisions are bounded by events and, increasingly, the temporal 
(4th dimensional) aspects of GI will be required. 

Finally, GI is starting to be modified or created by the user within a reference 
framework, perhaps under the guidelines of some information commons (Onsrud 
1998). See, for example, community authoring with OS MasterMap at 
www.urbantapestries.net. 

These trends in GI reflect the GI requirements of the disaster manage-
ment community as well. In a database-centric environment the overarch-
ing challenge for the national GI provider is no longer the design of map-
ping products but the design of the whole process of delivery of GI to the 
user as part of mainstream information delivery. The map is now merely 
one means of portraying the results of a query on the spatial database. 
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6.3 Implications for GI Research 

Given the requirements of the disaster management community (to com-
municate the right information in the right way at the right time), the im-
pacts of future technological trends on the characteristics of GI, and the 
application of DNF principles in managing the collection and integration 
of GI efficiently, the research challenges for this GI provider in meeting 
the needs for disaster management could be stated as: 

Understanding users’ needs and behaviours 
Capturing data once and: 
o integrating with many databases 
o using at many scales 
o modelling in several dimensions 
o personalising in many ways for many different users 
Automating as far as is possible the data capture, data manipulation and 
data delivery processes 

The remainder of this paper considers the nature of these research chal-
lenges with special reference to work on understanding user needs and be-
haviours, modelling data in 3- and 4-D, and exploring means of informa-
tion portrayal and visualisation with new technology. 

6.4 Understanding User Needs and Behaviours 

Within the disaster management domain actors and decision makers use GI 
to carry out tasks and activities. They are not interested in GI as an end in 
itself but as a means to an end in making the right decision at the right time 
in order to carry out tasks or activities effectively and efficiently. GI is one 
ingredient required to make an informed decision in order to carry out a 
task. Other ingredients may include resources, costs and time. Users want 
Information to make informed decisions based on an answer to their ques-
tion. GI adds value when it meets those conditions; when it contributes to 
informed decision making, allowing more effective execution of tasks and 
activities and the saving of time, costs, resources and lives. GI loses value 
if it adds nothing to the decision making or when there are barriers to ac-
cessing the right information, at the right time. Examples of such barriers 
could include time taken to manipulate the required data, inappropriate 
scales, poor accuracy or over-complex symbology. 

Determining what, when and how to portray the GI that will make a dif-
ference is a design issue. In determining how to ensure GI adds value 
within the disaster management domain we can learn from the approaches 
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of user-centred design in the consumer world (for example, Marzano 1998) 
and from human factors integration within the defence research environ-
ment. Whilst technological advances have (and will continue to) made data 
collection easier, contributing to an explosion of potential information 
availability, they have made the information management task more com-
plex, hence the need for information management frameworks, standards 
and governing principles. We live in a world of high information complex-
ity. As information consumers, however, we want clarity and simplicity. 
Within the disaster management domain users want the answer to their 
question, the whole answer and nothing but the answer! Anything else 
complicates the picture and adsorbs precious time. According to Aarte and 
Marzano (2003) high complexity requires high design in order to provide 
clarity and simplicity. For GI providers this means removing information 
complexity by applying the principles of user-centred design to the design 
of product and information service delivery; to look with the eyes of the 
consumers and users, to think with them. Just as user-centred design think-
ing is applied to the production of a PDA, laptop, car, toothbrush or com-
puter game to ensure usability, so, as providers of GI, we have to design 
the delivery of the information service to the user appropriate to their re-
quirements. This is crucial within the disaster management domain. 

The UK Ministry of Defence Human Factors Integration Defence Tech-
nology Centre is applying human factors and ergonomics in order to en-
sure defence systems with a human interface, including information sys-
tems, maximise overall effectiveness by considering the capabilities, 
characteristics and limitations of the human operators. The approach is to 
design the system around the people rather than requiring the people to 
adapt or work around poor designs and working environments that make 
operation difficult or even dangerous. In summarising their research they 
ask: Can this person, with this training, do these tasks, to these standards 
under these conditions? (Goom 2003). The question is just as relevant in 
understanding the GI needs of disaster management actors. 

Our user needs research focuses on what, when, where and how GI is 
important in people’s tasks and decision-making processes. A three-stage 
research approach identifies, firstly, the elements key to decision making 
for a given task, secondly, the participants’ experience of carrying out a 
given task and, thirdly, user behaviour whilst performing a task. Take the 
task of wayfinding, for example. Existing research indicates that key ele-
ments to decision making in wayfinding tasks are landmarks, orientation 
and action. For GI to offer value in this context it needs to assist orienta-
tion, reduce complexity and increase participants’ confidence. In the 
LBS4ALL project (www.lbs4all.org), which is exploring LBS aids to 
navigation for visually impaired people and older people, interviews indi-
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cate that useful GI in this context is that which reduces uncertainty and 
risk.

Finally, by focussing on user behaviour in critical incidents while travel-
ling, the ValuedLBS project (www.lboro.ac.uk/research/esri/lbs/) aims to 
identify useful GI; that is, what information at what time will make a dif-
ference.

Fig. 3. Identifying “moments of value” over time and context in identifying 
usefulness of GI 

Figure 3 illustrates “moments of value” where the right GI would, in 
this case, reduce risk and uncertainty. Whilst this example is taken from 
wayfinding research in the LBS context, the approach in identifying mo-
ments of value could also apply to where GI might increase effectiveness, 
decision making and response times within the disaster management con-
text. The challenge is then to identify when location and GI provides a 
good enough indication of context to indicate when the service (and its de-
livery mechanism) is most valuable to the user (May, pers comm). 
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6.5 Capturing Data Once, Integrating with Many Databases – 
Semantic Interoperability 

Effective disaster management is dependent on the ability to share the 
right information with the right organisations at the right time. Some of the 
barriers to effective use of shared information can be removed by reducing 
the time and cost of information processing, which is currently dependent 
on significant human intervention and manual input. Research at Ordnance 
Survey is looking at how to encode the meaning of different data sources 
so that machines can intelligently process data, and combine it with other 
data to be used across applications in a semantic web environment. Cur-
rently, the meaning of our data is implicit only to humans, not computers, 
which leads to ambiguities of interpretation, inefficiencies in processing, 
limitations in automated data sharing and interoperability limited to the 
syntactic and structural levels. By developing web ontology language 
(OWL)-based ontologies, explicit meaning to the terms used in our data 
can then be shared and interpreted by machines and humans within an in-
formation framework within which different organisations can collaborate 
using Ordnance Survey and other information (Greenwood 2003). Devel-
oping these ideas within an information infrastructure for risk manage-
ment, as part of the EC 6th framework programme, IST ORCHESTRA pro-
ject (http://www.eu-orchestra.org/index.shtml) is described at this 
symposium in Sassen et al (2005). 

6.6 Capturing Data at One Resolution, Providing it at Many 
Resolutions – Generalisation 

Within the disaster management domain GI is required at the resolution 
appropriate to the levels at which decisions and tasks are being carried out, 
be this at strategic, tactical or operational, or at all of these levels. The 
challenge for a national GI provider is to be able to capture data at the 
most appropriate resolution demanded by national circumstance but to 
provide it at the level appropriate to the task at hand. At Ordnance Survey 
our generalisation research is working towards the holy grail of automating 
and customising the generalisation process, which will derive medium- 
and small-scale maps from a single large-scale digital database, OS Mas-
terMap. In addition, the aim is to develop a strategy and the appropriate 
tools to build on-demand generalisation applications, running as automati-
cally as possible. This work is described further in Regnauld (2003). 
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6.7 Capturing Data Once and Modelling in Several Dimensions 

Developments in spatial database and visualization technologies are stimu-
lating user awareness of the potential uses of topologically structured digi-
tal data beyond 2-D planimetric views. Disaster management occurs in the 
real world in all its dimensions where there are requirements not only for 
conventional 2-D expressions of the spatial database but also 2.5, 3 and 4 
dimensions as well. For example, flood modelling, blast, and pollution 
plume modelling, mission rehearsals, contingencies and evacuation plan-
ning. Better ways of modelling the real world to reflect potential user re-
quirements in the disaster management domain are needed. These include 
better data models that can be more effectively used to create required 
products or views of the data. 

The research poses a number of questions. What are the features that 
need to be considered for modelling the diverse aspects of the real world? 
What are the theoretical data models that allow the identified features to be 
modelled effectively? What are the practical issues involved with the use 
of the data models to handle live data? What generic data framework could 
encompass the full range of features? 

6.7.1 Feature-Based Digital Mapping in 3-D Space 

We are working collaboratively to explore a framework for feature-based 
digital mapping in 3-D space (Slingsby, Longley and Parker, in press). The 
design issues that are considered important and which we try to address 
are:

The need for a data repository that can store data in a compact and a 
flexible form 
The need to be able to provide 3-D geometrical views of urban data 
The need to be able to hold spaces, both internal and external, to build-
ings in the same framework 
The need to have a framework that can be updated in an incremental 
fashion
The provision for pedestrian accessibility in the model 
The need to cope with alternative conceptualisations of real-world fea-
tures
Our model develops the 2-D digital database of OS MasterMap in the 

conceptualisation of features, accessibility and 3-D geometry. 
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Conceptualisation of Features 

In OS MasterMap prescribed building unit extents are not consistently 
based on 2-D geometrical considerations. Features are based on simple            
2-D geometries and have no concept of hierarchies of features (for exam-
ple, rooms, flats, storeys, buildings and land parcels). Our model provides 
for the concept of features being sets of geometrical elements where each 
geometrical element may be part of one or more features and where they 
are grouped either as a simple list (non derivable features) or according to 
criteria (derivable features). This approach aims to provide a flexible way 
in which the same geometrical database can be used for different concep-
tualisations of real-world features. 

Accessibility

Pedestrian access connectivity is integral to our framework, which ensures 
that fully connected customised pedestrian networks that pass seamlessly 
through and between buildings can be extracted from the model. Attributes 
on access points will indicate different access permissions, which corre-
spond to the spaces between access points. This information can be used 
for pedestrian modelling, accessibility and evacuation analyses, way-
finding and routing applications. Pedestrian access is seen as integral to the 
model because the urban environment is one designed for people to work 
and move about in. 

3-D Geometry 

In our framework we have extracted the urban environment as a set of 
connected floor spaces, between which may be walls (barriers) and access 
points. Rather than the requirements for large amounts of height data, we 
use rules associated with pedestrian accessibility or surface characteristics 
to reconstruct a 3-D geometry. More height data can be added in the form 
of spot heights and these are used to improve the 3-D geometry. Support 
for 3-D representation of roof morphologies and support for non-vertical 
walls could be added with the addition of more attributes and 2.5-D rules. 
For a fuller explanation of the model, see Slingsby, Longley and Parker (in 
press).

6.7.2 Spatio-Temporal Considerations 

Disasters are dynamic events (or a series of dynamic events) that occur at 
particular locations over time. The management of disasters also requires 
actions at particular locations over time and therefore the incorporation of 
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time as the fourth dimension in GI is important for effective disaster man-
agement. A spatio-temporal data model should facilitate: 

An understanding of the rules that govern real-world change 
Explanation of the state of the world at the current time (now) and pre-
vious times 
Predictions of the state of the world in the future 
Worboys and Hornsby (2004) have been working on a well founded 

model that encompasses both geographic objects and events and have ap-
plied this thinking to modelling time aspects of Ordnance Survey’s Inte-
grated Transport Network™ (ITN) Layer within OS MasterMap. Their 
model, the Geospatial Event Model (GEM) is based on three principle 
components: Geospatial objects, events and their settings. Figure 4 shows 
these components and their interactions. 

Fig. 4. The GEM model: Objects, events and their interaction (from Worboys and 
Hornsby 2004) 

Their model allows the geo-spatial object model (objects and their refer-
ences to spatial locations) to be extended with a dynamic component 
(events and their spatio-temporal references). The GEM introduces several 
new areas of analysis, including event modelling, spatio-temporal setting 
representation, event-event relationships and object-event relationships. 
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These components allow a structured form of analysis of dynamic domains 
with applications in disaster management, particularly the response and re-
covery phases. With reference to the work with the OS MasterMap ITN 
Layer, further work includes taking the OWL-based ontology developed 
through to database development, consideration of visualisation issues and 
domain-specific demonstrator case studies. 

6.8 Exploring Information Portrayal with New Technology 

Actors and decision makers in the disaster management domain are not 
necessarily well versed in map-based information. Providing the right in-
formation means considering how GI might be best portrayed to the user, 
given their profile and context. This need not necessarily be a map. Given 
the developments in spatial databases, GPS and other location technolo-
gies, mobile devices and wireless networks, and other, perhaps more intui-
tive, ways of providing the right GI information at the location of the 
user’s task. The examples below illustrate ways this is being explored at 
Ordnance Survey. 

6.8.1 Sound Stage 

The sound stage (figure 5) is an internal environment that demonstrates 
how GI may be received by the user in the external, real-world environ-
ment.
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Figure 5. Sound stage: As the user moves across the map floor (representing the 
real- world environment) equipped with a headset and PDA linked to an ultrasonic 
receiving unit, position is tracked by the ultrasound network made up of a single 
transmitter and an array of transducers installed overhead (emulating GPS). Soft-
ware developed by the Mobile Bristol – http://www.mobilebristol.com – project is 
used to define the application area within the ultrasound network's effective range 
and, through a simple interface, allows multimedia content to be embedded at spe-
cific locations or zones corresponding with features appearing on the map floor. 
For example as the user walks past the pub feature audio visual information is re-
ceived on the PDA screen 

It illustrates how, by using GPS-enabled mobile devices, the user’s loca-
tion can be determined, allowing only the information relevant to the user 
at that location to be received as text, sound and images. Based on analysis 
of a spatial database, the user receives only the GI relevant to them at that 
location in the mode they want, which may not necessarily be a map. 

6.8.2 Jaguar – Personal LBS Guide 

Jaguar is a personal LBS application that uses large-scale geographic data 
to determine the user’s context (figure 6). Driven by the user’s current lo-
cation, Jaguar can be demonstrated on a range of different mobile devices 
such as PDAs and mobile phones. A position fix is used to obtain data 
from a remote spatial database containing third party data associated with 
features in OS MasterMap. Context awareness will be an important driver 
to personal LBS usage and can in part be mediated by Ordnance Survey 
data.

The context of the user can then be determined from items such as: 
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A safety rating (currently derived from fictional data emulating crime 
probability by polygon)  
Proximity to points of interest (such as shops)  
Proximity to virtual graffiti posted by other users, linked to map features  
How fast the user is moving (on foot or in a car) 
When the location sensitivity of mobile devices becomes better than 10-

m accuracy, a wide range of compelling applications built on data associ-
ated with OS MasterMap become possible. 

Fig. 6. User interface to Jaguar showing virtual graffiti and safety applica-
tion 

6.8.3 Augmented Reality and Magic Windows 

Augmented reality (AR) describes a real-world view superimposed with 
computer-generated graphics, generating a composite view made up of real 
and virtual elements. Thus the user’s perception of his/her surroundings is 
“augmented”. 

AR has massive implications for applications in many areas, including 
disaster management and personal navigation. Conventional 2-D mapping 
requires a certain degree of skill and spatial awareness to make use of 
properly, and reports indicate a large proportion of the population lack this 
skill. AR techniques obviate the need for map-reading skills since virtual 
labels and wayfinding information can be attached to real-world objects 
appropriate to the user’s location (figure 7). The technology exists to pro-
duce magic window type applications where the information a user re-
quires is determined by their location, the direction in which their device is 
pointing and the requirements of their task at hand (figure 8). 
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Fig. 7. Augmented reality. GI when, 
where and how the user wants it 

Fig. 8. A virtual 1:1 map that can 
be seen only through a magic win-
dow: the screen of a hand-held de-
vice such as a tablet PC or PDA 

Both of the above examples use position fixing to query a remote spatial 
database and related data in order to provide the appropriate GI to that 
user’s location and context – an important step in providing the right in- 
formation at the right time in the right place and filtering out unnecessary 
information. 

7 Conclusions 

Disaster management is a complex domain and effective disaster manage-
ment, from risk assessment and mitigation through to response and recov-
ery, requires the right information to be delivered to the right people at the 
right time to make the right decisions at the right level at the right time. 
Since all events happen somewhere, at sometime, GI forms the backbone 
of the information requirement. Since many organisations are involved, 
data sources required are many and varied. Information sharing and inte-
gration is therefore of paramount importance.  

Whilst developments in technology have made data capture easier, the 
total information space has become more complex and the task of data 
management harder. This has also changed the nature and demands placed 
on GI. The challenge for Ordnance Survey as a national GI provider is to 
provide a robust GI framework to manage that complexity, based on sound 
principles and standards within which GI and other information can be re-
lated and shared. The DNF provides the basis for GI data sharing in the 
UK and direct access to OS MasterMap, based on DNF principles, through 
a Pan-government agreement, giving lead government departments with 
responsibilities for disaster management direct access to over 400 million 



Disaster Management: The Challenges for a National GI Provider      213 

uniquely referenced geographic features, allowing better planning and a 
reduction in response times to events. 

If the right information is to be provided when and where the disaster 
management user wants it, then significant challenges remain to be solved. 
These include: 

Understanding user needs and behaviours in order to identify what, 
when, where and how GI adds value to the task – identifying moments 
of value – by applying techniques of user-centred design and human 
factors
Enabling the meaning of GI to be understood by humans and machines 
through the development of ontologies and semantic reference systems 
Generalising information appropriate to the user’s task, 
Developing spatial and spatio-temporal database structures that repre-
sent the dimensionality and event-based nature of the real world 
Using continual developments in technology to provide the right infor-
mation to the user appropriate to their task (personalising information 
according to context), at their location, at that time. 
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Abstract

CNES has been involved for four years in the so called International Char-
ter “space and major disasters”. In this framework, both software devel-
opment and research activities have been carried out, which aim at testing 
the usefulness of space based images for risk and disaster management, 
and at improving the space image based products deliverable to the end 
users.

Space images provide unique spatial coverage and potentially high site 
revisit opportunities. In case of disaster (like fire, flood, earthquake…), 
comparing images acquired before and after the event is the usual way to 
extract information about the spatial extension and the magnitude of the 
disaster. But to perform this comparison, two steps are necessary: co-
registration of images and geo-referencing on the terrain. The typical tech-
nical problems are the following: First the images are not always geo-
referenced, which means not fully superposable to a map, and even when 
this is the case, geo-referencing is never perfect, because orbital and atti-
tude data are not known with a sufficient accuracy. Second, because we 
deal with unforeseen events, thus using in the urgency whatever image is 
available, we may be obliged to use and compare images from different 
satellite instruments, when no adequate image pair is available from a sin-
gle satellite. 

The paper develops the technical issues of co-registration and geo-
referencing. It analyses the impact of the local DEM (Digital Elevation 
Model) quality. It considers both cases of similar and non similar images, 
like for example an optic image and a radar one. 
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The paper addresses the present status of CNES software for risk and 
disaster management, pointing out its unique features and also the still 
missing parts. The current research directions are also presented.  

1 Introduction 

CNES, the French national space agency, has been involved for many 
years in geometrical quality assessment of satellite systems. In order to ful-
fill the requirements related to this task, it has developed a set of robust 
and efficient engineering tools, related to satellite geometry. In parallel, it 
has been involved for about four years in the so called International Char-
ter « Space and Major Disasters ». This activity has led to research and de-
velopment activities, which also have led to complementary development 
of specific tools, in particular in the field of co-registration of images from 
different instruments, which is normally not required for traditional satel-
lite image quality assessment, and also of change detection and object ex-
traction.

Although those two domains, geometrical Image Quality assessment 
and change detection between images, seem to be independent from each 
other, they are not distinct in reality for two main reasons. First, efficient 
change detection can only be achieved with very high quality image rela-
tive geometrical modeling. Change detection and damage assessment algo-
rithms require very accurate co-registration between images. Second, geo-
coding is a key issue for risk management, because it is required as soon as 
one wishes to directly relate the changes to the land cover. A very good 
knowledge of the absolute satellite instrument geometry is also required 
for any efficient remote sensing image post processing. 

2 Satellite Imagery Utilization for Disaster Management 

Using satellite images in case of disaster management has obviously many 
advantages.

First, the spatial extension of images is usually rather large, which is 
very important if one wants to get an overview of the whole region. The 
observed area will be typically 10km*10km for very high resolution 
(0.6m) optical imaging systems, 60km*60km for high resolution ones 
(2.5m), 100 km for a 20m resolution radar satellite, 500km for a scanSAR 
type radar image, and 1000km for a Vegetation type imaging satellite. 
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Second, satellite images are available anywhere in whatever the local 
ground situation is: no local telecommunication network is used, no local 
facility or personnel are required. Damage assessment may be performed 
from a remote place. For example, in the framework of the Charter « Space 
and Major Disasters » applied to the recent Bam earthquake, in Iran, dam-
age assessment has been performed from Germany, and only relevant in-
formation has been sent to the local Civil Protection Authorities. 

Third, there are so many different satellites in operation and such a 
dense image archive than one should be able to find, for every case, the 
most appropriate one to use. For example, in case of flooding, with very 
dense cloud coverage, one will select radar systems, which are able to im-
age whatever the atmospherically conditions are. In the case of earthquake 
damages in a city, one will rather select high-resolution optical systems. 
Moreover, recent research work performed at CNES has shown that it is 
possible, to a certain extend, to evaluate damages from two images ac-
quired by different satellite systems, like optical and radar one (Inglada et 
al., 2003). 

However, there are of course also drawbacks using satellite images. 
Their cost is always high, but this can be compensated by international 
agreements such as CNES, ESA and RADARSAT corporation, for quick 
and free delivery of images in case of environmental disaster.  

In a more technical point of view, the work to extract relevant informa-
tion from space images is quite complex: in general, one image is extracted 
from the archive, first, to represent the past surface reference state and, 
second, the system is programmed urgently to obtain the new state. One 
hopes, looking at differences, to be able to detect damaged areas. But this 
operation, rather easy to explain, is difficult to implement. First, the im-
ages to be compared must be perfectly registered, and if possible geo-
referenced. With typical image localization accuracy of ten to twenty me-
ters, this operation is usually performed manually, at least partially. In case 
of urgency like for disaster, every manual operation is a limitation, because 
the personnel is not available day and night. 

Another difficulty of using satellite images for disaster management is 
purely operational. Most of the satellite follow sun synchronous orbits, 
leading to a given revisit period, which is typically a few days. Therefore, 
one has no choice for the time to acquire the post-event image. Moreover, 
there is only a little chance that one finds in the archive a pre-event acqui-
sition with exactly the same conditions, like the same incidence angle. The 
consequence is that a Digital Elevation Model (DEM) will have to be used 
to avoid local deformation between the images. And precise DEMs are not 
available everywhere. 
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Finally, extracting relevant information related to damage from image 
differences is also a challenge, as will be shown later in the paper, but this 
is not a specific drawback of satellite systems, this is rather related to the 
limited resolution of satellite systems compared to airborne ones. 

3 Satellite Based Disaster Images Map Projection 

3.1 Co-Registration and Geo-Referencing of Images 

One must differentiate between the two concepts: co-registration and geo-
referencing.

Co-registration is mandatory for appropriate superposition of images, 
which is a pre-requisite for surface change detection. But it is possible to 
achieve accurate co-registration without accurate geo-referencing. In this 
case, one can project the processed resulting image (for example the 
change detection image) using a standard earth geometrical model like an 
ellipsoid, if no DEM is available, or using a DEM if available. This projec-
tion may be cartographic or geographic using any given map projection. 
Of course, in case a standard ellipsoid is used, the images are not truly 
geo-referenced (we call them “level 2” in our terminology, “level 1” corre-
sponds to images in the acquisition geometry and “level 3” corresponds to 
the geo-referenced images). But this intermediate product might still be 
usable, i.e. one will be able to localize in parallel the pixels in the original 
images, after projection on the ground, and their homologues in the result 
image (like for example changes image). This can be simply achieved by 
recognition of details in the original images, which corresponds to finding 
land marks.

Geo-referencing, if accurately performed, solves the problem of image 
to map superposition. Geo-referencing is the process of re-sampling the 
raw image in such a way that it becomes registered to a given map. This 
allows building of any kind of map-projected database of images from dif-
ferent sensors or satellite systems. Accurate geo-referencing process im-
plies that is has been possible to associate every line, column coordinate of 
the original satellite image with a geographic (latitude, longitude) or carto-
graphic (X,Y) coordinate on the ground. In the geo-referenced carto-
graphic image (Fig. 1), every image point of coordinates (b,a) is associated 
to the cartographic map projection coordinate (x,y). In this figure, r is the 
interval, in meters, between two image points (the “resolution”). 
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Fig. 1. Raw image geometry (left) and geo-referenced image geometry (right) 

Different strategies can be considered when using co-registration and 
geo-referencing for change detection (in this paper, we only consider auto-
matic processes): 

The satellite system from which the images are acquired provides a very 
precise geometrical model, and an accurate DEM is available over the 
area: in this case, images may be independently geo-referenced, and 
damage assessment may be performed on those geo-referenced images, 
leading to a directly interpretable result image. One must be careful that 
combination of errors may double the relative co-registration error. For 
example, a 5m rms image localization error, which is indeed a very 
good accuracy, may lead for some local terrain areas to a 10m relative 
positioning error, which, if applied to a 2.5 resolution image, might 
represents 4 pixels! This is totally unacceptable for change detection al-
gorithms, which require a superposition better than one pixel.  
The satellite systems provide a rather good geometrical model, which is, 
however, not sufficient for processing the geo-referenced images di-
rectly. In this case, one must combine co-registration with geo-
referencing. This is the most common case. Two alternatives can be 
considered
1. Co-registration is applied first and geo-referencing afterwards. This is 

possible when both images are delivered with a geometrical model. 
Co-registration consists of finding homologous points in two images. 
Applying a bundle block adjustment based has proved to be always 
more efficient than trying to remove geometrical residuals by fitting 
to them a polynomial function. After the bundle block adjustment, 
better geometrical models will be available which in turn will allow a 
more accurate geo-referencing. This option is the best option for im-
ages coming from the same satellite. 
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2. Geo-referencing of the images is performed first, independently for 
each of them. In a second step, a compensation for residual relative 
positioning errors is achieved by a local computation of misregistra-
tions, followed by re-sampling of one image to the other. The refer-
ence image will be chosen as the best geo-referenced one. After the 
first step, knowing accuracy of both satellite images and the DEM, it 
is possible to derive the maximum local misregistration error. Misreg-
istration computation is limited to a small area, which is not the case 
in the option 1, where homologous points may be very far away in 
one and in the other image, being in raw geometry.  

3.2 Co-Registration Process Description and Accuracy 

CNES, as a space agency, is responsible for image quality assessment of 
its own optical satellite systems (Spot and Helios), and also evaluates im-
age quality of other satellites. Therefore, it has been involved for a long 
time in research and operational software development in the field of co-
registration algorithms. As a matter of fact, computation of local shifts be-
tween images, which is a mandatory step of co-registration, is one of key 
issue of geometrical quality assessment work: it is required for inter-band 
geometrical model computation, as well as absolute positioning accuracy 
determination. Co-registration is a two steps process: first computation of 
the local shifts, second computation of image interpolation. The second 
step, the interpolation process, is not developed in the paper. 

3.2.1 Co-Registration of Similar Images 

1. Optical to optical images
As mentioned above, a geometrical disparity assessment is generally the 
first step of the process. The traditional way of performing disparity meas-
urement is to use linear correlation. The correlation-based shift computa-
tion process is robust to image noise, and the measured disparity accuracy 
on similar images has proven to be very high (Vadon and Massonnet, 
2000), to a few hundredths of a pixel. This accuracy is amply sufficient for 
any post-processing algorithm, among which the change detection ones. 
Therefore, when using optical images only, the geo-referencing process is 
far more critical than the co-registration one. 
2. Radar to radar images
Disparity measurement between two radar images may be achieved differ-
ent ways. If one wishes to co-register multi-look images, the correlation 
technique may be used the same way it is used for optical images. But the 
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speckle noise is less similar when the acquisition incidence angles become 
different. The accuracy of such a process is poor. On the other hand, radar 
images geometry is very simple to model. Comparing this model to the 
real local shifts computed by correlation, and extracting from the real 
shifts only the average values, one is able to reconstruct a very precise dis-
parity map between the two images (Massonnet 1994). 

Disparity measurement between single look complex images, based on 
complex correlation, will provide good results only if both images have 
similar speckle characteristics, which implies they have been acquired in 
interferometric conditions. But even in this case, knowing that the accu-
racy achieved when using a geometrical model combined with a rough 
mutli-look image correlation is sufficient, we would have no reason for 
correlating large complex images instead of small multi-look images, in 
the scope of co-registration. 

3.2.2 Multi-Sensor Images 

Multi-sensor image co-registration is an emerging technique, on which 
CNES has performed R&D work recently, and for which the algorithms 
have just been introduced in its operational disparity measurement soft-
ware (Inglada and Giros, 2004a). This technique of co-registering very dif-
ferent images, although less efficient for similar images than the one based 
on the correlation, will however be very useful in many applications, 
among which natural disaster management: it may happen that only two 
images are available, one before and one after the disaster event, and that 
one of them is a radar one whereas the other is an optical one.  

Optical to radar geometrical disparity measurement is a specific case of 
the larger domain of disparity measurement between images acquired in 
different spectral bands. It is clear that linear correlation technique is not 
appropriate in this case, being based on the research of the position of ho-
mologous points with the maximum correlation rate. The underlying as-
sumption is that the two “similar” areas (small areas around the estimated 
homologous points) have a radiometric linear (ax+b) relation. And this as-
sumption is totally wrong in those cases. 

The idea then is to replace the correlation rate by another radiometric 
similarity measurement, based on the statistics of the local radiometry. 
This technique has been successfully used in the medical image commu-
nity. The homologous points will be the ones which maximize statistical 
dependence between the local radiometric distributions. There are different 
possible functions to be used, but their common point is that all of them 
work on local (around the points assumed to be homologous) histograms. 
A consequence is that computation is much slower than for correlation, but 
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numerical results show that it is possible to achieve a sub-pixel accuracy. 
A limitation of this technique is that, because it is based on local statistics, 
the sub-images on which the histograms are computed must be larger than 
for correlation (typical 55*55 pixels windows for statistical measurements 
to be compared to typical 13*13 pixels windows in the case of correlation). 
A consequence of this is that, although it is possible to obtain a sub-pixel 
accuracy for the shift measurement, their high spatial frequencies will not 
be accessible. 

3.3 Geo-Referencing Process Description and Accuracy 

3.3.1 Geo-Referencing of Optical Images 

Remote sensing images are acquired with instruments mounted on satel-
lites. Therefore, the geometrical modeling is a combination of time de-
pendant satellite ephemeris (position and velocity) and attitude (roll, pitch 
and yaw angles, Fig. 2), and instrument internal geometry and elementary 
detectors viewing directions. The model may be delivered with the data or 
not. The model is generally delivered only with raw geometry images. If 
the user gets an already geo-referenced product, the model is clearly no 
more useful. When a geometrical model is delivered, it may take different 
forms. For example, it is expressed physically with SPOT products 
(ephemeris, attitude sampled data), and as polynomial functions with the 
IKONOS images.  

As far as localization accuracy is concerned, it depends on the image 
resolution. To provide orders of magnitude, it is of 30m for Spot5 2.5 im-
ages, and will be 12m for the Pleiades 0.70m resolution ones. In all cases, 
geo-referencing without ground control points is not very precise, leading 
to more than 10 pixels shifts. And this is usually no sufficient for a direct 
superposition to a precise map. 

                              
Fig. 2. Definition of the satellite attitude angles 
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We will now consider the impact of localization errors. The impact on 
image position and velocity restitution errors is shown in Figure 3, and the 
impact of roll, pitch and yaw restitution error is shown in Figure 4. Both 
figures are representative of a case of CCD line of detectors based instru-
ment. Similar effects might be drawn about the impact of errors in the de-
rivatives of the position (velocity) and attitude angles restitution. 

Fig. 3. Impact of position restitution errors (in X, Y and Z or along track, across 
track and altitude)

Fig. 4. Impact of attitude restitution errors 

The above-mentioned effects are global but, on relief areas, they will be 
additional local errors, depending on the local elevation error. Those DEM 
related errors are proportional to the altitude error, as shown in Figure 5.

As a conclusion, we can say that geo-referencing errors will not only be 
seen as global translations or low frequency shifts, but will also lead to lo-
cal artefacts. Those local artefacts will be proportional to the DEM errors, 
which explains why precise relief knowledge is strategic in the geo-
referencing process. Furthermore, the local translation induced by a DEM 
error is proportional to the resolution. A 2m resolution image, processed 
with the same DEM as a 10m resolution image, will exhibit 5 times more 
translation, in terms of pixel shift. 

That is why the approach for geo-referencing has always been a manual 
one, an operator taking many ground control points on the image and their 
homologous points in the images, in order to build a model fitting best to 
those points. 
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Fig. 5. Impact of an elevation error h on the image 

An alternative is to build a world-wide geo-referenced image database, 
and to use this already geo-referenced database for all future geo-
referencing process. The advantage is that the process can become auto-
matic, the drawback being the cost of such a database. 

To provide an idea of the magnitude of DEM related errors, let’s take a 
10m error in the relief model, an image at a 1 m resolution, and a viewing 
incidence angle of 10°. The shift in X, due to the DEM error, will be 
10m*tg(10°)=1.77m. This value is negligible in a 10m resolution image, 
but with a high resolution one (1m), this represents 1.77 pixels, which will 
decrease the geo-referencing accuracy, hence any change detection algo-
rithm accuracy (except if the second image is an optical image also and has 
be acquired at exactly the same incidence). 

3.3.2 Geo-Referencing of Radar Images 

Radar image acquisition principle is very different from optical one, more 
particular the image geometry is not sensitive to the satellite attitude. 
Therefore, we will not encounter problems such as the low-frequency de-
formations observed in the process of geo-referencing optical images. On 
the other hand, the errors in the DEM impact the geo-referencing process 
in a similar way as they do for optical images, but this time with a x error 
(in horizontal positioning) proportional to h/tg(i), i being the incidence 
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angle. Because most of the radars work at incidence angles around or more 
than 45°, we can say that the impact of a h error in elevation will at most 
lead to a h meters error in horizontal positioning. The remarks we had for 
optical images, on the relation of the localization error (in pixel) with the 
image resolution remains valid for radar images. Therefore, for the same 
reasons than in optics, the knowledge of the local elevations is strategic for 
accurate geo-referencing. 

4 Change Detection and Information Extraction 

Information extractable from the analysis of a couple of remote sensing 
images is traditionally categorized into two types: geometrical, for exam-
ple surface movement measurement, and radiometrical, for example 
change detection. 

As far as change detection is concerned, CNES has implemented the fol-
lowing algorithms: 

Intensity ratio, at pixel level 
Mutual information, on a local area 
Local morphological gradient average direction.  
Comparison of the probability density distance (before the disaster/ after 
it). This method has proved to be well suited to radar / radar images 
change detection (Inglada et al, 2003), when the images are acquired at 
different incidences. 
Besides change detection, it is also possible to follow different ap-

proaches. In particular, one can think of another kind of information, 
which may be extracted independently from 2 images, and compared af-
terwards: the object recognition. There are many advantages of using ob-
jects instead of pixels in the framework of disaster management. Damage 
assessment is easier, because the knowledge of a change in an area in the 
image is replaced by the knowledge of a change of an object, which has a 
meaning to the end user. Moreover, recognizing objects in the images, in-
dependently from comparison between those objects in different images, 
leads to additional information on the ground land cover. 

CNES has been working for the last years on automatic man-made ob-
ject recognition in high-resolution images (Inglada and Giros 2004b). Ob-
ject detection is understood as finding the smallest rectangular area in the 
image, which contains the object. The algorithms developed are based on 
learning methods. In order to build a system, which is independent on the 
object to be recognized, we use a supervised leaning approach based on 
support vector machines. 
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With the use of 10 object classes (isolated buildings, paths, cross-roads, 
bridges, highways, suburbs, wide roads, narrow roads, roundabouts), and a 
learning process using 150 examples per class, we have built the confusion 
matrix of the recognition system. This matrix figures out the percentage of 
good detection, as well as the percentage of false alarm. Conclusion of this 
first study has shown that it is possible to obtain about 80% of good detec-
tion.

One of the drawbacks of this technique is that it is very slow, in terms of 
computer processing time, and therefore it is difficult to build extensive 
tests, in particular if one wishes to analyze images such as Spot5 very high 
resolution ones, which dimension are 24000*24000 pixels. This is why 
one of the research directions is the pre-processing of the images using to-
tally different techniques, which will pre-select the candidate areas in the 
images. This pre-selection should ideally select more candidates than there 
are really on the ground, the final process input images being only com-
posed of those candidates. The method used is based on pre-conscious user 
models. 

Another way of detecting changes between images of the same spectral 
band is to use the coherence information. Coherence is a criterion that ex-
ists both when comparing radar to radar images, in which case it is the in-
terferometric coherence, and optical to optical ones, in which case we talk 
about correlation rates. The coherence information has already proven its 
add-on value on real case disaster management, like during the Bam earth-
quake where a fault opening, unknown locally, has been discovered on the 
coherence image. 

5 CNES Software for Risk Management 

CNES has initiated the development of software, aimed at being opera-
tionally able to produce damage maps from remote sensing images. The 
main objectives of this software were to 

Superpose images acquired at different dates from any satellite instru-
ment, radar or optical 
Detect changes between any couple of images 
Produce damage maps, adapted to the final user needs 
The development environment has been chosen to be “Python”, which is 

an interpretated object-oriented language, portable on various hardware 
(UNIX, Linux, and Windows). One advantage of this environment is also 
that it is possible, and easy, to automatically build a Man Machine Inter-
face to the various applications. 
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With this implementation, the interfaces to the basic algorithms are de-
scribed in the XML language, with the following parameters: physical path 
of the software application, algorithm parameters and on-line help (man). 

The software includes basic components from various areas, such as 
Geometrical modeling (optic and radar, such as direct and inverse local-
ization, co-localization, geo-referencing grids computation) 
Shift computation (similar and non similar images) 
Re-sampling
DEM building 
Object recognition 
Change detection 
This software is not fully implemented yet, but should hopefully be at 

the end of the year. 

6 CNES Research Program Related to Risk 

On going research work related to disaster management is in the follow-
ing directions: 

Continuation of the research on object extraction, aiming at improving 
the computer time by introducing a two pass method: the first pass will 
pre-select potential candidates, and will be based on a very efficient 
process in terms if computer processing time. The second will refine the 
list and will be based on the learning algorithm on which CNES has al-
ready worked. 
Implementation of optical to radar image geometrical models. This 
process should allow direct co-registration of an optical image and a ra-
dar image, without geo-referencing them first. This will allow, as is al-
ready done for optical to optical images co-registration, a global bundle 
block adjustment with refinement of both optical and radar geometrical 
models. 
Continuation of work on radar stable detectors. 
Development of algorithms for optic / radar change detection. 
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Abstract

As a densely populated country in a delta the Netherlands have to be very 
considered about flooding risks. Up to 65% of its surface is threatened by 
either sea or rivers. The Dutch government has started a research project 
‘Floris’ (Flood Risk and Safety in the Netherlands) to calculate the risks of 
about half of the 53 dike-ring areas of The Netherlands. This project has 
four tracks: (1) determining the probability of flooding risks of dike-rings 
areas; (2) the reliability of hydraulic structures; (3) the consequences of 
flooding and (4) coping with uncertainties. 

As part of the third track, the consequences of flooding, the Ministry of 
Transport, Public Works and Water Management has asked the University 
of Twente to develop a Decision Support System for analyzing the process 
of preventive evacuation of people and cattle from a dike-ring area. 

This Support System, named Evacuation Calculator (EC), determines 
the results of several kinds of traffic management in terms of evacuation 
progress in time and traffic load. The EC makes a distinction between four 
types of traffic management scenarios: (1) reference; (2) nearest exit; (3) 
traffic management; (4) out-flow areas. The scenarios one and two 
represent a situation where no traffic management or limited traffic 
management is present. Scenario three (traffic management) calculates an 
optimal traffic management (given the model assumptions). Within the 
fourth scenario the user has the freedom to adjust the scenarios by 
(re)defining out-flow areas. In this way the user has the possibility to 
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adapt to local possibilities and restraints. The limited data need and 
efficient algorithms in the EC make it possible to model large-scale 
problems. 

Targets in the EC development were twofold: (1) a safe estimate of the 
evacuation time and (2) to support the development of an evacuation 
planning. These targets are met by the development of scenarios with 
specific and well defined objectives. Optimization methods were 
developed to solve the problems and meet the objectives. 

The classical framework of transport planning is used as a basis, but 
with extensions: 

Trip generation: a broad range of traffic categories are defined. For each 
category has there own departure rate in time. 
Trip distribution: the core of the EC. The objectives of the scenarios are 
determining the distribution. The evacuation time is calculated. 
Traffic assignment: visualization of the traffic flows. 
The paper will describe the structure of the EC, its objective functions 

and problem solving techniques. Furthermore a case study of dike-ring 
Flevoland is presented. 

1 Introduction

Water plays a key role in the safety of the Netherlands. Up to 65% of its 
area, an area in which many of the economic activities take place, is 
threatened by either sea or rivers. It is a condition that needs permanent 
attention. Moreover, the country has to cope with serious consequences of 
environmental changes. The climate is changing as a result of pollution 
and use of fossil energy. Temperatures are expected to go up, rainfall will 
increase in intensity and frequency, and eventually sea level will rise. At 
the same time the soil will sink because of gas and salt extraction. All 
these factors together make it more difficult to protect the Netherlands 
against flooding, despite dikes and hydraulic structures. 

In view of these problems the Dutch government has started the 
research project ‘Floris’ (Flood Risk and Safety in the Netherlands). This 
project has four tracks: (1) determining the probability of flood risks; (2) 
the reliability of hydraulic structures; (3) the consequences of flooding, 
and (4) coping with uncertainties. As part of the third track, the 
consequences of flooding, the Dutch Ministry of Transport, Public Works 
and Water Management has asked the Centre for Transport Studies of the 
University of Twente to develop a method for describing and analyzing 
the process of preventive evacuation of people and cattle from a dike-ring 
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area. The method has been implemented in a Decision Support System 
(DSS) called the Evacuation Calculator. Primarily, the DSS will be used 
for an ex ante evaluation of the process of preventive evacuation for some 
26 of the 53 dike-rings1 of the Netherlands.  

Fig. 1. The dike-rings of the Netherlands 

1  A dike-ring is an area which is protected against flooding by a system of dikes 
and hydraulic structures. 
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The key issue in this respect is the progress of the evacuation with an 
emphasis on the total time span needed for preventive evacuation. An 
additional benefit of the DSS is that it can be very helpful in the design of 
efficient strategies for organizing the evacuation in a specific dike-ring 
area within the framework of setting up an evacuation plan.   

This paper discusses the evacuation problems in general and those of 
preventive evacuation of dike-rings in particular. In detail a method is 
specified for trip distribution and routing that uses efficiently the potential 
of the network and that is transferable to the application of a traffic 
management scheme. 

2 Evacuation of People 

There is an increasing interest for modeling evacuations. Studies have 
been initiated by risk analysis of nuclear power plants (Sheffi, 1982) and 
hurricanes (Hobeika, 1985; Urbiana, 2001). There are many causes that 
require an evacuation. These can be natural phenomena as extreme 
weather conditions (hurricanes, heavy rainfall, wildfires caused by 
drought), springtide and geological phenomena (earth quakes, volcanism, 
tsunami), but also human activities as industrial accidents, failure of 
hydraulic structures, accidents with transports of hazardous goods and 
attacks by terrorists. Expansion of human activities to vulnerable areas 
increases the impact of extreme circumstances. There are great differences 
in the predictability of time, location, scale and outcome of the dangerous 
situation.

In the Dutch situation dangerously high water levels of rivers can be 
predicted several days in advance. Although it is uncertain if and when the 
dike-ring will be flooded there will be enough grounds to start 
preparations. The aim of precautionary action is to reduce the risk and the 
consequences. One of the possibilities of reducing risk and consequences 
is the preventive evacuation of the dike-ring. It is important that the 
preventive evacuation is well organized, efficient and will need a 
minimum of time in order to avoid casualties. An accurate estimate of the 
evacuation time is helpful in determining the start of the evacuation. It 
implies that the decision can be taken as late as possible, at a moment 
where there is a more precise picture of the threat. A superfluous 
evacuation should be avoided. The crisis team needs to find a balance 
between an early decision (where the organization is not critical, casualties 
are unlikely, but an evacuation could be redundant) or a late decision 
(where the organization is critical and casualties could happen). 
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The whole process of a preventive evacuation can be outlined in a 
timeline.

.

Fig. 2. Time line of the evacuation 

From the point of view of the evacuee the whole process looks like: (1) 
organization of the departure; (2) departure from home; (3) travelling in 
the direction of a safe area; (4) leaving the danger area through one of its 
exits2; (5) continuation of the journey to the destination in the safe area. 

Fig. 3. Phases of the evacuation as seen by the evacuee 

With a preventive evacuation there is neither actual flooding nor 
immediate threat. It is assumed that traffic behavior is normal and that the 
usual assumptions for modeling behavior are applicable. In cause of an 
actual flooding behavior will change from the ‘normal’ state to flee 
behavior. In the latter situation it is uncertain whether the usual 
assumptions are applicable. 

2  In general the dike-rings in the Dutch situation have several roads (exits) to 
surrounding areas. 
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2.1 The Abilities of the Authorities during (Threat of) a Disaster 

In the situation of a disaster or a threat of disaster the capabilities of the 
authorities are enlarged. Depending on the size of the area a coordinator is 
assigned. The coordinator could be the mayor, a coordinating mayor (if 
several municipalities are involved), the province or the Ministry of the 
Interior. The authorities are entitled to take all the necessary actions within 
the restrictions of the constitution. 

For the organization of a preventive evacuation it not only means that 
the enforcement of an evacuation is allowed, but also that any action to 
speedup the process and to increase the efficiency is permitted. This could 
mean: enforcement of time of departure, choice of exit and route to the 
exit.

2.2 The Process of Decision Making 

A disaster plan as an evacuation plan is one of the aspects of the whole 
process of decision making during the threat of flooding. Authorities like 
municipalities, province and the central government are involved. Other 
functional organizations as the polder-board, the department of water 
management and environmental affairs of the province, the directorate 
general of public works and water management are involved. The 
evacuation plan is one of the preparatory plans that form the basis of the 
final approach. See for this process the figure below (Martens, 2002, as 
mentioned in Boetes, 2003). 

During a critical situation the crisis team will go through three process 
steps: (1) judgment of the situation; (2) formulation of a plan; (3) 
judgment of the functioning of the chosen approach. The quality of the 
chosen approach depends, partly, on available resources, well prepared 
plans, procedures and commitments about the organizational structure 
(Boetes, 2003). 
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Fig. 4. The process of decision making under threat of flooding (Martens, 2002) 

2.3 Modeling of a Preventive Evacuation 

During a preventive evacuation there is a process of matching supply and 
demand as in normal traffic situations, although the setting in case of a 
preventive evacuation is quite specific. The matching of supply and 
demand can be modeled from a ‘What if’ or a ‘How to’ approach (Russo, 
2004).

In a ‘What if’ approach a situation (or scenario) is modeled and the 
results of the model are analyzed. Stepwise the situation is adjusted until 
no further improvements seem possible. The final result is interpreted and 
translated in to an evacuation plan. The final result depends on the 
interpretation and adjustments of the modeler. The quality of the result is, 
by lack of a formal objective function, unclear. It is possible to use 
detailed and complex models in this situation. The modeler will focus on 
those aspects of the model that are important for the problem. 

In a ‘How to’ approach the result is determined by the objective 
function, the constraints and structure of the model. Not in all cases an 
optimal solution can be guaranteed (due to local optima). The objective 

Judgment  
of the  

situation

Critical
situation

Formulation
of a plan 

Judgment 
of the plan 

Expected result

Aim and actions

Picture of the current 

Expected sequence

Prepared plans and 

Resources

Organization structure  

Advise

Proposed actions

Expected result

Aim and actions

Expected outcome 

Aim and actions 

Monitoring



236      Kasper van Zuilekom, Martin van Maarseveen and Marcel van der Doef 

function, constraints and solving techniques could limit the complexity of 
the model. The focus on the objective function can overshadow other 
difficult quantifiable objectives. 

Fig. 5. Global procedure for the design of an evacuation plan (Russo, 2004) 

Cova and Johnson (Cova, 2003) describe a procedure to eliminate 
crossing of routes and minimize the weavings on crossing, where extra 
distance to the safe area is allowed. They choose for this approach 
knowing that in many, urban, networks the crossings determine the 
capacity of the network. Elimination of crossing traffic and reducing 
weaving is a logical next step. In the approach of Cova and Johnson the 
distribution and route choice are the determining factors for the objective 
function.

Sheffi (Sheffi, 1985) handles the problem of the simultaneous trip 
distribution and assignment in general. Evacuation can be seen as such a 
type of problem. Goal is to find that distribution and assignment where a 
system optimum is obtained. Every change in the final solution, 
distribution or assignment, will affect the objective function. Sheffy 
proves this problem can be solved by using existing techniques and a 
modest adjustment of the network. The equilibrium assignment is used in 
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a network were there is only one, spanning, destination. Chiu (Chiu, 2004) 
uses this pragmatic solution. Implicitly a perfect control of destination and 
route choice is assumed. The solution should be considered as a best-case 
solution that guides to (sub) optimal solutions with more realistic 
constrains.

For the ‘Floris’ project the focus is on a conservative and realistic 
estimate of the evacuation time together with a proposal for the traffic 
management during the evacuation. Efficiency of the method in terms of 
data handling and computing time is of importance as about 26 dike-rings 
will be investigated. From this perspective a ‘How to’ approach that uses 
the capabilities of the crisis team to influencing the traffic flows is 
preferable. The solution for this problem is found in a method that focuses 
on the trip distribution. 

3 Formulation of the Methods 

In the situation of a preventive evacuation there are many uncertainties 
and inaccuracies: (1) the number of people and cattle in the dike-ring 
during the threat of flooding; (2) the number of cars and trucks involved; 
(3) the time of departure; (4) the state of the network at the time of 
evacuation; (5) the route choice. Experiences under threat of hurricanes 
show a large discrepancy between expected and actual departure rate. 
During hurricane Opal people left their homes about three hours later than 
the slowest estimate of response rate (Alabama, web). 

As a result of this it is not functional to focus on a maximum of model 
accuracy. A model with a limited complexity is appropriate for this 
situation. Sensitivity analysis is helpful to determine the critical processes. 

Four different scenarios are developed: 
1. Traffic management; within the capabilities of the crisis team a ‘How 

to’ model will suggest an efficient organization of the preventive 
evacuation. The inhabitants are directed to specific exits of the dike-
ring.

2. Reference; this is a scenario where the inhabitants of the dike-ring are 
free in their choice of the exit. 

3. Nearest exit; in this scenario the evacuees will go to there nearest exit of 
the dike-ring, regardless capacity and use of this exit. 

4. Flow off areas; in this scenario inhabitants are directed to specific exits. 
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Fig. 6. Alabama hurricane evacuation response rates. Estimates (fast, medium and 
slow) and actual response rate during hurricane Opal (Alabama, web) 

3.1 The Traffic Management Method 

The capabilities for influencing behavior are important constrains for an 
evacuation plan as for the development of an evacuation method. 
Possibilities for manipulation are: 

Time of departure. By means of information and direct orders the time 
of departure can be influenced. 
Trip distribution. It is possible to instruct to go to a specific exit. 
Mode of travel. In general people with a car available will use their car. 
For people without own means of transport the authorities will be 
responsible for supplying public transport. 
Route choice. By means of information and instructions it will be 
possible to guide the traffic. 
The number of evacuees cannot be influenced. 
The purpose of the evacuation plan can be defined as: a distribution and 

routing of the evacuees in such a way that the evacuation time is short and 
the possibilities of the network are utilized efficiently while the necessary 
traffic management can be realized. 
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Crossing streams of traffic is a source of waiting times and disturbances 
and should be avoided. Diverging traffic introduces a choice problem for 
drivers and the local traffic management. Diverging of traffic is not 
allowed in the method. In the actual implementation of an evacuation plan 
it can be introduced in specific situation. For the time being pure 
converging flow of traffic is assumed. This makes introduction of one-way 
traffic (reverse laning or contra flow (Urbina, 2003)) to increase capacity 
possible.

Using pure converging traffic flows delays at crossings are negligible. 
The traffic volume at the exits will be the highest (as a result of the 
converging flows) as a result of this it is likely that the exit will be the 
bottleneck. It is assumed that it is possible to assign a capacity to an exit 
that is appropriate for the route to the exit. 

These assumptions lead to the following conceptual model: 

Fig. 7. Conceptual model of the evacuation 

The task is now to create a trip distribution where the traffic flows are 
converging and the capabilities of the exits are used well. For the time 
being we consider the whole of traffic which will leave the dike-ring. 
When the trip distribution is determined it is possible to create the 
distribution in time by using the evacuation response rate and the arrival 
time at the exit. 
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Let iP  in Person Car Units, PCU, be the trip production by evacuees 
from zone i.

The evacuation time is determined by the last car leaving the dike-ring. 
The objective function is the defined by:  

minimize( maximum(flow out time)). 
Where:

All evacuees will leave the dike-ring. 
The traffic flow to the exits is efficient. 

This objective function suits a preventive evacuation. In situations 
where the urgency is high and casualties not avoidable this objective 
function is not valid. In these types of situations it is of great interest to 
limit the casualties given the time to flooding. 

The flow out time jU [hours] of an exit j is determined by the arrivals at 

the exit jA [PCU/hour] and the capacity jC  [PCU/hour] of the exit: 

j
j

i
i

j

j
j

AP
where

C
A

U

:

(1)

The objective function is met when the flow out time of exits are 
identical and minimal. This is the case when the arrivals at the exits are 
proportional to the capacity of the exits: 

i
i

j
j

j
j

PT
where

C
C

TA

:

(2)

Every distribution of the productions with these attractions will match 
the objective function, but will not necessarily result in efficient traffic 
flows to the exits.

Let the distance traveled from origin i to destination j along the shortest 
path be ijz .

Let the number of trips from origin i to desination j be ijT .
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Then the total vehicle distance is defined as the weighted sum of trips 

and distance traveled: 
i j

ijijTz

By minimizing the total vehicle distance, given de productions and 
attractions, unnecessary vehicle distances are avoided. This problem is 
known as the classic transportation problem: 

0

:

min

ij

j
i

ij

i
j

ij

i j
ijij

T

AT

PT
where

Tz
(3)

The transportation problem needs an initial OD-matrix. In the 
implementation of the Evacuation Calculator the trips form i to j are 
proportional to the production and attraction: 

T
AP

T ji
ij

(4)

When the resulting OD-matrix is loaded to the network using an All-
Or-Nothing assignment the traffic flows are convergent. 

tkF is the fraction of evacuee category k who will leave in time interval 
t. In the implementation the user is free to define the fraction for each tkF
or by using a logistic function: 

kkkk
tk btabta
F

1exp1
1

exp1
1 (5)
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Fig. 8. Use of the logistic function for Ftk

The OD-matrix per time interval is now determined by: 

k
tk

i

ik
ij

k
tkijkijt F

P
PTFTT

(6)

After departure from home the vehicles will arrive after ijr time
intervals at the exit. The travel time is dependent on the distance from 
origin to exit, ijz  [km], and the average speed, v  [km/h], in the dike-ring 
and the number of time intervals in an hour, I:

1
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Intr ij
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Now it is possible to calculate the arrivals, jkARR [PCU] at exit j for a 
time interval t:

k
jtkjt

i
krtijkjtk

ARRARR

FTARR
ij ,

(8)

The vehicles that arrive at the exit will leave the dike-ring for as far 
capacity allows. In a time interval the number of vehicles that leave the 
exit are limited to. 

I
C j

(9)

The flow out jtDEP  at exit j for time interval t depends on the available 
traffic (delayed and just arrived) and the capacity of the exit: 

I
C

DELARRDEP j
tjjtjt ,min 1,

(10)

1,tjDEP are those vehicles that could not pass in earlier time interval(s) 
using exit j. For the first time interval there are no delayed vehicles: 

00,jDEL (11)

Vehicles that cannot pass in time interval t will be delayed and will use 
a later time interval: 

0,max 1, jttjjtjt DEPDELARRDEL (12)

The number of departing vehicles for category k is calculated by 
assuming that at arrival the categories are spread homogeneous over all 
vehicles. A fraction of all delayed and just arrived vehicles will eventual 
leave the dike-ring eventually: 

1,tjjt

jt
jt DELARR

DEP
DEPRATIO

(13)

The departures for category k in time interval t are now: 

1,tjkjktjtjkt DELARRDEPRATIODEP (14)
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The delayed vehicles for category k in time interval t are: 

jkttjkjktjkt DEPDELARRDEL 1,
(15)

Central unit of measurement in the model is the PCU. The number of 
evacuee in PCU kQ can be transformed into the number of persons (or 
cattle) kN  by using the occupancy degree k  and the PCU-value of the 
used type of vehicle kPCU :

k

k
kk PCU
QN

(16)

For each exit and all exits together the resulting output of the model is: 
Arrivals and flow out [PCU/time interval]. 
Arrivals [PCU/time interval] for all categories together and for each 
category. 
Flow out [PCU/time interval] for all categories together and for each 
category. 
Flow out [number/time interval] for all categories together and for each 
category. 
The resulting OD-matrix (whole evacuation or per time interval) is 

available for (dynamic) assignment. 
The method has some relationship to the first stages of the classic one-

mode traffic model: 
The trip end calculation. Where trip production is determined by the 
social economic data of the zones. There is a difference in calculation of 
the attractions. Here the capacities of the exits are leading. 
The trip distribution. Special for this method is the minimization of total 
vehicle distance. 
The results (graphs and OD-matrix) are available in seconds. 

Assignment of the OD-matrix give a better insight in the resulting traffic 
flows.

The Traffic management scenario uses the ‘How to’ approach. The 
other implemented scenarios (Reference, Nearest exit and Flow out areas) 
use the ‘What if’ approach. 

3.2 The Reference Scenario 

The differences between the Reference scenario and the Traffic 
management scenario are: 
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Trip end calculation: the user is free in setting the (relative) attraction of 
the exits. In general these will be determined by the traffic volumes on 
the exits on normal working days. 
Trip distribution: the distribution is identical to the initial distribution of 
the Traffic management scenario. There is no minimization of total 
vehicle distance. 

3.3 The Nearest Exit Scenario 

Here the differences with the Traffic management scenario are: 
Trip end calculation: the attractions are not explicit chosen, but are a 
result of the distribution. 
Trip distribution: all productions of an origin are allocated to the nearest 
exit.

jt
jzz

j
Pt

ij

ijij

iij

other  allfor  0
min

: wherefor that 

(17)

3.4 The Flow Off Scenario 

The Traffic management scenario will result in sets of more or less 
independent flow off areas which use one or more exits. It is not likely 
that this flow off areas can be transferred to an evacuation plan without 
change. Geographic, jurisdictional and other local constraints will make 
adjustments necessary. With the Flow out scenario the user is free in 
defining sub areas with one or more exits. Within every sub area the trip 
end calculation and distribution is solved with the Traffic management 
method: (1) attractions proportional to capacities and (2) minimizing the 
total vehicle distance given the productions and attractions. 

The minimization of the total vehicle distance for all flow out areas is 
solved by manipulating the distance matrix ijz  before the actual 
minimization. Those relations that are not part of an flow out area are 
flagged with an extreme large value. The further procedures are identical 
to the Traffic management scenario. The deviation to the Traffic 
management scenario is: 
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Trip distribution: manipulation of the distance matrix ijz .

mjiD

DiDjz
DjDiz

m

mmij

mmij

 area sub defining  and  ofset  the
:where

(18)

4 Case Study of Flevoland 

Flevoland is one of the larger dike-rings in The Netherlands. Its surface is 
about 98 square kilometers. With about 258 thousand inhabitants (102 
thousand households) the area is not very densely populated, at least to 
Dutch standards. The two larger cities are Almere and Lelystad. Others are 
considerably smaller. 

Fig. 9. Flevoland 
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The Network 

For demonstration purpose we use just three of the eight exits3. The 
capacities of the exits [PCU/hour] are set to 6600 for the south-west exit, 
4300 for the north-east exit and 1500 for the south east exit. This leads to a 
total capacity of 12400 [PCU/hour]. 

Trip End Calculation 

We define two categories: (1) person cars (2) people who need assistance 
or public transport to leave the dike-ring.  
We assume that4:

All passenger cars will leave the dike-ring. Passenger cars have a PCU 
of 1. 
10% of the inhabitants in the age of 35 to 64 and 50% of those in the 
age of 65 and more will use a bus. Busses will transport on average 20 
passengers. A bus has a PCU-value of 2. 
This will result in 93630 PCU for the category passenger cars and 2079 

PCU for the category of bus users, 95708 PCU in total. The evacuation 
will need at least seven and a half hours (95708/12400). 

Departure Rates 

For each category the departure rate is defined with a logistic curve. The 
characteristics of these curves are: 

Cars: 50% will have been departed in 5 hours, 90% in 6 hours. 
Bus users: 50% in 8 hours, 90% in 9 hours. 
For both categories it implies that 40% of the population will leave 

home in one hour. During the peak hours about 38000 PCU will enter the 
network. This exceeds the capacity of the exits three times (38283/12400). 

3  With eight exits Flevoland has a relative large capacity of exits. 
4  Up till now the trip end calculation, departure rate as the average speed in the 

dike-ring are not yet defined in the Floris research project. Further research on 
these topics is needed. 
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Fig. 10. The departure rate in the Flevoland Case. 

Average Speed 

The average speed in the dike-ring is set to 25 km  per hour.  

Results of the Evacuation Calculator 

In the Reference scenario all three exits have the same relative weight. 
This will result in overload of the south-east exit particularly as this exit 
has the least capacity. With the Reference scenario the dike-ring is empty 
in 25½ hours. During 4 hours the maximum flow out of 12400 PCU/hour 
is reached. The bottle neck is at 4:30 till 25:15 at its maximum capacity, 
other exits are 9:15 and 12:00 hour below their capacity. Clearly this is a 
worst case scenario that can be improved easily. 
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Fig. 11. Evacuated PCUs in time per time interval and cumulative for the 
Reference method. 

Fig. 12. Evacuated PCUs in time per time interval and cumulative for the Traffic 
management method. 

The Nearest exit scenario performs better than the Reference scenario, 
but the evacuation time is still high.  The dike-ring is empty after 20 hours. 
Bottle neck is still the south-east exit. At the north-east exit the load drops 
below capacity at 9:15, at the south-west exit at 12:00 hour. 
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With the Traffic management scenario the dike-ring is empty at 12:15 
hour. From 4:45 till 11:45 all exits are loaded at maximum capacity. 

The resulting OD-matrices can be loaded to the network.  In this case an 
All-Or-Nothing assignment is performed using OmniTrans5. The plots 
give an idea of the complexity of the traffic flows. 

Fig. 13. All-Or-Nothing assignment of the methods Reference and Nearest exit 

Typical for the Reference method is the crossing traffic flows. These 
crossing traffic flows will result in waiting times and delays. The Nearest 
exit method will lead to converging traffic flows. The use of the exits is in 
most cases unbalanced which will lead to relative long evacuation times. 

The Traffic management method will show converging routes to the 
exits. All exits have similar workload in relation to there capacity. 
Needless long trips are eliminated due to the minimization of total vehicle 
distance. Flow out areas are identifiable. 

In some aspects the flow out areas that are suggested by the Traffic 
management scenario are difficult to realize due to local circumstances. 
The flow out area method makes evaluation of flow out areas possible. To 
illustrate this method the city of Almere is assigned to the south-west exit, 
Lelystad to the north-east exit and all other origins to the south-east exit. 

5  OmniTrans (www.OmniTrans-Internation.com) is an application for traffic 
planning.  

Reference Nearest exit 
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Fig. 14. All-Or-Nothing Assignment of the method Traffic management 

The result has hardly any impact on the south-west exit, but shifts 
traffic from the north-east to the south-east exit. The total evacuation time 
will be 18:45 minutes. If for some reason this would be preferable special 
attention should be paid to the routes to the south-east exit. Reverse laning 
and special attention to the merging traffic near the exit is necessary.  

Defining the dike-ring and running the methods, including the All-Or-
Noting assignment, will take a few hours. For a re-run of a method several 
seconds is needed for the Evacuation Calculator and some minutes for the 
AON assignment. This is made possible by using a network for the whole 
of the Netherlands6. All dike-rings are defined within this network. This 
makes the data handling uncomplicated. The Evacuation Calculator will 
create a directory with data for each dike-ring. 

6  The network is part of the NRM (New Regional Modal) which is developed by 
the AVV Transport Research Center of the Ministry of Transport, Public 
Works and Water Management. 

Traffic management
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Fig. 15. All-Or-Nothing assignment of the flow out method 

5 Conclusions 

The developed Traffic management model for preventive evacuation 
follows a ‘How to’ approach. It produces more or less independent 
outflow areas which will assist in the development of an evacuation plan. 
The scenarios Reference and Nearest exit are especially useful in 
determining a safe estimate of the evacuation time. 

The model is relatively simple in terms of complexity, data need, 
preparation and run time. Its accuracy is appropriate for this situation 
where many of the process steps can have very different outcomes. 
For a better understanding of the capabilities of the Evacuator Calculator 
further research is needed with respect to dynamic macro (or micro) 
assignment.  

Preventive evacuations of dike-rings in the Netherlands are quite rare. 
As a consequence important behavioral parameters in the model are not 
yet based on actual data. It is suggested to develop a monitoring program 
for in case a crisis situation occurs. Elements of this monitoring program 
should be at least: (1) the trip generation for the several categories; (2) the 
departure rates for the categories; (3) speed and traffic volumes during the 

Three Flow out 
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evacuation; (4) supporting activities of police, fire brigade and army; (5) 
guiding information (radio and television); (6) perception of the situation 
by the evacuees. 
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Abstract

The existence of elevation errors in the Digital Elevation Models (DEMs) 
usually is ignored, during spatial analysis of risk assessment and disaster 
management problems. As a result, conclusions are extracted, decisions 
are taken and actions are designed and executed, while the problem is 
examined on a wrong point of view. This paper describes the attempt to 
introduce a new model, the DEEM (Digital Elevation Error Model), which 
incorporates elevation uncertainty and accompanies a DEM uniquely. The 
use of an uncertain DEM, combined with a probabilistic “soft” decision 
approach, eliminates the risk of taking decisions that do not imply to the 
real problem’s basis. Research has shown deviations existing in results, up 
to 20-50% for volume measurements, area measurements, definition of 
boundaries, visibility calculation, etc., from those of a “hard” decision 
approach. The absence of an integrated GIS, able to manage data 
uncertainty, forces for by-pass approaches of the problem but not the 
appropriate ones. 

1 Introduction 

The insufficiency of binary logic and “hard” decision making to represent 
and manage spatial data in set with their spatial errors, comprises a 
remarkable difficulty for widely accepted risk assessment and disaster 
management procedures [Burrough 1986, Fisher 1993, Soulantzos 2001, 
Veis and Agantza 1989, Zadeh 1965]. The uncertainty management 
theory, constitutes an important assistant and contributor towards this 
direction. Data are accompanied by their errors and are managed through 
the GIS Spatial Analysis modules, aiming to reach a result with known 
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uncertainty [Burrough 1986, Cressie 1991, Davis 1973, Fisher 1993, 
Fisher 1995, Soulantzos 2001, Wenzhong et al 1994, Wenzhong and 
Tempfli 1994, Zadeh 1965]. 

This research shows that the problems are serious, as it concerns cases 
consisting risk applications. This is due to the fact that estimating risk 
through an uncertain spatial database, leads to the dispute of results. 
Therefore, this forces the designers to undertake a Risk Level within the 
project design, usually based on the confidence the data provide. 

Most of the disaster management applications make use of elevation 
data, kept in DEMs. These are uncertain elevation models and this 
uncertainty influences the application’s results. Incorporating elevation 
uncertainty within the elevation models, introduces a new concept, the 
Uncertain DEM (UDEM), which is composed from the DEM and its 
DEEM (Digital Elevation Error Model). 

The description of the DEEM is presented in this paper. Further on, the 
impact of this model in volume calculation and in visibility analysis is 
approached, in order to understand the size of the problem. 

2 Uncertain DEMs 

2.1 The Concept of an UDEM 

The meaning of a UDEM, composes a hybrid data structure of uncertain 
altimetry. This structure leads to the incorporation of elevation data 
uncertainty management, within a GIS, although most of the GISs, do not 
include modules for uncertain data management. This uncertainty is 
propagated to the results of the analysis. 

The UDEM, provides the ability for choosing the confidence level 
(C.L.) to work with, and this C.L. is usually compatible with the data 
accuracy. Simultaneously, a risk level is introduced into the results, in case 
these are applied in practice. 

The UDEM is defined as hybrid, due to the fact that by choosing a C.L., 
a conventional DEM is defined automatically, fully compatible to any GIS 
management.

2.2 The DEEM 

The DEEM is a data structure model, incorporating the uncertainty 
contained by the elevation information [Achilleos 2002a]. The DEEM 
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follows exactly the same file structure as the DEM that accompanies and 
has a “personal” elevation error value for every elevation value in the 
DEM. In combination with the DEM (Figure 1), the DEEM is based on the 
acceptance of a normal distribution to describe these elevation errors. This 
distribution covers the 99.9% of data within the range of values (Figure 2) 
(see Eq. 2.1) [Cressie 1991, Davis 1973]: 

xx 3

P (H < xx 3 ) = ~100% 

P (H > xx 3 ) = ~100% 

P (H < xx 3 ) =~ 0% 

P (H > xx 3 ) = ~0%

(2.1)

Fig. 1. Uncertain DEM and its DEEM 

Fig. 2. Probability Function 
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Fig. 3. Cumulative Probability Function (a, b) 

The probability function, giving the bell shaped graph (Figure 2), is (see 
Eq. 2.2), while the cumulative probability function, giving the S shaped 
graph (Figure 3 (a), (b)), is (see Eq. 2.3): 

2

2

21
2
1

xx

exf

(2.2)

x
xx

x
exfxF

2

2

21
2
1

(2.3)



Considering Elevation Uncertainty for Managing Probable Disasters      259 

2.3 From an UDEM to a DEM 

The transition from an UDEM to a DEM, is based on the selected C.L. (as 
well as the selected risk level). The critical value of the elevation, 
according to the C.L., is calculated from the cumulative probability 
function, as the value for which the Riemann integral with that elevation 
value as a limit, gives an area equal to the C.L. The determination of this 
critical value, takes place for every pixel of the DEM, resulting a new 
DEM that represents the selected C.L. A selection of a different C.L. leads 
to a result of a different DEM. 

Fig. 4. DEM and its DEEM 

Fig. 5. DEM for C.L. 75%, 90% and 99% 



260      Georgios A. Achilleos 

Figures 4 and 5 (Figures 4, 5 above) present in order, the DEM, its 
DEEM and the DEMs for the C.L.s 75%, 90% and 99%. 

3 Risk Assessment and Disaster Management through 
Uncertainty 

3.1 Importance of a Risk Assessment 

The term “risk assessment”, introduces the meaning of danger calculation 
and if possible, avoidance (much more serious, in case it concerns human 
lives).

A large amount of actions taken on environment, influence and 
complicate human lives. Many of these actions put these human lives in 
danger, such as construction projects (dams, nuclear power stations, etc.), 
dangerous materials transportation (nuclear waste, dangerous gases and 
liquids, etc.), immediate actions services planning (fire observation 
network, ambulance and police station allocation, etc.) and many more. 
Risky planned projects and actions containing low level of safety and 
hygiene, do not incorporate requirements for development. 

The meaning of uncertainty, influencing this attempt for risk estimation 
and assessment, covers a variety of factors. Some of these factors are: data, 
models, conditions, relationships between conditions, etc. The basic 
component of planning is the set of data that is used. This set of data, 
usually contains stochastic errors, and the only available element is an 
estimation of their distribution. Due to this fact, the incorporation of 
uncertainty within the procedure of planning is unavoidable. 

Therefore, the problem is not the avoidance of errors and the introduced 
uncertainty, but their incorporation within the procedure. 

3.2 The Influence of Using Uncertain Terrains in Assessment 

The use of UDEMs as a representation of terrains, influences the risk 
assessment analysis. Therefore, there are contestations concerning the 
results, especially by specialists believing on soft decision approaches. 

The conventional analysis, using a deterministic approach, comes to a 
decision importantly different from that of the uncertainty theory. 

Obviously, determining geometrical characteristics, which may or may 
not have a certain hypostasis and their determination is based on a DEM, 
demands the consideration of any elevation error included. The influence 
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is immediately observed in area and volume calculations, site selections, 
zone and boundaries definitions, 3D calculations, etc. 

This paper, covers two case studies of analysis for environmental health 
risk assessment and disaster management: case study 1 concerning 
capacity volume calculations of reservoirs behind dams and case study 2 
concerning visibility analysis. 

4 CASE STUDIES 

4.1 Capacity Volume Calculations 

The certain case study covers a fictitious preliminary study of an artificial 
reservoir, resulting from a dam construction. The aim is the estimation of 
the total capacity of the 3D solid the water will fill. Further on, the 
selection of the certain position and specifications for the project, are 
compared with other alternative places and different specifications, in 
order to achieve the final place selection and dam dimensioning and 
reinforcement.

The elevation data used for the analysis come from topographic 
1:20.000 scale maps. The contour interval is 5m while the accuracy is 

2.5m [Richardus 1973, Robinson 1994, Yoeli 1984]. The elevation level 
of the dam top and its overflow position is 340m. 

The DEM with the dam’s selected axis are presented in Figure 6 (Figure 
6 (left)). Binary analysis provides the area that stands higher than 340m 
(Figure 6 (right)).

Using a membership function (classified in Figure 7), researches can 
estimate the area which presents probability 75% to be altimetricaly higher 
than the 340m. The same area can be estimated for a probability of 90% or 
99% (Figures 8 right and left, Figure 9). It can be realized that the greater 
the C.L. is, the greater the proportion of the study area which is 
altimetricaly higher than the 340m. This increament of the area, introduces 
points for water overflow (water “escape” points), which arithmetically 
increase with the increament of the C.L. 
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Fig. 6. DEM (left) and Area Elevations > 340m (Binary Result) (right) 

Fig. 7. Fuzzy Area (midtone: surely < 340m, dark: surely > 340m, 
white:FUZZINESS) 

Fig. 8. Area higher than 340m (p>75%) (left) and Area higher than 340m 
(p>90%) (right) 
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Fig. 9. Area higher than 340m (p>99%) 

The volume calculations are based on the geometric volume estimation 
of solid shapes. This is the product of the shape’s base multiplied by its 
height. In the certain case, the height of the solid shape is considered to be 
the mean elevation difference, presented in the area of the reservoir (base). 

This approach is applied due to the problem shown, of the volume 
underestimation. This problem is a result of the fact that many points of 
the area, with elevations lower than the dam top (340m), are included in 
the horizontal area of the base, for certain values of the C.L. These points 
give negative elevation differences, which influence seriously the final 
calculation of the reservoir’s capacity. 
 The results for the area and the capacity (volume) of the reservoir are 
presented in Table 1 (Table 1). The observed deviations of the water tank 
capacity are within the range of 9.9% to 42.5%. 

C. L. 
[%] 

AREA
[1000*m2] 

MEAN 
ELEVATION 
[m] 

ELEVATION 
DIFFERENCE 
[m] 

SOLID SHAPE 
VOLUME 
[1000*m3] 

DEVIATION 
[%] 

BIN 3547.5 280.83 59.17 209905.5 ---- 
75 3897.5 286.97 53.03 230615.0 9,9 
90 4267.5 292.81 47.19 252507.9 20,3 
99 5055.0 303.98 36.02 299104.3 42,5 

Table 1. Results for Area and Volume 

It is obvious that a false calculation or a high data inaccuracy leads to a 
high risk for a dam failure or a large water amount overflow. These 
possible scenarios put into danger the human lives and the environment 
behind the dam. The risk assessment analysis works better, taking into 
account that data are inaccurate and thus, specialists are better prepared for 
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a disaster management situation. 
The researcher can estimate the size of the disaster the managers have to 

face in case of an emergency. The overflowed water amount or the total 
water flow beyond the dam, in case it collapses, can be estimated and thus, 
the area that will be flooded and set into danger can be defined. The 
situation can then be less dangerous and probably the area can be protected 
more actively. 

4.2 Visibility Analysis 

Visibility analysis in cases of immediate actions services planning (i.e. fire 
observation network, army observatories), is a strategic procedure, 
considering that these cases are time sensitive cases. In case of an 
emergency situation, action must be taken immediately to avoid setting 
into danger the environment and its habitats [Fisher 1993, Fisher 1995]. 

Visibility calculation is one of the basic procedures existing mostly in 
every GIS. Furthermore, as this procedure is strength related to the man’s 
everyday, being one of his five senses, attention should be paid in order to 
ensure an accurate calculation. 

The designed algorithm GAVOS, uses the elevations from a DEM and 
their variations from a DEEM, to calculate an estimation of the probability 
for which a TargetPoint is visible from a ViewPoint. The best-fitted Line 
of Sight (LoS) (Figure 10), giving the maximum probability of visibility 
existence, is selected. The probability for line AB to exist, is the product of 
all intermediate probabilities (see Eq. 4.1): 

BPiPiPiPAPP
PBPiPiPiPA

1521

1521

...
,,...,,, (4.1)

Fig. 10. Best Fitted LoS 
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GAVOS algorithm is still under research, as a part of a broader 
schedule, concerning UDEMs and their influence to DEM products. A 
short investigation concerning the elevation error size alteration within a 
DEM, shows that the probability two points to be visible to each other can 
vary from 100% to less than 30% (elevation errors from 2m to 6m 
respectively) (Table 2). 

Elevation Error Maximum Probability to See
2.00 96.40 
3.00 78.21 
4.00 53.12 
5.00 40.71 
6.00 27.16 

Table 2. Variation of Visibility Existence Probabilities  

5 Remarks - Comments 

Obviously, it is purposive to embody uncertainty within the data sets and 
further on, within the calculation procedures, in order that possible rough 
situations to be abstained during the implementation of any project. 
Further more, the autocorrelation concerning this uncertainty, should also 
be embodied within the calculation procedures, as this autocorrelation 
performs an important role in the results’ fuzziness. 

The ideal condition could be a GIS, able to embody uncertainty, 
autocorrelations and cross-correlations, in order to execute analyses and 
estimations, without complicated and failure sensitive procedures. 

This ascertainment is not only a result of the research concerning the 
capacity of water tanks or the visibility analysis. It is a broader 
ascertainment of research incorporating the area and volume calculations 
of certain magnitudes, line definitions, etc. through a UDEM [Achilleos 
2002a, Fisher 1993, Fisher 1995]. 

The main problem, concerning these cases, is the definition of the 
uncertainty (thus, the definition of the DEEM [Achilleos 2002a, Li 1992, 
Li 1993, Mikhail 1978, Ostman 1987]). This problem can be approached 
in different ways. An approach, defines the DEEM through the procedure 
of the DEM generation, where the elevation error, is calculated through 
objective steps [Achilleos 2002a]. 

The deviations presented during the application of the uncertain 
approaches, may lead to wrong estimations, to re-selection of position, to 
the selection of a different design solution, to the project total budget 
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failure and also to possible problems of the project safety and further on, 
the project operation. 

Similar case studies mentioned in the beginning of this article (i.e. 
dangerous materials transportation, dangerous materials leakage, etc.) need 
to be studied under a similar point of view in order to embody data 
uncertainty within the procedure. 
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Abstract

With the aid of the Canadian Space Agency and the Canadian geospatial 
industry (Ærde, HCL, Strata 360), CARTEL is working in close collabora-
tion with the Mekong River Commission (MRC) and the Cambodian Red 
Cross to establish a Flood Emergency Response System in Cambodia. 
Earth Observation (EO) and Geomatics generally insists on spatial distri-
bution and the accessibility of the health centres, food warehouses, flood 
safe areas as well as the spatial distribution of the disease according to the 
changing factors of the physical environment and planning and the man-
agement of public health in order to improve quality of the decision-
making process. The strategy is centered on the analysis of the needs for 
the managers of the Mekong River Commission and of the Cambodian 
Red Cross. It also focuses on the questions and data relating to the follow-
up in space and time of the flood events and its effects on the local com-
munities. This study takes into account the three dimensions of security: 
vulnerability, preparedness, response. The methodology includes the fol-
lowing stages: (1) analysis of the needs of the Mekong River Basin man-
agers such as health, transportation, safe areas, infrastructures at risk, food 
security; (2) design of the diagram of the emergency response system in-
cluding the identification and the conception of georeference data and spa-
tial analysis functionalities; (3) design and development of a database and 
metadata; (4) development of vulnerability maps by using multi-date EO 
imagery (RADARSAT-1, aerial photography, high resolution optical im-
agery) combined with the historical and topographic data. 
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1 Introduction 

In recent years, it has become a pressing issue for governments to improve 
human security in emergency response situations. Some of the recent ini-
tiatives using space technologies to assist in disaster management are the 
Disaster Emergency Logistic Telemedicine Advanced Satellites System 
developed with support of ESA, the International Charter on Space and 
Major Disasters signed by CNES, CONAE, CSA, ESA, ISRO, NOAA, 
and the UN, the Mozambique Flood Information System developed with 
the support of the German Aerospace Center (DLR), the Environmental 
Monitoring Information Network in Bangladesh under development by 
RADARSAT International (RSI), the GIS-Based Flood Information Sys-
tem (AWRA, 2003), the National Urban Search and Rescue Response Sys-
tem (FEMA, 2003), the Real-Time Emergency Management via Satellite 
(REMSAT, MDA, 2001), the UN International Strategy for Disaster Re-
duction, etc.  

When natural disasters occur, such as storms or floods, population’s re-
localisation and its management constitute a complex problem for health 
and security. These disasters mainly strike unprivileged populations, who 
reside in high-risk areas, such as along the banks of rivers or in non- pro-
tected coastal zones. As an example, water treatment facilities are often 
destroyed by floods, which bring drinking water contamination by bacte-
ria, viruses, parasites and toxic substances. Rice fields, fisheries and aqua-
culture infrastructures are also damaged, causing food insecurity. In 2000 
in Cambodia, 3,500,000 people were affected by floods (347 deaths, 7,068 
houses destroyed, 347,107 ha of rice fields damaged). But droughts, which 
can also occur in this area, are an equally important threat to human secu-
rity and they can disrupt the food security in the area.  

2 The Lower Mekong Basin 

Located in SE Asia, the Mekong River is 4 800 km long, flowing north-
south. It drains a large, multinational watershed of 795 000 km2 shared by 
China, Myanmar, Laos, Thailand, Cambodia and Vietnam (figure 1). The 
Mekong River Commission (MRC) has been established in order to har-
monize management, environmental issues and water use between the dif-
ferent countries involved. Subjected to a monsoon climate, with the rainy 
season occurring from May to November, the Mekong usually enters a 
flooding stage from July to December. The overall hydrology of the Me-
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kong is relatively complex, especially in the lower part of its basin, located 
in Cambodia and Vietnam.  

Fig. 1. Overview of the Mekong river basin. Percentages in circles refer to basin 
proportions in the different countries. (modified from Mekong River Commission) 

The Cambodian Floodplain plays an important hydrological role in the 
regulation and dampening of the floodwave (Fujii et al., 2003). Especially, 
the great lake of Cambodia (Tonle Sap), which is a dead end tributary of 
the Mekong, fills and drains according to the floods and the tidal cycles in 
the delta, located in Vietnam. 
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The flooding process is part of regular life in the lower Mekong basin. 
It provides irrigation for crops, water for the fisheries and navigation fa-
cilities for the communication network. The water area therefore varies 
considerably as shown in figure 2. Over time, the population has adapted 
its way of life to these conditions and even benefits from it, taking advan-
tage of the seasonal cycles of high and low water to develop its original 
and very productive agriculture and fisheries. However, exceptional floods 
and droughts seem to occur more frequently in recent years. 

Fig. 2. A section of the Tonle Sap river in Cambodia during dry season (left) and 
flood season (right) as observed by RADARSAT-1. Water areas appear in black.   
(© CSA, courtesy of Hatfield Consultants Ltd.) 

It is still difficult to explain their origin with a high certitude, but two 
causes are generally mentioned: the rapid deforestation due to illegal log-
ging and agricultural expansion, which reduces the water flow retarding 
capacity in the basin, and the climate change which produces an increase 
of sea level, higher tides and more frequent typhoons.  

3 Objectives of the Project 

As many developing countries having suffered from natural disasters but 
also from long periods of war, Cambodia lacks a good infrastructure in up-
dated maps, in geospatial information and in communications. The Cam-
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bodian Red Cross (CRC), which is the major national agency for emer-
gency planning and intervention, is taking its rescue and mitigation deci-
sions by relying on the experience of the people in the field and on the ex-
isting geographical data in the country. The former have a good knowledge 
of the local situation and have also an extended experience of living in 
emergency situations, but they usually lack the more general overview at 
regional or national levels, which may be required for planning interven-
tions in the case of a large crisis. The existing geographical information is 
usually scattered, outdated and not organized in a flexible or standardized 
format. It is therefore difficult for the authorities to plan a structured ap-
proach in emergency preparedness and mitigation based on spatially dis-
tributed information.  

The objectives of the present project are, therefore, to develop a model 
of an emergency response system based on geomatics, and to install it as a 
prototype at the MRC, more specifically inside its Flood Management and 
Mitigation Programme (FMMP).  

4 Methodology 

4.1 Evaluation of User Needs 

The CRC and the FMMP of the MRC need an operational decision support 
system based on geographic information in order to be able to plan their 
operations for population rescue, food distribution, safe areas locations and 
health services.  

After having worked in close cooperation with the CRC in order to iden-
tify its geospatial information needs, these needs can be summarized by a 
list of questions requiring answers of the "where?" type, requiring a geo-
graphic location answer. These questions and information needs can be di-
vided in five subcategories:  

location of and access to health services 
location of and access to flood safe areas 
needs related to evacuation roads and waterways 
inventory and location of infrastructures at risk 
access to food security 
The CRC also provided our team with the adequate information about 

the existing approaches, its past experience in emergency situations and 
some examples of local actions taken. We jointly decided to develop a pro-
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totype GIS based emergency response system for the district of Kândal, 
located close to Phnom Penh, for easier validation in the field.

4.2 Analysis of Similar Systems 

The second step of the approach was to look at other systems existing 
elsewhere in the world. These systems vary in complexity, from relatively 
simple flood risk maps based on digital topography and past flood exten-
sions observed by satellite to more complex systems relying on an inte-
grated multi-risk management system. There are two Canadian examples 
of these cases: a) the 1997 Red River flood in Manitoba which used 
RADARSAT-1 data in a near real time mode for mapping flood extent and 
planning rescue and protection activities in the field (Bonn and Dixon, 
2004) b) the REMSAT system, developed by MDA and Telesat with the 
support of CSA, ESA and the telecom industry (MDA 2001). This system 
has shown it efficiency during the severe forest fires that occurred in Brit-
ish Columbia, Canada in 2003.  

The European Commission has also contributed to the development of 
similar initiatives under the EU-MEDIN program, where risk assessment, 
mitigation and geographic information are strongly integrated (Ghazi, 
2003). The important choices that we had to make needed to take into ac-
count the capability of the end user to make the system work in an envi-
ronment that had its technological limitations: frequent power failures, 
limited computing facilities, possible disruption of communications. 

4.3 Development of the Conceptual Model 

The conceptual model used in the system is based on the principles devel-
oped by Bénié (2003) for the health care aspects and presented in figure 3. 
It is basically a system that uses a series of feed-back loops for the deci-
sion making support system. It includes steps for validation and adjust-
ments with the real world situation, and provides constantly updated in-
formation to the decision makers.  
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GENERAL APPROACH OF DESIGNING A CONCEPTUAL MODEL :
PUBLIC HEALTH CASE

PUBLIC HEALTH CARE
MANAGEMENT & INTERVENTION

OBJECTIVES: STRATEGIC
PLANNING OF REAL WORLD

ADMINISTRATION
ORGANIZATION: STRUCTURAL

PLANNING

WORKING PROCESS:
OPERATIONAL PLANNING

USEFUL DATA TO FULFILL THE
SPECIFIED NEEDS

SIMULATED INFORMATION ON
REAL WORLD

APPLICATION: FIND SOLUTION
TO DIFFERENT PROBLEMS

BASIC & NEW FUNCTIONS:
SPATIOTEMPORAL ANALYSIS

DATA MODELING: CONCEPTUAL
MODEL

DECISION AIDS &
COMMUNICATION

VALIDATION

DATABASE MODELING :
LOGICAL MODEL

Fig. 3. Conceptual structure of a geographic information system for public health 
(Bénié & al., 2003) 

This step of the conceptual model development is often overlooked in 
GIS developments, but it is a crucial one to ensure a smooth functioning of 
the whole system. The system should be able to answer smoothly and effi-
ciently to a series of queries such as:  

Where are the nearest Health Centres from the Flood zones?  
Where is the nearest Health Centre from the village X?  
What is the Health Center capacity? The occupation rate? 
What is the shortest way from village X to Health Center X? 
What are the villages at less than X km from a Health Centre? 
What are the villages located in a possible cholera zone? Malaria zone? 
Does the hospital X possess an emergency kit? 
Where are the safe sites in case of floods? 
Where are the evacuation roads for village X? 
Etc.
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4.4 Implementation of a Prototype 

After this conceptual work, we have chosen to develop and implement a 
prototype of the system for two vulnerable communes located close to 
Phnom Penh Peam Oknha Ong & Kaoh Reah, district of Lveam Aem, 
Kandal Province, Cambodia) (figure 4). This will be the pilot area for the 
prototype to be implemented and tested by the CRC. This area is located in 
the vicinity of the junction between the Mekong and the Tonle Sap rivers. 
The CRC has already some inventories of food warehouses, rescue facili-
ties and safe areas for this region, but they are not yet mapped and docu-
mented. Constitution of the prototype will incorporate this information as 
attributes in the GIS. Figure 5 shows an example of simulated information 
on food warehouses in Cambdodia. 

Fig. 4. Location of  two vulnerable communes (pilot area), Kandal Province, SE 
of Phnom Penh (modified from Mekong River Commission and Cambodia Red 
Cross) 
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Fig. 5. Simulated Geospatial Information table on food warehouses in the study 
area (Aubé, 2004) 

This information is then completed with the geographic location and in-
corporated as attributes in the GIS, with links to the appropriate queries.

5 Preliminary Results 

These results are at their very early stages and have not yet been validated 
in the field or by the end users, these steps being planned for the second 
half of 2005 and through 2006. 

5.1 Conceptual Model Structure 

The conceptual model is structured in classes (level 1), subclasses (levels 2 
to 5) and entities (level 6). Figure 6 gives an approximation of this struc-
ture.

5.2 Attribute Tables 

The attribute tables such as the one presented in figure 5 are linked to the 
entities and can be mapped or retrieved through queries resulting from spa-
tial analysis. The type of questions to be asked to the system are quasi end-
less. Typically they can be spelled as: what is the shortest (or the safest) 
route from any place to the nearest safe zone, hospital or food warehouse.  
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Identification of Geospatial Data 
(classes , sub-classes , entities )

5. Pedology

4. Topography

3. Hydrology

2. Land Use

1. Demography

Level 3
(ex: 1.1.1.) Level 4

(ex: 1.1.1.1.) Level 5
(ex: 1.1.1.1.1.) Level 6

(ex: 1.1.1.1.1.1.)

Level 2
(ex: 1.1.)

Level 1
(ex: 1.)

6. Geology

2.8. Villages & 
Towns

2.3. Road
Network

2.7. Vegetation

2.4. Safe Areas

2.1. Buildings

2.9. Wastes

2.1.2. 
Institutionnal

2.1.1. Industrial

2.1.3.
Residential

2.1.2.5.
Security

2.1.2.4.
Health

2.1.2.3.
Religion

2.1.2.2. 
Recreation 

2.1.2.1.
Education

2.1.2.6.
Transport

2.1.2.5.5. 
Food Security

2.1.2.5.4. 
Fireman

2.1.2.5.3.
Police 

2.1.2.5.2. 
Emergency Org.

2.1.2.5.1.
Army

2.1.2.5.5.1.
Warehouse*

2.2. Adm. 
Boundaries

2.5. Drinking 
Water System

2.6. Railroad 
Network

Fig. 6. Hierarchical structure of the conceptual data model (Aubé, 2004) 

5.3 User Interface 

The user interface is designed to be as friendly as possible, and in some 
aspects it looks like a web interface.

6 Conclusions 

The development of the MERS (Mekong Emergency Response System) 
for the MRC and the CRC is intended at this stage to be a demonstration 
project to be experimented by the end users on a very local basis. If suc-
cessful, it will be enlarged and integrated in the Flood Management and 
Mitigation Program of the MRC, with the CRC acting as the major end 
user. In its present stage, it is more a preparedness system than a response 
system, therefore the title of this paper. It has, however, the potential to 
evolve into a response system when it will be integrated in the FMMP. 
This may however require additional functionalities such as links with the 
flood forecasting systems and weather data, but its structure could allows 
this future flexibility. 
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Fig. 7. Example of the MERS prototype user interface and possible outputs (Aubé, 
2004) 
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Abstract

Indubitably, information and communication technologies, amongst which 
geographic information systems, can help in the management of disasters.  
Yet, there are just one element which has to interact with the other ingredi-
ents.  Hence, their presence should be well-thought in order to avoid hin-
dering the return to a “normal” situation, or worse, enhancing the effects of 
the disasters.  By taking a spatial information science perspective, this con-
tribution broadens the debate from technical issues to conceptual ones.  It 
first identifies decision-making as being a major topic of interest for both 
disaster management and geographic information.  After defining the con-
cepts of ‘spatial decision’, ‘disaster’, ‘risk’, ‘crisis’ and the purpose of 
‘plans’, this paper puts forward a framework for considering these con-
cepts and the decision-making processes in time.  By combining, in this 
perspective, the different concepts, a typology of disaster situations can be 
established and hence corresponding technological solutions or needs can 
be pointed out. 

1 Introduction 

When two fields of activities meet, a certain number of crossroads can be 
defined, especially if they are multidisciplinary in nature.  Usually, in this 
type of confrontation, the standpoints taken originate from one of the 
fields.  In the case of disaster management and geographic information, 
one of the meeting-points is decision-making.  For the former, it is an in-
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trinsic characteristic of the management activity (Laudon and Laudon 
2002).  While for the latter, it is a widely claimed purpose of the field's ac-
tions (see for example UCGIS 1996). 

Decision-making is a field of investigation in itself.  Hence, looking at 
our convergence point through the lens of decision science gives relief to 
the bridges linking both domains of activity.  Furthermore, it is enhanced 
by the integration of time through the conceptual definition of disaster and 
of the decision-making processes. 

1.1 Realities in Presence 

The focus of interest of actors working in disaster management is centered 
on the reduction of the impacts of an event, which is expected, happening, 
or over.  This activity can take different forms such as co-ordination, pre-
vention, mitigation, response, or reaction.  According to the role of the ac-
tors involved (civil protection, emergency medical aid, public order forces, 
press and media, politicians, civil servants, the people and private compa-
nies), the means of actions and the objectives will differ.  Furthermore, 
their need of information, and subsequently of spatial information and of 
information technology, is variable just as is the role of space in their ac-
tivities.

For historical reasons, most people working in the field of geographic 
information focus their interest on data and technology.  Their activities 
both at the research and at the application levels spread over topics ranging 
from spatial data acquisition, handling, analysis, to data quality assess-
ment, data mining, data infrastructures, and from distributed computing, 
interoperability, user interfaces design, to real-time processing, inferencing 
for decision support, enhancement of problem-solving environments… 
(Karimi and Blais 1996).  With the development of the geographic infor-
mation science approach (Goodchild 1992; Mark 1999), several themes 
such as public participation and ontological foundation of geographic in-
formation are being investigated (Craig et al. 2002; Mark et al. 2000). 

In the field of decision science, some are working on the making of de-
cision, others are focusing on the decision itself or on the effective out-
come of a judgment also referred to as ‘choice’.  In addition, some are 
looking at decisions made by individuals, or by or within organizations, or 
by individuals as member of organizations (Simon et al. 1986).  Moreover, 
the decision environment presents situations which can be stable or certain, 
risky, and uncertain, either in the outcomes or in their processes.  Another 
way to qualify decisions is by looking at their frequency and at the level of 
definition of the decision problem.  The terms ‘structured’, ‘semi-
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structured’, and ‘unstructured’ decisions are defined on these criteria (Tur-
ban and Aronson 1998).  Combined, these classifications of the decision 
field give a hint to the complexity of dealing with decisions.  Not to men-
tion that cognition definitions place decisions among the higher cognitive 
processes (Costermans 1998; Reed 1999).  So to apprehend decision reali-
ties, models have been established.  The ‘decisional fountain’ model in its 
temporal dimension is the lens used here to give depth to the link between 
disaster management and geographic information.  

1.2 Some Definitions 

In contrast to the abundant literature on decisions, decision support sys-
tems and spatial decision support systems, the concept of ‘spatial deci-
sion’, although widely used, is barely or rarely defined (Cornélis 1998; 
2002a; 2002b; van Herwijnen and Rietveld 1999).  For the purpose of this 
contribution, it is simplistically considered as being a decision using spa-
tial information. 

‘Disasters’ are defined as being occurrences having ruinous results, or 
causing widespread destruction and distress.  Some of them called cata-
clysms or catastrophes are sudden, while others such as droughts are long-
standing events.  Some are spatially limited such as bombing while others 
are widespread like epidemic (- 1996; Dauphiné 2001; UNEP IE 1998).  It 
should be pointed out that it is only after the failure of the systems’ protec-
tion capacity that the occurrence of an event is qualified of ‘disaster’.  Be-
fore that, potential threats or events fall into what is called ‘risk’. 

Some authors (such as Stirling 1999) reserve the use of the term ‘risk’ to 
designate potential events for which the outcomes are well defined and for 
which there exist a firm basis for probabilities.  In a broader sense – used 
in this paper –, ‘risk’ is defined as being the potentiality of an event char-
acterized by a likelihood within a certain timeframe together with its mag-
nitude or consequences for the systems and their objects.  In a risk analysis 
perspective, the last characteristic is often expressed as being the vulner-
ability of the system to a certain event (Boroush et al. 1998; Desroches et 
al. 2003; Haimes 2004).  Both type of characteristics can be spatially de-
fined as can attest the literature in the geographic information field 
(Agumya and Hunter 1999; Chen et al. 2001; Church and Cova 2000; 
Cornélis and Billen 2001; Cova 1999; Cova and Church 1997; Dowd 
2003; Frank et al. 2000; Gueremy 1987; Hewitt III 1993; Husdal 2001; 
Lackey 1998; Lawson and Williams 2000; Manche 1997; Myaux et al. 
1997; Pidd et al. 1996; Pidd et al. 1997; Prathumchai et al. 2001; Rampini 
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et al. 1995; Rejeski 1993; Rubio and Bochet 1998; Steinberg 1992; Thu-
merer et al. 2000). 

Disasters, whatever their origin (natural, technological or civil), often 
create crisis situations (Barthélemy and Courrèges 2004) and hence require 
crisis management or, in other words, to decide special measures to solve 
the problems caused by the crisis.  Whatever the system it applies to (indi-
viduals, organizations, local communities, society, environment,…), a ‘cri-
sis’ is generated by an event with impact(s) threatening prior values or the 
realization of some objectives.  It requires extra resources, usually not in 
the hand of the victim(s), to get back to a “normal” situation.  Furthermore, 
for the different actors involved, the incertitude level is high due to the 
multiplicity of perspectives in the response, to the time constraints linked 
both to the evolution of the situation and to the time necessary to imple-
ment the responses (Zwetkoff 2000). 

To be prepared for the realization of risks, emergency plans are elabo-
rated.  The purpose of these plans is to reduce the incertitudes (through the 
development of detection and prevision activities), the inconsistencies (by 
promoting the efficiency through optimal and continuous adaptation of the 
means to the aims) and the diversity (by making compatible the conflicting 
rationalities of the actors).  Whether the plans end up in legal texts or not, 
they can be evaluated according to the objectives, the means used, the out-
puts and the outcomes for the different actors involved or not.  This 
evaluation requires several simulation techniques.  Without evaluation and 
sometimes even with, the plans are just symbolic responses legitimizing 
the governing body (Clarke 1999).  It should also be pointed out that an 
outdated emergency plan can be more harmful then having no plan at all 
(Charbonneau 1992).   

2 Time Framing 

Just like referencing phenomenas in space favors a better understanding, 
their referencing in time also reveals part of the picture.  Time is often rep-
resented in linear or cyclical ways.  These representations allow the visu-
alization of the temporal relations events or their different phases have 
with one another (simultaneity, succession, recurrence, frequency, length, 
time shifts,…).  Spatio-temporal representations and analysis are still being 
explored nowadays (Bailly and Beguin 2001; Gutiérrez Puebla 2001; 
Péguy 2001; Pereira 2002; Piveteau 1995).  The concepts defined earlier 
are refined here with their temporal dimension. 
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2.1 Disaster, Risk and Crisis 

When presenting disaster and risk graphically in time, Dauphiné (2001) 
presents them as being respectively ‘punctual’ and ‘permanent’ in time.  
This representation has been enhanced (Figure 1) by introducing a vari-
ability in the representation of risk (mild grey below the time line), by giv-
ing a temporal dimension to disaster, by introducing crisis in the picture 
and by scaling the magnitude of the different elements (Y-axis).  As can be 
seen in this illustration, a crisis is not necessarily associated with a disaster 
nor is the opposite.  A disaster can occur even when the risk is low.  Note 
that the biggest crisis are not necessarily associated with a major disaster.  
The media transmitted information, the perception of the people, the po-
litical agendas can initiate crisis. 

Fig. 1. Temporal representation of disaster (light grey triangles), risk (mild grey) 
and crisis (dark grey area) presenting three situation types 

The introduction of the temporal dimension to characterize disaster in-
duces that a triggering event set off the disaster, hence defining an initial 
moment (di).  The disaster can also be defined by its highest point (dh) and 
by its ending one (de).  The evolution patterns and the time lags between 
these particular temporal points (di–h, di–e, dh–e) further enhance the charac-
terization of disaster in time.  Within the disaster period, there are a couple 
of specific moments which should be included to get a complete view.  
The moment when the premises are becoming observable (do) should be 
differentiated from the moment the disaster is becoming obvious and visi-
ble to the people (dv).  do and dv are usually almost simultaneous, espe-
cially for small di–e, while for long di–e the observations might be ques-
tioned and not recognized as being the premises of a major disaster.  The 
elapsed time between di and do (di–o) corresponds to the latent period of the 
disaster (Figure 2).  Mitigation, response, and reaction are only possible af-
ter do and often only happen after dh.
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 a 

 b 

 c 
Fig. 2. Representation of disaster on a time line: a) the different moments of a dis-
aster (the light grey correspond to the latent period; the mild grey to the awareness 
raising; and the dark grey to the reaction period); b) variations in the succession of 
do and dv; c) examples of variations in the evolution patterns of (di; dh) on the left 
and of (dh; de) on the right 

Fig. 3. Example of a time representation of a disaster with its triggering event and 
a crisis the disaster generated. The small triangle represents the triggering event, 
the big one, the disaster and its internal temporality, the black sun represents the 
crisis and the doted line the crisis threshold level 

The temporal representation of figure 1 and 2 can be further enhanced 
by focusing on the triggering event and by defining its initial moment (tei),
highest point (teh), ending point (tee), and its observable (teo) and visible 
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(tev) moments.  Here also the temporal and evolution patterns should be 
considered (as in figure 2).  The temporal relation between disaster and 
triggering event as well as the causal relation between one type of disas-
ter/triggering event and another should be considered.  The crisis too can 
be defined in time.  The initial moment of a crisis (ci) corresponds either to 
the point in time when a threshold level of magnitude has been crossed or 
when the disaster reaches a cumulative effect greater than the adaptation 
capacity of the system.  The threshold level of magnitude can be plotted in 
time, just like risk it has a fluctuating profile (Figure 3). 

2.2 Decision-Making Processes 

The decisional fountain model originated from a global reflection on the 
different facets of decisions.  It is a generic multi-dimensional model 
which can be used for screening decision-making processes (Cornélis and 
Brunet 2002; Cornélis and Viau 2000).  Implicitly, this conceptual model 
integrates time through its five successive phases (Figure 4): documenta-
tion (DO), decisional analysis (DA), decision-taking (DT), decision im-
plementation (DI) and decision evaluation (DE).  Obviously, the DI and 
DE phases can not be performed if the DT has not occurred, just like a de-
cision can not be taken without some kind of DO and DA.  The analogy 
with the fountain comes from the DI temporal characteristic of decisions: 
some effects (droplets) can be immediate, while others can impact a lot 
later.

Fig. 4. The decisional fountain model and its temporal dimension.  Left its ‘tradi-
tional’ view with time arrows, right its transposition in a time-line view 
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When taking a closer look at the time-line view, the temporal pattern of 
the decision-making process shows potential decisional situations (Fig-
ure 5).  These situations can be classified in two families: the strict se-
quence (DO-DA-DT-DI-DE) and the weak sequence (DO-DA-DT)-DI-DE 
in which the DO-DA-DT sequence is a strict one.  In emergency situations, 
time allocated is reduced and is spent accordingly between the phases. 

Fig. 5. Examples of time-line representations of the decisional fountain phases for 
strict sequences (left) and for weak sequences (right).  * indicates decision-making 
processes which can correspond to the emergency planning activity.  The blank 
space between (DO-DA-DT) and DI-DE stands for the lapse of time before the 
decision is implemented 

Each phase of the decisional fountain model can be integrated in time in 
order to grasp the evolution of each of its constituting elements.  For ex-
ample, by zooming on the decision space in the DT phase, the evolution of 
the preferred alternatives during the making of decision can be plotted by 
analogy to Lund time-geography approach.  Hence, the “trajectory” of a 
decision-maker’s preference for an alternative or for a set of alternatives 
can be plotted.  The final decision is determined by the 'position' within the 
decision space of the preferences at the time the decision is to be taken 
(Figure 6).  Although this approach should be explored in more details, a 
few remarks can be stated.  First, the decision space is not fixed as it is for 
the geographical space in Hägerstrand approach (Chardonnel 1999).  Then, 
in a decision process analysis, what is important is to identify the con-
straints which might be in the path of reaching certain decisions.  Further-
more, the connection with the other elements of decisional processes 
should ideally be made clear.  Nevertheless, the premise that individuals 
have goals is shared by the analysis of decision-making processes.  So, the 
follow up of a decision-maker’s preferences and goals can be sketched on 
such diagrams. 



Framing Spatial Decision-Making and Disaster Management in Time      289 

Fig. 6. Representation of discrete decisional spaces integrated in time.  In the left 
scale representing time, t0 stands for the moment the decisional problem is ad-
dressed; e0 and e1 for events influencing the preferences; and dt the time of taking 
the final decision.  In the left diagram, ellipses represent the selection and crosses 
the elimination of the different alternatives.  The grey parts of the alternative’s 
time lines represent alternatives for which the decision-maker is ‘neutral’ or is not 
expressing himself.  On the right diagram, the preferences and their evolutions are 
sketched for a situation different from the left setting.  These ordered preferences 
could express selection or elimination preferences 

3 Implications for Disaster Management and Geographic 
Information Solutions 

Just like the spatial dimension is important to better understand disaster 
and its triggering events, to better prepare disaster responses, the temporal 
dimension and the different decision processes are part of the full picture.  
By combining, for example, the temporal set of decisional fountains and 
the classification of disaster types in their various dimensions, different 
scenarios can be identified for the operational, tactical or strategic levels.  
These scenarios point to information technology requirements or develop-
ments, spatial and non-spatial data needs, model development, and even to 
the limits of scientific knowledge and beyond.  This prospect opens up to 
other considerations related to philosophical, political or societal questions 
(see for example Scanlon 1988).  Which risks are our societies ready to ac-
cept?  Which spatial decisions should be considered by the disaster man-
agement plans (proportional, egalitarian, radical or fluctuating spatial re-
partition)?  Which events should be monitored?  These of course go far 
beyond the scope of this short introductory contribution, but if we, as citi-
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zen of the world, omit to consider them, the true power of geographic in-
formation science will turn out to be nothing more than a device to hide 
the responsibility and to legitimize decisions taken by a few of us. 
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Abstract

R&D Center ScanEx (www.scanex.ru) is leading manufacturer of personal 
ground stations and terminals, i.e. antenna systems for receiving, storing 
and processing Earth observation images. Their unique features compared 
to the traditional systems for gathering information about the Earth from 
space are as follows: affordable price, compactness, a technology on the 
basis of a standard PC, ease of the operation, a unified technology of data 
storage, processing, and image thematic analysis. All of these leads to 
cheaper data, simpler data acquisition technology, and quicker access time 
for the widest possible range of users. A personal ground station is the 
unique means to enable users to receive images of the Earth from space di-
rectly at their PCs. UniScan™ ground station (in stationary and mobile 
modifications) by R&D Center ScanEx is flexible solution for receiving 
information from wide range of Earth observation satellites: Terra/Aqua, 
IRS-1C,1D,P6, RADARSAT-1, EROS A1 and others. R&D Center 
ScanEx offers the complete chain for RS data acquisition, storage and 
processing on the base of its own hardware and software solutions. Af-
fordable price of ground stations makes it possible to install such equip-
ment not only for national remote sensing Centers, but at research, educa-
tion organizations. The main possibility that gives UniScan™ technology 
is access to RS data in real-time mode – data is ready to analysis after 15-
30 minutes after data reception. This is too important for such RS data ap-
plications as disaster management (flooding, fires monitoring).  

R&D Center ScanEx in cooperation with Antrix Corp. offers integrated 
solution for acquisition information from recently launched IRS-P6 satel-
lite by affordable price which includes hardware, software and 1,000 min-
utes time for data downlink. IRS-P6 data with resolution of 5.8, 23 and 56 
m and short revisit period (5, 24 and 5 days correspondingly) make this 
data valuable for very different RS data applications.
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1 Introduction 

We consider remote sensing terminals (RS terminals) – compact, afford-
able, simple for operation systems for acquisition images of the Earth from 
space- as significant stage in realization of the idea of decentralization, 
speeding-up and simplification of access to RS data.  

When we need one image for definite date for limited area of interest we 
can use service of centralized archives even if time of data delivery and 
data cost are not convenient for us. Centralized archives we understand as 
several global archives where RS data are received, processed and stored. 
Usually it takes much time for delivery ordered image to end user, and 
long chain of RS data distributors, companies offering service for value-
added products very complicates access to RS data and increases its cost. 
But in case we want to integrate images from space into on-line decision-
making system cost of images and time of its delivery are crucial parame-
ters.

Really RS terminals and personal ground stations (PGS) for RS data ac-
quisition and processing (by analogy with personal computers) enable to 
use images from space just after 15-30 minutes after data reception on a 
place of decision-making. Such approach is in principle important both on 
the level of governmental bodies, regional administrations and large indus-
trial corporations.

In particular this caused wide implementation of RS terminals on the 
base of UniScan™ technology in frames of Ministry of Natural Resources 
of Russian Federation (Moscow, Gelendzhik, Irkutsk, Ekaterinburg, Ya-
kutsk, Yuzhno-Sakhalinsk - see figure 1), in the interests of regional ad-
ministrations (Belgorod, Chita, Salekhard – see figure 1) and large indus-
trial companies (Atyrau, Priozersk – “KazGeoCosmos” Company, figure 
1). In spite of difference in the status and organizational form of above-
mentioned users the list of problems that they resolve is varied only in 
geographic features of regions. This list includes following applied tasks: 
detecting of wildfires and forecast of their development, water pollution 
monitoring (thermal pollutions and oil spills), forests monitoring (illegal 
felling, consequences after wildfires, etc.), control over compliance with 
the licensing agreements in natural resources development, control over il-
legal fishing, monitoring of regional infrastructure development, rapid and 
objective damage assessment after natural disasters and others.  
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Fig. 1. Operational UniScan™ ground stations network 

2 What is UniScan™ Ground Station and RS Terminals? 

What do we mean when we say Personal Ground stations and terminals? 
We mean antenna systems for receiving, storing and processing Earth ob-
servation images. Their unique features compared to the traditional sys-
tems for gathering information about the Earth from space are as follows: 
affordable price, compactness, a technology on the basis of a standard PC, 
ease of the operation, a unified technology of data storage, processing, and 
image thematic analysis. All of these leads to cheaper data, simpler data 
acquisition technology, and quicker access time for the widest possible 
range of users. RS terminal is ground station intended for receiving infor-
mation especially from one or two satellites for specific applications. A 
personal ground station is more unified means to enable users to receive 
images of the Earth from space directly at their PCs from different Earth 
Observation satellites for solving wide range of tasks. UniScan™ ground 
station (in stationary and mobile modifications) by R&D Center ScanEx is 
flexible solution for receiving information from satellites: Terra/Aqua, 
IRS-1C/D, IRS-P6, RADARSAT-1, EROS A and others.  

UniScan™ station is designed for receiving and processing images 
transmitted from low-orbiting Earth satellites in X-band with data rates up 
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to 120 Mbps (in near future up to 160 Mbps). Such data rate allows to 
transmit detailed images with the spatial resolution of several meters. 

3 Main Specifications of the UniScan™ Station 

UniScan™ hardware is universal and programmable. It provides for recep-
tion of information in any format, whose parameters are within the follow-
ing limits: 

Parameter Range 
Carrier frequency 8.0 ... 8.4 GHz 

Digital data rate  2.5 ... 120  Mbps (QPSK) 
1.25 … 60 Mbps (BPSK) 

Modulation  BPSK, QPSK, SQPSK 

The users would not need any hardware modifications to adapt the sta-
tion for a new satellite and format, only some additional software will be 
required provided that: 

format parameters are within the limits indicated above; 
power of the satellite transmission is sufficient to be received by the par-
ticular antenna system. 
Sich-1M, Monitor-E No 1, IRS-P5, IRS-P6, RADARSAT-2, SPOT 4 

and 5, EROS A, Envisat-1 satellites and many others transmit (or will 
transmit) information within the UniScan™ range of parameters. 

UniScan™ is designed in two configurations: 
mesh-reflector antenna, 3.6 m in diameter with a 3-axis rotating support 
(UniScan™-36);
solid-reflector antenna, 2.4 m in diameter  with a 2-axis "X – Y" rotating 
support (UniScan™-24) 
The UniScan™ consists of:
the antenna system;  
the control unit; 
computer interface boards;  
an Intel Pentium IV based PC (one or two, see below); 
the software; 
a set of connecting cables. 
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Fig. 2. Antenna system of UniScan Fig. 3. Antenna system of UniScan 
™-36 ™-24 

The ingest interface boards comprise Viterbi decoders and FPGAs for 
the frame synchronization and in-line processing (differential decoding, 
simple formatting, etc.). 

PCs for the UniScan™ station are capable of ingesting, logging and 
temporary storage of the relevant large data streams. If a station is intended 
for parallel data reception via two radio downlinks (as is the case with the 
IRS-1C/1D satellites), it is supplied with two PCs connected into a local 
network and two PC interfaces. 

R&D Center ScanEx offers the complete chain for RS data acquisition, 
storage and processing on the base of its own hardware and software solu-
tions. Affordable price of ground stations makes it possible to install such 
equipment not only for national remote sensing Centers, but at research, 
education organizations.  

The system is equipped with specialised software for: 
the control of acquisition  and data recording to a PC hard disc (Scan-
Receiver®); 
the preliminary processing (data formatting, geolocation and calibra-
tion). Definite structure of this software depends on station configura-
tion, i.e. list of data to be acquired; 
the visualisation and analysis of images (ScanMagic®, one license); 
cataloguing images (ScanEx Catalogue Manager®); 
additional thematic image processing (ScanEx Image Processor®, one 
license).
All software is designed for MS Windows. 
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Data recording and storage is implemented in formats developed by the 
R&D Center ScanEx. They preserve all of the metadata received from a 
satellite and the metadata added in the course of reception. 

These formats are fully supported by the delivered software. It is also 
possible to obtain low-level products in standard formats such as 

MODIS: MOD 01, MOD 02, MOD 03 (Terra); MYD 01, MYD 02, 
MYD 03 (Aqua); 
IRS (LISS-3, PAN): FAST; 
RADARSAT: RADARSAT Level 0, Level1 in CEOS SAR formats. 
R&D Center ScanEx in cooperation with Antrix Corp. offers integrated 

solution for acquisition information from recently launched IRS-P6 satel-
lite by affordable price which includes hardware, software and 1,000 min-
utes time for data downlink. IRS-P6 data with resolution of 5.8, 23 and 56 
m and short revisit period (5, 24 and 5 days correspondingly) make this 
data valuable for very different RS data applications.

4 Disaster Monitoring Using RADARSAT-1 Data 

In June 2004 the “RADARSAT-1 Reception License Agreement” between 
Canadian Space Agency, RADARSAT Int. and R&D Center ScanEx was 
signed.

Radar data can be effectively used for different tasks in disaster man-
agement such as flooding monitoring, oil spills monitoring on shelf, sea ice 
monitoring. In addition, capabilities for Terra/Aqua MODIS data acquisi-
tion can be installed on RADARSAT-1 terminal. This gives a possibility 
of regular monitoring wildfires in near-real time mode for effective land 
use. Also MODIS data can be used in addition to radar data, for example, 
for flooding and sea ice monitoring.  

As known the shelf of northern seas becomes the place of concentration 
of huge oil resources. Development of oil reservoirs on the shelf can im-
pact on water and seaside environment. That is why regular ecological 
monitoring of the shelf becomes too important at present time.  

Regular monitoring of vast squares of the seas is difficult problem. One 
of the efficient ways to resolve this issue is to use images of the Earth from 
space. The most effective information source for these purposes can be 
SAR (Synthetic Aperture Radar) data from RADARSAT-1 satellite.  

At present the RADARSAT-1 program (www.rsi.ca) is the most reliable 
radar satellite mission in the world. It provides end users with the data 
from 8 and up to 100 m spatial resolution within a swath from 50 and up to 
500 km wide. A unique feature of the SAR imaging as compared with op-
tical instruments is its independence from a natural illumination (i.e. time 
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of the day and season) and cloudiness, which is absolutely transparent for 
this type of sensing. In case of emergency the program offers a unique op-
portunity to place a request 29 hours prior to the actual time of acquisition 
with near 100% guarantee. Data can be used for analyzing after 1-1.5 
hours after its acquisition.  

To receive satellite images in real-time mode and get them ready for 
processing and analysis is the most important task for disaster manage-
ment. This approach reduces the risk of potential environmental damage to 
the lands, forests, offshore and as well as to fragile coastal ecosystems. 
Portable RADARSAT-1 terminal by R&D Center ScanEx is easy for in-
stallation (both in stationary and mobile variants) and to operate, and 
equipped with all necessary software for data reception and near real-time 
processing. This is turnkey up-to-date affordable solution for disaster man-
agement. Four such terminals will be put into operation within Russia and 
Kazakhstan during year 2004 (see figure 1). The circle of visibility of these 
stations is about 2,000 km from the place of installation that gives a possi-
bility to observe vast regions around a place of installation of a 
RADARSAT-1 terminal.  

Figure 4. Network of RADARSAT-1 ground stations based on RADARSAT-1 
terminal by R&D Center ScanEx 
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5 Mobile Receiving Station Based on the UniScan™ 
Technology 

The mobile station is implemented in two configurations: on the base of 
UniScan™-24 and UniScan™-36 stations.  In technical terms, the system 
is small and relatively light with the weight about 400 kg or 1,000 kg and a 
2.4 m or 3.6 m antenna dish respectively.  The system can be set up in a 
new location in 2 to 3 hours. Once the imagery is received, the advanced 
software for data reception, storage and processing enables the operator to 
analyse the situation and give relevant recommendations within a period of 
time as short as 30 minutes. For best results, the received images should be 
combined with background information such as local cartographic/GIS 
layers or geolocated archive imagery from Resurs- 1, Meteor-3M, Land-
sat, IRS  or Terra satellites. 

Unique features of the R&D Center ScanEx mobile receiving station: 
a simplified small-size antenna which enables reliable reception at satel-
lite elevations starting from 5-10° with the radius of the reception zone 
up to 1,500 – 3,000 km; 
rapid operational deployment (2…3 hours) without the use of any addi-
tional equipment; 
low cost compared to similar stations by other manufacturers; 
high mobility (transported by a lightweight truck with a trailer). 

6 Applications for the Mobile Receiving Station 

The mobile system, in comparison with the stationary receiving centers 
may be the most efficient solution for the following: 

real-time data reception in emergency situations to enhance the effi-
ciency of rescue operations and damage assessment; 
real-time data acquisition for the regions, not covered by the stationary 
receiving centers, to create imagery  archives;  
deployment prior to the completion of a full-scale Earth observation 
center;
creation of a national Earth observation infrastructure in developing 
countries;
demonstration of Earth observation capabilities at international exhibi-
tions and aerospace shows; 
specific Earth observation tasks in remote regions for a limited period of 
time (e.g. dealing with accidents and natural disasters, prospecting for 
oil, gas and other mineral resources, pipeline construction etc.). 
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Fig. 4. Indoor equipment of mobile groundstation 

Fig. 5. Mini laboratory on the base of mini trailer 

The basic complete set of the mobile receiving station consists of the 
same as UniScan™, but besides this includes a dismountable platform for 
antenna system installation and auxiliary equipment for a truck-mounted 
UniScan™-36 system. 

By customer request, the following may be supplied in addition to the 
basic set: a light truck, a trailer equipped as a mobile laboratory, an 
autonomous petrol-based generator (220 V output, enables consumption of 
up to 2 kW). The particular components of the set are to be detailed in the 
mobile station delivery contract.   
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7 Conclusion 

The main possibility that gives UniScan™ technology and terminals on its 
base is access to RS data in real-time mode – data is ready to analysis after 
15-30 minutes after data reception. This is too important for RS data appli-
cations for any dynamic phenomena such as wildfires and their sites detec-
tion, oil slicks detection and control of their motion; crop quality on day by 
day (or at least a week by week) basis; control of water pollution on regu-
lar basis and so on.
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Abstract

According to a successful disaster management the analysis of the disaster 
is needed. For this purpose the documentation of the disaster is necessary. 
Up to now many studies deal with different aspects of mobile systems for 
the disaster management. They are developed for disaster management ac-
tivities of public safety units, but there are no applications for the docu-
mentation process during and after a disaster. In this paper we describe an 
approach for a mobile disaster documentation system. The main focus lies 
on the user requirements of the different user groups. The disaster docu-
mentation focuses mostly on information about a disaster and possible ac-
tivities undertaken by disaster and public safety experts. The documenta-
tion structure should use a common language based on a standard 
terminology. A standardized documentation structure would help to har-
monize the information basis, accessibility, and better integration in spatial 
decision-making processes. 



306      Sven H. Leitinger, Christian Scheidl, Stefan Kollarits and Johannes Hübl  

1 Introduction 

The alpine regions have a high potential for mountain hazards and risks, 
such as avalanches, debris flows or mountain torrents. In order to success-
fully react in the case of a disaster, we need a careful hazard and risk 
analysis. The documentation of disasters in the response and recovery 
phase represents an important input for the risk analysis (Cutter, 2003, 
Leitinger, 2004). Up to now the documentation of the disasters has been 
done in the form of sheets, analog maps and images at the event site. Hübl 
et al. (2002) describe this process and the scientific and technical back-
ground of the documentation in the DOMODIS-Handbook. 

The current state of geographic information systems (GIS) can provide 
decision makers with the information they need to manage a disaster. In 
the last years researchers and the industry start to develop mobile GIS for 
field workers of public safety organizations. These mobile applications can 
be also used in the process of documentation. The operators responsible 
for the documentation of a disaster face with different user requirements 
for such systems. 

In this short paper, we describe an approach for a mobile disaster docu-
mentation system. We start with an overview of related work of mobile 
applications in the field of disaster management. Than we explain the user 
requirements for the documentation process and at the end we conclude 
this paper with some directions for our further research. 

2 Related Work 

Zerger (2003) describes several applications of a GIS used for disaster de-
cision support. These systems focus on technical specifications of a GIS 
software system, spatial data themes, spatial data capture techniques, mod-
eling of the hazard and its spatial extent and cartographic presentation of 
results. Only a few studies deal with mobile applications for the disaster 
management decision support. These applications are designed to support 
mainly public safety organizations (fire brigades, civil protection, public 
authorities) during the response phase of the emergency management. Zla-
tanova and Holweg (2004) discuss a mobile system which uses 3D geo-
data for different clients in the emergency management. In this approach 
the requirements to the supporting system with the respect to different user 
groups (decision makers, field workers, desktop and web clients) are de-
scribed. Furthermore the study concentrates on the specific data require-
ments for the diverse clients. Another study in this field was done by Erha-
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ruyi and Fairbairn (2003) which focuses on scheduling and information 
management issues for the field workers and the interoperability among 
databases and GIS which should enable real-time mobile data processing. 
According to them, the emergency field personnel should not only be able 
to navigate geo-information and services provided by the central office, 
but also gather process, upload and renew information residing in the cen-
tral database. This application was tested in a study case of oil spill man-
agement in the Niger Delta of Nigeria. Horz and Schmidt (2003) describe a 
mobile map-based information management service for early warning and 
disaster management activities. In this approach, the mobile end-users can 
view, manage, annotate and communicate geo-data in the field. The field 
workers can add additional geo-referenced information to the maps. The 
system, called MoMoSat, uses secure real-time connections over satellites 
and WLAN enabling the communication between mobile units and the 
primary data store secure real-time. Meissner et al. (2002) present the re-
quirements and technology needed for the communication process and the 
information systems used during the response and recovery phases. Their 
focus lies on the design and architecture of the network, and on the con-
figuration, scheduling and data management issues.  

Above mentioned studies deal with several different topics such as the 
data and user requirements, system architecture, information management 
and communication technologies of mobile applications for the disaster 
management. They focus basically on the needs of public safety organiza-
tions. This work can serve as a theoretical basis for our approach where we 
aim at developing a mobile disaster documentation system. The following 
section examines the user requirements of the documentation process, 
which differ from the requirements of public safety organizations. 

3 User Requirements for the Documentation Process 

In general terms, documentation is any communicable material (such as 
text, video, audio, etc., or combinations thereof) used to explain some at-
tributes of an object, system or procedure (Wikipedia, 2004). Disaster 
documentation focuses mostly on information about a disaster and possible 
activities undertaken by disaster and public safety experts. The main re-
sponsibility of the disaster experts is to study the reasons for a disaster, the 
disaster consequences, and to document the security procedures. These ex-
perts are very seldom present at the site where the disaster occurred. On 
the other hand, the public safety teams are immediately informed about the 
disaster and actively involved in the response phase. This documentation 
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should have an appropriate structure adequate for public safety teams and 
it should permit a rapid context formation, and information extraction and 
retrieval. It should enable them to monitor the development and conse-
quences of a disaster, and to collect the relevant data. A mobile documen-
tation application that enables an efficient documentation process shall ful-
fill the following requirements: 

different level of education (general knowledge - expert knowledge), 
different level of experience (practioners - theorists), 
objective data interpretation, 
invariability in time and space, 
interpretation instead of objective recordings (matter of socialization in 
case of catastrophic events), 
different terminologies (dialect, languages, data semantic). 
The documentation structure should use a common language based on a 

standard terminology. Depending on the chronological and thematic level 
of detail, the documentation structure should consist of two parts; the event 
documentation and event notification. The lowest level of detail can be re-
corded with the help of the event notification independently of the educa-
tional level of the expert. The level of detail that can be acquired by an ex-
pert should depend on the experience and the knowledge of the expert. The 
structure should be standardized and usable by all experts involved in the 
disaster management activities. A standardized documentation structure 
would help to harmonize the information basis, accessibility, and better in-
tegration in spatial decision-making processes. The cornerstones of a uni-
form documentation structure are the spatial level of detail (what do I have 
to observe?), the chronological level of detail (when do I have to ob-
serve?), the applied level of detail (who has to observe?), and the thematic 
level of detail (what has to be recorded?). In order to take an advantage of 
such a uniform documentation structure we have to reconsider the current 
documentation processes. Disaster process phenomena should be recorded 
based on a detailed guideline as discussed by Kienholz et al. (1995), and 
be usable to public safety organizations. 

In our current project GUSTAV we plan to develop a mobile disaster 
documentation application which will be extended by an event notification 
structure. The project is financed by the Austrian Ministry for Transport, 
Innovation and Technology.  Special attention will be devoted to the reali-
zation of an effective collection of disaster phenomena by public safety 
experts. By means of such an event notification combined with a uniform 
documentation structure advantage of new tools, like mobile GIS applica-
tions, can be gained. Co-authors of this paper are currently working on a 
transalpine event notification guideline within the Interreg IIIB project 
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DIS-ALP. The cooperating partners on the project are the Institute of Ge-
ography of the University of Bern (GIUB) and the Centre for Naturals 
Hazards and Risk Management (CENAR, BOKU). 

4 Conclusion and Further Work 

In this short paper we briefly overviewed several studies of mobile appli-
cations for the decision support in the disaster management. These applica-
tions present different research areas of mobile GIS and serve as the basis 
for our further development of a wireless disaster documentation system. 
We concentrated on the user requirements for such application. Our dis-
cussion provided in this paper is in an initial phase of the development and 
needs additional research. In our future work we will consider the usability 
requirements and execute interviews with possible users of the application. 
The idea would be to interview the public safety as well as disaster experts 
and register their needs and suggestions for the functionalities of the appli-
cation. We will also study trends and future development of a mobile GIS 
in the field of disaster management, and possible integration of geo-data 
needed within the documentation process. Within GUSTAV project we 
aim to design an software architecture for a mobile disaster documentation 
system.
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Abstract

With each passing day, catastrophe risk for urban regions of the world is 
increasing. One of these catastrophes is the earthquake and recent events in 
Northridge and Kobe were typical examples of what can happen when a 
major earthquake strikes directly under a densely populated area. Mega cit-
ies created by the rapid urbanization and development in unsafe areas led 
to far greater losses experienced in the past. In order to reduce the property 
losses after an earthquake a quick repair process is a major task. This proc-
ess must be based on detailed plans for rebuilding or strengthening proce-
dures of the buildings. The major damage loss is caused by earthquakes. 

Geodetic science plays an important role in the earthquake research. By 
means of long-term measurement, deformations caused by the breakage of 
the earth crust caused by the moving plates can be examined. Photogram-
metry and Information System techniques are new tools in the earthquake 
research. Terrestrial photogrammetric methods have been used for the first 
time to document the damages after an earthquake in Friaul, Italy. There 
are many attempts to use photogrammetry, remote sensing and information 
sciences in the earthquake damaged areas. Some of them are related with 
the earthquake prediction, long and short term, some of them is related to 
the damage recording and assessment. A similar study to this research is 
the work after the Kobe earthquake. 

In all these studies they claim of data collection as well as before or af-
ter an earthquake.  Earlier earthquakes revealed problems in the processes 
of documenting and analyzing the building damage that occurred due to 
earthquake disasters which demanded much effort in terms of time and 
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man power. The main difficulties appeared because analogue damage as-
sessments created a great variety of unstructured information that had to be 
put in a line to allow further analysis. Apart from that, documentation of 
damage effects was not detailed and could only be carried out on the spot 
of a disaster.

1 Introduction 

With each passing day, catastrophe risk for urban regions of the world is 
increasing. One of these catastrophes is the earthquake and recent events in 
Northridge and Kobe were typical examples of what can happen when a 
major earthquake strikes directly under a densely populated area. Megaci-
ties created by the rapid urbanization and development in unsafe areas led 
to far greater losses experienced in the past. In order to reduce the property 
losses after an earthquake a quick repair process is a major task. This proc-
ess must be based on detailed plans for rebuilding or strengthening proce-
dures of the buildings. The aim of this paper is to present a different ap-
proach in the monitoring, documentation and analyze the damages in the 
buildings after an earthquake. At the end an example of using remotely 
sensed data in an earthquake is also given. 

2 Photogrammetry and GIS in the Earthquake Research 

Geodetic science plays an important role in the earthquake research. By 
means of long-term measurement, deformations caused by the breakage of 
the earth crust caused by the moving plates can be examined. Photogram-
metry and Information System techniques are new tools in the earthquake 
research. Terrestrial photogrammetric methods have been used for the first 
time to document the damages after an earthquake in Friaul, Italy (Fo-
ramitti, 1980). A similar study to this research is the work after the Kobe 
earthquake (Kiremidjan and King, 1995). In this study they declare that the 
information system is an essential tool in the earthquake research. 

They evaluate the damages of the building by using their own computer 
program developed in the 80’s for a research project in Zagrep University 
(Anicic and Radic, 1990). The use of an expert system for the evaluation 
of earthquake damages based on expert systems using evaluation tables is 
research currently under investigation (Papnoni, Tazir and Gavarini, 1989). 
The research work at Karlsruhe University "Strong Earthquake", Germany, 
sponsored by the German Science Foundation (DFG) use data acquired at 
a smaller scale. 
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3 Data Aquisition by Photogrammetry 

Photogrammetry is an efficient tool in monitoring of spatial objects with 
respect to location, form and shape. Its main advantage to other measuring 
techniques lies in the fact that the measurement is done on the images and 
indirect measuring possibility opens the users of this method a wide range 
of application possibilities. So the recorded images contain a great extend 
of information so that many of the detailed acquisition of deformation can 
be done afterwards. To establish the deformation of a building from its 
complex details, three-dimensional coordinates of characteristic points re-
lated to the structure of the building must be known. In order to measure 
them, these points must be projected at least in two images. 

With known camera calibration parameters (interior orientation pa-
rameters) the unknown 3D-object coordinates (XYZ) can be computed by 
measuring their image coordinates of the object (in this case of the build-
ing) points. Their values can be determined with an adjustment procedure 
(bundle adjustment). The faulty measurements will be eliminated by this 
way and a precise measuring capability can be reached. In order to relate 
the determined XYZ coordinates to an overall coordinate system, control 
points with known coordinates are used.  

Today in addition to so called classical, analog ways of photogrammet-
ric data handling, digital methods are also used. This enables an automa-
tion of data processing by means of image analysis and matching tech-
niques. In this context 3D-object reconstruction techniques, classification 
or image detection and their integration into a deformation analysis proce-
dure using information system technology can also be used. 

Fig. 1. General case photogrammetric data acquisition 
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Fig. 2. Data flow in photogrammetric evaluation process 

In order to determine the deformation of a building as a whole system, 
the 3D-shape of building must be reconstructed. This reconstruction pro-
cedure must be based on the determined coordinate of the building charac-
teristic points. As the damaged buildings after an earthquake is a potential 
danger for the investigators and also passengers the first determination 
must be based on the points on the facade of the building. 

Secondly no prior measurements of these buildings are available in or-
der to relate the deformed values to. In this investigation the following way 
was chosen. At least two plumb lines hanging down on the facade of the 
building define a vertical plane. Based on the assumptions that the lowest 
points of the building can be considered stable, and the facade is build, as 
in most cases, vertically, all deviations can be related to this vertical plane 
and to the coordinate system, which can be defined for the specific case 
(see Külür, 1998). 

Fig. 3. Digital photo of the damaged schoolhouse obtained by KODAK DCS 200 
and plumb lines used as scale information 
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This approach allows a quick documentation. Using the digital technol-
ogy, the photographic processing has disappeared and on line registration 
can be used. In the research work a digital camera by KODAK (DCS 200) 
has been used. This allows to load the pictures directly to the laptop com-
puter at site and to begin immediately with the processing of the gained 
data. The damaged high school building in DINAR was photographed with 
this camera. The processing and evaluation of the images was done with a 
photogrammetric software package PICTRAN (Schewe, 1995). The result 
is the coordinates of the characteristic points defining the movement of the 
building. These characteristic points are on the 11 different axes of the 
high-school building. They are also chosen on the heights of the stories of 
the building (in this case 4). So by means of axes and stories as quasi-
heights, a systematic grid is placed on the facade of the building.

From these coordinates displacement values are calculated according to 
the following formulas; 

Relative Height Differences: HI(i) = Z(i) – Z(i-1) 
Absolute Depth Differences: Da(i) = Y(i) – Y(1) 
Relative Depth Differences: Dr(i) = Y(i) – Y(i-1) 

Fig. 4. Deviations from the vertical plane 

The relative displacement in one direction of two overlaying stories is 
calculated from their displacement values as; 
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i = di - di-1
where di and di-1 are the displacements of a column in i. and i-1. story. 

If we denote with hi the height of these two adjacent stories, then the rela-
tive displacements of the point in question must be compared with two 
maximum values calculated as; 

( i)max / hi  0.0035 
( i)max / hi  0.02 /R 
Here the coefficient R is the load reduction factor of the building with 

respect to the structural system and natural response coefficient of the 
building. 

4 Information Systems and Query (Analysis) 

Geographic Information Systems (GIS) consist of computer hardware, 
software and geographic data. They are designed to efficiently capture, 
store, update, manipulate and display all forms of geographically refer-
enced information (Bill and Fritsch, 1991). Spatial data is obtained in digi-
tal form, rearranged, analyzed according to several querying parameters 
and later presented in the form of either alphanumeric or graphical dis-
plays. Information systems can compile a great number of descriptive and 
geometric data, which is stored in a database. 

The units in the geographic information systems are objects, which can 
be described by quantitative and qualitative components. Here the men-
tioned object should be regarded as a unit that exists in nature and that can 
be categorized geographically, physically and descriptively. Location and 
shapes of three-dimensional objects are defined as units with single mean-
ing determined by point coordinates.  

As mentioned above, a geographic information system differs from 
CAD or AM/AF systems in the joint management and administration of its 
geometric and thematic data. These thematic data are called as attributes. 
Objects are grouped according to their common characteristics or attrib-
utes. The data can be acquired by any kind of measurement technique, eg. 
geodetic and photogrammetric measurement techniques, digitiser, scanner, 
CCD-cameras and satellite images. 

4.1 Linking Photogrammetry and Information Systems 

The main goal of the research project is the combination of the two meth-
ods described in the foregoing paragraphs. After the acquisition of the 
geometric deformations with photogrammetric methods, this information 
has to be analyzed. Based on this analysis different conclusions can be 
drawn, e.g. Evaluations concerning the stability of the building, decisions, 
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whether it can be rebuilt or sold are torn down. Such decisions depend on 
many factors. An information system can provide an easy access to the 
stored data. In order to store the data efficiently and allow the access to it, 
a data model has to be established. To this end, the damage assessment 
sheets of the ITU, as well as international coding schemes have been ana-
lyzed. Based on this study, a detailed data model has been put up, includ-
ing the structural and damage related aspects of several building types 
(Volz, 1998). This model has been implemented in the GIS-product Arc-
View. Using the programming language Avenue, some of the analysis pro-
cedures could be automated; e.g. the determination of damage degrees. 
These functions help to accelerate the analysis considerably. 

Fig. 5. The object levels of data model according to the object class principle

4.2 Description of the Methods Used in Earthquake Damage 
Acquisition and Analysis 

The method used in Dinar for the purpose of damage acquisition is devel-
oped by a joint research of the Department of Civil Engineering of the 
Middle East University in Ankara and the “ITU” working group “Earth-
quake Engineering”. This concept is developed upon request of the Minis-
try of Building and Housing.  Basically the acquisition consists of different 
parts, which was grouped later on for a building. The main part of this 
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damage report is the “report”, where all important information, attributes 
for building description, damage acquisition and analysis, are listed. 

The total damage description is divided in different components. Be-
sides analyzing the damage for building in discussion, the building condi-
tion in a case of an earthquake is also considered. The geotechnical proper-
ties of the ground degree of the settlement of the basement are also 
considered. The essential description of the building is done by means of 
object class principle. The objects are described in different hierarchical 
level, by means of geometrical and semantically data see Figure 6. 

The highest level of object class is the building itself, which consists of 
construction elements, objects of the second level. At these construction 
elements one can observe damage marks, e.g. cracks which are the ele-
ments of a further level. The structuring of the data within the GIS-
products Arc-VIEW is done in form of tables, which was constructed by 
means of the relational database dBase. 

Fig. 6. The “Query-Builder” in ArcVIEW 

The input of data was realized by forms in MS Access. It was made 
easy by means of default values. Figure 6 shows such a form. There a 
question of buildings of the type “reinforced concrete whose damage 
points exceed 19 is listed. 
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4.3 Data Acquisition by means of Remote Sensing 

One of the major problems in Earthquake research is to predict and timely 
warn these natural catastrophes. Earthquake prediction by existing ground 
based facilities are not fully reliable and the recent unpredicted earth-
quakes in the last years (Iran, Morocco, Turkey) point the need for scien-
tific progress in solving this problem and in employing additional evidence 
for earthquake prediction. Russian scientists and engineers have recently 
proposed the concept of a geo-space system for prediction and monitoring 
earthquakes and other natural and man-made catastrophes, which is based 
on a system capable of monitoring precursors of earthquakes in the iono-
sphere and magnetosphere of the Earth and using these precursors to make 
short-term forecast of Earthquakes. 

Fig. 7. Seismo-ionospheric coupling model schematic presentation (Sergey, 2004) 

The colleagues from Russia are investigating in recent research projects 
the interaction between ionosphere’s F layer variations and different varia-
tions occurring in circumterrestrial environment (atmosphere, ionosphere 
and magnetosphere) associated with seismic activity, and detected by 
means of ground base and satellite monitoring. They proclaim that the ob-
tained results lead that the inospheric precursors of Earthquakes are really 
existing phenomena and the developed procedures for their detection offer 
a possibility of their practical utilization in systems for warning earth-
quakes and for making short term forecasts. (Sergey, 2003). 
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4.4 Analysis by means of GIS 

The essential part of a GIS is its analyzing capability. The fundamental 
analyzing methods are used in selection of objects according of typical de-
scriptive or spatial criteria, their aggregation, etc. So one can easily define 
and locate all buildings with definite damage descriptions and this can be 
very helpful for possible repair process.  

Starting from the sample data, the first item was to design a concept for 
the automatic damage analysis and assessment. This was done for the con-
struction element “reinforced concrete column”. Basically the damage ana-
lysis must start from the lowest object level, as the damage of an upper 
level element has to be calculated from the sum of investigated levels, at 
first. A single crack can be described by many parameters like, length, 
width, trajectory, position etc. According to these parameter values, the 
crack influences the damage grade of the specific element. For the total as-
sessment of one element, other damage indicators must also be considered. 
In case of a column, besides the investigation of the cracks, the deflection 
of the column from vertical line, the visibility of the steel reinforcement or 
the falling off the concrete mantle should be investigated. After the con-
sideration of all these parameters the damage grade of a column can be 
calculated. After the completion of the damage grades (e.g. “Without dam-
age”, “slight damage”, “middle damage” and “strong damage”) for all the 
construction elements the total damage grade of a building can be calcu-
lated. This procedure reflects the basic idea of the damage determination 
used in earthquake analysis. 

5 Conclusions 

The documentation and analysis method explained in the above paragraphs 
reflect the results of a short-term study. In the preliminary evaluations so 
far made, the results displayed great differences from the manually ob-
tained ones. In the current prototype, the building model is very detailed - 
further investigations have to focus on a thorough investigation of this data 
model in order to point out ways to accelerate the acquisition process. In 
general the use of an information system allows for the integrated docu-
mentation and analysis of earthquake damages and can be extended for a 
wider use as a catastrophe management system in general. 

The main problem for further investigation is the acquisition of detailed 
object geometry by means of photogrammetric methods. In order to accel-
erate this procedure there exist appropriate tools. For instance the use of 
exemplary model in digital form for specific building types and to com-
plete it by individual damage attributes has to be investigated. The comple-
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tion of photogrammetric acquisition could lead to an automatic object ex-
traction so that the digitization effort can be minimized.    

In this preliminary work the marking of control points on the facade as 
hanging plumb lines with weights was a job with some risks. In further 
study these hanging down from the windows of the building should be re-
placed by mobile control-point systems. 

Another very important and useful application could be the “Compass- 
Vulcan Program” for creation of space-born systems providing short-term 
prognosis of natural and man-maid catastrophes, including earthquake 
forecasting. For this purpose the combined efforts not only the interest of 
the scientist’s also international programs are necessary.    
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Abstract

On 26 December 2004 a strong earthquake with an epicenter west of the 
coast of Sumatra generated a tsunami in the Indian Ocean. The earthquake 
had a magnitude of 9, which makes it a rare event since earthquakes 
greater than magnitude 8.5 have occured about once every 10 years since 
1900 according to [5]. The last time a tsunami was generated by a magni-
tude 9 earthquake was on Good Friday 1964 off the coast of Alaska. The 
Sumatra earthquake and the tsunami that followed caused many victims in 
the countries surrounding the Indian Ocean. At the time of writing the 
death toll stands at 225000, which is an incredible number that is changing 
by the day. This article discusses two unique scientific aspects related to 
the earthquake and the tsunami. Four satellite altimeters picked up the 
traveling wave in the Indian Ocean, evidenced by the fact that a tsunami 
model matches the satellite observations. Early GPS observed displace-
ments at a few sites in the Sumatra, Thailand, Malaysia region confirm the 
predictions of a geophysical model. 
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1 Introduction 

Despite all human tragedy that resulted from the Indian Ocean earthquake 
and tsunami on 26 December 2004, the event is also unique from a geo-
physical research perspective. Two different techniques are discussed in 
this paper. The first concerns the observation of the traveling tsunami by 
four satellite altimeter systems that crossed the Indian Ocean in the first 9 
hours after the earthquake. The second is an observation of horizontal GPS 
site displacements as a result of stress released in the Earth’s crust and up-
per mantle. The latter observations are part of a cooperative research pro-
ject between the TU Delft and partners in Indonesia, Thailand and Malay-
sia. The motivation of this paper is to shortly discuss both remarkable 
observations, which have been the source for public attention in national 
and international media.  It will be shown that relatively simple modeling 
techniques can greatly help in the interpretation of both satellite altimeter 
and GPS observations. 

2 The Tsunami Captured by Satellite Altimeters

The tsunami generated by the Sumatra earthquake is a shallow water wave, 
also called a gravity wave, that is well described by corresponding equa-
tions found in for instance [2]. Gravity waves travel with a speed of about 
the square root of g.H (here g is 9.81 m/s2, H is the ocean depth). For ex-
ample, for a 4 km deep ocean we find a wave speed of about 720 kilometer 
per hour. As soon as the tsunami reaches shallow seas the wave speed sig-
nificantly drops and the height of the wave increases. This phenomenon 
was widely reported in the media directly after the tsunami hit the shores 
of several countries around the Indian Ocean and the Andaman Sea. Some 
amateur videos show a decrease of the water level before the wave crest 
hits the beach. In other cases the videos show no retreat of the shoreline 
and the crest of the wave directly hits the beach. Whether or not the water 
level first drops depends on the shape of the wave front as it leaves the 
tsunami generation point.  

The Delft University of Technology and NOAA maintain a common ra-
dar altimeter database system known as RADS [6]. This system was set-up 
in such a way that geophysical data records containing the 1-per-second 
satellite altimeter data including numerous instrumental and geophysical 
corrections are organized in a consistent manner. The tools that come with 
the RADS database system allow one to efficiently search large volumes 
of data. One essential data mining tool is the collinear track analysis pro-
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gram, hereby it is possible to overlay passes observed by any altimeter 
over previous passes observed in earlier cycles. Each altimeter system that 
we use for sampling the tsunami over flies a ground track pattern that re-
peats itself after a certain period. For the TOPEX/Poseidon and Jason-1 al-
timeter systems the length of a repeat cycle is about 10 days, see also [1]. 
This also means that ground tracks of both systems are separated by 315 
km at the equator, which makes it difficult to observe the full extent of a 
traveling tsunami with a single orbiting altimeter system. 

Despite the temporal and spatial sampling patterns of satellite altimetry, 
four altimeters captured the height profile of the tsunami in the deep ocean. 
In our opinion, these observations are unique and it is only possible be-
cause all four radar altimeters happened to observe sea level height profiles 
over the Indian Ocean during the first few hours after the earthquake, 
which took place on Sunday, 26 December 2004 at 00:58:53 UTC, see [3]. 
TOPEX/Poseidon and Jason-1 mapped the Indian Ocean about 2 hours af-
ter the tsunami started, as shown in Plates 1 and 2. The top part of each 
plate shows the results of a tsunami prediction model, which essentially 
solves the shallow water equations starting with an initial condition that 
matches the generation point west of the coast of Sumatra. In the bottom 
part of Plate 1 and 2 one can see the evolution of the relative sea level ob-
served by either TOPEX/Poseidon or Jason-1 on 26 December 2004 rela-
tive to the sea level observed in the previous cycle. These sea level anoma-
lies are presented by the black line in the graph under the map. Both 
TOPEX/Poseidon and Jason-1 appear to observe a change in the sea level 
that matches well the shaded height profile representing the tsunami model 
prediction run by NOAA, see [8].  

Plate 3 shows a similar situation for the Envisat altimeter system, which 
observed the event 3:15 hours after the initiation of the tsunami. In this 
case it is also obvious that the model prediction matches the satellite ob-
servation. In Plate 4 the same is shown for the US Navy GFO altimeter 
system which mapped the Indian ocean about 8:50 hours later. In this fig-
ure the wave field is smeared out and it becomes more difficult to detect a 
tsunami with an orbiting altimeter system. 

It should be emphasized that the observations of the satellite altimeters 
only refer to sea level anomaly differences between the altimeter cycles 
during the event and previous cycles. Moreover, the observations are only 
made along altimeter tracks. They do not observe the full extent of the tsu-
nami model predictions shown in Plates 1 to 4. Unfortunately, this knowl-
edge was not always been picked up by news media that were very eager 
to show the color images stating that “it” was observed by a satellite (sic). 

The first satellite altimeter results show that the wave height, here repre-
sented as wave amplitude and not crest to bottom height difference as is 
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sometimes reported, decreases over time. Two hours after the earthquake 
the peak wave height as observed by the altimeters in Plate 1 and 2 is 
about 60 cm in the ocean, in Plate 3 (3:15 hours after the event) it is re-
duced to 40 cm and in Plate 4 (8:50 hours later) the signal is reduced to as 
little as 5 to 10 centimeter. The accuracy of the sea level observation by 
orbiting altimeter systems is about 3 cm and today this is not a limiting 
factor for observing this event. However, it was pure coincidence that 3 
out of the 4 altimeter systems were able to make the observation. They 
were at the “right” place  at the “right” place, which is a delicate statement 
where the press officers (for instance at the TU Delft) directly inserted the 
text “as far as this can be said for this tragic event”.  

Several texts that appeared in the media also included a caveat emptor to 
the effect that the satellite altimeter observations are not suited for a real-
time tsunami alert system. A network of buoys and bottom pressure re-
corders, so-called tsunameters, are more suited for such an alert system. 
The operation of such a network, together with the seismic observation of 
the epicenter and the magnitude of the underlying earthquake is a separate 
issue beyond the scope of this paper.   

3 Crustal Site Displacements Observed with GPS 

The Global Positioning System (GPS) allows to compute station coordi-
nates in a global reference frame with millimeter accuracy, provided that 
suitable software, accurate satellite positions and clock information dis-
tributed by i.e. the International GPS Service (IGS) are incorporated in the 
analysis, see [4]. A well-known application of GPS is to observe the (rela-
tive) motions of tectonic plates. 

The South East Asia region is a tectonically complex region where sev-
eral plates are colliding with relative speeds of up to 10 cm per year. In 
Europe there are also such plate motions, except that the relative velocities 
are only about 1 to 1.5 centimeter per year. This explains why there are 
frequent earthquakes and volcanic eruptions along the plate boundaries in 
South East Asia and that big off-shore earthquake events are capable of 
initiating a tsunami. From a scientific point of view, it is important to un-
derstand the mechanism of an earthquake, and to map all high-risk areas. 
Prediction of earthquakes with any geophysical modeling or observation 
tool is at present not demonstrated. 

The December 26 earthquake has resulted in deformations of the 2 in-
volved tectonic plates in the SE Asia region. We will show that significant 
crustal deformations have been observed up to 1000 km distance from the 
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epicenter of the earthquake. The reason for such large scale displacements 
is that stress has built up over a period as long as hundred years. In this 
area the stress results from the submerging of the Australian plate in a 
North Easterly direction under the Sundaland plate, which forms the larg-
est part of SE Asia. During the earthquake, this stress has been released in 
a matter of minutes. The motion of one plate beneath another is called 
subduction, which is a slow and non-continuous process that is accompa-
nied with stress release in the form of earthquakes. These events frequently 
occur below the ocean along the Indonesian archipelago which spans more 
than 5000 km, and they may initiate tsunamis. The crustal displacements 
as a result of earthquakes are a result of the fact that the Earth’s lithosphere 
and mantle behave like a visco-elastic body.  

Seismic observations of earthquakes are used on a routine basis to de-
termine the epicenter and the magnitude of the event. Less well known is 
the precise surface deformation pattern as a result of an earthquake. In case 
of the Sumatra earthquake, the displacements at the plate boundaries are 
difficult to observe since they are located on the ocean floor. The epicenter 
displacements can be inferred with the help of a geophysical model that is 
calibrated with remotely observed GPS displacement vectors. In this case 
we rely on post-earthquake GPS observations in the area at sites that were 
previously observed. 

Since 1994 TU Delft (DEOS) participates in and organizes GPS obser-
vation campaigns in SE Asia. These activities are coordinated with col-
leagues at universities and institutes in France, Indonesia, Malaysia, Sin-
gapore and Thailand. Analysis of the many GPS observations in SE Asia 
has resulted in a kinematical model which contains motions that are deter-
mined with accuracies up to 1 millimeter per year. Since 1997 a focal point 
of the research activities of DEOS is the area around the city of Palu on the 
island of Sulawesi in Indonesia, which is located on top of a fault system 
that poses an acute natural hazard for the 300,000 living there.   This threat 
has become very evident, because less than a month after the mega-thrust 
earthquake event near Sumatra, the city was hit on 24 January 2005 by a 
magnitude 6.3 earthquake.  The two events are most probably not related, 
because Palu is almost 3000 km away from the 26 December 2004 magni-
tude 9.0 earthquake’s epicenter.  

An important project to the tsunami event is the EC-ASEAN "SE Asia: 
Mastering Environmental Research with GEodetic Space Techniques" 
(SEAMERGES) project. The goal of this EU funded project is to transfer 
knowledge in the research of high-risk areas that could be affected by 
earthquakes, land slides and extreme subsidence, floods and even tsuna-
mis. The use of geodetic techniques with the support of space technology 
is one of the drivers of the SEAMERGES project. 
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In a report issued by the SEAMERGES project shortly after the disaster 
in SE Asia, it was predicted by a model described in [7] that co-seismic 
displacements (those occurring during the earthquake) closest to the earth-
quake could be as large as several tens of centimeters and even of the order 
of a few meters towards the epicenter. Figure 5 is taken from [7] and it 
shows the co-seismic motions as predicted by a geophysical model in the 
region as a result of stress release of the Sumatra earthquake. The deforma-
tion vectors shown in this figure are the consequence of the earthquake and 
they are all pointing towards the epicenter gaining length as they approach 
the center. The deformations even extend to Thailand.  The island of 
Phuket at 750 km from the epicenter could been shifted by at least 15 cm 
and the shift at Bangkok, at a distance of 1400 km, is predicted at 2 cm. 

While most of the recent GPS data gathered after the event is not yet 
processed, the first GPS observed displacements confirm the model predic-
tions: a permanent GPS station of the IGS in Singapore (which was in-
stalled in 1997 by the Faculty of Aerospace Engineering at the TU Delft) 
was already confirmed to have moved by 2 cm. A permanent GPS site of 
Indonesian partners in the SEAMERGES project in Medan, Sumatra, was 
confirmed to have moved by more than 15 cm.

Post-seismic displacements are the consequence of a material property 
of the Earth’s crust and mantle and have already been confirmed by 
SEAMERGES partners in Malaysia. Also here the co-seismic displace-
ments can be determined because a number of GPS stations were opera-
tional before, during and after the earthquake.  A first GPS result from the 
Department of Survey and  Mapping Malaysia (DSMM), which is one of 
the SEAMERGES partners, can be seen in Figure 6. It shows the change of 
position of the Malaysian permanent station ARAU, about 500 km SW of 
Phuket.  This figure demonstrates the co-seismic displacement around 26 
December 2004 (day 361 in the plot).  The station displacements are given 
in the north, east and vertical directions.   A jump of about 3 cm to the 
south and 15 cm to the west is clearly visible.  It is possible to obtain this 
kind of information within a day of the actual GPS measurements.   Dif-
ferences observed between the predicted (for ARAU: 6 cm to the south, 10 
cm to the west, taken from [7]) and the actual motions (illustrated in Fig-
ure 6) are important input parameters to constrain geophysical models. 
These models can also be further improved, and enable a better under-
standing of the (future) earthquake mechanism and the (possible) regions 
affected.   
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4 Conclusions 

Four satellite altimeter systems demonstrated the presence of a tsunami in 
the deep Indian Ocean. In the deep ocean the wave height (crest to trough 
difference) of such a wave is about 1.2 meters while the spatial wavelength 
appears to be 200 km. The Sumatra earthquake has resulted in a stress re-
lease that caused deformations of at least 10 cm at stations 750 km away 
from the earthquake and 2 cm in a GPS station in Singapore 1100 km from 
the epicenter. In both cases relatively simple models explain the observa-
tions, although it should be remarked that our results are very preliminary 
and that more time is required to interpret and validate all observations and 
models. 

The first scientific results were presented during a special seminar in the 
framework of the SEAMERGES project in Kuala Lumpur, Malaysia on 16 
February 2005. The scientific implications of the tsunami and the earth-
quake of 26 December 2004, were presented at the European Geosciences 
Union (EGU) assembly, 24-29 April 2005 Vienna, Austria. 
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Fig. 1. The 26 December 2004 tsunami seen by the JASON-1 altimeter jointly op-
erated by NASA and CNES. The ground track intersects the equator 2 hours after 
the Earthquake on 26 December 2004. The upper map shows the modeled tsunami 
and the satellite track along which altimeter data was used to obtain sea level 
anomalies. The bottom graph shows the observed relative sea level in black, the 
shaded line shows the sea level predicted by NOAA’s tsunami model, see [8]. 
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Fig. 2. The tsunami seen by the TOPEX/Poseidon altimeter operated by NASA at 
2 hours and 5 minutes after the Earthquake on 26 December 2004. This shows the 
largest recorded gravity wave seen by any of the four altimeters, the maximum ob-
served crest to trough height is about 1.2 meter. For details see figure 1. 
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Fig. 3. The tsunami seen by ESA’s Envisat altimeter 3 hours 15 minutes after the 
Earthquake on 26 December 2004. For details see figure 1 
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Fig. 4. The tsunami seen by the Geosat Follow-on (GFO) altimeter (operated by 
the US Navy) at 8 hours 50 minutes after the Earthquake on 26 December 2004. 
For details see figure 1 
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Fig. 5. Modeled deformations predicted for GPS stations in the region, see [7]. 
The modeled displacements are the result of the Sumatra earthquake with a magni-
tude of 9. All aftershocks are shown until 4 January 2005. The actual displace-
ments are verified at three stations in Medan in Sumatra, in Singapore, and at sta-
tion ARAU in Malaysia 
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Fig. 6. Changes in daily positions (coordinate repeat-abilities) related to the 26 
December 2004 earthquake near Sumatra.  This figure was provided by 
DSMM/Malaysia and it shows the co-seismic motion of the permanent GPS sta-
tion (ARAU) in Malaysia, which is located more than 750 km away from the 
earthquake’s epicenter 
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Abstract

Natural and man-made disasters lead to challenging situations for the af-
fected communities, where comprehensive and reliable information on the 
nature, extent, and the consequences of an event are required. Providing 
timely information, however, is particularly difficult following sudden dis-
asters, such as those caused by earthquakes or industrial accidents. In those 
situations only partial, inaccurate or conflicting ground-based information 
is typically available, creating a well-recognized potential for satellite re-
mote sensing to fill the gap. Despite continuous technical improvements, 
however, currently operational, non-classified, space-based sensors may 
not be able to provide timely data. In addition, even high spatial resolution 
satellites (< 1m) are limited in their capacity to reveal true 3D structural 
damage at a level of detail necessary for appropriate disaster response in 
urban areas. 

Uncalibrated oblique airborne imagery, both video and photography, is 
typically the first data type available after any given disaster in an urban 
setting, usually captured by law enforcement or news agencies. In this 
study we address the use of video data for systematic, quantitative, and 
near-real time damage assessment, using video and auxiliary data of an in-
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dustrial disaster in 2000 in Enschede, the Netherlands, and of Golcuk, 
Turkey, acquired after the 1999 Kocaeli (or Marmara) earthquake. 

We focus in particular on texture-based damage mapping based on both 
empirical and more generic, geometric indicators. Data-specific attributes 
included color indices and edge characteristics, while the data-independent 
approach included rotation invariant Local Binary Pattern and contrast op-
erators (LBP/C). In an earlier step of the project, an interface was created 
to allow the near-real time processing of video streams, and, depending on 
positional information encoded with the data, their combination with auxil-
iary data such as maps or pre-disaster image data. Here we further investi-
gated the potential of the available imagery for 3D reconstruction of the 
disaster area. Correspondences between consecutive video frames were es-
tablished automatically by feature point tracking and used for the estima-
tion of the coordinates of the terrain points as well as the camera parame-
ters. Furthermore, we quantitatively assessed the quality of the 
reconstruction based on the data available. The ultimate goal of the project 
is to establish a versatile processing platform that supports extraction of 
such information as well as damage mapping, but also partial 3D recon-
struction and integration of pre-event GIS and other auxiliary data. 

1 Introduction

Natural disasters result in mortality and property damage that exceeds the 
response and recovery capabilities of the affected area. Any meaningful 
and organized response to such events is reliant on detailed information on 
the nature, scale and spatial distribution of the consequences. This infor-
mation also has to be made rapidly available to all response forces in-
volved, as the overall cost of a disaster, both in terms of economic damage 
and fatalities, depends on how quickly the event is responded to, and how 
efficiently response activities are managed. However, the response to vir-
tually every extensive, in particular urban, disaster in recent years was de-
layed by a slow inventory of the event’s consequences. This is true for dis-
asters in developing countries (e.g. following earthquakes in Koceali 
[Turkey; 1999], Gujarat [India; 2001], or Bourmerdes [Algeria, 2004]), but 
also developed ones (e.g. following the 1995 Kobe, Japan, earthquake). 
This results from a shortage of reliable information coming from the disas-
ter site, difficulties in access, disruptions of power and communication 
lines, and organizational reasons, such as insufficient preparedness and 
poor coordination between the different response parties.  
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The potential of geoinformatics, in particular GIS and remote sensing 
technology, for all phases of the disaster management cycle, that is hazard 
and risk assessment, disaster prevention and preparedness, in-disaster 
monitoring, and post-disaster relief and reconstruction, has been exten-
sively described (e.g. Walter 1994; Showalter 2001; Kerle and Oppen-
heimer 2002). Whether active or passive, pan or multispectral, or high- or 
low-resolution data are most suitable is entirely dependent on the hazard or 
disaster type under consideration. However, one rule applicable to all types 
is the temporal constraint in the syn-event and post-disaster relief phases. 
While for all pre-event phases, as well as during reconstruction, time is not 
typically a critical parameter, it is the most significant constraint during the 
immediate disaster response, to an extent that speed takes precedence over 
information detail or quality. 

The first image data likely to be available after a disaster in an urban 
setting are oblique airborne videos or photographs captured by the news 
media or law enforcement agencies. In particular the acquisition of video 
data poses no technical challenges, giving this sensor type a valuable ver-
satility unmatched by space-based devices.  The imagery acquired, how-
ever, differs substantially from standard air- and spaceborne remote sens-
ing, both in principal purpose and data characteristics, and, therefore, 
established image analysis methods can only be used within limits. Such 
surveys tend to (i) be unplanned in terms of data acquisition scheme, (ii) 
use an unstable platform, (iii) focus on highly damaged areas at the ex-
pense of complete coverage, (iv) produce oblique, uncalibrated data with 
comparatively low spatial resolution, and (v) suffer from frequent cutting 
and zooming, resulting in spatially discontinuous data streams with scales 
changes between and within frames. Commonly used devises are analogue 
or digital BetaCams (360 and 720 pixels per line, respectively) or HDTV 
(High Definition Television) with 1920 pixels per line. Law enforcement 
agencies are also increasingly using sophisticated cameras that acquire in-
frared or thermal imagery to document the aftermath of disasters. 

1.1 Research Objectives 

The goal of this project is to establish a comprehensive damage assess-
ment methodology that works on any type of post-disaster airborne oblique 
video data. The system would facilitate (i) automatic and generic structural 
building damage mapping, if applicable using user-specified training areas, 
(ii) extraction of any encoded GPS/IMU data and georegistration of the 
video data, and (iii) integration with reference imagery if available. Ac-
counting for the different types of video/TV cameras in use, the system 
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should (iv) be scalable in terms of sophistication and level of processing. 
Additionally, it should (v) support partial 3D reconstruction of the dam-
aged area, and display of the data in 3D, with potential superimposing of 
damage and pre-event reference data. In this paper we focus on the 3D re-
construction aspects, as well as texture-based damage detection. 

In the following sections we briefly introduce the two disaster sites con-
sidered, and discuss the scientific value of video data by reviewing studies 
that used them for disaster response and damage mapping. We also discuss 
technical developments from other disciplines that appear applicable for 
this task. 

2 Study Areas and Data Used 

2.1 The Enschede Fireworks Disaster

On 13 May 2000, a series of explosions occurred at a fireworks factory lo-
cated within a residential area in Enschede, the Netherlands, killing 22 
people and severely damaging or destroying nearly 500 buildings. Areas 
close to the factory suffered heavily, both from the pressure waves as well 
as fires, while damage severity rapidly declined towards the furthest af-
fected structures, approximately 1 km from the explosion site. 

Acquisition of video imagery, the principal data source used for this pa-
per, was initiated approximately two hours after the disaster by the Dutch 
National Police Aviation Branch, and was repeated on the following days 
and augmented by high-resolution vertical aerial photographs 12 days 
later. Video data were captured with a Sony Interline Transfer camera with 
an ½ inch CCD chip (6.4 × 4.8 mm) at 25 frames per second, written to an 
analogue VHS tape, and later digitised at a resolution of 720 × 540 pixels. 
For this paper, a sequence of 761 frames (30.4 sec), during which no 
zooming occurred, was manually selected. A sample frame is shown in 
Fig. 1. Thermal imagery was also collected, using an Agema Thermovision 
1000 with a 8-12 µm spectral band. 

The vertical aerial photos were not used for the actual damage assess-
ment, which was instead based on ground-based surveys. Disaster response 
was also hindered by outdated map material. Incidentally, a planned aerial 
survey of Enschede at a scale of 1:18,000 was carried out just 4 hours be-
fore the disaster occurred, providing reference data that could have been, 
but were not, used in the disaster response phase. 
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Fig. 1. An image from the sequence used in the experiment. We previously auto-
matically extracted the encoded GPS, azimuth and inclination information for 
frame footprint estimation (see Kerle and Stekelenburg 2004). Note that all image 
data used are originally in color 

2.2 The 1999 Marmara Earthquake

A devastating earthquake (Magnitude 7.4) occurred on 17 August 1999 
close to Kocaeli in the north-western part of Turkey, along the North Ana-
tolian Fault Zone. It resulted in widespread and extensive damage in a 
highly populated and industrialized region. More than 15,000 people are 
estimated to have died, and some 40,000 building collapsed or were heav-
ily damaged by the event. Golcuk was one of the most damaged towns in 
the region with the number of fatalities and destroyed buildings exceeding 
5,000 and 2,300, respectively. Because of the expanse of the affected area, 
damage evaluation was slow. The principal types of building damage ob-
served were damage due to foundation failure and poor detailing, soft story 
and intermediate story collapse, and pancake collapse. Mortality was par-
ticularly high in pancaked buildings. 
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Aerial video imagery of Golcuk was acquired by a media agency on the 
day of the earthquake. Total footage was approximately five minutes in 
length, with a resolution of 720 × 576 lines. In addition, data from a de-
tailed ground-based damage inventory were used to assess the accuracy of 
the video-based damage mapping. 

3 Previous Use of Video Data for Damage Assessment

Video data have been used in scientific research since the 1980s, where 
they were primarily used in resource management and agricultural applica-
tions (for a review of early studies see Mausel et al. 1992). To our knowl-
edge, video data were first applied for damage assessment in a study by 
Everitt et al. (1989), in this case to map wildfires with mid-infrared videos. 
Since then a number of video-based methods have been developed for 
damage assessment. In addition, work in other disciplines, in particular 
computer science, machine vision and robotics, has resulted in techniques 
that appear also well suited to the damage assessment problem. 

The 1995 Kobe earthquake sparked a range of efforts to apply video and 
TV data on urban disasters, leading to several qualitative and quantitative 
studies. Early studies were entirely qualitative, focusing on visual damage 
mapping based on oblique images. Ogawa et al. (1999) and Ogawa and 
Yamazaki (2001) analyzed individual HDTV images of post-earthquake 
Kobe, and mapped damage into four different categories. The approach 
was largely emulated by Hasegawa et al. (2000a; 2000b). Visual analysis 
can be of use for detailed assessment of clearly different damage types. 
However, it is impractical for large areas, time-consuming and subjective, 
and results are difficult to map and integrate with auxiliary spatial informa-
tion.

The visual analysis approaches were superseded by more automated 
methods based on training data, for which the extensive, and clearly visible 
structural damage sustained in Kobe appeared well suited. Hasegawa et al. 
(1999) extracted color and edge characteristics of differently damaged 
wooden buildings from HDTV training sets, to map different damage 
classes based on thresholds, though with limited success. Mitomi et al. 
(2000) tested the concept on damage data of the 1999 Kocaeli and 1999 
Chi-Chi  (Taiwan) earthquakes. Judging the success, or comparing the ap-
plicability of the approach in different settings, is not possible, since no 
absolute accuracy assessments were carried out. One clear limitation of the 
method is the frame-specific training, which requires separate adjustment 
for all frames. This was partially overcome in later work by the same au-
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thors (2002), where damage mapping was based on a maximum likelihood 
classification, as well as a more generic texture analysis based on entropy 
and Angular Second Moment (ASM). As before, however, the results were 
not evaluated quantitatively (see also Yamazaki 2001, for a detailed re-
view).

Extensive research has been carried out in 3D virtual model construction 
of urban areas, especially for tourism and heritage conservation applica-
tions (e.g. Haala and Brenner 1999; Pollefeys et al. 2004). The parameters 
of such models, in terms of completeness, detail and realism, are governed 
by the application. Though the time limitations of a post-disaster situation 
rarely allow for the involved computations required in 3D model creation, 
even partial models of a disaster site can be of value. Depending on the 
quality and detail, they allow collapsed or heavily damaged houses to be 
identified. Jang et al. (2004)  created 3D models of cultural heritage sites 
in Japan from video data collected by a remote controlled helicopter. A 
similar system, integrating air- and ground-based imagery and ground con-
trol data, was developed by Otani et al. (2004), to model buildings in 3D, 
as well as to use imagery to texturize the models. Recent work at the 
Katholieke Universiteit Leuven (Belgium) and the University of North 
Carolina at Chapel Hill (US) has developed algorithms to use uncalibrated 
transverse video streams for detailed textured  surface reconstruction (e.g. 
Pollefeys et al. 2004).  

Instead of completely rendered models, Weindorf et al. (1999) extracted 
wireframe models of pre- and post-disaster buildings from reference aerial 
photographs, and aerial videos, respectively. Unlike the mono-temporal in-
formation extracted in the above studies, the authors derived sufficient in-
formation for a per-building change detection.  

Integration of multiple datasets, but also spatial positioning of damage 
extracted from mono-temporal imagery, is reliant on georegistered data-
sets. Such information can be encoded in the video by a linked GPS/IMU. 
In an earlier stage of this study we extracted GPS and camera inclination 
and azimuth information from video data (see Fig. 1), and used it to calcu-
late approximate frame footprints (Kerle and Stekelenburg 2004). Exten-
sive research has also gone into mosaicing of video sequences. Such series 
cover larger areas and are easier to reference, especially where ground con-
trol is scarce, or extensive damage hinders identification of known points 
(see for example Kumar et al. 2000). 

In principle, methods that can be applied to standard photographic data 
can also be used on video imagery. To account for data-specific processing 
needs, a range of commercial software tools has been developed. They can 
be used to extract individual frames (e.g. VideoCap Pro, PowerDirector 
Pro), to produce 3D models (e.g. PhotoModeller, ImageModeler), to 
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time/GPS-stamp video data (e.g. Scenalyzer) and to create mosaics and 
orthorectify video data (e.g. RavenView by Observera). 

4 Methodology 

4.1 Video-Based 3D Reconstruction 

A 30 second VHS video sequence (761 frames) of the Enschede site, dur-
ing which no apparent zooming occurred, was manually chosen. The proc-
essing was carried out in MatchMover® (RealViz; www.realviz.com), 
which is capable of tracking 3D camera data and motion from uncalibrated 
video sequences, thereby allowing 3D reconstruction of manually or auto-
matically generated feature points. Naturally, the success of the method 
depends on the characteristics of the data available. Critical factors are the 
quality of the imagery, the motion of the camera, and the characteristics of 
the scene related to the presence of distinct features in the imagery. The 
following procedure was followed: Step (i) extracts 2D points suitable for 
tracking, i.e. with good contrast in all directions, using an interest operator. 
New points are also being extracted during tracking, as points are occa-
sionally lost during tracking, e.g. when they ‘leave’ the image. Step (ii) 
tracks extracted features by matching between consecutive frames. In step 
(iii) the interior and exterior camera parameters are calculated. In the cur-
rent experiment the only interior orientation parameter was the (fixed) fo-
cal length. The principal point was assumed to be in the centre of the frame 
and lens distortion was neglected. This simplification implies the introduc-
tion of minor systematic errors in the 3D reconstruction. The derived exte-
rior orientation parameters comprise the position and orientation of each 
frame in space, from which the position and orientation parameters of all 
frames was calculated. This included the flying height in meters relative to 
the surface. Additionally, a surface is interpolated from the 3D coordinates 
of the tracked points, which was then georeferenced using GPS informa-
tion extracted from selected video frames. 

4.2 Texture-Based Damage Detection 

The Kobe damage areas used as training sets by Hasegawa et al. (2000b) 
were relatively locally homogenous. This suggests that texture segmenta-
tion algorithms may be suitable to detect such areas without the need for 
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frame-specific training areas and continuous parameter adaptation to ac-
count for illumination differences. Many different texture classification 
methods have been devised (for a comparative review see Randen and Hu-
soy 2002). We adopted the method proposed by Ojala and Pietikäinen 
(1999), who used Local Binary Patterns and contrast (LBP/C) to segment 
synthetic texture pattern as well as natural scenes into homogenous areas 
based on information on the spatial structure of local texture. The LBP 
method uses a small number of parameters, simple image features and has 
shown promising results for natural scenes. The original LBP is calculated 
from a 3 × 3 matrix, while C is a measure of contrast (Fig. 2).  

Fig. 2. Calculation of LBP and C for a  3 × 3 matrix. a shows the original image 
data, b whether a pixel is larger (1) or smaller (0) than the center pixel, c the pixel 
weights, and d the product of b and c, which is then summed to derive the LPB. 
From Ojala and Pietikäinen (1999) 

This LBP can be made rotational invariant by classifying the 256 possi-
bilities into 36 unique rotation patterns (Pietikäinen et al. 2000), as shown 
in Fig. 3. Lucieer (2004) used variance VAR instead of C, as well as a 
multiscale approach with different matrix sizes. 

Fig. 3. Rotation invariant LBP. The 256 possibilities are classified into 36 unique 
rotation patterns. After Pietikäinen et al. (2000) 
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We have implemented the methodology of Ojala and Pietikäinen (1999), 
which consists of three steps: (i) hierarchical splitting, (ii) agglomerative 
merging and (iii) pixelwise classification, where the latter is a refinement 
of the merging stage. Two descriptors (LBP/C, LBP/VAR or other pairs) 
are calculated for the image and their distribution is approximated by a 
two-dimensional histogram.

Pietikäinen and Ojala (2002) concluded that the distribution of local 
spatial patterns and contrast plays a critical role in successful segmenta-
tion. Given the limited success of the LBP descriptor (see Results), we also 
implemented a similar feature descriptor called HVD (Horizontal Vertical 
Diagonal lines). The algorithm searches for differences between the centre 
and outer pixel in a N × N matrix, and is implemented as multi-scale: 

For example, a 5 × 5 matrix calculates Abs(O-x) + Abs(O-X), thereby 
considering both the 3 × 3 and 5 × 5 scale.

5 Results 

5.1 3D Reconstruction 

Applying the automated procedure outlined in Sect. 4.1 resulted in the 3D 
reconstruction of 1533 points and the position and orientation parameters 
of all 761 frames. Figure 4b shows a view on the reconstructed points with 
one of the frames projected onto it. In each frame at least 100 points were 
tracked. The focal length was estimated to be 1701 pixels or 15.12 mm 
(75.6 mm if translated to a frame format of 32 × 24 mm). The flying height 
above the terrain was calculated to a range between 360 and 395 m (Fig. 
6). The pixel size on the ground would be approximately 0.2 m for a verti-
cal view. Due to the oblique viewing direction the ground pixel size varies 
between ca. 0.3 m and several meters. Residuals are computed by the 
software for each point at each epoch, as shown for one point in Fig. 5, and 
are on the order of 1 pixel. The quality of the 3D reconstruction is not only 

X • X • X 
• x x x • 
X x O x X 
• x x x • 
X • X • X 
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a function of the precision of the localization of the tracked point in image 
space, but also strongly depends on the number of frames in which the 
point is tracked, in combination with the amount and direction of the 
movement of the camera. In other words, the accuracy of the 3D position 
of a point strongly depends on the base-height ratio achieved by tracking 
its position in the imagery. From the information above we conclude that 
the accuracy of the 3D coordinates is at the meter level. 

Fig. 4. a Sample frame with the track line of one point through the sequence su-
perimposed. b partially reconstructed surface with the frame shown in Fig. 1 
draped on top 
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Fig. 5. Residual plot for one of the tracked points, showing residuals of less than 1 
pixel 

Fig. 6. Flying height during the 761 frames varying between 360 and 395 meter 

5.2. Texture Segmentation and Local Binary Patterns

Both the original and the rotation invariant LBP/C algorithms were first 
tested on synthetic pattern, and then applied to video frames of Gulcuk and 
Enschede. Similar to the studies by Ojala, Pietikäinen and colleagues, the 
operators worked well on our artificial texture patterns. However, these 
test patterns are characterized by near perfect homogeneity within individ-
ual textures, and are thus far easier to process than natural scenes.  

Difficulties encountered with those data also raise another question: 
what exactly constitutes urban disaster damage? It is a subjective concept, 
and, naturally, highly variable for different disaster types. Earthquakes 
tend to produce well-constrained damage patterns, from houses tilting or 
slumping as a result of liquefaction, structural damage ranging from cracks 
to internal damage compromising structural integrity, soft-story or pan-
cake-collapse, or complete collapse. Industrial accidents can be more com-
plicated. Even if only man-made disasters resulting in widespread struc-
tural damage are considered (excluding, for example, toxic gas discharge), 
damage patterns can vary widely. The pressure waves and fires caused by 
the Enschede explosions caused highly non-uniform damage, but also re-
sulted in buildings close to the blast site simply disappearing. One bench-
mark for urban structural damage assessment based only on post-event im-
agery is visual detection: if damage can not be identified clearly, either 
because it is entirely internal, or because the entire damaged structure has 
disappeared, no algorithm will be of use. For the latter case, only integra-
tion of pre-disaster information can help.  

An additional complication is the comparatively low resolution and poor 
quality (e.g. poor interlacing) of video data. As stated above, ground pixel 
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size can be several meters, leading to substantial averaging of damage pat-
tern. Figure 7 shows comparative results for Golcuk: (a) is a damage map 
based on multi-treshold processing (hue, variance, edge and edge vari-
ance), with an overall accuracy of 86% (Ozisik and Kerle 2004); (b) shows 
the LBP/C (5 × 5) implementation for the same scene. Although the 
method shows promise, especially for better quality data, at this point the 
less generic training-based method perform more reliably.  

Fig. 7. Processed scene of Golcuk. a Based on color and geometric characteristics 
of training data, and b using LBP/C (5 × 5 matrix). See text for discussion 
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In both our artificial textures and natural images the rotation invariant 
LBP/C (3 × 3 matrix), which only has 36 data bins, worked better than the 
original version (256 × 8 bins), though it is still very dependent on thresh-
old parameter values. We also implemented the LBP/VAR, and found that 
it outperformed the contrast-base approach for the smaller matrix sizes. Fi-
nally, we also implemented the HVD method described above, with a per-
formance matching that of the LBP. However, further quantitative com-
parison of the methods on different image types is required. 

6 Conclusions 

The aim of this study was to investigate the utility of uncalibrated airborne 
video data for post-disaster urban damage assessment. Focus was on par-
tial 3D reconstruction of such an area, as well as texture-based segmenta-
tion of those frames, with the aim of identifying homogenous damaged ar-
eas. A part of the Enschede disaster area was successfully reconstructed 
from 30 seconds of uncalibrated video data. The quality of the reconstruc-
tion is limited, due to the limitations inherent in video data recorded in 
VHS format, in combination with an unfavorable imaging configuration. 
However, the results are encouraging, and more research is required to as-
sess fully the potential of this type of data for 3D reconstruction, and sub-
sequent integration with auxiliary spatial data. Currently, we are investi-
gating the possibilities for an increase in spatial resolution as well as the 
geometric quality of the reconstruction. Even when the helicopter has cir-
cled the object to be reconstructed, it is unlikely that features can be 
tracked during the whole sequence as their appearance in the imagery 
changes considerably with the viewing angle. Therefore, a quality loss in 
the average viewing direction with at least a factor two can be expected. 
This factor can be considerably higher for points tracked in a limited num-
ber of frames or tracked in a part of the sequence where the movement of 
the helicopter is minimal.   

We also tested a texture segmentation approach based on rotation in-
variant LBPs and contrast/variance on both artificial textures and natural 
scenes. Although results showed improvement over previously used LBP 
algorithms, especially for the disaster scenes success was limited. All re-
sults showed great sensitivity to parameter settings. At this point, previous 
damage assessment results for the Golcuk (Turkey) site, based on training-
specific image characteristics, still outperforms more generic segmentation 
methods. An approach based on horizontal, vertical and diagonal lines 
(HVD) matched the performance on artificial texture patterns, but could 
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not improve results for natural scenes. Both the LBP and HVD approaches 
are still very dependent on threshold parameter values for the splitting and 
merging operations. 

We next plan to explore the potential of multiscale segmentation, in-
cluding color information. Furthermore, the research will continue towards 
making the method more robust, i.e. less dependent on initial parameters, 
matrix sizes etc. The focus here will be on a multiscale version of 
LBP/VAR, that will also incorporate color to distinguish between natural 
(trees, sky, etc.) and man-made features. 

The review of previous studies, as well as results presented here, dem-
onstrates that video data, regardless of type and availability of auxiliary in-
formation, have a strong potential to aid in disaster response, little of 
which has been realized to date. Given the limitations of space-based data 
types for damage assessment, we feel that video data can be developed as a 
principal data source for urban damage assessment. The methods tested 
here appear to be realistically implementable for standard or more sophis-
ticated video data, such as obtained by the media or law enforcement 
agencies. Furthermore, a system could be implemented that establishes a 
radio or satellite link to a processing facility, and that allows near-real time 
access to the information, or remote processing. For example, Wright and 
El-Sheimy reported on such a system for forest fire detection, which has 
also previously been established for radar-based flood monitoring in 
China.
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Abstract

Mankind is putting increasing pressure on the one and only Earth his race 
has to share, not only by sheer numbers but also, unfortunately, wasteful 
lifestyle. Those numbers and that lifestyle are causing many areas to be-
come rapidly more vulnerable to a wide range of technological, environ-
mental and natural hazards. It is generally agreed that the availability of 
proper geo-data is crucial for the entire management cycle of disasters. 
The Geo-information technology community has produced and continues 
to produce floods of airborne, space-borne and other accurate, timely and 
detailed data. All these data are well suited as sound foundation for disas-
ter management. The Geo-information technology community has also de-
veloped and continues to develop sophisticated technology to process and 
analyse the data in order for it to arrive at the right information at the right 
time and to disseminate it to the right persons. The present paper provides 
backdrops on the abilities of airborne and space-borne sensors for manag-
ing natural disasters. 

1 Introduction 

Disasters are of all ages. When they strike, more often than not they strike 
suddenly and ruthlessly. The damage disasters cause fills us with deep awe 
for the unimaginable forces natural phenomena are able to release. Annual 
economic loss associated with natural disasters doubled every decade of 
the last half century. Economic loss resulting from natural hazards even 
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tripled in the course of the nineties and now amounts to an annual one mil-
lion millions Euro. The Christmas 2004 tsunami disaster is unprecedented 
in terms of the amount of sudden loss of life, injured victims and demol-
ished constructions. However, in terms of economic losses, this natural 
disaster, which did overwhelmingly affect nearly every coastal zone of the 
Indian Ocean, seems to be of a quite modest extent. Indeed, the ratio of ac-
tual damage and financial losses in the poor regions of the world is much 
more profound than in the richer ones. This seems to be an unavoidable 
social phenomenon, notwithstanding its unfairness.  

Together with the Yangtze River summer flood of 1998 and the 2001 
and 2003 earthquakes hitting Gujarat, India, and Bam, Iran, respectively, 
the Christmas 2004 tsunami disaster shows that management of natural 
disasters is urgent and should be given high priority on the international 
agenda. Disaster management involves many diverse activities. These ac-
tivities can be grouped into five subsequent stages. The first stage concerns 
assessment: inventorising the sensitivity of the region to certain types of 
catastrophes. In this stage the risks and danger for human life and envi-
ronment are determined. The second stage involves mitigation. When the 
risks and danger are known, one may start to take provisions to make the 
region less vulnerable to the occurrence of the catastrophes to which the 
area is sensitive. Proper land use planning and management, and taking 
strengthening provisions are the actions to be carried out here. In the third 
stage – preparedness – planning of emergency aid and development of 
scenarios and monitoring systems are central together with the establish-
ment of early warning systems.  

The urgency of the activities in the above three stages is often hard to 
understand, because they have to be carried out when the sky is still seem-
ingly cloudless. Nothing has happened yet; there is no urgency to force au-
thorities to put effort into these activities. Given the necessary financial re-
sources and all the other priorities many countries are facing, authorities 
will thus often feel no drive to come into action. This is apparently differ-
ent from the fourth and fifth stage. Now, the catastrophe has actually 
struck. Thus authorities cannot afford to keep their hands crossed; the 
gravity of the catastrophe creates an obligation to respond rapidly. The 
fourth stage – response – is the most dramatic stage. The catastrophe 
caused unthinkable human suffering and environmental damage. Rescue 
teams will attempt to save lives, injured people will be cured and nursed, 
and relief will be offered to sufferers by food support and provisional 
housing. This stage is world news for a few weeks and given high priority 
by all news stations all over the world. The dramatic images displayed dur-
ing these days are sometimes all that the general public will remember of 
the disaster for many years. When the general public has gone back to the 
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order of the day, the fifth stage arrives: recovery. In the recovery stage, ac-
tions are undertaken so that survivors can, in the foreseeable future, pick 
up their daily lives again. This stage thus mainly consists of revitalization 
and reconstruction. Houses are rebuilt; roads and railroads as well as other 
works of infrastructure are repaired. An important although often ne-
glected part of this stage is strategic development; this means tackling the 
question of how to prevent the area from future disasters in order to secure 
a safe and sustainable future. An essential part of this tail stage is thus that 
it acts as a driving force and fosterer for starting and keeping vivid the ini-
tial stage: assessment.  

Prior to, during and after a disaster, taking appropriate action is critical. 
For that the right information should be available at the right time to the 
right persons. The appropriateness of information depends on:

the type of disaster one wants to cope with 
which of the above five stages the information is needed for 
the geographical scale of the disaster.  

2 Type of Disaster 

Disaster risks stem from sudden energy release in one of the three basic 
environmental compartments: air, water and land. Table 1 gives examples 
of natural events, which may take place in each of these compartments and 
their consequences. Note that all of the mentioned events may result in one 
or more consequences as indicated. 

Air Water Land Consequences 
Cyclones Sea Floods Earthquakes Loss of human lives 
Windstorms River Floods Volcanic activity Epidemiological dis-

eases
Lack of rainfall 
(drought) 

Tsunami Biological Plagues 
(e.g. locusts) 

Destruction of build-
ings 

Abundance of 
rainfall (flood) 

Forest Fires Destruction of land 

  Land slides Pollution 

Table 1. Compartments and examples of natural events 

The extent of disasters may vary widely over space and time.  
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2.1 Spatial Extent 

The spatial extent of the effects of a natural phenomenon may vary largely 
from a local neighborhood to the entire globe. More specifically, the spa-
tial extent of a natural disaster may be of:  

spot size (e.g. volcanic activity)  
local (e.g. earthquakes)
zonal (e.g. cyclones, sea floods, river floods)   
regional (e.g. drought, forest fires) 
continental (e.g. drought, plagues)
global (e.g. sea level rising) 
Many civilizations all over the world flourish as a result of being located 

on river deltas. To keep all feet dry in the lowlands, two enemies have to 
be combated: flood threat from the sea and flood threat from the river(s). 
On the other hand, water is a vital source of life. To stay on friendly terms 
with your biggest enemy requires an almost divine level of management. 
In addition to their preference for residing in river deltas, the human race is 
also inclined to settle in earthquake-sensitive and volcanic-active areas. To 
prevent human beings from death or injury early-warning systems have 
been developed based on advanced geo-information technology. For ex-
ample, Murai and Araki (2003) developed a new, advanced method for 
earthquake prediction using GPS network triangles.

2.2 Temporal Extent 

When considering the temporal extent it is appropriate to distinguish two 
stages, which correspond to the above pre-disaster stage and post-disaster 
stage. The first one - the culmination period - involves the pre-disaster pe-
riod in which the destructive forces are culminated. Some disasters are 
caused by a slow process of culmination of forces over a longer time (e.g. 
centuries or millennia). For example for an earthquake the culmination pe-
riod may take centuries, whilst for a cyclone this period may be counted in 
terms of weeks. The second stage concerns the occurrence of the event and 
is determined by the abruptness of energy release. An earthquake may 
come overnight and the released energy may strike hard, sudden and short. 
A cyclone may harass a zone over an entire continent for several days.    

The three dimensions of appearance - spatial extent, culmination period 
and abruptness of strike - determine which type(s) of geo-data are the most 
fit for use. For example volcanic activity has a very small spatial extent 
and will strike abruptly. To monitor properly a natural phenomenon with 
these characteristics, permanent observation of the spot is vital. Because 



Abilities of Airborne and Space-Borne Sensors      359 

the spatial extent is of spot size the use of a ground-based station suites the 
best.  Over the last five years ground-based infrared monitoring systems 
have been designed and tested at several active volcanoes (Harris, et al., 
2003). The thermal time series measurements obtained at each of these ac-
tive volcanoes allow for timing for the onset of eruptive events.  

2.3 Observable Quantities 

The above brings us to an important issue: which observable quantities are 
essential for arriving at an optimal solution in the most cost-effective way?  
Such essential parameters should be observable or at least be derivable in a 
sufficient accurate way from observable quantities by using computer 
models. For economical reasons, the number of parameters should also be 
few as possible, preferable just one. For monitoring of volcanic activity, 
temperature is such an essential observable. Continuously recorded ther-
mal data provide information on the thermal evolution of a volcano. From 
proper analysis of time series of thermal data important features can be de-
rived such as event frequencies, repose time, ejection velocities and time 
of event onsets (Harris, et al., 2003). River flood management would bene-
fit a lot when information on the amount of dropped rainfall together with 
the amount of forecasted rainfall and rate of river water level rise provide 
information about the risk of flood, and which measures are to be taken to 
tackle the threat in the best way, such as strengthening of dikes, evacuation 
or willingly flooding of areas of little economical value in order to save 
densely populated regions where activities of high economical value take 
place. Such a scenario requires that in previous stages a bunch of data are 
collected such as land use and the three-dimensional topography in the 
format of a Digital Elevation Model (DEMs) of high accuracy and high 
resolution. Airborne Lidar is a very suited data acquisition technology for 
the generation of DEMS of river areas, urban conglomerates and coastal 
zones.  It is sometimes underestimated that one of the prerequisites to keep 
the disaster management system effective is that the database has to be 
maintained on a permanent or semi-permanent basis.  

In addition it is necessary that in the pre-disaster stage, the phenomenon 
has been understood so well that proper models can be determined and 
transferred to analytical models, which can be digitally handled by com-
puter. In this modeling process, remotely sensed data play a key role for 
arriving at an understanding of the physical behavior of disasters. For ex-
ample, Villegas (2004) reports on using Landsat_TM imagery for under-
standing the eruption of the Nevado del Ruiz Volcano, Colombia on 13th
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November 1985. With 23,000 people being killed it was the fourth worst 
volcanic disaster in recorded history. 

3 Sensor Technology 

The last decade has thrown up many changes in the way we collect infor-
mation of the earth surface. From the technological point of view, the main 
driving forces behind these changes have been the development of new 
sensors and the ICT revolution. Examples of such sensors are high-
resolution airborne and space-borne digital cameras, the Orbiting Position-
ing Systems (GPS and Glonass), Laser Altimetry (airborne and terrestrial 
Lidar), and Interferometric SAR, which enable the collection of geo-data 
with a level of detail, accuracy, automation and collection rate never be-
fore seen. The accuracy and level of detail of the geo-data produced by 
these sensors, not only support the national economy in fields like agricul-
ture, forestry, mining, water and coastal management, marine fisheries and 
sustainable development, but they are also very useful for disaster man-
agement purposes. This progress is accompanied by two other technologi-
cal revolutions: computer technology and telecommunication in general, 
and more specifically the rapid growth of the internet and its use. These 
developments are still rapidly expanding. Table 2 and 3 provide values of 
the basic features of important space-borne remote sensing observation 
systems. The choice of a data type or mix of data types heavily depends on 
the disaster management stage, for which the data is used, and the spatial 
extent and temporal extent of the disaster type.  A geo-data type, of which 
the importance can hardly be overlooked, is the base-map. The function of 
a base-map is twofold. First of all the base-map acts as the geometric in-
frastructure to which all other geo-data sets are referenced in order to 
match a certain spot or feature in the data set to the proper location in the 
real world. A second function of the base map is related to its thematic 
contents. Topography, buildings and so on provide information on the pre-
disaster state of the real world. By comparing the base-map with post-
disaster data, an inventory of the damage can be made and decisions on 
proper actions being taken. The presence of a base-map accompanied by 
proper use may thus rescue people and save economical valuable goods. It 
is a general observation that combination of data sets is crucial when ex-
amining remotely sensed data.    
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Satellite GR (pan) GR (ms) SS/SW SR (ms) 
Aster - VNIR 5m,SWIR 

30m, TIR 90m  
60x60km VNIR, SWIR, TIR 

Orbview 3 1m 4m 8x8km B, G, R, NIR 
Quickbird 61cm 2.45m 16.5km  B, G, R, NIR 
SPOT 2 & 4 10m 20m 60x60km G, R, NIR, SWIR 
SPOT 5 2,5m & 5m 10m, 20m, 1km 60x60km G, R, NIR, SWIR 
Ikonos 1m 4m 11.3km B, G, R, NIR 
Landsat TM 15m 30m, TIR 60m  170x183km 6 bands +TIR 
Resourcesat-
1 LISS IV 

5m 5m 23,9km  G, R, NIR, SWIR  

CBERS 1  20m 20m 113km B, G, R, NIR 

Table 2., Spectral and spatial characteristics of important high resolution space 
borne earth observations sensors. GR: Ground Resolution, pan: panchromatic, ms: 
multispectral, SS/SW Scene Size or Swath Width, SR: Spectral Resolution, NIR 
Near-Infrared, SWIR: Short-Wave Infrared, TIR: Thermal Infrared.  (Source: GIM 
International, 2004, vol. 18, nr. 7) 

Table 3. Viewing characteristics of important high resolution space-borne earth 
observations sensors. RT: Revisit Time, IT: In-Track Stereo, AT: Along-Track 
Stereo. (Source: GIM International, 2004, vol. 18, nr. 7) 

Satellite Nadir RT Off-nadir RT Stereo 
Aster 16d Var Y/IT (64s) 

Orbview 3 15d 3d Y/IT+AT 
Quickbird 1 - 3.5d - Y/IT+AT 
SPOT 2 & 4 26d 1-3d Y/AT 
SPOT 5 26d 1-3d Y/AT 
Ikonos - 3d Y/IT 
Landsat TM 16d N N
Resourcesat-1
LISS IV 

24d  5d  Y/AT(5d) 

CBERS 1  26d 5d Y/AT(5d) 
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4 Dissemination to the Right Persons 

The end-users of geo-information in a disaster management context use 
geo-information commonly occasionally. One will be in general unaware 
of the special characteristics and limitations of geo-data. The approach of 
geo-data in terms of quality, which has become a second nature to the sur-
veying and mapping community, is an unknown line of thought for lay-
men.  For this reason, it is not only the delivery of the data set that needs to 
be at issue but also its proper use by the end-user. As a consequence, part 
of the product delivery by the analyst should include advisory about its 
use. A good understanding of the nature and size of errors that may be pre-
sent in the data set is of essential importance to every user to gain insight 
into the value of the information derived. Another need involves easily un-
derstandable visualizations. Since end-users are operating under super-
stress the presentation (visualization) of the derived information should be 
simple and straightforward to understand. End users in an emergency 
should be able to interpret a map in half a minute. Therefore, analysts 
should be trained in basic cartographic principles and the most effective 
visual presentation of quantitative information. Since good communication 
is crucial, it is proper to state here that presentation is more important than 
content. Rather than making geo-data available, the analyst should thus 
take care of an optimal use of the data by the end-user. For that purpose, it 
is necessary that disaster managers are thoroughly informed on GIS and 
remote sensing capabilities, without going too deep in technological issues. 

5 Discussion 

GIS analysts are used to process data in a vector environment. Therefore 
they underestimate the importance of raster data. They use remote sensing 
data often just as visual backdrop without using the wealth of information 
present in the digital reflectance values. This is one of the lessons learned 
after the Twin Tower disaster (Huck and Adams, 2002). The many uses 
and analytical potential of raster data thus need to be promoted. Wider use 
should be made of programs specifically designed for the processing and 
analysis of grid-based remotely sensed data.  

Today risk assessment, mitigation, preparedness, response and recovery 
are of major concern to governments at all levels: national, state, provin-
cial and municipal. Both authorities and disaster managers increasingly 
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acknowledge that acting without accurate detailed and timely geo-
information results in human suffering and huge economic loss. Fortu-
nately, today’s geo-information technology is able to provide the funda-
ment upon which disaster managers can found their vital decisions. The 
quality of geo-data should be adjusted to the aim of the application; it 
should be fit for use. Unfortunately, during the 1990s an invisible disaster 
has blown through management land. The geo-data providers of the past 
were mainly restricted to authorative and respectable governmental agen-
cies, which worked on a non-commercial basis. Since the early 1990s the 
common consent is that geo-information is a commodity like any other 
good. As a result, governmental organizations have made a significant step 
back in providing geo-information to citizens and organizations. Privatiza-
tion and commercialization has brought much geo-data to a diversity of 
commercial firms, which are not seldom allied to former governmental 
agencies. The user may buy the geo-data off-the-shelf and the physical de-
livery of the data set may go via the internet. One of the consequences of 
this is that the non-central collected data is stored at distributed locations 
whilst the quality may be heterogeneous. Today professionals, who are 
manager by training, run surveying and mapping organizations. Irrespec-
tive in which direction they gaze they seem to see just one steering pa-
rameter: currency, appearing in three manifestations: return of investment, 
cost-efficiency and profit. From this business-centered approach, which is 
in many ways a decent approach of doing business, they will grant the 
company of which the tender shows the lowest production costs not the 
company which offers the best quality. However, short-term gains may 
convert in huge loss on the longer run when the use of collected geo-data 
results in wrong decisions.  

Today, countries under development, which were ruled not that far back 
in history by foreign nations and mapped by them solely for reasons of ex-
ploitation, are becoming increasingly aware of the importance of geo-
information for sustainable development purposes. On 27th September 
2004 Nigeria launched its first earth observation satellite. The micro-
satellite, weighting 100kg, provides every five days images with a spatial 
resolution of 32m and a spectral resolution of three bands. Notwithstand-
ing this noteworthy achievement, rulers of countries often still do think in 
military and exploitation terms. During the NigeriaSat-1 workshop, re-
cently held in Abuja, participants recognized that the federal government 
shows little obligation to provide funding and political support to a na-
tional space program (Kofoniyi, 2004). Indeed, it happens too often that 
governments consider geo-information primarily as a strategic means for 
consolidation of own power. Consequently, they keep geo-information out 
of the hands of managers in the private and public sector, frustrating those 
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who have in mind the well-being of the country over a period of time 
which exceeds greatly own live span. Within this context it is also impor-
tant to note that Geo-information should be made available free of charge 
in the framework of disaster management.  

6 Conclusions 

Without information human is living in blindness. Without knowledge - 
the ripen outcome of processed information - the sum of all human activi-
ties and actions becomes nothing more than null and void. According to 
the United Nations, the global community is facing a critical challenge 
with respect to disaster management: “How to better anticipate - and then 
manage and reduce - disaster risk by integrating the potential threat into its 
planning and policies?” Geo-information technology has a vital role to 
play in this challenge. Today, given the abilities of the available technol-
ogy, a proper approach of disaster management has become mainly a mat-
ter of willingness and prioritizing rather than of technology. 
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Abstract

Geographical Information Systems applications are used daily within the 
United States Agency for International Development (USAID) Famine 
Early Warning System Network (FEWS-NET) to provide relevant mete-
orological and climatic information to support weather-related natural dis-
aster management efforts (Love, 2004).  It is through the use of GIS tech-
nologies that a more user friendly, value-enhanced, and distinctly directed 
set of information may be created and disseminated to the end user.  How-
ever; the data flow cycle does not end there.  Users will ingest this infor-
mation and modify it for their own purposes, resulting in a new product 
possibly benefiting the original institution.  It is the purpose of this paper 
to inform the disaster management community of our experience with 
weather and climate related GIS technology in order to gain critical feed-
back in the direction of improving the data and services we provide and to 
add to the common pool of GIS knowledge.  Within this document, exam-
ples of manual and automated Climate Prediction Center’s FEWS-NET 
products will form the base of the discussion.  History of GIS use within 
FEWS-NET will provide background information, while a discussion of 
our experience determining user requirements will give a view into the 
task at hand.  A summary of possible future directions will culminate the 
report.
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1 Background 

The first attempt to incorporate Geographic Information Systems within 
the NOAA Climate Prediction Center (CPC) was certainly not as fruitful 
as it could have been; however the initial experience with GIS did provide 
some useful knowledge of core processes and software capabilities.  In the 
mid to late 1990’s, a project began with the goal to convert many of CPC’s 
Joint Agricultural Weather Facility products to GIS format.  Without read-
ily available guidance, training, or support, the learning curve was too 
steep to justify continuation of the project, and the plan was scrapped in 
favor of a more traditional methodology.  The initial attempt at GIS incor-
poration had failed, partially due to the fact that the group was not enlight-
ened to the entire realm of possibilities that the technology had to offer.   

Toward the end of the 1990’s, ESRI’s ArcView Version 3 was intro-
duced to members of the CPC’s Joint Agricultural Weather Facility, whose 
task was (and continues to be) to monitor global weather and climate con-
ditions with respect to agriculture vulnerability.  Though little automation 
occurred at this time, group members were able to ingest data from internal 
groups as well as outside organizations into the GIS software for the pur-
pose of locating potential areas of crop damage.  For example, regions 
where South Africa winter wheat crops provide important regional or in-
ternational food stock were monitored for adverse weather conditions.  
More specifically, GIS layers of ground-based station temperature data and 
satellite-based snow cover fields were manually placed over country bor-
ders, and given known thresholds for crop damage, meteorologists were 
able to pinpoint trouble spots and pass this information along to decision 
makers.  By analyzing this information and formulating a conclusion about 
the negative weather effects on the wheat crop, a potentially disastrous 
food emergency situation was mitigated, with an early response initiated to 
transport other food reserves.  When examining the South Africa station 
temperature data, a choice needed to be made whether to import this field 
as irregularly spaced point data or to use an analysis tool to create a grid-
ded array of values.  In this case, original point data were used in areas 
throughout the country where the concentration of gauges was high, while 
interpolated fields were used for areas far from any station locations.  
Though this choice was an important decision to be made in this early time 
of CPC GIS activities, it remains a question that must be dealt with in 
many current weather-related parameter datasets to this day and will be 
discussed later in this paper. 

As JAWF members began working closer with the CPC FEWS-NET 
group, it became apparent that GIS technology was now ready for applica-
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tion within the project (or that CPC FEWS-NET was ready for GIS!), and 
it was incorporated into an early version of a Southern Africa weather 
monitoring product.  By 2001, ESRI had discontinued production of Arc-
View Version 3 and had moved to ArcGIS 8.  Though transition between 
the two software versions was fairly straightforward, it did require time to 
become familiar with intricacies of the latter.  Once the FEWS-NET group 
became familiar with ArcGIS 8, it was used rudimentarily in the opera-
tional weekly production of CPC Southern Africa Weather Threats As-
sessments.  Acting more like a mouse-based drawing software such as 
CorelDraw, GIS was used to outline regions of potentially hazardous 
weather and place them over a set of standard country borders.  ArcGIS 
was not used in any part of the actual meteorological analyses of weather 
patterns, but areas of forecast extreme cold temperatures, torrential precipi-
tation, or abnormal dryness were drawn on the map as shapefiles.  It was 
not until a tighter collaboration existed between partners of FEWS-NET 
outside of NOAA that a clearer vision of the benefits of GIS technology 
was obtained. 

2 Africa Weather Hazards Assessment: Example of a 
Manually Produced GIS Product 

The FEWS-NET Southern Africa Weather Threats product (Figure 1) 
evolved through the use of GIS, extensive user feedback, and collaborating 
organizations’ participation into the current form that has been renamed 
the Weekly Africa Weather Hazards Assessment (AWHA). The product, 
which incorporates many of GIS’ most useful applications, is designed to 
give management personnel interested in Africa food security an early 
warning of potentially compromising weather related conditions.  Pre-
cisely, the scope of the AWHA product deals with short and long term 
drought, regional flooding, excessive temperatures, and other severe 
weather events such as tropical storms and intense cold fronts.  Transfor-
mation of the assessment during the past few years was a direct result of 
user feedback and increased knowledge of GIS technology.  Understand-
ing that one of the most important uses of GIS is a spatially precise, simul-
taneous comparison of information layers, knowledge of this concept was 
passed on to the user community to gain critical feedback.  Almost imme-
diately, it was recognized that while the end product served users an analy-
sis of recent and near-term trends in weather related food security condi-
tions, a spatial representation of actual food producing regions was absent 
from the map.  Working with members of the Food and Agriculture Or-
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ganization of the United Nations and the United States Geological Survey 
(USGS), areas of typical, widespread cropping were established.  This data 
was subsequently converted to polygon shapefile format with an identical 
geographic projection to that of the country border base layer and was im-
ported to form the background map of the product.   

Fig. 1. The CPC FEWS-NET Africa Weather Hazards Assessment is created us-
ing manual GIS techniques and automated input data.  The product provides an 
early warning of weather and climate related hazards throughout the Africa conti-
nent. 

The result of this effort was a layer of known planting areas that could 
be easily compared to regions of persistent dryness so that a more precise 
target of problematic conditions could be identified.  A similar data identi-
fication process yielded the remainder of layers to be used in the GIS Haz-
ards project.  Currently, the available layers used in creating each weekly 
assessment include: 
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Country and administration borders (polygon shapefile) 
Monthly agriculture land use (polygon shapefile) 
Lakes (polygon shapefile) 
Streams, rivers, and river basins (polyline shapefile) 
Regional roads and transportation corridors (polyline shapefile) 
City and town locations (point shapefile) 
Topography and elevation (grid) 
Weekly accumulated satellite-derived precipitation (grid) 
Forecast 7-day precipitation from meteorological model (grid) 

An example showing the use of hydrological GIS layers by Climate 
Prediction Center scientists to evaluate an area of potential stream flooding 
in the southern Somalia region is shown in Figure 2.  In Figure 2a, a grid 
of one kilometer resolution Digital Elevation Model (DEM) data is im-
ported into the desktop version of ArcGIS 9.0.  To complement this data-
set, USGS HYDRO1k stream vector data is used. Since the overall area of 
flooding concern is known based on past events, it is determined that three 
main rivers have the potential for overflowing their banks if rainfall is suf-
ficiently intense over the corresponding catch basin.  A simple selection 
process within the ArcGIS software yields all streams and tributaries 
which drain into the main southern Somalia rivers (Figure 2b).  The addi-
tion of a high level river basin dataset enables the creation of spatially rep-
resented catch basins for each of the river paths (Figure 2c).  A daily pre-
cipitation estimate that uses satellite based rainfall sensors to supplement 
irregularly distributed ground based rain gauge data is produced for the en-
tire Africa continent.  This gridded dataset is summed into seven day ac-
cumulations, converted to GIS GRID format, and added to the Africa 
Weather Hazards project.  Overlaying the past week of rainfall with rele-
vant river polylines and most recent flood polygon analysis layers yields 
an image that allows the user to qualitatively determine the latest areas of 
probable inundation (Figure 2d).  By also adding gridded accumulated 
rainfall forecast datasets from local National Centers for Environmental 
Prediction model outputs, an overlay with river catch basin layers provides 
a quick analysis of most likely flooding during the next week (Figure 2e).  
By synthesizing these GIS products while aggregating critical feedback 
from partner organizations and taking important field reports, an accurate 
depiction of short term river flooding is added to the Weather Hazards 
document (Figure 2f). 



370      Timothy B. Love 

Fig. 2. Example components used in determining flood risk zones for the Africa 
Weather Hazards product.  a: an elevation layer with appropriate hill shading;  b: 
known area rivers prone to flooding after heavy rainfall;  c: segmented river basins 
for determining flow of rainfall;  d: recent weekly gridded precipitation with past 
the most recent flood hazard region;  e: forecast rainfall from the GFS model with 
river basin layer;  f: final river hazard flood risk polygon used in the Hazards 
product 

Much of the data used in the analysis of African weather hazards is 
global in spatial extent, and thus may be applied to other international lo-
cations.  With this in mind, the expanding data availability is a precursor to 
a global weather related natural disaster analysis.  A process similar to the 
previous example may be an excellent problem solving technique that 
could be applied to a vast array of situations.  After a statement of the 
problem that must be solved, a thorough analysis of the most applicable 
type of input data is one of the most crucial first steps in assessing the 
situation.  Without the proper information, the path leading to a solution 
will not be as straightforward as possible.  Once the input components are 
determined, a potentially useful set of data layers must be transformed 
geometrically to an identically similar spatial coordinate system.  Only 
then will an accurate analysis of the situation become feasible. 
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3 Automated GIS Products 

The previous analysis technique used manual interpretation of a variety of 
GIS layers to determine the spatial extent of river flooding.  Though many 
of the imagery layers (such as the creation of river basin zones) were cre-
ated using a hands-on approach, other products are produced from auto-
mated GIS scripts.  For CPC FEWS-NET purposes, all automation is ac-
complished via ESRI’s Arc Macro Language (AML).   

3.1 Satellite-Based Precipitation Estimates 

Perhaps the most valuable tool that is currently used by scientists at the 
Climate Prediction Center’s FEWS-NET group is the satellite-based rain-
fall estimate product, which provides a continuous spatial domain of ana-
lyzed precipitation over virtually the entire globe.  This data type is of par-
ticular interest to meteorologists tasked with analyzing international areas 
of problematic hydrological dryness or wetness, including natural disasters 
such as drought and floods.  The decision to use a satellite-based precipita-
tion estimate rather than a ground-based rain gauge interpolation as a GIS 
project layer stems from the sparse spatial distribution of rain gauges and 
the irregular degree of available ground-based data in many countries.   

Take for example the country of Sudan in eastern Africa.  Due to inter-
nal conflict, the structure of their national meteorological agency is not 
sufficiently structured to maintain a network of countrywide surface-based 
rain gauges.  The station data that is retrieved and transmitted to the global 
network is not free of errors, and the distribution within the country 
(roughly one station for every 100,000km2) is certainly not adequate to 
capture the regional variability of precipitation.  Unless the area of interest 
coincidently lies within close range of a specific rain gauge point, one 
must perform an interpolation on this set of point data to yield rainfall 
amounts elsewhere.  Two main interpolation techniques that use irregu-
larly spaced point data are generally used to accomplish this.  The first 
method, an inverse distance weighting (IDW) procedure, performs the in-
terpolation based solely on the distance a particular pixel is away from the 
point in question (Figure 3a).  This procedure generally is appropriate for a 
somewhat evenly spaced set of point data.  From the figure, one can see 
that each rain gauge point carries a moderate weight outward.  In compari-
son, the second standard of interpolation, kriging (Figure 3b), uses both 
distance and direction to determine the interpolated value at a point.  It can 
be seen that this technique produces a somewhat more homogeneous grid 
than that derived using solely inverse distance weighting.   
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Unfortunately, neither method captures both the natural spatial distribu-
tion and intensity of rainfall, with IDW failing to correctly interpolate the 
area and kriging having the tendency to miss the quantity.   

Fig. 3: Techniques of spatially represented rainfall over a selected 24-hour period 
in Sudan.  a: station-based inverse distance weighted rainfall, exhibiting a poor 
spatial distribution pattern at distance from each rain gauge;  b. a station-based 
kriging interpolation, showing a tendency to over-diffuse rainfall;  c. a satellite-
enhanced product which uses infrared and microwave sensors to estimate precipi-
tation in areas without sufficient rain gauges. 
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Using GIS to overlay a faulty layer of information will preclude an er-
roneous assessment of the situation:  Inaccuracies in the rainfall field used 
in the Weather Hazards Assessment project will make the scientist’s 
analysis virtually worthless in detecting areas of potential river flooding.  
Thus, for international agencies that do not have access to non-public me-
teorological data, an enhancement is necessary. 

Figure 3c presents the primary rainfall estimate used at the CPC (Xie et. 
al, 2002) (Xie et. al, 1996).  The algorithm uses a combination of ground 
based rain gauge data and satellite based rainfall estimates to produce a 
spatially continuous gridded dataset that may be easily ingested into GIS.  
The fact that this precipitation estimate methodology has the ability to ac-
curately capture rainfall at distance from a rain gauge point makes it a use-
ful layer when attempting an analysis of hydrological phenomena over re-
mote geographic locations.  Since the product is disseminated to users in a 
geographical gridded format, adding this information to any GIS project is 
as straightforward as is the automated production of the dataset.  The 
proper software (Workstation ArcGIS) and a few lines of fundamental 
AML code are all that are required to create the precipitation GRIDs on a 
daily basis.  In the end, determining the end use of this data is the main 
concern that must be addressed before applying the product to an analysis. 

3.2 Tropical Cyclone Monitoring 

In an effort to enhance the Climate Prediction Center’s tropical weather 
monitoring and produce a more specialized product for the end user, a GIS 
Southern Indian Ocean cyclone tracking project was recently initiated.  
The fact is that, though a wide range of similar storm tracking products are 
available from other international organizations, their characteristics do not 
meet the needs of the CPC FEWS-NET user.  Again, it is apparent that a 
precise evaluation of the needs of a customer is crucial in the likelihood of 
project success.  For this product, the customer required information that 
would provide an early warning of an imminent cyclone threat to the con-
tinent of Africa while integrating seamlessly into their routine schedule.  
Past methods of cyclone threat dissemination relied solely on forwarded 
emails of sometimes cryptic and irregular information from an outside 
group, and this certainly did not fit the need of the user.  More often than 
not, the data provided via email was more of a burden than anything. 

Through a process of information gathering, the requirements from the 
customer were determined: 1) Near real time cyclone position, intensity, 
and forecast information, 2) Archived cyclone track and intensity, 3) 
Graphical format that may be both posted to internet and emailed directly, 
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4) Available GIS formatted layers of all required information to allow 
overlaying of relevant information.  Creating this product using GIS tech-
nology became the obvious, most straightforward direction to proceed.  An 
example of an operational Indian Ocean Basin cyclone monitoring product 
is given in figure 4a.   

Fig. 4a. The CPC FEWS-NET GIS-based cyclone monitoring project: an example 
of an automated product using near-real time cyclone tracking data from the Joint 
Typhoon Warning Center 

The graphic is produced solely using automated AML scripting tech-
niques with the workstation ArcGIS software, though some initial data 
formatting is accomplished via Unix programming.  The input information 
used to produce this cyclone monitoring graphic now covers virtually the 
entire tropical oceanic region.  In fact, similar projects have been imple-
mented, for the northern Indian Ocean and Western Pacific basins, which 
satisfy the requirements of the CPC FEWS-NET customer. 

Figure 4b shows a possible application of the GIS data produced under 
the cyclone monitoring project.  Through operational scripts, a set of GIS 
formatted cyclone data is produced.  Continuing the GIS theme of data 
sharing and open access, these files are publicly available to any organiza-
tion that may find the information useful.  In Figure 4b, a shapefile of past 
cyclone position and intensity is overlaid upon an accumulated, gridded 
precipitation estimate for the Africa region.  Due to the public unavailabil-
ity of ground based rain gauge data, as discussed in section 4a, this satellite 
estimated rainfall field becomes the most appropriate dataset for the appli-
cation.  Sharing the automatically produced data from the CPC could allow 
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the regional institutions to better coordinate their internal cyclone related 
disaster management efforts.  Again, the spirit of free and open informa-
tion sharing has its reward. 

Fig. 4b. The CPC FEWS-NET GIS-based cyclone monitoring project: a combina-
tion of automated and manual techniques yields a concise, informative product 

4 Determining User Requirements 

Determining the user requirements of GIS formatted meteorological data 
by the disaster management community is the immediate crux of the of the 
CPC FEWS-NET Geographical Information Systems project.  This is not a 
surprise at all, as this should be one of the fundamental issues for any pro-
ject, and is critical to its success.  The use of international meteorological 
and climatic data does have its specific problems however, and the fact 
that many areas requiring assistance from non-domestic sources do not 
have a sufficient structure in place to maintain a cohesive dataset of infor-
mation demands the use of non-traditional practices.   

Take for example, the renewed humanitarian effort that has taken place 
over the Afghanistan region since late 2001.  Due to a nearly continuous 
20 year period of internal livelihood disruptions, the state of affairs of their 
national meteorological institute has been in disarray and unable to provide 
sufficient weather related disaster management support.  Rain gauges have 
been neglected, meteorological satellite feeds have not been received, and 
climatological records have all but been lost to the ages.  International 
agencies have thus been providing assistance toward maintaining a system 
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of meteorological monitoring while at the same time working to build in-
ternal capacity in the region.  To support humanitarian efforts in the area, a 
first step required relevant transportation related information to be pro-
vided continuously to decision makers throughout participating organiza-
tions.  Current and forecast weather products were required to be compati-
ble with other information such as roads, towns, and rivers.  To determine 
the best solution to the task at hand, an inventory of available information 
was warranted. 

Very few near-real time ground based rain gauge reports 
A somewhat larger set of rain gauge data available at delay 
Satellite-enhanced precipitation estimate data from various sources 
Gridded rainfall forecast data from many sources 
Gridded temperature forecast data at various resolution 
Existing GIS layers of roads, rails, rivers, lakes, towns 
Due to the fact that near real time rain gauge information was nearly un-

available, the requirement of users that the data be available for quick 
analyses was unfulfilled.  The poor spatial distribution of data did not meet 
field workers’ request for information about road conditions in areas away 
from major country centers (all rain gauges were in the largest cities).  On 
the other hand, the only available gridded precipitation estimate that cov-
ered the entire region continuously had a poor resolution of nearly 25 km.  
In order to fulfill the user’s data request, a new gridded rainfall estimate 
was created by CPC, with a spatial resolution of 8 km and accuracy near 
that of the previous coarse resolution product.  The selection of the appro-
priate rainfall forecast data was for the most part guided by resolution.  
The two possibilities were a 100 km resolution forecast out to seven days 
(EMC, 2003) and a 15 km resolution product (Grell et. al, 1994) out to two 
days.  While the two day short term forecast was the appropriate dataset 
for users requiring high resolution forecast information over the local 
scale, the seven day forecast product was best suited for a more nonspe-
cific hint of weather patterns in the medium time frame.  Both products 
were determined to be useful for the task at hand and were selected to ac-
company the 8 km rainfall estimate in the package of disseminated data.  
Easily converted to the GIS GRID format, these three meteorological 
products were overlaid upon existing transit-related shapefile information, 
and a continuous rainfall vs. transportation analysis was created. 
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5 Future Directions 

It is apparent, perhaps solely due to the continuously increasing number of 
user data requests, that GIS formatted meteorological information is be-
coming widely accepted by organizations throughout the international dis-
aster management community.  It is a goal of the CPC FEWS-NET project 
to convert the majority of its weather and climate related products to GIS 
format by the end of the year.  Continuing the data sharing theme of GIS, 
these products will be made publicly available, without charge, to any user 
who may find the data useful.  Of particular interest to the disaster man-
agement community will likely be a new global weather monitoring pro-
ject that is currently gaining momentum.  When completed, GIS formatted 
global weather forecast and analysis data will be openly available to the 
public.  It will provide many of the necessary tools so that organizations 
dealing with disasters may have sufficient meteorological information 
available as needed to properly and rapidly analyze the situation. 

An issue that has been receiving much feedback in recent times is the 
use of an Internet Map Server to display data created at the CPC.  For the 
FEWS-NET group, this is somewhat problematic due to the nature of IMS 
in general.  Many of the meteorological products created within the group 
have a dual target audience: a) International organizations’ decision mak-
ers located away from the geographic area of interest, and b) Field workers 
on the ground.  Due primarily to group b, most weather-related products 
must be sufficiently small in file size to accommodate slow internet con-
nections.  Therefore, converting the existing static products to the some-
what flashy IMS technique may compromise this requirement.  This prob-
lem will continue to be explored throughout the future. 

6 Summary 

Geographical Information Systems applications are used daily within the 
USAID Famine Early Warning System Network to provide relevant mete-
orological and climatic information to support weather-related natural dis-
aster management efforts.  Phenomena such as drought, floods, excessive 
heat, cyclones, and other severe weather are monitored by the NOAA Cli-
mate Prediction Center for all FEWS-NET regions including Africa, Cen-
tral America, Afghanistan, and Southern Asia.  While various levels of 
humanitarian support are offered by the group, the common thread that 
holds partner organizations together is uninterrupted and accurate informa-
tion exchange.  The CPC FEWS-NET group has implemented GIS during 
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the past few years, and its importance is clearly evident when performing 
situational analyses and distributing meteorological datasets.  This data 
must be shared between regional and international partners in such a way 
to maximize value.  A major goal for the CPC FEWS-NET project during 
the next year is to enhance its GIS capabilities by soliciting feedback from 
end users and to automate and reformat virtually every product created by 
other methods into GIS.  A first task that must be completed is to deter-
mine the needs of partner organizations and investigate other groups’ in-
volvement with GIS technologies as they relate to humanitarian aid.  Es-
tablishing user requirements and tapping into the resources and 
experiences of the GIS community as a whole is a crucial step in the proc-
ess of providing weather and climate related humanitarian support using 
Geographical Information Systems. 
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Abstract

The aim of this paper is to present the first results of a research project en-
titled: Strengthening Local Authorities in Risk Management (SLARIM). 
The main objective of this project is to develop a methodology for spatial 
information systems for municipalities, which will allow local authorities 
to evaluate the risk of natural disasters in their municipality, in order to im-
plement strategies for vulnerability reduction. The project concentrates on 
medium-sized cities in developing countries, which do not yet utilize Geo-
graphic Information Systems in their urban planning, and which are threat-
ened by natural hazards (such as earthquakes, flooding, landslides and vol-
canoes). The methodology concentrates on the application of methods for 
hazard assessment, elements at risk mapping, vulnerability assessment, risk 
assessment, and the development of GIS-based risk scenarios for varying 
hazard scenarios and vulnerability reduction options, using structural 
and/or non-structural measures. In the development of elements at risk da-
tabases use is made of interpretation of high-resolution satellite imagery, 
combined with extensive field data collection, using mobile GIS. Although 
the methodology is primarily designed to assist municipalities in the deci-
sion-making regarding vulnerability reduction strategies, the resulting da-
tabases are designed in such a way that they can also be utilized for other 
municipal activities. Within the project a number of case study cities have 
been identified. Here results are presented on earthquake loss estimation 
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for the city of Lalitpur in Nepal, for buildings and for population losses. 
Databases have been generated of the buildings of the city, and of the sub-
surface conditions. Soil response modeling was carried out and vulnerabil-
ity curves are applied to estimate the losses for different earthquake scenar-
ios.

1 Introduction 

The fast-growing world population is concentrating more and more into 
urban areas. Nowadays, almost half of the world’s 6 billion inhabitants al-
ready live in cities, and in the next thirty years it is predicted that 90 per-
cent of the expected 2.2 billion newcomers will be born in cities in devel-
oping countries (USAID, 2001). Many of these cities are located in areas 
that are endangered by natural disasters, such as earthquakes, flooding, cy-
clones/hurricanes, landslides, volcanic eruptions, subsidence etc. It is esti-
mated that over 95 percent of all deaths caused by disasters occur in devel-
oping countries and losses due to natural disasters are 20 times greater (as a 
percent of GDP) in developing countries than in industrial countries 
(Kreimer et al. 2003). 

Local authorities in cities are responsible for the proper management of 
the area under their jurisdiction, and the well being of the citizens, which 
includes an optimal protection against disasters. Unfortunately, until re-
cently most of the emphasis has been on the post-disaster phases, and 
mostly was under the responsibility of national civil defense organizations. 
Recently, the emphasis is being changed to disaster mitigation, and espe-
cially to vulnerability reduction. Since the International Decade for Natural 
Disaster Reduction in the 1990’s many initiatives have been launched 
worldwide to assess and reduce urban vulnerability. Some example are the 
program on Risk Assessment Tools for Diagnosis of Urban Areas against 
Seismic Disasters (RADIUS, 2000), the Earthquakes and Megacities Initia-
tive (EMI, 2002), and the Cities and Critical Infrastructure Project (Cities 
Project, 2004).

Due to the diversity and large volumes of data needed, and the complex-
ity in the analysis procedures, quantitative risk assessment has only be-
come feasible in the last two decades, due to the developments in the field 
of Geo-Information science. When dealing with GIS-based hazard assess-
ment, elements at risk mapping, and vulnerability/risk analysis, experts 
from a wide range of disciplines, such as earth sciences, hydrology, infor-
mation technology, urban planning, architecture, civil engineering, econ-
omy and social sciences need to be involved. 
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2 The SLARIM Project

In order to contribute to urban risk assessment in developing countries the 
International Institute for Geo-information Science and Earth Observation 
(ITC) launched a research project with the acronym SLARIM, which stand 
for “Strengthening Local Authorities in Risk Management”. The main ob-
jective of this research project is to develop generic methodologies for 
GIS-based risk assessment and decision support systems that can be bene-
ficial for local authorities in medium-sized cities in developing countries. 
For local authorities being able to handle this tool properly implies a lot of 
attention in this research for user requirements, institutional issues and spa-
tial data infrastructure, connected with the methodologies of hazard and 
risk assessment on the one hand and the relevant DSS based GIS applica-
tions in urban planning and management (what can local authorities actu-
ally do with this data) on the other hand. The ultimate objective of this pro-
ject is to improve the safety of communities, and consequently make them 
more sustainable and prosperous.  

The methodology for the use of GIS in urban risk assessment and man-
agement is developed on the basis of a number of case studies. After care-
fully evaluation and visits to potential case study cities, a number of case 
study cities have been selected. The willingness of local authorities to par-
ticipate actively in this project has been considered as one of the main cri-
teria, besides the availability of data, and the types and severity of the haz-
ards in the urban areas. Three case study cities have been selected (See 
Figure 1): Dehradun (India), Naga (Philippines) and Lalitpur (Nepal). In 
the following sections an example of the results of a number of the compo-
nents will be given, namely on seismic loss estimation in Lalitpur (Nepal). 

3 Earthquake Loss Estimation in Lalitpur, Nepal. 

3.1 Case Study City 

The Lalitpur Sub-Metropolitan City is located in the Kathmandu valley, 
neighboring the capital of the Kingdom of Nepal, Kathmandu. Lalitpur has 
a population of 163,000, in 35,000 households, according to the 2001 cen-
sus. The municipality is divided into 22 wards. Lalitpur is one of the oldest 
cities in Nepal, supposedly founded in 299 A.D., with one of its most im-
portant periods during the Malla dynasty from 1200 – 1768. 
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Fig. 1. Left: Location of the three case study cities for the SLARIM project. Right: 
Structure of Lalitpur 

The old core area is famous for its cultural heritage, and has a very dense 
structure, with a majority of buildings with load-bearing masonry, with 
mud mortar and adobe. Many houses are built in a courtyard pattern, with 
very narrow streets. With the increase in population, and the vicinity of the 
capital, the city started to expand considerably, especially after the con-
struction of the ring road in the 1980s. In the fringe area, which was devel-
oped between the core area and the ring road, the majority of buildings are 
masonry with brick in cement and RCC. In the last year, also rapid con-
struction takes place in the areas, on the outer side of the ring road, where 
the majority consists of RCC buildings. Until recent, Lalitpur did not have 
a system for building permit issuing and evaluation. Lalitpur has suffered 
from damaging earthquakes in the past, such as in 1255, 1408, 1810, 1833, 
1934, 1980 and 1988. In the earthquake of 1934, which had a magnitude of 
8.4, it was estimated that about 19,000 buildings were heavily damaged 
within Kathmandu valley, causing the death of more than 3800 people 
(JICA, 2002).  

Lalitpur is located on a former lake in the middle Himalayan mountain 
range, of which the surface materials are mainly consisting of alluvial ter-
race deposits on top of a thick sequence of lake sediments, with a thickness 
up to 400 meters (Fujii et al., 2001).  

Various institutions have carried out studies on earthquake hazard and 
risk in Kathmandu Valley. After the earthquake in 1988, a first study was 
carried out by the Ministry of Housing and Physical Planning (MHPP), 
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with technical assistance from the United Nations Development Program. 
In this project a regional scale seismic hazard map for Nepal was produced, 
and a National Building Code was established, which was unfortunately 
not implemented (UNDP, 1994). In 1998 this was followed by the Kath-
mandu Valley Earthquake Risk Management Project (KVERMP), which 
was implemented by the National Society for Earthquake Technology – 
Nepal (NSET), with support from the Asian Disaster Preparedness Centre 
(ADPC), which focused on awareness raising and capacity development  at 
different levels of society, including school reinforcement, mason training, 
organization of an earthquake safety day, and development of an earth-
quake risk management plan together with local authorities (Dixit et al., 
2002). The project was based on a simple earthquake loss estimation, esti-
mation the losses if the 1934 would occur today. A more detailed study on 
earthquake loss estimation was made by the Japanese International Coop-
eration Agency (JICA, 2002). This study divided Kathmandu Valley into 
large grid cells of 500 by 500 meters, for which the number of damaged 
buildings were calculated using three scenario earthquakes.  

In all of the previous studies, the basis of the loss estimation has always 
been at a rather general level. The spatial distribution of the earthquake 
losses is a very important basis for a proper earthquake vulnerability reduc-
tion and emergency planning at municipal level. Municipalities would need 
to have databases at individual building level, in order to be able to carry 
out proper control over building construction. This study used high-
resolution satellite imagery, together with aerial photographs and field sur-
vey in the generation of a building database for seismic loss estimation in 
Lalitpur. An overview of the method is used is given in Figure 2. 

3.2 Generation of the Dataset 

The Lalitpur Sub-Metropolitan City Office did not yet have a GIS sec-
tion, nor did they have GIS data on the building stock and other character-
istics within their municipality. The Information Department of the 
neighboring Kathmandu Metropolitan Office, however, was able to provide 
a series of large-scale topographic maps at scale 1:2,000 in digital form, 
containing information on drainage, roads, contourlines (1 meter resolu-
tion) and building footprints, which was generated in the framework of a 
European project. These topomaps were in AutoCad format and were con-
verted into a usable GIS database, consisting of separate layers for build-
ings, roads, contours and drainage.  
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Fig. 2. Flowchart of the procedure for seismic loss estimation in Lalitpur, Nepal. 
See text for explanation 

Especially the generation of building polygons from the segments in the 
building footprint layer proved to be very cumbersome.

The building footprint map was prepared based on aerial photos of 1981 
and 1992 and was updated in 1998. All the buildings constructed after this 
year as observed in the available IKONOS image from 2001 were digitized 
on screen to create the building data set for the year 2001. As also a 
CORONA image was available from 1967, this image was used to delete 
those buildings that were not yet present in 1967, and generate a building 
footprint map for that year.  In the old center of the city, where most of the 
buildings are attached to each other and form large complexes around 
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courtyards, the existing building footprint maps did not make a separation 
between individual buildings, but rather displayed entire complexes of 
buildings as a single polygon. To calculate the number of buildings the 
building footprint area of these polygons was divided by the average plinth 
area of a building, which was taken as 45 m2 based on samples. A total 
number of 26,873 buildings are estimated for the year 2001. These build-
ings were compared to the number of households from the census data 
(34,996). 

The original digital building footprint maps did not contain any attribute 
information regarding the buildings within the city. Since a complete build-
ing survey would require too much time for field data collection, it was de-
cided to use so-called homogeneous units as the basic mapping units within 
the city. In the field mobile GIS was used to characterize the buildings 
within each unit according to age (based on procedure outline earlier), oc-
cupancy class, land use type and building type, which was a combination 
of construction material and number of floors. 

Population data were available from the latest population census in Ne-
pal, which was held in 2001, published by the Central Bureau of Statistics 
(CBS) of Nepal. Information was only available at Ward level, according 
to age and gender.  In order to calculate the population distribution per ho-
mogeneous unit, which was taken as the basic unit for the loss calculation, 
wardwise population figures had to be distributed over the various units 
within the ward. This was done by calculating the percentage of floor space 
in residential buildings within each homogeneous unit as percentage of the 
total floor space of residential buildings in the ward. The average popula-
tion density within different types of buildings (residential, commercial, in-
stitutional etc.) was estimated based on 196 detailed samples of buildings 
carried out by a local NGO, the National Society for Earthquake Technol-
ogy (NSET) and the Lalitpur Sub-Metropolitan City Office. Based on these 
samples estimations were made of the population amounts present in dif-
ferent types of buildings during different periods of the day. 

3.3 Soil Response Modeling 

In order to be able to analyze the seismic hazard in Lalitpur and its sur-
roundings a sub-surface database was generated for the entire Kathmandu 
valley. A geological database was made for storing the information for 185 
deep boreholes, with depths ranging from 35 to 575 meters, of which 36 
boreholes actually reached to the bedrock, and 328 shallow boreholes with 
depths less than 30 meters. Only the shallow borehole records contained 
both lithological and geotechnical information.  
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All boreholes were divided into main stratigraphical units, for which the 
depth was determined and used in GIS for subsequent layer modeling. The 
horizontal and vertical distribution of the valley fill within the Kathmandu 
valley is very complex, mainly consisting of intercalations of fluvial and 
lacustrine deposits. In order to generate layer models for such a heteroge-
neous environment, a certain degree of generalization had to be accepted. 
In this case, all sediments of the basin were divided into four layers: Holo-
cene alluvial and anthropogenic deposits, lacustrine deposits formed be-
tween 2,500,000 to 29,000 years B.P. (Yoshida and Igarashi, 1984), allu-
vial deposits below the lacustrine sediments, and the underlying bedrock 
(See Figure 3). The depth of each of the layer boundaries, including the 
surface elevation was used in GIS and Digital Elevation Models of each of 
these surfaces were obtained through point interpolation.

Fig. 3. Left: Thickness maps of the three main material types in the Kathmandu 
valley. Right: Cross section based on the layer thickness maps 

The GIS layer models were used for one-dimensional calculations of the 
ground response, with the help of SHAKE2000, which is derived from the 
original SHAKE software, used widely for soil response analysis since 
1971 (Ordonez, 2002). For each material type, average values for shear 
wave velocity, and unit weight, were used, and 5% damping was selected. 
Unfortunately no strong motion records are available for Kathmandu val-
ley, so comparable records were used from other locations. Three earth-
quake scenarios were selected in line with the ones used in the study by 
JICA (2002): one comparable in magnitude and epicentral distance to the 
1934 earthquake (called Mid Nepal earthquake), one located North of 
Kathmandu valley (North Bagmati earthquake) and a local earthquake in 
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the valley itself. The analysis was carried out by sampling the depths of the 
GIS layers at regular intervals. Each of the sampling points was trans-
formed into a soil profile, which was entered in the SHAKE2000 program, 
and which was analyzed using the above mentioned scenario earthquakes. 
The results were calculated as Peak Ground Acceleration (PGA) as well as 
spectral acceleration for frequencies of 5, 3 2 and 1 Hz. These values were 
later linked back to the sampling points and maps were obtained through 
point interpolation.  

An analysis of liquefaction potential was made using both qualitative 
and quantitative methods. In the qualitative analysis the methods of Iwa-
saki et. al (1982) and Juang and Elton (1991) were used and the quantita-
tive analysis was carried out using simplified methods developed by Iwa-
saki et al. (1984) and Seed and Idriss (1971). The qualitative methods are 
based on weights, assigned to a number of factors such as Depth to water 
table, Grain size distribution, Burial depth, Capping layers, Age of deposi-
tion and Liquefiable layer thickness. Following this method, the analysis 
was carried out for 69 boreholes located at 40 different sites, resulting in 35 
boreholes where liquefaction is likely to occur at a particular depth. The fi-
nal liquefaction susceptibility map was prepared by combining the point in-
formation of the boreholes with geomorphological units in a GIS.  

3.4 Loss Estimation 

For analyzing seismic vulnerability, the buildings in Kathmandu valley 
have been divided into a number of classes (See table 1). The vulnerability 
curves used in the GIS analysis were derived by NSET-Nepal and JICA 
(JICA, 2002). For each MMI class and building type, minimum and maxi-
mum values are given of the percentage of buildings that would be heavily 
damaged (collapsed or un-repairable) or partly damaged (repairable, and 
available for temporary evacuation). 

The earthquake intensity maps were used in combination with the build-
ing map and the vulnerability relations indicated in table 1 to calculate the 
range of completely and partially damaged buildings for each earthquake 
intensity. In figure 4 some of the results are given. This figure gives the to-
tal number of vulnerable buildings in different damage grades and in the 
four earthquake-intensities used ranging from VI to IX. For example, if an 
earthquake of intensity IX would occur a number of buildings ranging from 
9,192 to 13,710 might be partially damaged and 6,104 to 8,583 might col-
lapse in Lalitpur. 
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MMI VI VII VIII IX 
Building type 

PGA (% g) 5-10 10-20 20-35 >35 

Total Collapse 2-10 10-35 35-55 55-72 Adobe + Fieldstone 
Masonry Buildings  Partial Damage 5-15 15-35 30 30 

Total Collapse 0-6 6-21 21-41 >41 Brick in Mud (BM) 
Partial Damage 3-8 8-25 25-28 <28 
Total Collapse 0-1 1-5 5-18 >18 Brick in Mud (BMW) 

and Brick in Cement 
(BC) Partial Damage 0-11 1-31 31-45 <45 

Total Collapse 0-2 2-8 8-19 19-35 R. C. Framed ( 4 sto-
ried) Partial Damage 0-4 4-16 16-38 38-65 

Total Collapse 0-2 2-7 7-15 15-30 R. C. Framed ( 3 sto-
ried) Partial damage 0-4 4-14 14-30 30-60 

Table 1. Damage matrixes for different types of buildings in Kathmandu (The val-
ues represent percentages of buildings with the same material type. Source: NSET 
Nepal) 

In a next step specific damage estimations were made for three earth-
quake scenarios mentioned before. For each of these scenarios the ranges 
of partially and heavily damaged buildings have been estimated, with and 
without the effect of liquefaction. In order to take into account the liquefac-
tion effect, the intensities in areas with high liquefaction susceptibility have 
been increased with 1 on the MMI scale.  For the Mid Nepal and Local 
Earthquakes the amount of partially damaged building ranges from 5,380 
to 9,192 and heavily damaged buildings from 2,748 to 6,104. If liquefac-
tion is also included the estimations for partly damaged buildings rise to 
the range 5,804 – 9,779 and for heavily damaged buildings between 3,034 
and 6,412. 

The number of casualties was estimated at homogeneous unit level for 
the three different earthquake scenarios mentioned earlier. The data used 
for this calculation were the population distribution for different periods of 
the day and within different occupancy classes, the building loss estimation 
discussed in the previous section and vulnerability and casualty ratios with 
respect to building damage. These casualty ratios were derived from the 
HAZUS methodology, which uses the widely accepted ATC-13 vulnerabil-
ity curves (FEMA, 2004) and which make a separation into fours severity 
classes (See table 2). With these relations, the number of casualties was es-
timated for the three different earthquake scenarios, and for both a daytime 
and nighttime scenario, with a different distribution of population over the 
various occupancy classes. Preliminary results are shown in Figure 5 for 
the Mid Nepal Earthquake scenario. 
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Fig. 4. Building loss estimations for different earthquake intensities in Lalitpur 

Injury level (in %) 

Building 
damage level 

Severity 1 

Slight  
injuries 

Severity 2 

Injuries  
requiring 
medical
attention 

Severity 3 

Hospitalization  
required 

Severity 4 

Instant death 

Partial dam-
age

1 0.1 0.001 0.001 

Complete 
damage 

40 20 5 10 

Table 2. Various injury levels according to building damage. Modified from 
HAZUS 

Normally, nighttime scenarios are expected to result in higher casualty 
numbers. The deviation in this case might be related to the inaccuracy of 
the population input data, as original data was only available at ward level, 
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and also in the distribution of population over the city in different periods 
of the day.  

Fig. 5. Casualty estimation for the Mid Nepal Earthquake scenario in Lalitpur 

Clearly more detailed information for this should be collected. It might 
also be caused by the fact that many of the buildings where people are dur-
ing the daytime, such as schools, shops etc. are equally vulnerable, or 
sometime more vulnerable than the residential buildings.   

4 Conclusions 

The results from the earthquake loss estimation for Lalitpur Sub-
Metropolitan City in Nepal illustrates the urgent need to support local au-
thorities in developing countries with methods to collect and manage in-
formation used for risk assessment in order to be able to implement strate-
gies for vulnerability reduction and disaster preparedness. The collection of 
basic data is of prime importance, and should be carried out by staff from 
the municipality in collaboration with local institutions and the local com-
munities. The data collected thus far was mostly in the framework of rather 
short MSc fielddata collection campaigns, and should be further verified 
and extended. In the initial period of the project contacts with the Lalitpur 
Sub-Metropolitan City Office (LSMCO) have been established, and the re-
sults of the research was shared with their staff in a workshop. Also a user 
needs assessment was carried out, leading to the installation of a GIS cen-
ter within LSMCO and basic GIS training of 12 of their staff. With LSMC 
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a number of phases have been outlined, starting with the collection of base 
data and the development of a municipal database, leading to the integrated 
use of this data for various urban planning and management activities, in-
cluding disaster prevention and preparedness. One of the priority areas for 
the application of the municipal GIS in the framework of vulnerability re-
duction is the development of a building permit issuing and control system, 
that takes into account seismic vulnerability as one of the factors. Some 
other high priority GIS applications outlined by the LSMCO are the set-up 
of a proper addressing system for the city, which can be linked to geo-
graphic positioning using GPS, and urban heritage management. In a later 
phase LSMCO plans to apply it to other aspects such as solid waste man-
agement, infrastructure management, revenue management, etc. What has 
become clear in the case study with the Lalitpur Sub-Metropolitan City so 
far is that specific GIS based Decision Support Systems for Disaster Man-
agement at municipal level can only be implemented if a municipality has 
experience with GIS and has developed a municipal database. Even then, 
such a system would be less useful for disaster prevention, as vulnerability 
reduction measures should be an integrated part of all common municipal 
activities, than for disaster preparedness.  
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Abstract

The danger of a rock fall or rockslide event is omnipresent, mainly due to 
dense settlement, excessive land usage even in alpine regions, and the 
global warming. In the case of a rock fall event the rapid operational avail-
ability of a measurement system is important for disaster management to 
assess the risk and to take appropriate measures. 

The evaluation and classification of instable surfaces need fast and 
cheap automatic sensing methods with accuracy in the range of a few cen-
timetres. It is shown that a terrestrial laser scanning system is able to suc-
cessfully perform an efficient change survey.

We report on the sensor and software set-up, the logistics, and the pro-
cedure for data evaluation to perform the proposed monitoring task. The 
system (Laser scanner LPM-2k produced by Riegl Laser Measurement 
Systems, Austria, combined with software for scanning and data evalua-
tion by JOANNEUM RESEARCH and DIBIT Messtechnik GmbH, Aus-
tria) is capable of automatically detecting changes and motion on the sur-
face of an active rockslide area. 

1 Introduction 

A landslide is the movement of a mass of rock, debris or earth down a 
slope. A rockslide involves a downward, usually sudden and rapid move-
ment of newly detached segments of bedrock over an inclined surface. A 
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rock fall is the fastest moving landslide. A newly detached segment of bed-
rock of any size suddenly falls down from a very steep slope. 

Once a landslide is triggered along a plane of weakness, material is 
transported by various mechanisms including sliding, flowing or falling. 
After falling or precipitously moving, the mass of materials deposits at the 
base of the slope. The moving mass is greatly deformed and usually breaks 
up into many smaller slides. Rockslides can vary in size from a single 
boulder in a rock fall or topple to tens of millions of cubic meters of mate-
rial in a debris avalanche. 

Rockslides can be triggered by natural causes or by human activity. 
Natural causes include extreme weather conditions like heavy rainfalls, 
saturation of slope material from rainfall or seepage, vibrations caused by 
earthquakes, or undercutting of banks by rivers. Also rockslides frequently 
occur in high mountain areas during spring and autumn when there is re-
peated freezing and thawing. Another reason is the climate change ob-
served in the last decades. In particular the global warming increases the 
permafrost level and material formerly frozen gets instable. 

Human activities may include the removal of vegetation like the re-
moval of protection forest, interference with or changes to natural drain-
age, the modification of slopes by construction of trails, roads, railways or 
buildings, housing sprawl, mining activities, vibrations from heavy traffic 
or blasting, and excavation or displacement of rocks. 

Rockslides are extremely hazardous. They involve a rapid sliding of 
large masses of fractured rock and regolith. They can move millions of 
tons of rocks in a short time. Rockslides may endanger or damage build-
ings, roads, railways, pipelines, protection forest, agricultural land and 
crops.

The risk assessment of landslides requires an accurate evaluation of the 
geology, hydrogeology, landform, and interrelated factors such as envi-
ronmental conditions and human activities. It is of particular importance 
for engineers and geologists to assess slope stability and landslides in order 
to take appropriate, effective, and timely measures. Potential measures 
may vary from road closure, and excavation of buildings within the area of 
risk, to investments in protection buildings like protective barriers, retain-
ing walls, retention capacity, and rock anchors. Disaster alert plans have to 
be developed. Above all engineering and geo-technical investigations have 
to define the landslide hazard and risk. 

Potential indicators of active landslides include slope cracks, curved tree 
trunks, tilted poles, tilted walls, and the presence of wet or seepage areas. 
Before a rock fall, in most cases a slight shear continuous distortion over a 
specific period can be observed. 
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Rock fall models can be useful tools to predict the risk posed by indi-
vidual falling rocks (Dorren 2003). One essential part of the management 
strategy for slope instability risk mitigation is a remote monitoring system 
for a continuous observation of the mass movement, which is often per-
formed over long periods of time (Jaboyedoff et al. 2004). Remote monitor-
ing of slope movement of unstable or potentially unstable slopes normally 
is a multidisciplinary approach incorporating several sensors. For example, 
movements and deformation can be measured with inclinometers, tilt-
meters, extensometers, time-domain reflectometry, radar, and GPS. Water 
levels can be observed using vibrating wire piezometers (Kane and Beck 
2000).

2 Terrestrial Laser Scanner Technology 

In the standard case the area of a rockslide event is not achievable for the 
application of standard geodetic targets. Therefore remote techniques must 
be used that are continuously available, which excludes air-based or satel-
lite remote sensing (Kenyi and Kaufmann 2003) from the list of candidate 
techniques.

Terrestrial scanning laser imaging has turned out to be an essential 
component of geo-technical disaster monitoring, since it provides high 
resolution, a wide field of view, medium accuracy and high availability 
over long periods of time with comparably low cost. The available laser 
devices have reached a technological fitness for this class of applications 
just in the recent past. There are quite a few systems on the market with an 
operating range between near-range (up to 10 m) and 300 m (Lemmens 
and Heuvel 2001, www.cyra.com, www.mensi.com). However, an inte-
grated scanning device covering a range of more than 1 km for non-
reflective targets is a new technology, e.g. offered by Riegl Laser Meas-
urement Systems (www.riegl.co.at). 

Laser scanners generate dense clouds of data. Distance measurements 
are mostly based on the time-of-flight principle, emitting a burst of several 
hundred laser-pulses for each single measurement. A digital signal proces-
sor analyses the reflected return pulses and compiles them to a single dis-
tance measurement. Since each single measurement consists of a multitude 
of laser-pulses, different measurement modes (“first pulse”, “last pulse”, 
“strongest pulse”) give proper results even on bad weather conditions and 
surfaces that may otherwise lead to ambiguous measurements like vege-
tated, moist or roughly structured terrain. For example, the last pulse tech-
nique allows detecting the range of the last target even if the measuring 
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beam partially hits or penetrates other targets (like fog) before. Long-range 
laser scanners can achieve measuring distances up to a few kilometres of 
range to naturally reflecting targets. 

Single time-of-flight measurements with distance accuracy of better 
than 5 cm are automatically combined to a measurement grid. The distance 
measurement unit is mounted on a pan and tilt orientation unit motorized 
by step engines, the exact pan and tilt angles are read out by encoders simi-
larly to a motor theodolite. Each individual measurement point consists of 
the distance to the surface, the exact angular positions, the reflectance, and 
an estimated root mean square error (RMSE) of the distance measurement 
for reliability check. 

A monitoring system based on a terrestrial laser scanner is shown with 
the example of the DIBIT Geoscanner (www.dibit-scanner.at), which inte-
grates the long-range laser scanner LPM-2k by Riegl Measurement Sys-
tems. The relevant technical specification is shown in Table 1. The device 
is controlled by an off-the-shelf PC, which handles both the device control 
and the data transfer and analysis. The control software on the scanning 
device allows the acquisition of a (almost) rectangular regular grid of 
measurements in sensor coordinate space, which is stored as one meas-
urement data file on the control PC. The fully automatic monitoring sys-
tem provides an on-line database both of pre-processed measurements and 
results accessible for the customer for visualization and interpretation. 

Scanner parameter Value (range) 
Measuring range for  
     Good diffusely reflective targets Up to 2500 m 
     Bad diffusely reflective targets > 800 m 
Minimum distance 10 m 
Ranging accuracy +/- 25 mm 
Positioning accuracy +/- 0.01 gon 
Measuring time / point 0.25 s to 1 s 
Measuring beam divergence 1.2 mrad 
Laser wavelength 0.9 m
Scanning range horizontal / vertical 400 gon / 180 gon 
Laser safety class 3B, EN 60825-1 
Power supply 11-18 V DC, 10 VA 
Operation temperature range -10 to +50 C

Table 1. Technical parameters of LPM-2k by Riegl Laser Measurement Systems 

Although the data generated by the measurement devices can in princi-
ple be directly used for measurement and further visualization, several 
methodological, technical, and logistic problems are to be encountered 
when establishing a fully automatic monitoring system. This includes, 
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among others, the stability of device control software, the automatic sensor 
orientation, the high number of measurements, the compensation of 
weather influences, and the selection of reliable measurements. In addition 
it is of particular importance to consider the highly heterogeneous surface 
in terms of material (rock, vegetation, and humidity in general) and struc-
ture. Rock fall management is not the only application of this sensor set-
up.

Current experience in this respect include the following scenarios: 
Snow cover monitoring: Feasibility of snow avalanche prognosis using 
a sensor framework containing a laser scanner as key component (Paar 
and Bauer 2001)  
Glacier monitoring: Measuring deformation and 3D motion of glaciers 
and rock glaciers (Bauer et al. 2003) 
First system application for slope monitoring 1999 in Schwaz / Austria 
(Paar et al. 2000, Poisel et al. 2002, Scheikl et al. 2000) 

Fig. 1. Left: Laser scanner LPM-2k by Riegl Laser Measurement Systems. Mid-
dle: Laser scanner with weatherproof heated housing mounted on a concrete pile. 
Right: Reflective reference target for sensor orientation 

3 Measurement, Data Processing and Visualization 

3.1 Data Acquisition 

The laser scanner performs tasks of a predefined measurement schedule to 
automatically measure regions of interest (ROIs) round the clock. A ROI 
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defines both the measurement raster, and the distance measurement pa-
rameters like integration time and mode. Several ROIs are combined to a 
measurement task. A measurement task list defines the measurement strat-
egy in terms of order, priority, and point of time. On the scanner control 
PC a server is continuously parsing the task list and revaluating the meas-
urement schedule. As soon as the scanner is idle, the next ROI is selected 
and executed. Unsuccessful measurements (i.e. due to bad environmental 
conditions, or communication problems) are detected automatically; they 
are repeated and reassumed into the measurement list. 

Different automatically selected strategies, like for example increasing 
the integration time for a single distance measurement in case of bad 
weather, or focusing on ROIs with top priority, allow retrieving maximum 
information dependent on the environmental situation. 

3.2 Pre-Processing 

An essential pre-processing step is the classification of the measurements 
to examine the quality and reliability of the distance measures. Uncertain 
measurements are smaller weighted or even dismissed for the subsequent 
data evaluation. The classification is based on an analysis of the reflectiv-
ity, the RMSE, the structure (e.g. detected artefacts due to fog), and exter-
nal sensors. 

3.3 Sensor Orientation 

To guarantee the comparability of measurements both orientation (e.g. due 
to subtle misalignments of the scanner platform) and distance measure-
ments (due to atmospheric influences) are compensated. 

Repeatable sensor orientation is performed continuously using reflective 
targets fixed on stable surfaces somewhere in the spherical field of view of 
the sensor. A centroid localization algorithm on the laser reflectance image 
gains the angular components of the target coordinates. The distance is 
calculated as weighted average of all individual distance measurements 
covering the target. Since the current version of LPM-2k does not contain 
an electronic levelling sensor like standard theodolite it is necessary to de-
termine all unknown position and orientation parameters using the refer-
ence targets. 

This step is the key to measurement accuracy; it involves several indi-
vidual tasks that are still subject to improvement: 

Distribution of the orientation targets 
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Robust automatic evaluation of the usability of target measurements 
Stable mathematical methods and algorithms for sensor orientation un-
der various restrictions 
Current research aims at using natural such as (non-moving) distinct 
landmarks (like rock formations) for continuous sensor orientation.  
In addition to the determination of sensor orientation and location the 

reference targets can be used to determine compensation values for atmos-
pheric effects on the distance measurements. The combination of the com-
pensation values (multiplication factor as simplest approach) together with 
current transformation vector and rotation matrix is called sensor state,
which is stored together with each measurement. 

3.4 Surface Model Generation 

To represent each measurement in a reference coordinate system a dense 
digital surface model (DSM) is generated of the scene to be surveyed. A 
DSM is a regularly spaced grid in desired resolution on an analytical 
model of the local surface, in the simplest case a horizontal or vertical 
plane. It is used to store the elevation as a vertical distance at the grid 
points. We generalize the DSM to an arbitrary reference surface, to be able 
to represent the surface data in best resolution, since most of the poten-
tially insecure surfaces are characterized by steep fronts. This data struc-
ture well complies with the practical requirements such as difference 
measuring, volume change evaluation, and various visualization tasks. 
Neighbourhood relations of measurement data points are directly described 
in the DSM structure; therefore operating on DSMs allows quick access to 
the surface heights in a well-defined geometry. 

Direct mapping from the sensor spherical system to the DSM Cartesian 
coordinate space would result in a sparse and non-uniform elevation map, 
especially at large distances. To avoid interpolation artefacts, the Laser 
Locus Method (Kweon and Kanade 1992) for DSM (Bauer and Paar, 
1999) generation proves to be a robust tool for data acquisition from flat 
angles, and supports error detection and utilization of additional confi-
dence values provided by the range sensor. 

Since the DSMs of (temporally) different surface measurements are 
geo-referenced, simple differences between the DSMs reflect the changes 
in elevation. In consequence we can derive a full description of change in 
volume, spatial distribution of shape, or arbitrary profiles on the surface.  
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3.5 Measurement database 

All measurements are managed in a simple database that contains meta 
data (Sensor state, reliability, ROI data, etc.) and the measurement itself. 
The user can access different processing products in various levels of de-
tail such as 

Interactive motion diagrams on a single ROI 
Video sequences of ROI structure 
3d surface rendering with pseudo – colour overlay of distance change 
Lists of ROI statistics (time dependent) in different formats 

4 Motion Detection 

In a first step distance changes from the observer to selected points and 
ROIs can be measured and statistically evaluated immediately. Further 
analysis quantifies more complex movements, just as changes by de-
bris/rock fall or accumulation. Eventually the objective is to classify the 
meaning of the event semantically. 

The DSM difference describes only the component of the surface 
change perpendicular to the analytical DSM. In order to examine the com-
plex kinematics of surface deformation the knowledge on surface motion 
in all three dimensions is required. 3D motion as well as structure changes 
like rock falls can be calculated by means of optical flow detection on the 
grey level images using correlation-based matching. A dedicated matching 
technique (Hierarchical Feature Vector Matching) (Paar and Pölzleitner 
1992) can use both the surface structure (distance measurement texture) 
and/or the radiometric surface texture (RGB sensor or laser beam reflectiv-
ity). In such a way a single ROI behaviour can be categorized into simple 
classes such as insignificant change, significant change, unusable meas-
urement, material loss, or aggregation (Figure 3 and 4). This enables to 
quickly focus the attention of experts and further automatic decision steps 
to potentially hazardous areas and events. 

A possible hazard warning system uses the ROI tracking results and sets 
off an alarm if motion exceeds a critical threshold, or the structure has 
changed due to a recent landslide or rock-fall. Using higher-level informa-
tion such as the spatial distribution of deformations on the entire hazardous 
site, the temporal behaviour of singular or multiple ROI motions, or a 
knowledge-based expert system could perform the semantic classification 
of the kind and relevance of the change event. 
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5 Results 

The prototype monitoring system was field-tested at a rock fall near Gries, 
Austria. In June 2003 pieces of cliff as big as humans had dislodged due to 
mass movements in terms of a rockslide. Safety measures including the 
evacuation of several houses and road closures in the affected residential 
area were quickly initiated. 

To assess the risk of succeeding rock falls, a laser-scanner monitoring 
system was installed which measured potentially instable regions over a 
period of more than two months. 

Fig. 2. Overview of the Gries rock fall area, Austria. A set of 13 monitoring ROIs 
were scanned, together with 5 reflective targets 

Figure 2 shows an overview of the Gries rock fall area. In collaboration 
with geologists, a set of 11 ROIs were identified to be measured in high 
resolution round the clock. Additionally 2 ROIs, covering almost the 
whole instable area, were defined to be measured in lower resolution once 
a day. 5 ROIs were used for the reflective reference targets to compensate 
atmospheric influences, and another 5 ROIs in the close-up range of the 
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scanner position were used for sensor orientation. Each reference target 
was measured once using standard geodetic methods, which enabled fur-
ther geocoding and comparability of the scanner data. Standard resolution 
on the slope ROIs was 0.05 gon, and the reference targets were scanned 
with 0.02 gon resolution. 

For continuous monitoring the scanner was mounted on a stable console 
on the opposite slope with an average distance to the target area of 800 m. 

The sensor orientation was determined 4 times a day to compensate 
slight movements and misalignments of the scanner. Before each slope 
measurement, a reference target was measured to compensate for atmos-
pheric effects that have an influence on the scanner distance measure-
ments.

Fig. 3. Grey-level coded distance images of a ROI (10 x 7 m) in the Gries rock fall 
area measured over a period of two days (data acquisition every 6 hours). Bright .. 
635m,  dark .. 620m distance. The motion between frames 55 and 56 was consid-
erably slow, whereas a rock fall occurred between frames 58 and 59 (note that the 
structure changes completely) 

Fig. 4. Output of a simple deformation categorization process based on the data 
depicted in Fig. 3. In the rightmost column the decision of the system is displayed 
(structure change caused by a rock fall, irrelevant motion of the terrain surface, or 
considerable side motion of the terrain between subsequent measurements). The 
decision is based on statistics of matching results between subsequent distance 
images (some of the statistical parameters – matching area covered, reliability, an-
gular displacements – are displayed in the output list as separate columns) 

Figure 3 shows an example of subsequent distance measurements of one 
ROI over a period of two days. The accuracy obtained is within a range of 
5 cm in all three coordinate axes. Involving image processing and classifi-
cation allows deriving simple deformation categories as shown in Figure 4. 
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Fig. 5. 3D deformation model of the whole instable area (ROI B-1 and B-2 in Fig-
ure 2) over a period of three weeks. The deformation is grey level coded with 
white colour indicating almost no changes regarding to the reference measurement 
at the beginning of the monitoring period, and black colour indicating up to 9 m of  
break-off or accumulation. For significant terrain regions the deformation amount 
is displayed in all three dimensions 

Figure 5 illustrates the 3D deformation of the whole instable area, and 
Figure 6 shows an example of the deformation of one ROI as a result from 
region tracking. 

Currently the measurement results are verified using geodetic measure-
ments and ground truth information. Future research will emphasize the 
application dependent knowledge – based systems for ROI tracking, detec-
tion and correction of measurement outliers, accuracy investigations, an 
optimised sensing strategy and additional sensors (Reiterer 2004), as well 
as the automatic selection of regions of interest. 

6 Conclusion 

An integrated system consisting of terrestrial laser scanner, control and 
evaluation / visualization Software and attached logistics for project set-up 
and handling has been introduced, that can be used for rock fall monitoring 
and as valuable source for further continuous risk assessment. 
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Fig. 6. Deformation of a significant area over a period of one month. Starting from 
July 11th the average position was tracked. The area moved slightly until July 24th.
Mainly due to a heavy rainfall period the region slid up to 5 m until July 31st. Sub-
sequently the region movement stabilized 

The system is in operational state, providing the whole processing chain 
from description and support software for proper sensor and project set-up 
to the interactive deformation display. Sensor orientation turned out to be 
the key component in the real application, the combination of methods 
from computer vision, geodesy and photogrammetry lead to a stable sys-
tem state in this respect. 

Improvement and further development potential exists mainly in the 
field of sensor and target placement for sensor orientation, the robust de-
tection of false measurements, further reduction of atmospheric effects, a 
proper measurement and results data base, as well as an integrated alert 
framework.

The results show the usability of this approach in various related appli-
cation areas such as landslides, glaciers and the monitoring of large edi-
fices. All the results are available immediately, which makes the terrestrial 
laser scanner monitoring a valuable tool for risk evaluation and prediction. 
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Abstract

A recent study carried out by the French Civil protection with support of 
Italy and Spain, reviewed the current usage of new technologies for civil 
protection, in particular for rescue operations (Béquignon and Nardin 
2004). The technologies considered here were Geographical Information 
Systems, GPS and other locating devices, telecommunications, satellite 
and airborne remote sensing. A number of challenges were identified for 
further development. The paper will provide some examples and discuss 
related issues. 

1 Current Practice 

1.1 GIS and GPS 

While the situation in Europe varies considerably from one centre to an-
other, there has been a rapid and widespread development of GIS in the 
framework of emergency planning, hazard mapping and operation man-
agement. The transition to digital maps is complete at national or provin-
cial level, yet many local centers still use printed maps, and use of wall 
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maps still commonplace. The process of digitizing the bulk of hazard and 
regulatory maps is still ongoing, while recent hazard maps and related in-
formation are always stored in GIS systems, often shared among different 
administrations and sometimes across boundaries, such as the GISMOSEL 
developed within European  INTERREG Rhine-Meuse Activities. 

Similarly, GPS is more and more used by firefighters and GPS receivers 
are now present in nearly every vehicle. Data collected on the field are 
used to update existing GIS layers such as track viability, location of water 
tanks (fig.1), field reconnaissance of forest areas damaged by fires or 
storms, etc.  As an example, a GPS device coupled with a GSM equips 
every vehicle of the Austrian Red Cross of the town of Graz and allows ef-
ficient ambulance fleet management.  

Fig. 1. Firefighters locate a water tank during a GPS field campaign.  
Source: Service Départemental d’Incendie et de Secours du Var, France 

Several attempts to use various brands of portable or even wearable 
computing devices such as tablets, Personal Digital Assistants (PDAs), 
coupled with GSM or GPRS have been carried out, like in the EGERIS 
(Rossi and Folino 2003) and PREMFIRE projects, with the participation of 
French, Italian and Portuguese firefighters. The Swedish rescue service 
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agency investigated the “fireman of the future” fully equipped with sensors 
and a lightweight camera.  

1.2 Satellite Imagery 

Over the last decade, many projects of different maturity attempted to ex-
ploit satellite imagery for prevention, early warning or mitigation of natu-
ral disasters (Béquignon 1999). Very high resolution satellite imagery is 
being used in lieu of classic aerial photographs for mapping purpose such 
as in the aforementioned GISMOSEL, while the Italian Civil protection 
uses burnt area maps derived from LANDSAT images and the Spanish 
Forest Service gets daily fire risk maps derived form NOAA AVHRR and 
MODIS.

For emergency operations, the International Charter “space and major 
disasters” is a remarkable and successful initiative (Bessis et al. 2004) that 
makes imagery from major satellites such as SPOT, ENVISAT or 
RADARSAT-1, readily available to civil protections during emergencies. 
Recent floods of the Danube or Rhone rivers, 2003 summer fires in Europe 
or the Algiers earthquake are a few examples where information was de-
livered within hours.  

Building upon this experience, future satellite missions (Achache 2004) 
complemented by tailored services for hazard management at large are be-
ing devised in the Global Monitoring for Environment and Security pro-
gram, as part of the European strategy for space. 

1.3 Airborne Imagery 

Several watershed were mapped by airborne LIDAR campaigns and digital 
elevation models suitable to  hydraulic modeling were produced. 

Other imaging systems, such as an infrared video camera onboard a 
lightweight aircraft, were successfully tested in the fight against forest 
fires, through the French-funded PAREFEU project. Such a system has a 
unique ability to “see” the fire front and its evolution (jumps) through 
smoke and haze, as well as the effect of water bombing, to follow moves 
and safeguard field personnel. 

1.4 Communications 

A wide spectrum of modern telecommunication systems has been de-
ployed in Europe. While Germany and Spain have a robust satellite tele-
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communication network of command centers, other countries have been 
deploying, or are in the process of deploying networks based upon the 
competing TETRA and TETRAPOL standards. Despite its known weak-
nesses (e.g. saturation in case of emergencies) the GSM network is widely 
used both for voice and data exchange, for instance the Portuguese water 
institute uses GSM to collect real information from its nationwide gauge 
network.

2 Challenges 

Yet a series of challenges arise and must be addressed before a complete 
exploitation of such technologies in operations. 

2.1 Cooperative Data Management 

An ideal overall emergency management system, ranging from prevention 
to forecast, operations to lesson learning, would involve a series of actors, 
sometimes across political boundaries, that would cooperate and exchange 
a wealth of data through sophisticated processes. Beyond national or pro-
prietary solutions adopted today, ready-to-use and open technologies sup-
porting cooperative work, such as GRID, may provide a solution. Method-
ologies, such as Italy’s AUGUSTUS were designed to describing such 
processes and a possible implementation investigated in the 
FORMIDABLE project (Rossi and Folino, 2003). Furthermore, sharing 
geographically oriented, specialist data or even reference cartography, 
raises financial, technical and political issues. The INSPIRE initiative of 
the Commission might ease this situation.  Dedicated trans boundary ex-
periments would be required to verify the efficiency of such solutions in a 
bottom-up approach. 

2.2 Field Decision Support Systems 

Since the 90’s, disaster-specific models complement decision support sys-
tems. Some of these models are highly probabilistic and they are used for 
emergency planning using a priori best case/worst case scenarios. As an 
example, Italy’s SIGE – information system for decision support in case of 
a seismic event - produces real time tabular reports and statistical scenario 
maps (Soddu and Martini 2003). Others are based on empirical observa-
tions on e.g. fire propagation. With the availability of real time data collec-
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tion systems, improved forecasts, fast evolving phenomena, such as flash 
floods, there is a need to move towards real-time and robust algorithms.  

Sophisticated algorithms such as earthquake damage forecasts including 
site effects were developed in Italy, in Portugal and France. They call for a 
3-dimension model of a city, at individual building scale, thus requiring 
the collection and maintenance of an enormous amount of data. Routinely 
available meter and sub-meter satellite digital imagery, together with 3-
dimension simulation software make it possible to develop emergency 
simulation tools that could be used in near real time situations. For in-
stance, interactive 3-dimensional views of burnt forests or flooded areas 
were provided in 2003 to French fire brigades using satellite data, thanks 
to the International Charter. They were found valuable mostly as a com-
munication vehicle to local authorities and citizens, for lessons learning or 
training. For the time being such information is found too difficult to use 
during operations. 

A final example of complexity, combining time and space dimensions is 
provided by the continuous infrared video flow of the fire front provided in 
the PAREFEU project (Chevassus 2003). This was found to be too dis-
tracting by incident commanders who asked for 2-dimension fire extension 
maps updated at regular intervals.

Evaluation of such systems in near-real operation conditions proved to 
be invaluable and opportunities of large-scale international exercises, such 
as the Forest fire exercise sponsored by the European commission in 2003, 
should be exploited by all means.  

2.3 Broadband Field Communications 

A last issue relates to the communication capabilities available during an 
emergency and its efficient use. While many civil protections have been 
acquiring sophisticated tools using e.g. satellite communications, the large 
communication bandwidth necessary to carry voice, video and data is 
rarely available on the operation theatre. Technical solutions initially de-
vised for the defense sector are being proposed to the emergency and secu-
rity sector, and new standards are being proposed, such as the joint Euro-
pean American Project MESA (Ring 2001). As an example the “fireman of 
the future” was re-used in such a context. Scenarios for an effective use of 
such technology for rescue operations yet need to be devised.  
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3 Conclusions 

New technologies are widely used in Europe although their deployment 
varies considerably from one place to another. Several examples suggest 
that GIS and GPS technologies, modern communication systems, remote 
sensing are being used on operational basis. Availability of next generation 
of satellites will increase the suitability of Earth observation-based infor-
mation systems to emergency management.  Availability of new standards 
and policy shifts towards cooperative work may ease acceptance of such 
technologies.  New challenges arise with the complexity, speed and 
amount of information to be brought to the field. They call altogether for 
field broadband communications. Proposed solutions should be assessed in 
near real conditions during large scale exercises. 
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Abstract

The Federal Crisis Centre in Belgium was created in 1988 in the aftermath 
of a series of tragic events during the 80's. Its mission is to manage crisis 
situations at national level: floods, nuclear incidents, chemical pollutions, 
major strikes, risks for food chains, terrorist threats etc. It consists of 60 
professionals, fulfilling their mission 24h a day, offering to partners a 
"high tech" and ready to use environment for crisis management. 

The Crisis Center introduced GIS-technology in the early 90’s mainly as 
a mapping tool to help decision-makers. Today, the aim of Gis is to collect 
and maintain as many critical data’s as possible, normalized and integrated 
in a system that is continuous, homogenous and regularly updated. This al-
lows us to produce thematic maps as well as case studies showing spatial 
analyses, disaster consequences, risk distribution for our partners dealing 
with crisis management. Our strategy regarding Geo-information tech-
nologies can be summarized as follow: autonomy in management of base 
maps, setup of “Crisis” databases where geographical objects are linked 
to external databases, easy to use customized mapping functions for our 
own needs, partnerships with other bodies in order to make data ex-
changes easier especially with local authorities.  
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1 The Federal Crisis Centre: Basic Missions and Structure 
of the Organization

The Federal Crisis Centre in Belgium was created in 1988 in the aftermath 
of a series of tragic events during the 80's. Its mission is to manage crisis 
situations at national level. The word "crisis" means here an event that by 
its nature or its consequences becomes a threat against vital interests or 
needs of the population, requires decision on short notice and coordination 
between several ministerial departments and organizations. As a conse-
quence, the Crisis Centre plays an active role in organizing responses to 
many critical situations - floods, nuclear incidents, chemical pollutions, 
major strikes, risks for food chains, terrorist threats etc. The Crisis Centre 
became a General Directorate of the Belgian Federal Ministry of Interior 
Affairs in 2003. 

The Crisis Centre consists of a team of more than 60 professionals, ful-
filling the missions of 24h a day duty permanence, planning, coordinating 
and following major events and crisis situations. 

The Crisis Centre is also an infrastructure for crisis management offer-
ing to its customers and partners a "high tech" and ready to use environ-
ment including powerful computers and telecommunication networks, 
documentation centre, databases, GIS and video-conferencing. Available 
24h a day. 

Fig. 1. The Crisis management Room : Projection maps and videoconferencing 
system at work

The Crisis Centre acts as the contact point for International data ex-
change regarding Disaster Management and Planning, Alert systems, cross 
border cooperation like ECURIE (nuclear alert), MIC (Monitoring and in-
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formation Centre for EU) or EADRCC (Euro-Atlantic Disaster Response 
Coordination Centre of NATO). 

2 Crisis Management in Belgium  

Belgium is a small country located at the heart of Europe that may be con-
sidered as a laboratory for Disaster management by many aspects: 

highly industrialized and densely populated, with many SEVESO indus-
tries, nuclear plants within and around the country; 
politic, administrative and linguistic entities that may sometimes seem 
complex to our foreign partners, with three official languages -Dutch, 
French, German plus English for international and technical purposes, 
and competences spread between Federal, Regional and local authorities 
(provinces, cities and municipalities); 
emergency services having their own competences and territories – Po-
lice zones, Fire zones, Civil Protection zones, judicial zones,..; 
seat of international institutions like European Commission or NATO, 
welcoming regularly foreign personalities and being siege of demonstra-
tions;
Having experienced several major crises during the last years, – the dis-

aster of the gaspipe explosion on 30 July 2004 is still in our memories. 
Crisis Management in Belgium is organized  in 4 phases and 5 disci-

plines.

4 phases: 5 disciplines:

Phase 1. Municipal - Fire Brigade Cpt 1. Fire Brigades 
Phase 2. Municipal - Mayor 2. Healthcare services 
Phase 3. Provincial - Governor 3. Local Police 
Phase 4. National - Ministry of Interior 4. Logistic support 

5. Information 

Fig. 2. Disaster Management in Belgium: phases and disciplines 

The first responsible body for population security is the Mayor. Security 
is organized at the municipal level by the Officer of the Fire Brigade 
(phase 1) or by the Mayor himself (phase 2) depending on the seriousness 
of the situation and the importance of the means required. If the situation 
worsens or requires more means, the Governor of Province will take the 
relay (phase 3). 
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The law of 31/01/2003 defines the conditions to start up the phase 4 and 
determines the legal bases for the Crisis Centre actions. The aim of the law 
is to improve population security against all types of threats and to fill the 
gap in having a National Emergency plan. 

The criteria for initiating a Phase 4 plan are not only geographical (when 
more than one Province is concerned) but the Phase 4 Plan will also be ac-
tivated when the threat or the disaster may bring a large number of casual-
ties, represents important risks for the environment or the food chain, when 
there is a need for complementary resources, coordination, communication 
means or general information to the population. 

Fig. 3. The workflow of a typical Phase 4 Plan: The nuclear plan 
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It is also important to further explain our perception of critical and vital 
points.

Critical points are structures and infrastructures presenting a potential 
danger (chemical industries, nuclear sites) or requiring specific protection 
measures (a school, an embassy). 

Vital points are structures that must be protected in order to ensure the 
essential needs of the population (security, public health, transport, tele-
communication,..).  

It is of course our priority to identify and localize those points in order 
to evaluate potential risks, define planning and intervention zones, avoid 
"domino effect" and evaluate socio-economic consequences of disasters. 
Geo-information technology plays here a very important role. 

3 Geo-Information for Crisis and Disaster Management at 
Federal Level

The Crisis Centre started its GIS experiences in the early 90's. At that time, 
the amount of available data and the complexity of the technology made 
the system quite confidential, only accessible to a limited number of GIS 
specialists. Most of the requests could be satisfied with a few colored 
boundary maps submitted to decision-makers. 

Today, things are different and Geographical data are regularly collected 
and processed in order to meet the following requirements. 

3.1 Production of “Reference maps” for Crisis and Disaster 
Management

With “Reference maps” we understand maps showing territorial compe-
tences of local authorities and emergency services -Fire Brigades, Police, 
Civil protection- but also maps showing planning zones around dangerous 
sites or structures. “Reference Maps” are continuous, homogenous and 
regularly updated for the whole country. Typically overview maps of the 
country will be plotted at a scale of 1/300.000 but source data are accurate 
enough to produce local maps at the 1/50.000 scale or even better. 
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Fig. 4. Production of Reference Maps for Crisis and Disaster Management

3.2 Maintenance of Geocoding Tools and Databases in order to 
Easily Locate any Critical and Vital Structure 

Precise geocoding is a basic requirement for Crisis management but pre-
cise data is not always available. Most of the time data will be made avail-
able in the form of paper maps, address listings, aerial photography or sat-
ellite images without any or with few geographical references. For this 
reason it is necessary to maintain efficient geocoding procedures translat-
ing raw data into usable geo-information. 

3.3 Spatial Analysis of Risks or Disaster Consequences 

Classical GIS tools or dedicated models must be available to perform 
analysis on Geographical data. The results of those analyses must be inte-
grated into the system in the form of complementary map layers helping 
decision makers to take the right decisions. Proximity and accessibility 
analysis are considered as basic GIS-functions always available “in house” 
while dedicated models like pollutant dispersion models requiring specific 
tools and knowledge will typically be produced by partners, making their 
results available in the form of easy to integrate map layers. 
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Fig. 5. Geocoding tools 

.

Fig. 6. Spatial data analysis of risks or disaster 
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Regarding Geo-information technology developments, the strategy of 
the Crisis Centre is based on the following statements: 

autonomy in the management of base maps by acquiring our own data-
sets from multiple classical publishers and by maintaining an infrastruc-
ture able to translate existing data into usable Geo-information; 
setup of an easy to use “Crisis” data model where geographical objects 
can be linked to external databases through network or Internet links; 
use of basic mapping functions in the form of well documented dll’s 
(dynamic linked libraries for map display, map query, map registration, 
geocoding, proximity analysis or routing) that can be customized for our 
own needs and implemented within existing applications or into custom-
ized applications. 
partnership with other bodies dealing with disaster management in order 
to make data collection and data sharing easier. 

This also implies the management of contractual and juridical aspects for 
data diffusion as well as data security that can be considered as “heavy 
tasks”.

4 Case Study: Cartography of Pipelines  

The disaster of Ghislenghien (30/07/04) where a pipeline for gas transport 
exploded after a leak of pressurised gas has been followed by a deep 
analysis of data availability concerning pipelines and potential risks asso-
ciated to it. 

It appeared that the transport pipeline networks were administratively 
monitored through authorizations delivered by Ministry of Economy and 
by Local and Regional Authorities, and were technically monitored by Or-
ganizations and large companies such as the Army (NATO pipelines) or 
FLUXYS (gas pipelines) all of those having very detailed technical infor-
mation about their networks. After several meetings, we noticed that most 
of the pipeline-owners were already involved in long term projects of 
mapping pipelines in XYZ coordinates but also that there was nowhere to 
find an exhaustive overview map/database of existing pipelines covering 
the entire country! 

We decided to collect the data and bring them into one general medio-
scale map (reference scale 1/50.000) showing the position of transport 
pipelines and giving the necessary attributes to access more detailed in-
formation like contacts, products or risks associated to every single pipe-
line segment. 
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The work has been organized under the umbrella of the Crisis Centre 
but required input from different Federal organizations, like Ministry of 
Economy, Ministry of Defence and also from Private Companies owning 
and managing pipelines. 

We received hundreds of paper maps, several CD-ROM’s and pages of 
information! And started our scanning, conversion and harmonisation 
processes.

No doubt that this exercise backed us up in the necessity to maintain our 
ability to convert various data formats and also to set up simplified data 
models for Crisis management. 

This exercise has also resulted into maps and databases that were pre-
sented to operational emergency services like Fire brigades and Civil Pro-
tection units. One must know that those operational services receive regu-
larly very detailed information about pipelines but still, they showed great 
interest in our work, asking copy of the results in digital and paper for-
mats! Putting all those data together and giving access through a simple 
viewer/browser interface for their own territories was simply new! 

5 Priorities for Developments in Geo-Information 

If the security of the population remains a Federal mission -and this work-
ing together with several administrations that do not consider crisis man-
agement a priority - other federal and regional authorities have taken up 
numerous connected fields like environment, education or transport. 

Our challenge is to coordinate the action of those actors in order to offer 
the highest degree of security to the population. 

Therefore, we pursue our efforts of data collection, harmonisation and 
integration for better planning and response to crisis situations. This im-
plies the set up of effective partnerships for exchanging data with other au-
thorities.

Support to local authorities through adapted regulations and technical 
assistance is also a primary goal and will be organized by delivering 
“ready to use” data sets and procedures for crisis management to local 
partners.

On the International side, the priority goes to operational collaboration 
with neighbouring countries. An example is the “Disaster Management” 
task force set up for the Benelux in a European project. On the longer 
term, the Crisis Centre would be interested in initiating or participating to 
European projects dealing with standards and norms for data exchanges 
and communication during crisis. 
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Further developments of our Geo-information infrastructure will there-
fore be integrated into a global process of risk and disaster management in 
order to meet the requirements for planning, prevention, detection, re-
sponse and recovery process. From the disaster of Ghislenghien we have 
learnt that coordination is the keyword. 

6. Conclusion about Geo-Information at Crisis Centre

Our experience shows that you’d better start from rational solutions that 
satisfy immediately your needs rather than build huge projects far from the 
reality. Dealing with crisis situations requires first of all coordination and 
as a consequence a clear overview of the situation, easy to use tools and 
data models and a clear communication. The technology must be open to 
“non-specialists” and lead to reliable partnerships. Like an old Chinese 
proverb says: “You better light a candle than damn darkness”. 
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Abstract

In this paper we described our experience in the development of real time 
interactive 3D systems in the form of a framework – HorizoN Sentry – that 
allows not only the real time simulation of environments based in Geo-
graphical Information Systems data but also its fusion with life sensors like 
traffic, Global Navigation Satellite Systems and weather based sensors. A 
design to implementation view of the system is shown together with dem-
onstration results based in the European Space Agency framework projects 
and private developments. 

1 Introduction 

In this paper we describe our experience in the development of the Hori-
zon framework and it’s presently use in the demonstration of several Euro-
pean projects and inside our commercial activities in the field of Civil Pro-
tection and Disaster Management. 

Horizon is a fully integrated Geographical Information solution that is 
able to re-use data from past and present independent systems, and fuse 
them in a single and highly adaptable product capable of various utiliza-
tions in civil protection, planning, monitoring and marketing projects. The 
development of such a system was focused in creating new software archi-
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tecture to allow an unprecedented Environmental Data Interoperability and 
Interchange capability. 

2 The Vision 

Synthetic environment, as used in today’s networked, interoperable het-
erogeneous systems, means more than just the visual scene of the simu-
lated environment. In addition to the visual aspects of the natural environ-
ment (terrain, ocean or atmosphere) and objects on the field, the synthetic 
environment must now encapsulate non-visual information to allow enti-
ties under computer control to properly interpret and navigate the envi-
ronment. 

A synthetic environment is created through a costly/time-consuming 
process resulting in an integrated, fused data set referred to as a synthetic 
environment database. This database contains sets of objects which define 
and describe a natural environment. The data objects describe a geographi-
cal region and the elements and events expected to occur there. A synthetic 
environment database also encapsulates the geometric and topological re-
lationships between the data objects. These relationships are critical in en-
suring that the run-time databases, derived from the synthetic environment 
database, will be correlated so that all “views” of the environment are the 
same.  

Fig. 1. HorizoN Runtime Viewer – 3D Bird View – Park Expo Compound (Lis-
bon, Portugal) 
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Data interchange, is not just for reuse in building synthetic environment 
databases but is a central element for achieving interoperability between 
distributed, heterogeneous training system networks. To successfully inter-
change environmental data, the interchange mechanism must account for 
all data types and their relationships used to describe the synthetic envi-
ronment. The goal is a loss-less, unambiguous transfer of data from one 
database directly into another. This interchange capability will save Euros 
through synthetic environment data reuse and will improve training effec-
tiveness through interoperability of training systems. An unambiguous, 
loss-less data interchange will minimize the potential inter-training system 
correlation concern [3]. 

3 What Constitutes a Simulated Environment?

A simulated environment database, for use in M&S applications, is an in-
tegrated set of data elements that describes a defined geographic region. It 
must contain a consistent and correlated description of the environment 
(terrain, ocean, atmosphere, and space) that is appropriate to the simulation 
objective.

Additionally, it often includes data describing simulation elements and 
events expected to take place during simulation execution. For example, 
data representing trees in a forested region may be found in the database 
along with data describing the geometry of the vehicles that may drive 
through the forest and impact trees during a training exercise. There are 
several general classes of data that pertain to simulated environment data-
bases and the database generation process: surface and volumetric data, 2-
D and 3D feature data, 3D models and icons; texture, image and colour 
data; material attributes; and various animations that describe predeter-
mined effects. 

Surface and volumetric data can be derived from both regular or irregu-
larly spaced gridded fields based on measured or remotely sensed observa-
tions. Examples include digital elevation models, digital bathymetry, and 
complex grids that describe various properties of the ocean, atmosphere, 
and space. From these source matrices and 3D grids, supplemented by 
value added updates, various simulation database generation systems de-
rive the terrain skin, ocean and river bottom, ocean and river surface, cloud 
and pressure surfaces in the atmosphere, thermal boundaries in the water 
column, and various space effects. To create earth surfaces, these source 
data are further processed into regular or irregular networks of typically 
triangular shaped polygons. 
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Feature data represent both manmade and natural objects. Examples in-
clude weather fronts, forests, agricultural fields, water bodies, roads and 
river networks, volumes of atmosphere, ocean or space, and individual ob-
jects such as trees and buildings. Some objects may have moving parts 
(e.g., trees, drawbridges, windmills, and industrial cranes). 

Usually these data represent a separate source input to the database gen-
eration process and therefore must be correlated with the applicable sur-
face (e.g., ensure rivers flow downhill, roads are driveable, small water 
body and rice paddy surfaces are at constant elevation). In terrain represen-
tation, if feature ground elevations are provided, they are the preferred 
source for generating the terrain skin in dense feature areas. It is becoming 
common practice to integrate feature ground elevation data (either pro-
vided from direct observation or interpolated from elevation matrices) 
prior to generating the terrain skin and thus reduce the editing required to 
ensure correlation. 

3D models and icons are also used in simulation. These data reflect de-
tailed 3D surface geometry often derived from Computer-Aided Design 
(CAD) files, as-built blueprints, or from various image extraction tech-
niques.

In this manner, high-resolution data that describe stationary and mov-
able systems, equipment, and structures can be entered into the simulated 
environment database. When visualizing surface and feature data, colour 
and texture are important in conveying added information. The colour and 
texture data are either extracted from image sources or derived from geo-
graphic area or engineering inference techniques. 

Rendering data in the non-visual spectrum also requires attributes such 
as acoustic characteristics, surface materials, or electromagnetic properties. 
These data include sensor signal reflectance, absorption and transmission 
attribution on surface materials and volumes, and traffic data that affect 
sensor system performance and human or vehicle dynamics during simula-
tion execution. 

The resulting data are then integrated with surface data to generate the 
desired appearance (e.g., field and water surface patterns, road and build-
ing surfaces, sound reflections, electromagnetic signature, and clouds). 
Other attribution must also be carried in the simulated environment data-
base to support computational tasks required by the simulation. 

A simulated environment database may also contain data describing 
predetermined events that are captured in the form of short animations. 
These could include explosion effects, surface drainage patterns, or state 
changes for specified objects. Other data are included to convey connec-
tivity (topological relationships), system specific data necessary for com-
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putations (e.g., precomputed visibility, occulting planes) and to produce 
electronic or paper maps and charts (e.g., names and labels). 

All of these required data and information components must be ad-
dressed by a robust interchange specification designed to support both 
source data input to the database generation system and reuse of its inte-
grated database output products. 

Fig. 2. HorizoN Creator – preparation of GIS Data importation and manipulation 
for 3D real time simulation display 

4 Requirements 

With the functional uses defined and the objectives stated for the tool, we 
developed a series of requirements and assumptions that had to be fol-
lowed in development. They include: 

A distributed information processing environment in which applications 
are integrated. 
Applications and data independent of hardware to achieve true integra-
tion.
The tool has to be portable and high-resolution to effectively visualize 
and simulate the port of choice for operational support and realistic 
schoolhouse, and shipboard training. 
The tool has to be extensible so that it can be easily modified. 
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The tool will use standards and software developed by the M&S com-
munity to ensure the third objective is met. 
The tool shall be PC based and shall visualize three-dimensional models 
of the environment to include air, land and sea. 
The tool will be open-architecture based for ease of extending the func-
tionality. 
The tool shall provide an “out-the-window” visual look of the interac-
tive environmental effects (visual cues such as eddies around buoys, 
tides, and currents). 
There shall be a multi-sensor, object oriented database (radar, night, 
day, IR, etc.).  
The tool shall be able to interoperate with other simulations utilizing 
such technologies as DIS, HLA [8], and SEDRIS [2] [6]. 
The tool shall be capable of supporting multiple scenarios such as train-
ing and mission rehearsal. 
Develop a PC based system that can be used to visualize 3D models of 
environments to include air, land, sea and terrain. 

5 Past and Present 

Truly Integrated Monitoring Systems for Integrated Environmental use are 
almost inexistent even at the present time. Traffic monitoring, civil protec-
tion issues, the real-time monitoring of power lines, underground systems, 
communication lines are normally controlled and visualized using (inde-
pendent systems) incompatible tools and limited to using only two dimen-
sional systems. 

Complex environments with multiple sensors or 3D requirements are 
not truly represented in 2D visualization systems. A need for 3D real time 
interactive systems is increasing due to the growing of monitorization ap-
plications requirements. 
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Fig. 3. Military Units displayed thought the NATO standard symbols attached to 
GNSS input sensors. 

6 Functionality 

The Sentry system is the last step of the integration of different HorizoN 
modules (HorizoN Creator, HorizoN Object Manager, Object Runtime 
Viewer and Editor, HorizoN Vector and Space HorizoN). It was conceived 
to integrate an enormous range of data formats, from typical Geographical 
Information System formats to satellite images. Live sensors can also be 
implemented including Global Positioning System and ground sensors. 

Our concept is that in the “perfect information world” behaviour sharing 
is required. Using this statement the need to create an architecture that can 
reflect it is obvious. This architecture and related software must establish a 
communication structure through Live Sensors, GPS Signals, Geographi-
cal Information Systems and Satellites and a computer that acts has the 
“decision maker” and gives the necessary indications to other systems.  

It assimilates disparate geographic data into seamless, global databases. 
For example:  

Include any number of overlapping and adjacent elevation layers, 
- GIS Static Data 
- 3D Models 
- Databases 
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- Web Data 
- Live Sensors 
- Satellites (live images and positioning) 
Integrate satellite, radar, aircraft and scanned images from several map 
projections,
Drape multiple vector GIS layers simultaneously. We maintain all the 
development features inside the following worldwide  known standards: 
- OpenGL (Open Graphics Library) 
- HLA/DIS (High Level Architecture/Distributed Interactive Simula-

tion)
- SEDRIS
- EAX (Environmental Audio Extensions) 
- OpenAL (Open Audio Library) 
- We already give full import support for 60 GIS filters, GPS and 5 

three-dimensional formats in the present system. 

Fig. 4. SHADE Mission Centre – Park Expo Building – Lisbon(Portugal) 

The program is installed in a computer connected to the internet and/or 
intranet and also can have other input devices for gathering GIS and sensor 
data.  The install is going to be only the action of deploy the system in a 
network and it will start working on itself gathering and discarding data 
using it’s own Artificial Intelligence features. The system makes copies of 
itself and auto-installs modules in other machines with the required per-
missions and authorization levels and then it starts working. 
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The data collection and live inputs are used to provide one or several 
real-time virtual reality representations of the real world that can be used 
for navigation, visualization, interpretation or control in/of the world envi-
ronment. 

It is a real environment Sentry that can give you all the information in 
real time. 

7 HorizoN Sentry 

HorizoN is an integrated set of tools developed by DigiUtopikA that is 
used in all our simulation-related projects. HorizoN Sentry is a global solu-
tion, joining all software modules that we developed during the last two 
years in an integrated and fully live solution. An HorizoN Sentry solution 
is build with static and live data, from satellites to normal maps; inputs can 
be provided in the form of Geographical Information System (GIS) Static 
Data, 3D Models, Database, World Wide Web Data, Live Sensors and Sat-
ellites (live images and positioning – GNSS inputs). Filters for most of the 
common civil and military data files already exist (a total of about 60 fil-
ters at the present time only for the GIS sector). 

HorizoN Sentry is being developed in the form of a Customizable Com-
mercial Of The Shelf (COTS) product. The installation is very fast and 
simple.  After deploying the system in a network, it will start working by 
itself gathering and discarding data, using its own Artificial Intelligence 
features.

Full Database Access and Control using multiple sources of data is al-
lowed. The system supports common query and statistical functions.  

Amazingly complex visualizations and scenarios can be created with no 
programming required. The user can even edit the scenario while he is 
walking or flying inside it. The HorizoN Creator, HorizoN Object Man-
ager and the HorizoN Runtime Editor are some of the tools that provide an 
easy learning interface for scenario development. 
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Fig. 5. Indoor 3D simulation – SHADE Mission Centre 

Levels of access are achieved by ranks contained in the Sentry Man-
agement Database. The Sentry Management module has the functions of 
control of the user access level to the data visualization and edition system. 
The traditional client-server architecture is replaced by the High Level Ar-
chitecture (the NATO standard for distributed simulation). It is a real envi-
ronment Sentry that can give you all the information in real time.  

Fig. 6. Military Units displayed through the NATO standard symbols attached to 
GNSS input sensors 
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HLA is the North Atlantic Treaty Organization (NATO) Distributed 
Simulation Worldwide Adopted Standard. The system should provide in-
terfaces for use of HLA in order to be easily adaptable for distributed 
simulations. 

A portable (and emergency) solution was also developed – a one CD 
setup kit – that contains a fast installation software and the GIS database of 
the specific location related to the CD function (some of the operational 
difficulties – related to buildings architectural information and electrical 
and communications lines exact locations - that became apparent immedi-
ately following the 11th of September tragedy, can be eliminated this way). 
This sub-system can easily be used in a laptop and its use in a handheld is 
being developed at the present time. An Internet connection via satellite 
using a laptop can also solve the problems usually found when phone lines 
and cellular antennas go down during catastrophes [1]. 

Fig. 7. City scenario generated through object parameterization 

8 Demonstration and Use 

The software is already working in Windows 95/98/Me/XP/2000, Unix 
and Linux environments and was developed in C++ using the most ad-
vanced standards and methodologies like OpenGL (Open Graphics Li-
brary), OpenAL (Open Audio Library), EAX (Environmental Audio Ex-
tensions), SEDRIS and High Level Architectures – HLA (the NATO 
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standard for distributed simulation). The portability for Apple Macintosh 
and other similar systems can easily be achieved thanks to the portability 
requirements of initial architecture design. 

Integration with existing systems was implemented: 
Filters for standard GIS and 3D data are already developed and tested; 
Integration with earth observation projects like Aqua and Envisat is be-
ing studied; 
GPS inputs are accepted at the present time (for real time positioning). 
Applications involving the EGNOS (European Geostationary Naviga-
tion Overlay System) were already developed. Applications using the 
future Galileo system are being proposed; 
Web Integration is already being developed (including interactive real-
time 3D navigation over the internet). 
The Integrated solution and the independent modules were demonstrated 

in various companies, military and governmental International institutions 
during the last months of 2002. A demonstration at the European Space 
and Research Technology Centre (ESA-ESTEC) was performed in the first 
week of December 2002. The system or an adapted sub-system is going to 
be used in an international military exercise during January 2003.  

HorizoN was used in several projects during 2004, the most visible ones 
were:

SHADE (Special Handheld based Applications in Difficult Environ-
ment)
An ESA Telecom (European Space Agency [9]) funded project leaded 
by Teleconsult (Austria), where DigiUtopikA, Lda. (Portugal) and Tele-
spazio (Italy) are sub-contractors. The key-objective of the SHADE pro-
ject is to evaluate and demonstrate the capabilities of different position-
ing and augmentation sensors for safety critical personal mobility 
applications (pedestrian users) in difficult environments. Public demon-
strations of the SHADE system have been performed in Lisbon, Bol-
zano, and Rome from May through July 2004. A final public demonstra-
tion will be performed on September 29, 2004 at European Space 
Research & Technology Centre (ESTEC) premises (Noordwijk, The 
Netherlands). 
WICOR (Wireless Communication Router) 
An ESA Telecom funded project leaded by Telematica (Germany), 
where DigiUtopikA supplied the software for the visualization interface, 
to design an intelligent user terminal router for wireless communications 
has completed its testing phase. The project, known as WICOR for Mul-
tifunctional Wireless Communications Router, demonstrated excep-
tional reliability in routing connections between mobile devices. A 3D 
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imaging tool is also included in the software giving such potential users 
the ability to determine the location of their vehicles and visualising 
them in a three-dimensional easy to view graphic display. 
The tests were conducted in Germany, Austria, Italy and Switzerland in 
areas where connection methods varied considerably. 

9 Results 

Tests with real data obtained from a wide variety of sources (including sets 
of GIS data from Lisbon, Hawaiian Islands and New York).

The results were generated in real time interactive mode in a Windows 
2000 based system installed in a Pentium IV at 1.2 Ghz, with 256 Mb of 
Ram and 32 Mb of VRam. The minimum configuration is a Pentium III at 
500 Mhz, with 64 Mb of Ram and 8Mb of VRam. Laptop computers are 
also able to use this software. 

HorizoN rendering features have being tested by various military, de-
fence related and civilian organizations. The results of the visualization 
system were 25 frames per second in the configuration given above. The 
medium frame rate is about 75 FPS in the same configuration. 

The system was tested with data with a higher variety of size magnitude 
– including extended areas of hundreds of squared kilometres to simple ur-
ban scenarios – with results that allow the visualization in real time of the 
same results in an effective interactive way that can be used with effi-
ciency in information tasks.  

10 The Future 

We must take some in consideration several issues before talking about the 
future of HorizoN Sentry: 

Database generation cost is a significant portion of the total cost in any 
virtual simulation system; 
Creating good databases (content) depends on many parameters, is non-
trivial, and quite expensive; 
Access to source data is limited (this will change!); 
Efficient, well-integrated, and inexpensive tools are needed to reduce 
database creation cost and time; 
Sharing and reuse requires development of standards, and this will add 
value to any project. 
We are currently working in the following future solutions: 
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Web Browser (with live 3D data); 
Improved underground and above ground layer functions; 
Off-the-shelf solution deployment; 
Integration with Live Sensors (traffic lights, power and traffic sensors, 
etc);
Live Satellite Data Integration(including Earth Observation Data); 
Handheld Integration and Portability; 
Maintain compatibility with latest SEDRIS SDK release; 
Provide more analyses for other geometric interactions; 
Improve the attribution analyses; 
Import data directly from other formats; 
Continue expansion and improvement of the edit and save capability 
(using the SEDRIS write API); 
Utilize future SEDRIS inter-application interface. 
The initial feedbacks gathered from many specialists during the devel-

opment and testing phases demonstrated clearly that there is a very wide 
market for this software system and related architecture. 

The data and services infrastructure that we envisioned in the future will 
be based in the SEDRIS specifications. HorizoN Sentry as stated before 
was designed to be in accordance with the SEDRIS data encoding and in-
formation exchange standards.

11 Present Strategy, Partnerships and Future Directions 

The concept and partial working demonstration was already presented to 
several organizations including: 

Portuguese Ministry of Defense; 
Portuguese National Protection Services; 
North Atlantic Treaty Organization (NATO); 
Several GIS, multimedia, aerospace and navigation commercial compa-
nies;
Several partnerships with strategic companies and organizations are be-
ing developed regarding software development and optimization and so-
lutions integration in the real world; 
Several proposals to the European Space Agency (ESA) are being and 
will be posted, especially under the Telecommunications division.  
The system and related tools after that first exercise being presented are 

hopefully going to be used worldwide exercises, real situations and dem-
onstrated in conferences starting next year.
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In the multimedia sector Creative Labs [7] was our first and most impor-
tant partner from the first steps of the project. They are the lead worldwide 
multimedia hardware supplier. Their worldwide well known sound stan-
dards and the recent acquirement of the famous 3D Labs by Creative 
speaks for the future of this company. 

Several development partnerships and advices were and are being estab-
lished. All the software follows currently accepted standards from NATO 
and other military organizations worldwide. Technically the already devel-
oped software modules are running in Windows and Linux/Unix. 

12 Conclusion 

Horizon Sentry is a fully integrated and adaptable solution that can be used 
for many independent or integrated purposes in different market sectors 
from urban planning to civil protection. 

The benefits of such as system are in general the best use of resources 
(import all the 2D data to create 3D with no extra cost and re-using exis-
tent live sensors designed with non-related design purposes), fully custom-
izable (COTS product), works with low-end hardware, Internet and intra-
net support, integrated systems can be customized for all departments and 
sectors.

The quality of the results obtained, the effectiveness and esthetical 
beauty allow HorizoN Sentry to be a product that has conquered the inter-
est from first users, programmers and technicians to various owners of GIS 
data who seek a tool that makes it possible to extract extra value from all 
the data. 

The methodology used in the solution development allowed that any 
educated individual without specific programming knowledge will be able 
to access about 95% of the software functions. These amazing achieve-
ments make possible our product’s market penetration in a wide range of 
areas and users. This has been a successful strategy. 

Presently DigiUtopikA is building a long term partnership with SAMU 
(Spain) in order to implement worldwide Disaster Management Centres 
based in the HorizoN framework. 

Talking about results is also talking about numbers in the real life. 
Tragedies like earthquakes, the 11th of September, unexpected violent 
storms and out of control large fires have show in recent times the vulner-
abilities and the relatively slow response time currently available with tra-
ditional systems. The HorizoN Sentry system is not only an amazing 
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achievement in multimedia terms but also a useful contribution for a better 
and safer world. 

Fig. 8. Search and Rescue Real time Simulation in a volcanic eruption scenario 
(Demonstration for NATO) 
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Abstract

This paper will address multiple conference topics but will focus on user 
needs and technology developments. The paper will describe issues of geo-
information for disaster management developed around the experiences 
prior to, during, and following the World Trade Center event of 9/11/01 in 
New York in which the author was a participant. The events of 9/11 have 
had a dramatic impact on the state of geo-information in disaster manage-
ment. Thus, it is a focal point for the paper. The paper will be presented 
from the perspective of experience and thus is practical rather than theo-
retical.

1 Introduction 

The purpose of this paper is to provide a specific perspective, that of New 
York City and the World Trade Center emergency experience, on the topic 
of geo-information for disaster management. It will substantiate the fact 
that geo-information and technology are very important to disaster man-
agement by describing how they played a key role in the World Trade 
Center response. The paper will also explore the lessons that were learned 
from that experience and some of the activities and developments that have 
occurred since 9/11 both in New York and in the field in general. 

The paper consists of five major sections: 
Background of geo-information for disaster management 
The 9/11 event  
Lessons from the World Trade Center 
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Solutions developed from the 9/11 lessons 
Concluding recommendations. 

2 Background of Geo-Information for Disaster 
Management

Location is one of the most critical elements of necessary information in 
disaster management and response. Almost everything in a disaster is re-
lated to a location, and often location is the most important attribute of in-
formation. Management of location information is the purpose of “geo-
information” technologies, the most pervasive of which is the geographic 
information system (GIS). 

There is a growing recognition in the disaster management community 
of the value of location or geo-information in the form of maps and spatial 
data. Thus, GIS technology is increasingly being employed in disaster 
management. Decision-making requires knowledge of the location of dis-
aster impacts, response requirements and response resources, and the loca-
tion relationships between them. 

The management and delivery of location or geo-information and the 
tools to view and analyze it have proven essential in disaster response op-
erations, as clearly evidenced in the World Trade Center response. This 
capability is much more than providing maps or an interface to the organi-
zation’s GIS. It requires imbedding geo-spatial data and capabilities in all 
aspects of the disaster information system and operating procedures. It 
means the careful design of tools for displaying and using geo-information. 
That design must be based on an understanding of both the operating pro-
cedures of disaster management and the geo-information technology that 
may be applied to support the procedures. In that manner, the geo-
information and tools can be used effectively by disaster managers and re-
sponders.

2.1 Location as a Key Element in Disaster Management 

The impacts of a disaster occur at locations, and many emergencies are in 
motion across a series of locations that must be known to managers and re-
sponders. The response resources exist at locations, and the relationships 
between the locations of the disaster impacts and the locations of response 
resources are critical to effective disaster management. Knowing the avail-
ability of an ambulance for a response is useful. Knowing, however, that it 
is actually located across the river from the need is critical. Location data 
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is an essential element in the recording of information about the disaster 
and its impacts and for the resources available to respond to the disaster. 

Location is recorded in most emergency and general local government 
operations. A variety of location codes or descriptors are used, including: 

Address
Street intersection 
Building identifier 
Administrative or statistical area 
Postal code 
Place or landmark name. 

Historically, the location capabilities of disaster management have been 
quite limited, often relying primarily on text descriptions and a reference 
map of the area posted on the Emergency Operating Center (EOC) wall. 
Prior to the World Trade Center attack of 9/11, GIS technology was begin-
ning to be used, but often merely as a map production tool operated by a 
GIS expert and not a disaster manager or responder. This capability was 
activated by a request from the disaster manager or responder to a GIS ex-
pert providing a description of a required map. The GIS expert would in-
terpret the request and produce a paper map of that interpretation. Because 
of the different perspectives of disaster responders and GIS personnel, 
miscommunication often occurred. Initial maps didn’t actually meet the 
requirements and proved useless so new maps had to be delivered. This 
was quite limiting because of the mechanism for communication between 
emergency and GIS, the time required, the inflexible media in which the 
product was produced, and the cumbersome logistics of paper product de-
livery to the end user. 

2.2 Early GIS Disaster Management Experience 

Numerous examples of GIS use in disaster management exist, though most 
don’t represent the comprehensive support that geo-information can pro-
vide. For example, GIS applications and data were used in Osceola 
County, Florida, in 1998 to analyze the damage caused by a tornado that 
passed through the area. Using GIS technology, a comparison was made of 
aerial photography and planimetric maps created prior to the disaster with 
a comparable set created shortly after the event to determine the location 
and extent of damage. (Reference Dave Nale) 

Extensive use of GIS has been made in California to analyze the impact 
of earthquakes and to support recovery planning, including the 1989 Loma 
Prieta and other major earthquakes.  



446      Michael J. Kevany 

In New York City, prior to the 9/11 emergency, the value of GIS tech-
nology was recognized by the Office of Emergency Management (OEM). 
Rudimentary use was being made of GIS with success, and management 
wished to expand the capabilities significantly. Thus, a GIS requirements 
analysis was performed and, based on that analysis, a system design and 
implementation plan were prepared. This plan defined a system architec-
ture, database, and series of applications for use in emergency planning 
and operations. The design included an interface with the City’s GIS Util-
ity, a central repository of geo-spatial data that would provide a wide range 
of essential up-to-date data on the physical, legal and administrative condi-
tions in the City. That OEM GIS plan was in the process of being imple-
mented at the time of the emergency.  

3 The 9/11 Event

The first plane struck WTC 2, the North Tower, at 8:56 A.M. on  
September 11. The EOC and its GIS operation were immediately activated 
in WTC 7 to generate maps to support the response. It was quickly recog-
nized, however, that the building was in grave danger, and the EOC was 
evacuated an hour after the first strike. 

The GIS Utility office was one block from WTC 7 at 75 Park Place. 
Following the attack, the building was evacuated and was unavailable for 
occupancy for several months. Therefore, the City’s GIS response was dra-
matically affected. 

The next day, the Emergency Mapping and Data Center (EMDC) was 
established in a temporary EOC at the Police Training Academy. Two 
days later, a long-term EMDC was established in the EOC on Pier 92 on 
the Hudson River. The establishment of GIS capability to support the 
emergency effort was quite challenging—the loss of two key facilities, the 
establishment of replacement facilities, and the acquisition of backup data 
copies and of a complete complement of hardware and software. Staffing 
was less of a challenge with personnel from OEM, the GIS Utility, and its 
contractors immediately available.  
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Fig. 1. World Trade Center Location of EOC on 9/11 

The primary tool of the EMDC was GIS, but several related geo-
information technologies were also used for acquisition, processing, or 
display of data. These related technologies included: 

GPS
Photogrammetry 
Digital orthophotography 
Lidar
Thermal imagery 
Laser ranging 
Digital cameras 
Wireless mobile computing 
3D modeling 

A few of these technologies had been planned for in advance and proved 
useful. Other technologies whose use had not been planned were less use-
ful, while other technologies were not useful at all for several reasons, in-
cluding the interference caused by high rise buildings surrounding the site, 
damage to communications facilities, ineffective design, and lack of prior 
training.
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EMDC provided a wide range of geo-information services to all aspects 
of the response on an around-the-clock basis for more than two months. 
EMDC was established as a section of EOC. It was comprised of a com-
plete GIS configuration of hardware, software, database, applications, and 
staff.

The database included an extensive base of geo-information that was 
available in the City’s GIS Utility prior to the event. The database also in-
cluded a considerable amount of data generated through the emergency 
operations and acquired during the response period. 

EMDC provided geo-information products and services to a wide range 
of customers, including responders, search and rescue teams, numerous 
City departments performing support operations, state and federal agen-
cies, utility companies, volunteer organizations, the Mayor and other 
elected officials, and the general public.  

Customers were served in several ways. All participants in the EOC had 
direct access to the EMDC database and applications through the EOC 
LAN. EMDC operated a customer desk at which people could request 
products and services. In one form of service, EMDC personnel partnered 
with customers to perform operations and generate products in cooperation 
with and at the direction of the customers. Information was also published 
over the City intranet for authorized personnel, and selected information 
was published through the Internet for the general public. Linkages were 
also provided to related GIS operations at the FDNY, FEMA, State, and 
other organizations. The EMDC operated 24 hours a day seven days a 
week for several months providing these services. 

Throughout the operation, the database was constantly updated with 
data from transactions of changing conditions and the addition of new data 
sets necessary for emergency operations. These latter data included data 
from the utility companies; daily updates of orthophotography, thermal 
data, and other remote sensing products; and digital photography taken 
from the air above the site by FDNY personnel. 

4 Lessons Learned from the World Trade Center 

During and after deactivation of the event, numerous critiques and after-
action reviews were conducted by various parties to understand the part 
that geo-information played in the World Trade Center response. From 
some of these reviews, lessons were identified for future disaster prepara-
tion and operations. The following lessons were compiled by the author, 
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primarily from the New York City EMDC activities. To facilitate presenta-
tion, the lessons have been categorized into eight classes: 

General lessons 
Operational lessons 
Organizational lessons 
Data lessons 
Technical lessons 
Customer lessons 
Logistical lessons 
Special challenges 

It should be noted that, while the EMDC was very successful and 
proved to be one of the more vital components of the EOC, some of the 
lessons were learned from problems encountered and even failures. Be-
cause of the adversities of the situation, not all EMDC operations worked 
well, and important lessons included those that help to advise others to 
avoid problems that were encountered. 

4.1 General Lessons 

Be prepared—Planning and preparation are essential for effective use of 
geo-information technology in disaster response, including preparation for 
use by disaster managers and responders, not just GIS experts. 

Recognize the life and death nature of the emergency—Geo-information
technologies and expert personnel typically operate in the bureaucratic en-
vironment of government where the urgency of life and death is not pre-
sent. Disaster response, however, is directed at life saving and injury 
treatment, and thus places extreme demands on the operation of geo-
information technology. 

Incorporate GIS and geo-information technologies within emergency 
plans—The role and specific procedures for use of geo-information must 
be incorporated into the standard emergency operating procedures to en-
sure that the technology can be used effectively in disaster operations. The 
ad-hoc application of technology in a disaster has proven to be ineffective. 

Maintain off-site backup of data and resources—A critical aspect to the 
usefulness of the EMDC, especially immediately after the attack, was the 
availability of geo-information data and technology in multiple locations. 
There may be a need for GIS operational resources, as well as back-up 
copies of data. Compatible or redundant systems may need to be available 
if an emergency strikes the GIS facility, as happened to both the EOC and 
GIS Utility facilities in the WTC event. 
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Recognize the impact of heightened security on disaster operations—In 
the event of a terrorist or intentionally caused event, security may be 
heightened to a much greater level than in a natural disaster and, in the 
case of the WTC, that security seriously impacted access to and distribu-
tion of geo-information products and resources. 

Plan disaster operations to be as close to normal procedures as practi-
cal—The closer disaster operations parallel day-to-day operations the 
more effective they can be. It is very difficult for disaster operations man-
agers or personnel to change their procedures and practices if new technol-
ogy is introduced during an emergency. They employ standard operating 
procedures, and technology must be adapted to those procedures or the 
procedures, must be modified to incorporate the technology and tested 
prior to an emergency. 

4.2 Operational Lessons 

Paper maps are in demand and cause production bottlenecks—Even with 
the considerable automation in our world, in a disaster, there is still an es-
pecially strong demand for paper maps. The production capacity of a GIS 
is particularly limiting resulting in bottlenecks in the production and distri-
bution of information. 

Pre-define standard products—Standard geo-information displays and 
map products pre-defined to meet anticipated requirements can facilitate 
disaster operation. Persons involved in disaster response are often not fa-
miliar with maps or the differences in map content or formats. Standard 
products that can be displayed or selected can facilitate geo-information 
use throughout the response organization. Automated applications for their 
production can also improve efficiency of operation. 

Data and product quality assurance is critical—The quality of maps 
and data is vital in a disaster where decisions made with them may affect 
lives and significant property damage. The operating conditions in a disas-
ter generate special QA requirements. Thus, strong QA procedures and the 
assignment of responsibility for them are essential. 

Logistical support and management are important—Geo-information
products and services must be made available to persons operating in many 
locations, including EOC, command posts, responders in the field, and 
support offices. Data or information are generated at these locations as 
well that must be delivered to EOC. It is necessary, therefore, to provide 
logistical support for distribution, delivery, and collection, and it is neces-
sary to provide flexibility in operations. 
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Anticipate future needs as the event evolves—Most disasters have a life 
cycle as they move from impact to response to recovery, and the geo-
information team should anticipate this evolution and allocate responsibil-
ity and resources to prepare for supporting the next stage in the cycle. 

4.3 Organizational Lessons 

Provide strong geo-information leadership during a disaster—Operations 
taking place during a disaster are much more demanding than normal geo-
information operations. The urgency, confusion, changing conditions, 
numbers of organizations and people involved, and other characteristics of 
a disaster create unique demands that require strong leadership. 

Assign geo-information expert persons or unit for 24/7 emergency op-
erations—During the disaster, expert geo-information personnel should be 
available in EOC and as support on a 24-hour a day, seven-day a week ba-
sis if needed. Unlike most GIS operations that extend over a normal busi-
ness day and week, disaster operations are continuous and require adequate 
staffing at all times. Since specialized skills, available in limited quantities 
are required, this may pose a significant challenge to some organizations 
and may require agreements for back-up support with external organiza-
tions.

Provide disaster managers and personnel with appropriate training in 
the use of GIS—For the technology and its products to be useful in an 
emergency, they must be understood by disaster managers, responders, and 
support personnel. All appropriate disaster personnel should be trained in 
the use of GIS products and the operation of at least basic GIS applica-
tions. Training beforehand is essential. 

Recognize distributed operations—Disaster management and response 
will require access to geo-information capabilities and products at multiple 
locations, including the Emergency Operating Center, the GIS office, 
command post(s), field operations, and support department offices. This 
requirement is more demanding than normal operations and poses special 
challenges for communications and logistical support. 

4.4 Data Lessons 

Prepare a comprehensive disaster support database of general-purpose 
and emergency-specific data—In the WTC response, the availability of the 
comprehensive GIS database that had been developed and maintained prior 
to the event by the GIS Utility was a great benefit to EMDC. Such a data-
base is available in many jurisdictions today. It should be comprised of 
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both general-purpose and emergency-specific data such as emergency re-
sources, risk sites, and evacuation routes. 

Develop a robust data model designed for emergency purposes—The
high volume of activity and demands for additional data during a disaster 
place severe demands on the integrity of the database design. Thus, a ro-
bust model that can accommodate modification, high-volume update, and 
other emergency demands is essential. 

Establish strong data management and QA procedures to protect the in-
tegrity of data—The quality and timing of data are especially critical to the 
life and death responsibilities of disaster response. Quality is particularly 
vulnerable during the volatile and high-pressure conditions of a disaster. 

Provide a flexible capability to update and add data—Disaster response 
is a very volatile situation. Reports on changing conditions are received 
continuously generating a constant flow of updates to the database. In ad-
dition, the addition of data from new data sets is often needed. Flexible and 
controlled capabilities to manage those activities and maintain database in-
tegrity are essential. 

Design the data model to accommodate multiple levels of detail—The
data model should be designed to manage data at multiple levels of detail 
and geographic coverage. In most disasters, it will be necessary to provide 
information, and thus manage data at multiple levels of detail such as very 
detailed large-scale data for the impact area, less detailed for the vicinity of 
the event, and general data for the jurisdiction or broad area. The extent of 
geographic coverage will also vary from event to event.  

4.5 Technical Lessons 

New technologies must be deployed prior to a disaster—The introduction 
of new technologies during a disaster response has proven to be ineffective 
or impossible. Operating procedures do not address their operation or use 
of their products. Managers don’t understand proper use, personnel lack 
training for operation, and deployment executed hurriedly may prove in-
adequate.

Mobile wireless and location technologies offer potential but are vul-
nerable—Mobile computer devices with wireless communications can be 
very effective for field operations, but the communications systems that 
supports them are particularly vulnerable to damage or loss under disaster 
conditions. Back-up and redundancy are essential if they are to be em-
ployed. 

Airborne/Helicopter and other digital imagery have proven useful—
Imagery produced with digital cameras can provide a greater understand-
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ing of the field situation for those in EOC. This quickly available imagery 
taken at the scene or from a helicopter frequently proved very useful in the 
WTC response. This imagery would benefit from improved location regis-
tration techniques to relate positions on the imagery to underlying map lo-
cations.

Thermal imagery can be useful in disasters involving fires, but scale and 
timing are critical—Thermal imagery can provide information on the loca-
tion and intensity of fires for disaster management and operations. To be 
effective, however, it must be of adequate scale to represent the detail nec-
essary for a particular event. It must also be updated frequently to be use-
ful.

4.6 Customer Lessons 

Range of customer groups—Geo-information has found a wide range of 
customers for its capabilities and its products in a disaster. The customers 
range from management and command, to operations, to the news media 
and the general public. The requirements for geo-information range widely 
across these customer sets. 

Range of customer technical skills and needs—Customers of geo-
information products and services in a disaster have a potentially broad 
span of skills ranging from GIS experts to persons who are unfamiliar with 
technology or even maps. The requirements to support these persons, 
therefore, will also range widely from access to a GIS workstation or data 
that the person will process himself to very easily interpreted hard-copy 
maps.

Accurate timely public information is important—All emergencies gen-
erate a need by the public for information. The nature of a terrorist emer-
gency generates a greater emotional impact and thus a greater demand for 
information. Geo-information is a useful format that is easily understood 
by the public, though it must be presented differently from that provided to 
the responders. 

Disaster response customers require maps with easily identifiable 
ground locations and orientation—The impacts of a disaster can change 
the landscape, and responders unfamiliar with a vicinity may be called in 
for emergency operations. There are special needs, therefore, for maps that 
are easily interpreted and provide easily recognized locations when used in 
the field. Additional landmarks and annotation are often useful. 
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4.7 Logistical Lessons 

Distribution of information is critical—Geo-information is only useful in a 
disaster if the information produced is available to managers and response 
personnel. The information must be distributed in multiple forms (digital 
or hard copy) to all participants, and the electronic or manual logistics for 
that must be established prior to any emergency. 

The logistics must supply customers in many locations—The facilities 
for distribution must service customers in office and field locations. Dis-
tributing hard copy products to field locations is especially challenging. 

Logistics are simplified by pre-definition of standard products and pro-
duction capability—As noted above, standard products and production ap-
plications facilitate the distribution of information in a disaster. 

Electronic media is the most efficient form for distribution—Electronic
media is a more efficient approach for distribution than hardcopy. Intranet, 
Internet, wireless, and CD distribution allows wide access and flexibility 
for distribution and use. 

Paper distribution is necessary—The current reality is that paper prod-
ucts are still essential and in high demand in a disaster. However, produc-
tion and distribution of paper products is challenging. 

Mobile GIS delivers geo-information to responders in the field—
Because much disaster response activity takes place in the field and disas-
ter operations are dispersed, mobile GIS can be very important. Mobile 
GIS includes not only use of mobile wireless computing devices, but also 
placement of GIS capabilities at multiple locations or installation of GIS in 
a vehicle. 

Communications capabilities are particularly critical and vulnerable in 
a disaster—Wire and wireless communications among the various disaster 
operations and support locations are vital but vulnerable to interruption 
from the impact of the disaster. Loss of communications, as was the case 
in the WTC response, can cause severe hardship during emergency opera-
tions. Redundancy and back-up are critical for communications. 

4.8 Notable Challenges 

The author has identified four notable geo-information challenges applica-
ble to numerous types of disaster situations that were faced during the 
WTC response.

Underground conditions—“Deep Infrastructure” was the term applied 
to the underground utilities and other infrastructure below the WTC and 
surrounding area. These elements ranged from small pipes and conduits to 
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very large subway tunnels and underground parking facilities. They were 
particularly important for several reasons. They posed risks to the rescue 
workers in terms of potential fire, explosion, electrocution, and collapse, 
and their damage eliminated services to the undamaged buildings in a large 
area of lower Manhattan. Prior to the event, no central repository of infor-
mation about them existed. The information that did exist was retained by 
several independent organizations, some of them private and sensitive to 
sharing for liability or competitive reasons. The formats, definitions, 
scales, datum, and other characteristics were incompatible. Acquisition and 
integration of these essential data sets proved a formidable task that was 
never completed. 

Precise location—Pinpoint location on the “pile,” as the Ground Zero 
area of rubble came to be known, was a challenge. There were require-
ments for precise location of various items, including equipment, hazards, 
and the body parts that were found. The conditions in the area made accu-
rate location very difficult. The very tall buildings surrounding the site in-
terfered with normal GPS operation. The condition of the debris was 
treacherous, and many of the items to be located lay below overhangs pre-
venting measurement from above. Various approaches to measurement 
were employed with varying levels of success.  

Damage assessment—Throughout the response, it was necessary to con-
duct damage assessments and inspections to determine the extent of dam-
age, the safety of buildings for placing and releasing restrictions on occu-
pation of buildings, and for reporting damage conditions and losses. The 
conventional building code enforcement procedures and tools were not ap-
propriate for the requirements of this situation. Automated tools and pro-
cedures were tested and used with varying success. A serious impediment 
to the automated processing of geo-information was the lack of linkage be-
tween the mapped building footprints and the Building Identification 
Number (BIN) used to record and retrieve attribute data. Considerable ef-
fort was required to remedy this obstacle. 

Public information—The emotional nature of the event created tremen-
dous public interest. EMDC provided a steady stream of products for pub-
lic distribution via the news media (newspapers, TV). The City’s public 
Web site provided a channel for public information. The Emergency Man-
agement Online Locator (EMOLS) Web site application was quickly 
modified to provide public information on WTC conditions. 



456      Michael J. Kevany 

5 Solutions Developed from the 9/11 Lessons 

5.1 Post 9/11 Geo-Information Activities 

The threat raised by the World Trade Center attack generated a great deal 
of interest in the development of improved methods and techniques for re-
sponse to disasters. Since 9/11, considerable activity has taken place to de-
velop solutions for enhanced use of geo-information based on the lessons 
of 9/11. The developments include both technology and procedural solu-
tions.

It became evident to the responding organizations that timely allocation 
of resources to specific locations is a critical aspect of the response to an 
emergency. Without sound knowledge of geo-information or “location,” 
including street networks, buildings, utility infrastructure, floor-plan lay-
outs, assets, and personnel, the emergency response can be seriously com-
promised. Alan Leidner, Assistant Commissioner of the New York City 
Department of Information Technology & Telecommunications at that 
time, would later comment, “This stuff saves lives!” 

Through the lessons, we have gained a better understanding of the dy-
namics of the relationships between disaster managers, disaster manage-
ment processes, disaster response, and geo-information technology. This 
understanding is allowing technologists to improve methods for design and 
implementation of technology, as well as disaster personnel to make better 
use of the technology. Therefore, the solutions discussed here are not just 
technology but include adaptation of methodology and revision of disaster 
business processes to achieve full value from technology. 

5.2 Methodologies and Business Processes 

The experiences of the World Trade Center, as well as those of GIS use in 
other emergencies, have indicated that geo-spatial information is extremely 
valuable. They indicate also, however, that delivering this valuable asset to 
meet the demands of disaster managers and responders poses challenges 
for IT, and geo-information technologies in particular. These persons can 
benefit from access to a wide range of information, quick response time, 
and access to reliably accurate real-time data. Geo-information applica-
tions must be flexible and easily operated. People not familiar with sophis-
ticated technology must be able to quickly retrieve needed information.  
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One of the most significant lessons of the 9/11 experience was the im-
portance of the realistic usefulness of technology, which has implications 
for both the design of technology tools and the procedures for their use. 
Design, development, and implementation of effective geo-information 
capabilities for disaster management now involve more than providing a 
GIS expert and software in the EOC. It requires careful definition of func-
tional requirements for disaster management that include the perspective of 
disaster persons. It requires design of a system architecture that will sup-
port the demands of disaster management, including a mix of software 
tools and a comprehensive database and development and implementation 
of that architecture. It also requires the definition of operating procedures 
that incorporate geo-information for effective operations and the support of 
the system and database during emergency operations. 

Technical design must include responders for determination of require-
ments and deployment. 

5.3 Interoperability and the Information Access Portal 

The primary information management tool in disaster management has 
been the Incident Management System (IMS). Such systems are used to 
manage information about the incident, including action reports, resources, 
and other activities of disaster response. The systems focus on tabular data, 
though some provide geo-information capabilities, usually in a quite lim-
ited way. IMS is used to record and process the data generated by the dis-
aster activities. IMS does not provide much capability for integration or 
presentation of data from other sources. 

An important geo-information development, therefore, has been the use 
of geo-information data and technology as an integrator of a wide range of 
information from multiple systems and sources. As noted earlier in this 
paper, location is a critical element in virtually all aspects of disaster man-
agement. Location and location data such as address can be used as an in-
tegrator of data. The location attribute of data from damage reports, re-
sponse resources, response actions, etc., as well as the location attribute of 
data from systems such as surveillance cameras, document management, 
automated vehicle locators and other related sources, can be used to relate 
and integrate information from these sources for use in disaster manage-
ment.

One of the most significant post-9/11 developments in the area of geo-
information has been the concept of the Unified Access Portal. This con-
cept provides a single Web-based portal interface in the EOC to access 
several disparate systems and databases that contain information useful for 
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disaster management. This interface addresses the need for an integrated 
information system architecture for disaster response. The key focus is to 
provide timely access to all data necessary to make informed decisions 
when responding to an actual disaster or for training and simulation pur-
poses. This interface’s design will also provide enterprise data integration 
for day-to-day operations outside of an emergency situation.  

The functionality includes a central Web-based interface capable of in-
tegrating many diverse kinds of location-based data. A GIS supplies the 
base map, and geographic attributes in data tables are also related or joined 
to base map features. These data tables may reside in many different soft-
ware package formats. Other data types such as CADD files can be inte-
grated onto the map layers on-the-fly to display building floor plans over 
building footprints. Selected video traffic or surveillance camera locations 
may be accessed on a map to view the current images in a live data stream 
without leaving the portal application. Plume models and other emergency 
tools may be accessed and integrated through the portal. The portal will 
provide direct access to information such as pipe valve shutoff locations, 
valve types, and properties to provide precise information for response 
personnel in the field. This interface will access data sources in real time to 
support the real-time decisions required in emergency situations.  

Integration and interoperability are particularly important to disaster 
management and can be provided by the portal concept. A wide range of 
potential information sources is necessary or of interest and can be made 
accessible through the portal. Included in the systems of interest for disas-
ter management are: 

Emergency incident management  
Computer Aided Dispatch (CAD) 
Electronic Document Management  
Surveillance and road video 
Emergency alert notification 
Plume modeling 
Weather reporting 
Hazardous materials (HAZMAT) response 
Debris management 
Emergency public information Web site 
Emergency secure Web site 
Mobile computing with GPS or a wireless locator 
Digital camera 
Weather, chemical, and other sensors 
Computer Aided Design and Drawing (CADD)  
3D visualization
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Thermal data and imagery acquisition systems  
GPS, Automated Vehicle Locator (AVL)  
Work order management systems  
311/Customer call services 
SCADA process monitoring systems 

The portal concept involves accessing both the internal disaster man-
agement database and the various external data sources indicated. In addi-
tion, it can access conventional GIS and tabular data in participant data-
bases without the need to copy and duplicate data and with the advantage 
of accessing the most up-to-date version of necessary data. 

The portal provides a single, easily used source of information impor-
tant to disaster managers and responders. Portals for integration and access 
to multiple information sources for disaster management are now being 
implemented in various locations. 

5.4 Mobile Computing 

Most disaster response activity occurs in the field, at the scene of the disas-
ter, at the response resource depots, at the evacuation shelters, and at the 
command posts. Geo-information is as vital to persons at all of these sites 
as it is to the managers and coordinators in the EOC. Delivering paper 
products to the responders in the World Trade Center response was a for-
midable logistical effort. Therefore, mobile computing offers a vital ser-
vice in disasters. It may take various forms from conventional laptop com-
puters without wireless communication devices to specially designed, 
hardened tablets that incorporate wireless communications and GPS loca-
tors. Applications that provide displays of geo-information and allow sim-
ple query and reporting are required. In addition, data entry applications, 
especially when wireless communication is available, can be very valuable 
for collecting information at the scene of the disaster and reporting to the 
EOC. Integration with digital cameras for recording scenes of the disaster 
conditions can be a very useful enhancement to mobile computing. 

In addition to these general capabilities, versions of the mobile applica-
tion should include capabilities for specific field functions such as damage 
assessment, work order management, on-site permit application, 
HAZMAT response, and emergency management. The mobile application 
should also include versions for specific day-to-day field activities such as 
inspections, public safety, and work management. 
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5.5 Disaster Management Geo-Information Applications 

Initially, disaster managers were largely dependent on general-purpose 
geo-information applications or those developed for other purposes. With 
the impetus of the post 9/11 period, the requirements of disaster manage-
ment have moved to the front. Specific applications of geo-information 
applied to disaster management have been developed recently. Among 
these are applications for: 

Definition of emergency impact areas to support resource allocation, 
evacuation planning, and decision-making 
Support for disaster management resource allocation and logistics 
Emergency routing 
Damage assessment 
Transportation network status tracking 
Forecast evolving disaster situation 
Emergency planning 
Debris management 
Plume modeling 
Support for emergency warning notification system 
Secure Web site for the exchange of geo-information among participat-
ing units in a disaster response 
Public emergency information Web site 

5.6 Disaster Management Geo-Information Data Solutions 

From the experiences and lessons of the World Trade Center disaster, geo-
information data requirements have been defined in various locales and are 
now evolving to become disaster management standards. This section ad-
dresses the view of data requirements that has evolved from the New York 
experience.

As stated above, disaster management, operations, and response require 
a wide range of location-based geo-information. The requirements can be 
classified as: 

General-purpose GIS and related tabular data 
Disaster-specific data items 
Real-time spatial data generated and acquired during disaster operations 

The operations also require information with a spatial component from 
several disaster management tools and from various other systems and 
technologies available in the jurisdiction. 
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5.7 Disaster Management Geo-Information Data Requirements 

General-purpose GIS data include items such as: 
Physical conditions—Streets, buildings, water bodies 
Digital terrain model or contours 
Remote sensing/imagery—Orthophotos, recent and post-impact satellite 
imagery, images of buildings 
Land ownership—Ownership parcel map, selected parcel attributes, 
rights of way 
Buildings—Footprints as polygons, building attributes, contact persons, 
floor plans 
Transportation—Streets, centerlines, bridges, as-built drawings, routing 
network
Utilities—Selected electric, gas, water, sanitary sewer, storm sewer, 
telecom, cable infrastructure facilities maps  
Public facilities—Schools, government offices, libraries, parks inven-
tory  
Political and administrative boundaries  
Master address and locations  
Landmarks—Selected notable landmark locations 
Environmental conditions  
CADD engineering and building drawings  
Raster images—Engineering drawings, floor plans, equipment manuals, 
documents, forms, photos 
Attribute databases—Parcels, census demographic data, business li-
cense/tax database, inspection and maintenance, permit tracking data-
bases

Disaster specific data include:  
Critical infrastructure/facilities—Emergency services, water supply sys-
tems, government services, telecommunications, electric power systems, 
gas and oil production, storage and distribution, banking and finance  
Risk sites or areas  
Special facilities  
Emergency/Evacuation routes 
Emergency resources  
Emergency facilities  
Medical facilities  
Hazardous materials 
Pre-fire plans 
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Real-time data generated through the disaster operations include: 
Emergency call reports 
Street closures and barriers 
Location of emergency impact problem areas 
Flooded areas 
Status of tree and snow removal  
Status and locations of emergency responders 
Location of wires down 
Emergency resource status 
Damage assessment reports
Utility outage areas 

5.8 Disaster Geo-Information Data Management Requirements 

In addition to the definition of data components, disaster management gen-
erates requirements for the management of geo-information data in addi-
tion to the general data management requirements usually applied in an or-
ganization. Some of the key requirements for emergency spatial 
information management include: 

Real-time data management 
Access to data across administrative and legal boundaries 
Access to data and capabilities must be easy to use and require minimal 
training
Support for decision-making  
Deliver data in a useful format and not generate information overload  
Highly available 
Provide appropriate security especially in intentional destruction events
Replicable
Support mission-critical operations  
Operate in an environment of time and life and death urgency  
Support a high level of public interest in disaster response 

6 Concluding Recommendations 

The field of geo-information has undergone a tremendous surge of activity 
and development in the period since 9/11/01. There has been an outpour-
ing of technology, some of it enhancements to existing technology, some 
entirely new technology, and some adaptation of existing technology from 
other functional areas. In fact, much more technology is available today 
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than the disaster management and responder communities are able to ab-
sorb and make effective use of.  

An important lesson that the author would like to highlight in conclu-
sion is the importance of participation by the disaster and responder repre-
sentatives in the design and deployment of technology. So much of the re-
cent technology is designed by the technologists with little or no input 
from those who will actually use the technology. A professional field of 
disaster management exists. The methods and procedures for responding to 
and managing disaster response are well known. Many constraints and 
challenges exist to the effective use of technology in this field. The field 
has not been highly automated in the past, in part, due to these special con-
ditions, so professionals in the field are not particularly technology-
oriented. In addition, few of the technologists have any real understanding 
of disaster response. These factors are critical to the design and effective 
use of technology. Therefore, methods must be employed to bring the re-
sponders and managers into the design, development, and deployment ac-
tivities along with the technology developers. 

Sharing experiences, lessons, and technology advances among organiza-
tions can be very important in this time of rapidly changing conditions. 
Members of the New York City EMDC team have presented their experi-
ences at numerous conferences and meetings and have published several 
articles in the interest of sharing their experiences with others. Several 
specialty meetings have been conducted since 9/11 in which the advances 
in geo-information as applied to disaster management has been the topic. 
New York has been engaged in negotiating a Memorandum of Under-
standing for a cooperative agreement with the Netherlands Council for 
Geo Information (Ravi) for the sharing of information and experiences in 
the area of disaster management geo-information. 
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Abstract

The goal of this paper is to underline the importance of real-time systems 
for managing information during the phase of disaster monitoring. We 
stress the importance of soft real-time GIS, and we present a list of barriers 
to overcome in order to get this kind of system. Among the barriers, we 
present a solution for real-time indexing of spatio-temporal data based on a 
data structure named PO-Tree.  

1 Introduction 

The monitoring of natural phenomena is a key element of any situation 
which can provoke some disasters, such as flooding, volcanic eruptions, 
landslides and so on. Usually a lot of sensors are used to measure data 
about the phenomenon under monitoring. Those data are regularly sent to 
some control center and are stored in a real-time GIS, and displayed in 
real-time with animated cartography. So decision-makers can follow the 
phenomenon and be prepared to make relevant decisions. As a direct con-
sequence, computers must always be on. 

In addition, real-time characteristics of GIS can also be important during 
the response phase, for instance to monitor shelter and hospital capacities. 

The goal of this paper will be to give a complete list of functionalities 
that a real-time GIS will offer, to examine them, and to identify the actual 
existing barriers in order to set a research program. We will continue by 
providing a new structure for real-time indexing of spatio-temporal data. 
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2 What is a Real-Time GIS? 

Presently are emerging new GIS applications for which the time is a criti-
cal factor. For instance during disaster management, information must be 
collected in real-time, and made immediately available to a lot of potential 
users. In this kind of application, the characteristics of the database con-
tents are far from the conventional view (for instance, administrative 
boundaries), for which the information about feature presents none or very 
slow evolution. In other words, in contrast, in the past, we were dealing 
with applications for which the date of storing or updating information was 
not a very critical factor. 

Let us take another example in environmental monitoring such as river 
and flood monitoring. Several sensors are distributed along the river, regu-
larly measuring several parameters, chemical, physical or biological, in 
addition to water height. After having made the measures, the sensors send 
the corresponding data to a control center, by using any kind of telecom-
munication system (could be satellite-based, could be using cellular 
phones attached to the sensors, etc.). In the control center, a front-end sys-
tem manages the dialog with the sensors and stores the information into a 
database. Then, another system visualizes this information to give the de-
cision-maker relevant information about the river. And especially, facing 
any crucial event, the periodicity of collecting information must be in-
creased, for instance passing from every hour to every minute. Doing so, 
we are multiplying the number of data to be transferred, so increasing the 
importance of time: now all transactions must be committed very rapidly, 
and no system crashes will be permitted. 

Several kinds of real-time systems can be considered according to the 
type of temporal constraints to follow. Usually, we speak about hard real-
time when transactions must be fulfilled with hard deadline; for instance 
for military applications, constraints can be of millisecond magnitude. In 
disaster management, the phenomena under monitoring are slower, and so 
we speak about soft real-time systems. 

With other words, three aspects are the more critical: 
when a bunch of data arrives, it must be stored very rapidly; that is to 
say no queue is allowed to install data in their optimal location; differ-
ently said no indices must be reorganized; as a consequence conven-
tional indices such as based on quadtrees or any kind of R-trees are to-
tally outside consideration; 
secondly, even if new data arrive, the database must never be saturated 
or completely full; a special mechanism must be provided in order to 
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avoid this drawback, per instance by regularly flushing elder data into a 
datawarehouse;
thirdly, the computer system must be very robust, that is to say no fail-
ures must be accepted; especially the computer must always run, per-
haps using electrical batteries. 

Global vision of the
controlled system

Control center for
river monitoring

Huge size control panel

Real time decision-
support systems

Management of sensors
and telecommunications

Database management

RTSTDB

Fig. 1. Architecture for river monitoring 

In order to set all the specifications of a real-time GIS, several addi-
tional functionalities must be taken into account. Let us examine, or redis-
cover some of them. 

2.1 Input: Role of Sensors 

In conventional databases, the main data entry procedure is based on some 
kind of human-interface dialog. But in our concern, the main procedures 
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will be based on sensors. By sensors, we mean any kind of electronic de-
vices able to make measures on some physical phenomena, and to send 
this information to a control center by means of any telecommunication 
system. Different kinds of sensors can be distinguished: 

Passive sensors are built to send regularly their measures, for instance 
every 10 seconds.  
Programmable sensors for which the periodicity of the measures can be 
modified by using some remote control statements. 
Intelligent sensors, the program of which can be downloaded. Those 
sensors can present a sort of "intelligent" behavior by making local deci-
sions, perhaps according to some predefined rules. 
Whatsoever the type of the sensor is, the data which are transmitted 

must be immediately taken into consideration. One crucial problem is 
when a crisis occurs. In this content, the measuring periodicity is acceler-
ated, and then multiplying the transmitted data: the consequence could be a 
sort of congestion in data arrival, and the system must be able to manage 
this sudden increase within critical specified times (for instance all meas-
ures must be stored in less than 10 milliseconds after acquisition was 
made).

2.2 Storage 

As explained earlier, the key idea is to store the maximum of information 
into the main memory, especially more recent data, and to flush ancient 
data into an archive. 

For real-time GIS, this key idea must be accepted: in essence, a first 
computer can be in charge of the system, whereas a second computer must 
be in charge of flushing the database and of managing the archives (See 
Figure 2). Those archives can be used as datawarehouses, in which some 
OLAP procedures can be launched for analyzing data. 

Usually, the phenomena under consideration are continuous, and the 
sensors only measure a few points. So, some powerful mechanisms for in-
terpolating data, either at temporal, or at spatial, or at both levels must be 
provided, especially for data of corresponding to spatio-temporal continu-
ous fields such as temperatures, pressures, winds, etc. See (Laurini-
Gordillo 2000) for more details. 
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RTST
Manager

Real Time
Spatio-temporal

Database

Archive
 1

Archive
 2

Archive
 3

Archive
 n

...

Archive management
Archive
Manager

RTST management

Storing

Flushing

Fig. 2. Structure of a real-time system for geographic information  with regular 
flushing of data into archive (RTST meaning real-time spatio temporal) 

2.3 Output: Real-Time Animated Visualization 

The privileged output is visualization, and especially real-time visualiza-
tion. Among visualization systems, animated cartography is a simple way 
to present the evolution of an object, or a process into a territory. Espe-
cially real-time animated cartography in huge format real-time interactive 
panels must be studied, including: 

cognitive aspects of decision-making in real-time, 
graphic semiology for animated cartography, 
automatic selection of relevant data for synthesizing information for de-
cision-makers. 
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2.4 Querying and Indexing 

Extensions of SQL for real-time (Prichard-Fortier 1997) are now proposed. 
Those extensions must be harmonized with extension dealing with spatio-
temporal issues. This must be done not only for relational DBMS, but also 
for object-oriented DBMS.

For indications about languages for moving objects, please refer to 
Güting et al. (2000). Concerning indexing, the Historical R-trees look to be 
a good starting point (Nascimento et al. 1998). 

2.5 Interpolation and Extrapolation 

In real-time GIS querying languages, automatic interpolations must be 
provided to retrieve not only in locations between stored times, but also 
amongst spatial data, especially when dealing with continuous data 
(Laurini-Gordillo 2000). 

2.6 Integrity Constraints Correction, Sensor Failure 

In addition to robustness to sensor- or system-failures, spatial and temporal 
integrity constraints must be checked and maintained in real-time. It is in-
teresting to note the difference between sensor and system failures. Indeed 
it is important to discern failures linked to a faulty sensor and failures 
linked to a system error. Different studies deal with failure detection in 
sensor networks using redundant data, state prediction, sensor data valida-
tion through degrees on confidence in the measurements and fusing of es-
timated and measured values (Satnam et al. 2001). Real-time studies tend 
to lead to more flexible constraints so as to maintain a higher level of 
transaction commits. However this leads to lower the precision of the 
measured queries as higher flexibility comes from less accurate measure-
ments.

2.7 Interoperability 

Even so interoperability is not the goal of any real-time GIS, this require-
ment is nagging for users. A solution is that the data model must be com-
pliant with standards such as those proposed by OpenGIS consortium 
(Buelher-McKee, 1996). Spatial models were the first goal of Open GIS, 
then they tackle spatio-temporal data. As far as we know, there is not yet 
standards for real-time spatio-temporal data. At best, we can take notice of 
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the preliminary works done on real-time spatio-temporal data queries for 
the PLACE project, aiming at continuous queries (Mockbel et al., 2004). 

2.8 Links to the Internet 

The links for Internet must be provided. A URL must be considered as an 
abstract data type in order to embed hypermap potentialities (Laurini-
Milleret-Raffort, 1990) in the real-time GIS. 

2.9 Security, Failures 

As any real-time system, robustness is a key issue for any real-time GIS. 
The system must provide security for any user, especially when facing 
computer failures. 

2.10 Conceptual Data Models 

For analysis and design purpose, conceptual data models must be invented 
taking, not only spatio-temporal aspects, which is already done (Price et al. 
1999) but also real-time characteristics  (Douglas, 1998).   

So those tools will facilitate the user for the designing of any new GIS 
applications integrating real-time components. 

3 A Barrier to Overcome: Spatio-Temporal Real-Time 
Indexing

A state of the art on the different existing methods is essential to better un-
derstand the pros and the cons, the main concepts of the situation.  

3.1 Soft Real-Time 

For the real-time approach, the main idea is to answer queries within time 
constraints (Noel, Servigne, Laurini, 2004). It is possible to separate three 
kinds of constraints (Lam, Kuo, 2001). The soft one, used in our case, im-
ply that transactions should be fulfilled within time limits, yet it is under-
standable that some transaction can not comply with the limits. The firm 
constraints, more restrictive, allow some transaction not to be fulfilled 
within the time limits, yet in this case the whole system can be slightly im-
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paired. The hard constraints, finally impose that under no circumstances a 
transaction should miss a deadline. Otherwise, the system could come to a 
halt. Priorities are generally used to define which transaction is more im-
portant than another, which is not equivalent to define which one should 
occur before another. Different techniques can be used so as to assign pri-
orities: Earliest Deadline First, Rate Monotonic and other variants (Lam, 
Kuo, 2001). 

Real-time computing is not similar to Fast-computing. Fast-computing 
does not prevent a low priority transaction to block high priority transac-
tions (priority inversion) because they have already locked the access to 
some resources, data. Moreover, for databases, the current paradigm is to 
keep the index, and even the whole base in main memory so as to reduce 
the number of slow disk access. Index Consistency Control (ICC) methods 
can then be used to make sure no priority inversion occur while accessing 
the index (Haritsa, Seshadri, 2001). 

3.2 Spatial Approach 

The spatial approaches in indexing often tend to linearize the data so as to 
use known "fast" structures. Such is the case for quadtrees, kd-trees (Ooi, 
Tan, 1997) or other methods for spatial objects, or more accurately spatial 
points. Kd-trees are related to binary trees. A reference point is taken, 
along with a reference dimension. Every other point that falls below the 
reference point for this dimension shall branch to the left, all points with 
higher values branch to the right. At the next level, a new reference point 
is taken in each branch and the next dimension is used as a reference. It is 
relatively fast, can be updated on-line but the final shape of the tree de-
pends on the insertion order of data, which can lead to unbalanced trees. 

Another widely accepted approach is to use rectangles, bounding struc-
tures to match the position of objects. The bounding rectangles can then be 
regrouped within bigger rectangles so as to create a balanced tree. The R-
tree, and its sibling R*-tree (Ooi, Tan, 1997) are examples of this. While 
the R-trees allow to work with complex objects (approximated as rectan-
gles and not points), their higher building and querying time make the use 
of lighter structures appealing to index points. 

3.3 Temporal Approach 

For the temporal approach, it is important to note that different notions of 
time can be used for databases (Ooi, Tan, 1997*). The Transaction Time 
allows users to perform "rollbacks" so as to find past-values. It does not al-
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low to modify previously entered values, nor to enter future values. One 
can only append new data issued at the present moment. The Valid Time 
represents the time when a fact is considered true. It allows users to mod-
ify past data, and to enter future data. However, it does not allow rollbacks. 
The Bi-Temporal Time is a mix between the two others, allowing roll-
backs, post-modifications and future updates.  

There mainly are two ways of considering temporality. The latter is to 
consider that time is monotonous (time goes in one direction) and to use B-
trees as index structures.  An interesting variation of this is to consider that 
the data flow constantly, therefore it becomes possible to link the root of 
the tree more closely the last leaf. This leaf containing the most recent 
data. Such an idea has been developed in AP-trees (Gunahdi, Segev, 
1993).

The other way of considering temporality is to consider time just as a 
spatial dimension and to use R-trees, with on one dimension the time-
stamps and on the other dimension the validity duration. 

3.4 Spatio-Temporal Approach 

Spatio-temporal approaches have to face the variety of possible types of 
data: points, ranges, intervals (Wang, Zhou, Lu, 2000). This leads to a dis-
tinction between three families of indexing trees. Those that work with ob-
jects in continuous movement, those for discrete changes and finally those 
for continuous changes of movements. Another way of differentiating the 
families of index has been brought by (Mockbel, Ghanem, Aref, 2003). 
They have focused on approaches aiming at indexing past positions, pre-
sent ones and future ones. 

Many trees have been developed to answer specific needs. Some trees 
tend to consider the temporal aspect as yet another spatial dimension, 
which has led to 3DR-trees (Theodoridis, Vazirgiannis, Sellis, 1996). 
However, these trees doesn't take into account the monotonicity of time 
and usually need to have a previous knowledge of the data to index. An-
other family of trees make a difference between spatial and temporal di-
mensions. In HR-tree (Nascimento, 1998), typical of this case, snapshots 
of spatial R-trees are linked in a time indexed balanced tree. The main 
problem of this kind of trees is the size of the tree. While nodes that do not 
change between two snapshots are shared among the R-trees, only minor 
changes force to duplicate some of the data. Furthermore, they tend not to 
be optimal for interval queries. 

Yet, from these aspects we can take some ideas. First of all, the differen-
tiation of temporal and spatial data can be used to segment the tree.  Then, 
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a variation of B+-tree, the AP tree , offers the idea of a direct link between 
the root of the temporal data and the latest node. All of these ideas have 
been associated to provide our solution, the Po-tree. 

3.5 Specification of a Real-Time Indexing Structure 

Our first solution, the Po-tree, is based on the differentiation of temporal 
and spatial data, with a focus given to the latter. This way the notion of in-
formation sources is linked to a specific spatial location. It has been de-
vised so as to deal with volcanic activity monitoring, which involves a 
number of different sensors with measurement frequencies going as high 
as 100 Hz. The spatial aspect is indexed through a Kd-tree, while the tem-
poral aspect uses modified B+-trees (see Figure 3). As for now, mobility is 
not managed by the structure. However the specificities of both of these 
trees allow on-line and batches updates: it is possible to update the struc-
ture on real-time or using batch files. 

The monitoring stations being immobile, this structure does not allow 
mobile sources of information. This way, every spatial location, akin to 
spatial object (sensor) is directly linked to a specific temporal tree. Re-
quests shall first determine the spatial nodes concerned and later on deter-

mine the temporal nodes.  
Fig. 3. Po-tree structure 
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3.6 Po-Tree Structure 

Kd-trees are simple structures, but they are not perfect structures. One of 
their main problem being the fact that they rely on the order of inserted 
data. If the data are entered in different orders, the final trees may have dif-
ferent shapes. Another issue is the fact that they are not perfectly suited for 
mobility, which is not part of our needs so far. However, ICC methods, 
originally designed for B-trees can easily be adapted to cover Kd-trees. 
Different tests have also proven that these trees fared reasonably well 
compared to R-trees for small number of data (Paspalis, 2003). As each 
B+-tree is linked to an object, it is possible to develop a secondary struc-
ture so as to access directly the temporal data of specific objects, without 
the need to first determine their position. This can be useful for the notion 
of hierarchy of information sources. 

Furthermore, it has been noticed that the most recent data are considered 
of higher interest than the older one. It has also been noticed that inserts 
are generally held at rightmost of the structure, where are found the newest 
nodes. Therefore, the temporal tree has been modified to add a direct link 
between the root and the latest node. While maintaining this link requires 
minimum work for the system, a simple test prevents being forced to trav-
erse the whole tree so as to append or to find the requested data. This di-
rect link is useful to save processing time. 

As most, if not all, of the updates take place to the rightmost part of the 
temporal tree, the fill factor of leaf nodes can be placed higher than usual. 
Deletes should be somehow rare under normal conditions, and updates that 
does not concern the newest data should be even rarer, unless the systems 
experiences lag time due to network problems between the sensors and the 
database. Therefore the split and merge procedures can be changed so that 
the nodes can be filled almost at their maximum capacity. 
This configuration implies that this tree is more specifically designed for 
queries on the most recent data. Spatial range / temporal interval requests 
that does not ends at the present time does not take any advantage of the 
specificities of the tree.

3.7 Tests 

Different tests have been conducted between the Po-tree, Pas-tree and R*-
tree structures (thanks to Hadjieleftheriou’s implementation, Hadjieleft-
heriou 2004). Randomly generated data have been generated and sequen-
tially issued to a fixed number of random points acting as information 
sources.  Tests have been conducted changing the total number of data to 
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index (1000-200000), the number of information sources (10-100) used 
and the portion of the base to scan for interval queries. The tests have been 
conducted on a 1.6 G Hz, 128 Mo RAM computer, running Linux. The 
programming language used was Java.

Due to the differentiation of spatial and temporal component, and due to 
the fact that the data were coming from a finite set of spatial points, the 
Po-tree built time has been greatly reduced compared to the R*-tree. While 
25 000 points stemming from 100 different locations were indexed in less 
than one second with the Po-tree, it took nearly 45 seconds with a R*-tree. 
Other tests have shown that the construction time of the Po-tree evolved 
linearly with the number of stations, the number of different spatial loca-
tions...

The different queries have shown interesting properties as well. The in-
terval queries took an advantage of the linking of the temporal nodes of the 
Po-tree. For point-interval queries, the Po-tree can be up to  8 times faster 
the the R*-tree. While for interval queries the difference has shown much 
lighter, it still remains in favour of our solution, as shown in Figure 4. On 
this figure, the last 10% of the entered data where fetched. The spatial 
range covered the whole possible locations. It is visible than for a low 
number of data the R*-tree fares better, yet when the amount  of data rises 
past 6000, it is the Po-tree that gains the advantage. 

Fig. 4. Range-Interval queries 

The results obtained have shown that the Po-tree was compatible with 
the constraints set by our application case: favoring the newest data, proc-
essing of big quantities of data in a given time, fixed set of spatial sources, 
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possibility to use in a real-time system. Even though the mobility is not yet 
easily managed, the Po-tree meets the initial specifications. 

3.8 Managing the Sensors Positions Changes: the Pas-Tree 

While the first structure uses two structures to index spatio-temporal data, 
it does not allow sensor position changes. If a position was to change, a 
new temporal sub-tree would have to be created. This could be trouble-
some if a specific location becomes irrelevant, or in order to index some 
specific data. For example, seismic epicenters are usually determined by 
specialized processes but can be considered as indexable data. Those epi-
centres can be considered as data collected from evolving sensors. Thus 
the need to improve the Po-tree, so as to create the Pas-tree. This tree has 
to deal with position changes, yet remain focused on prioritizing the new-
est data and update transactions. 

Sensors can move from time to time. The spatial sub-tree should be able 
to track these modifications. Different approaches exist, yet we shall aim at 
introducing a multiversion approach. A given node records the presence of 
past sensors (with an end-time) and of actual sensors. So as to offer other 
querying options, quadtrees could be used instead of Kd-trees. 

The temporal sub-trees should also keep tracks of the position changes. 
Each of these sub-trees is related to a specific sensor. Keeping track of 
their position allows to follow the movement of sensors through a time in-
terval without querying the spatial sub-tree. The temporal sub-trees of the 
Po-tree can be suitably adjusted to differentiate two kinds of entries: meas-
urement data and position changes. 

A tertiary structure, based on B+ tree keeps record of the sensor IDs. As 
a matter of fact, some queries do not need spatio-temporal properties. Sci-
entists have grown used to sensor identifiers, and does not always rely on 
spatio-temporal properties. Even more so when mobility is scarce. There-
fore this structure links directly to the temporal, sensor related sub-trees 
without using the spatial sub-tree. 

The Pas-tree suffers from data duplication, yet it also allows for more 
request types than the Po-tree. As a matter of fact, queries can be based on 
the sensor ID as well as on spatio-temporal properties. It allows users to 
follow a specific sensor through its position changes or to have a look at 
different sensors passing through a region during a lapse of time. It stills 
focuses on update transactions and on the newest data. 
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4 Conclusions 

As a conclusion, let us advocate for developing soft real-time GIS for dis-
aster management, or more especially for disaster monitoring. Before 
reaching this goal, several barriers must be overcome such as robustness 
and fast storing which implies fast indexing. 

References 

Barbara D (1999) Mobile Computing and Databases - A Survey. In: IEEE Trans-
actions on Knowledge and Data Engineering, vol. 11 (1), pp 108-117 

Behr FJ (1995) Mobile GIS: Contributing to Corporate Benefits. DA/DSM Semi-
nar, 20 November 1995, Rome, Italy 

 http://www.graphservice.de/papers/mobile_g.htm 
Buelher K, Mc Kee L (eds) (1996) The OpenGIS� Guide, Introduction to Inter-

operable Geoprocessing. Open GIS Consortium. http://www.opengis.org 
Gunadhi H, Segev A (1993) Efficient indexing methods for temporal relation, In 

IEEE  Transactions on knowledge and Data Engineering, 5(3), pp 496-509 
Guting RH, Bohlen MH, Erwig M, Jensen CS, Lorentzos NA, Schneider M, 

Vazirgiannis M (2000) A Foundation for Representing and Querying Moving 
Objects. ACM Transactions on Database Systems, Vol. 25 (1) pp 1-42 

Hadjieleftheriou M, Spatial Index Library [Online], viewable at:  
 http://www.cs.ucr.edu/~marioh/spatialindex/, (last consulted 01/11/04) 
Haritsa JR, Seshadri S (2001) Real-time index concurrency control. In real-time 

Database System – Architecture and Techniques, Kluwer Academic Publish-
ers, Boston, ISBN: 0-7923-7218-2, pp 60-74 

Lam KY, Kuo TW (2001) real-time database systems: an overview of systems 
characteristics and issues. In real-time Database System – Architecture and 
Techniques, Kluwer Academic Publishers, Boston,  ISBN: 0-7923-7218-2, pp 
4-16 

Laurini R (2001) Information Systems for Urban Planning: A hypermedia Co-
operative Approach. Taylor and Francis, Forthcoming February 2001. See 
http://lisi.insa-lyon.fr/~laurini/isup 

Laurini R (2001) real-time Spatio-Temporal Databases. In "Transactions on Geo-
graphic Information Systems", Guest Editorial, Vol 5(2), pp.87-98 

Laurini R, Gordillo S (2000) Field Orientation for Continuous Spatio-temporal 
Phenomena. International Workshop on Emerging Technologies for Geo-
based Applications, Ascona, Switzerland, May 22-26, 2000. Edited by S. 
Spaccapietra, published by the Swiss Federal Institute of Technology at 
Lausanne, pp 77-101 

Laurini R, Milleret-Raffort F (1990) Principles of Geomatic Hypermaps. In: 4th 
International Symposium on Spatial Data Handling. Zurich, 23-27 Juillet 90. 
Edited by K. BRASSEL, pp 642-651 



Soft Real-Time GIS for Disaster Monitoring      479 

Mokbel MF, Ghanem TM, Aref WG (2003) “Spatio-temporal Access Methods”,  
IEEE Data Engineering Bulletin, Vol 26, n°2, pp 40-49 

Mockbel MF, Xiong X, Aref WG, Hambrusch S, Prabhakar S, Hammad M (2004) 
PLACE: a Query Processor for Handling Real-Time Spatio-Temporal Data 
Streams, In VLDB 2004 

Nascimento MA, Silva JRO (1998) Towards Historical R-trees, In: Proceedings of 
ACM Symposium on Applied Computing (ACM-SAC) Atlanta, USA, pp 
235-240  

Noel G, Servigne S, Laurini R (2004) "Real-time spatiotemporal data indexing 
structure", Proceedings of 2004 AGILE 7th conference on Geographic Infor-
mation Science, Heraklion, 2004, pp. 261-268 

Ooi BC, Tan KL (1997) Spatial Databases. In Indexing Techniques for Advanced 
Database Systems, Kluwer Academic Publishers, Boston, ISBN 0-7923-9985-
4, 39-75 

Paspalis N Implementation of Range searching Data-Structures and Algorithms 
[Online], viewable at: http://www.cs.ucsb.edu/~nearchos/cs235/cs235.html, 
(last consulted 20/11/03) 

Prichard J, Fortier P (1997) Real-Time SQL. In: Second International Workshop 
on Real-Time Databases September 18-19, 1997 Burlington, Vermont, USA, 
pp. 289-310 

Satnam A, Agogino A, Morjaria M (2001), A methodology for intelligent sensor 
measurement, validation, fusion and fault detection for equipment monitoring 
and diagnostics, Artificial Intelligence for Engineering Design, Analysis and 
Manufacturing, Vol 15, No 4 

Theodoridis Y, Vazirgiannis M, Sellis, T (1996) Spatio-temporal indexing for 
large multimedia application, In Proceedings of the 3rd IEEE conference on 
multimedia computing and systems (ICMCS) 

Wang X, Zhou X, Lu S (2000) Spatiotemporal Data Modeling and Management: 
A Survey, In Proceedings of the 36th International Conference on Technology 
of Object-Oriented  

Wolfson O (1998) Moving Objects Databases: Issues and Solutions. In: the Pro-
ceedings of the 10th  International Conference on Scientific and Statistical 
Database Management (SSDBM98), Capri, (Italy), July 1-3, 1998, pp. 111-
122. 



Step-Wise Improvement of Precursor Services to 
an Integrated Crisis Information Center for 
Mountainous Areas 

Ulli Leibnitz 

VCS Aktiengesellschaft, Borgmannstrasse 2, 44894 Bochum, Germany. 
Email: ulli.leibnitz@vcs.de 

Abstract

From a technical perspective, the integration of existing information net-
works and evolution of appropriate precursor services to high reliable op-
erational services for crisis management is one of the main challenges in 
the context of GMES1.

Due to the existing budgetary constraints, governmental organizations, 
decision makers and all users that would like to build up such decision 
support centers are looking for cost and time efficient ways to build up the 
required operational (GMES) services. 

During the conference, VCS will present a concept for a step-wise evo-
lution of a risk warning and crisis management system, with particular fo-
cus on risks typical to mountainous areas e.g. avalanches, landslides, de-
bris flows, floods, etc.  

1 The Challenge - Risk Warning and Crisis Management 
within Mountainous Areas 

Some 30% of the EU territory consisting of 30 million inhabitants encom-
passing numerous mountain ranges or chains, including the Alps, the Si-
erra Nevada, the Island of Crete, the Pyrenees, the Apennines, the Sierra 

                                                     
1  Global Monitoring for Environment and Security. The GMES initiative seeks to 

bring together the needs of society related to the issue of environment and secu-
rity with the advanced technical and operational capability offered by terrestrial 
and space borne observation systems. 
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da Estrela, the Massif Central, the upper Tatra, the Highlands, the Carpa-
thians, etc. Mountain areas represent over 50% of the territory in Italy, 
Spain, Greece, Austria, Switzerland and Portugal. 

Alpine regions are very sensitive ecosystems and the pressure on them 
is far greater than on other environments. This is due to an aggressive de-
velopment drive in the past such as damage and uncontrolled felling in 
forests, the construction of new roads and tracks, the rerouting of rivers 
and streams, pollution originating in industrial areas which adversely af-
fects alpine vegetation, settlement activities in regions which cannot be 
considered as safe and increased recreational activities (hiking, biking, 
climbing, paragliding, canoeing, skiing, snow-shoe tours, etc.) 

Natural disasters partly resulting from these developments are problems 
that occur regularly in alpine regions, posing a major threat to the safety of 
settlements, tourists and traffic infrastructures. An increasing numbers of 
rock falls, mud slides, avalanches, floods and windfalls in recent years 
have shown that natural disasters may even strike areas that have generally 
been considered as safe.  

The following developments will further aggravate the situation in al-
pine regions: 

The danger of property damage and personal injury caused by natural 
disasters is rising as a result of increasing settlement pressure and tour-
ism. 
The willingness of people to voluntarily subject themselves to ever-
greater risks in their leisure time is also increasing. 
Leisure and industry lead to growing mobility demands resulting in in-
creased vulnerability along traffic routes in the alpine area. 
Due to the recent reduction of mountainous forests and climate changes 
(increase of extreme conditions) the frequency and intensity of natural 
disasters has increased. 
These developments make it necessary to implement and improve safety 

measures, such as prevention activities and early warning / event driven 
systems, to enhance the communications infrastructure for rescue actions 
in case of a crisis. Simple, safe and fast communications routes and emer-
gency-oriented information structures facilitate the deployment of moun-
tain rescue, fire fighters, civil defense forces and other rescue organiza-
tions. Hazard mapping and monitoring and risk classification provide 
essential decision support for adequate rescue operations in this context.  

Although event management services are already using IT tools like GIS 
there are still several aspects that remain in an unsatisfactory state: 

The systems and platforms used for regular service should be better in-
tegrated in the tools for event management.  
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EO data for event management is not used at present state. These data 
could help in decision-making processes and for the documentation of 
damages. There are neither standardized methods for requesting and us-
ing such data nor acceptable time frames for the delivery.  
The usability of the IT tools could be much improved.  
Additional data could enrich the SAR (synthetic aperture radar) tools.
There are no efficient standards across borders handling communication 
and regulatory aspects for crisis management.  
One important topic is the further collaboration between the Alpine 

countries to develop common standards which can be applied also to non-
Alpine crisis events.  

The vision for the future is that space technology-based methods can 
provide a significant contribution to risk management. Web based infor-
mation systems including 2D and 3D visualization technologies and mo-
bile systems including Global Navigation Satellite Systems (GNSS), could 
be used to assist rescue teams to determine their position and navigate in 
difficult and unfamiliar terrain even under bad weather conditions and 
support co-ordination with an emergency center. Satellite communications 
systems can provide an important contribution to efficient and safe com-
munication between the rescue teams in the field and the management cen-
ter especially in areas with no / limited / damaged communication infra-
structure.

Remote sensing methods can be used to assess the conditions and de-
velopment of alpine regions (deforestation, calamities, erosion damage, 
path construction, assessment and monitoring of surface deformations, 
mass movements, etc.). Geographic Information Systems (GIS) in combi-
nation with remote sensing data and other spatial information such as geo-
logical maps or digital elevation models are powerful tools to assess the 
hazard potential and vulnerability of a region.

2 The Approach - Alpine Safety, Security & Informational 
Services and Technologies (ASSIST Project) 

The project ASSIST2 aims at improving the capabilities of risk warning 
and risk management in the alpine region by implementing an integrated
pre-operational service based on existing precursor services and related in-
frastructure.

                                                     
2  ASSIST – selected by the European Commission for negotiation. Successfully evaluated during 

2nd Call of the Aeronautics and Space Priority FP6-2003-Space-1, AERO-2003-2.3.2.1c “Risk 
Management”. Specific Targeted Research Project (STReP) activity led by VCS AG (Germany). 
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ASSIST will focus on risks typical to mountainous areas e.g. ava-
lanches, landslides, debris flows, floods, etc. 

The main objectives of the project are: 
To improve the existing methodology for risk assessment, monitoring 
and management in Alpine regions in order to evolve services delivered 
by regional risk management centers.  
to implement pre-operational services and realize advanced integrated 
safety and information services for the Alps. The advanced services will 
incorporate existing crisis and information centers, and crisis communi-
cation systems.  
to specify, design, implement and validate a generic system architecture 
for the production and exchange of data products used for risk preven-
tion and risk event management. 
Considering the actual conditions for risk management in the alpine re-

gion (poor data quality at borders of responsibility, limited availability of 
input data in time, missing regulations for exchange of data among differ-
ent organizations, etc.) it is expected, that ASSIST will be highly benefi-
cial to improve the means for risk management in mountain areas. 

2.1 Step-Wise Service Evolution 

For the risk and crisis management center scenario, related technical as-
pects are system infrastructure, effective use of Earth Observation data, 
communication, integration of satellite navigation, product generation and 
seamless integration of Geo-Information Systems (GIS).  

Modularity and configurability are mandatory requirements for future-
oriented systems. Consequently, the credo is: “Start with a basic service 
and improve the service according to user needs and budgetary con-
straints”.
a) Geographically (regional, international, global scale) 
b) Service portfolio (core service, advanced, fully integrated service) 

The step-wise improvement of existing or even new information ser-
vices to an operational or even advanced service can be structured in more 
detail according to the various “technical layers”. Each layer has its own 
evolution path to follow during the step-wise improvement. A high level 
example is given in figure 2. 
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Fig. 1. Step-wise evolution of the Risk and Crisis Management Service Center 

Fig. 2. Service Evolution Scenario 

Depending on the complexity of a service, each step might need 1 to 5 
years for development, engineering, integration and testing. 
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2.2 Generic System Architecture and Service Nodes 

The final system shall allow subsequent easy integration of additional ex-
ternal data sources, processing modules and distribution channels without 
affecting the operational service. 

These requirements can only be perfectly met by a generic system archi-
tecture for the production and exchange of data products used for risk pre-
vention and crisis management. 

With respect to the geographical expansion it will be required to provide 
a distributed services architecture to support international information ex-
change and routing of data sources throughout the services network (e.g. a 
service provider acquires EO information and provides this information to 
other services network members). 

The backbone of the overall concept are so-called “Service Nodes”. 
These nodes are autonomously operated by organizations which are re-
sponsible for risk management.  

Fig. 3. ASSIST service node interconnection 

The individual service center is considered as a node of the overall pro-
vider network. The technical implementation shall therefore foresee the 
definition and provision of a service node that can be instantiated for vari-
ous service centers and configured as a part of the overall provider net-
work.

The Service Nodes are capable to 
request and ingest raw input data (satellite-borne, air-borne and terres-
trial)
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process the input data into products suitable for risk prevention and cri-
sis management 
distribute the products within the “ASSIST user network” (fixed and 
mobile regional risk management centers and - in case of risk events - 
up to the mobile staffs in field) 
exchange products with services operated by organizations outside the 
consortium (e.g. police, hospitals, ambulance services, air rescue, fire 
fighters, etc.) 
These Service Nodes will be laid out to support both 

1. day-to-day monitoring and predictions of risk, establishment of mitiga-
tion scenarios 

2. operation during concrete crisis situations  
with different requirements in terms of data products, data timeliness and 
distribution. 

Fig. 4. ASSIST: Generic Service Center Architecture 

The related project consortium is composed to reflect both scenarios. It 
consists of organizations with different scopes (avalanche prediction, 
mountain rescue, development of complex server infrastructures, genera-
tion of enhanced Earth Observation products, integration of mobile field 
equipment with positioning and communication capabilities, etc.) and na-
tionalities with corresponding regulatory constraints (Austria, Germany, 
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Italy, Switzerland). The developed architecture will be such generic that it 
can be transposed to other mountainous areas in the world. 

2.3 Key Aspects for a Modular and Open System Approach 

This section briefly outlines the key aspects that are relevant for building 
up state-of-the-art service center architectures. The identified aspects are 
based on long lasting experience from realizing complex mission critical 
operational systems with maximum demand for high reliability and flexi-
bility. This experience was mainly gathered throughout numerous space 
projects.

The implementation of complex and high reliable information and 
communication solutions is one of the disciplines, where space technology 
and know-how could perfectly be used and transferred.

The first aspect to be mentioned is the capability to support heteroge-
neous system environments. This is of great importance for the step-wise 
integration of existing systems and service platforms. In particular, this 
concerns:

processing software, algorithms, data handling 
distributed processing platforms / service providers 
computer hardware and the related operating system.  
For the service infrastructure itself, a consistent overall approach is 

mandatory. This can be ensured by defining a basic level of common rules 
and interfaces to allow for monitoring and control as well as scheduling 
and data handling (enforced by the use of APIs).  

Furthermore, the service should rely on a centralized process control 
and data management. This requirement can be met by implementing a 
kernel infrastructure based on a central process control processor executing 
process steps based on the process scheme definitions. A central data con-
trol processor co-ordinates the input and output data handling according to 
a defined data management scheme. 

In addition, decentralized process execution and storage (archive and 
retrieval) should be foreseen. In our opinion, process management does not 
neither need a central processing system nor a central data storage. These 
components can be decentralized in a distributed environment.  

The use of common components fits with a cost-effective approach. 
Within a distributed infrastructure it should be avoided to re-invent the 
wheel for the same category of data processing or management task. The 
use of common components is very much appropriate for storage mecha-
nisms, access mechanisms and meta data models.  
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An issue of more theoretical kind is the elaboration of clear system and 
interface specifications. This can be easily assured by the use of a com-
mon terminology. 

The last aspect to be mentioned within this short excurse is “Interop-
erability”. This interoperability should be mandatory for all service cen-
ters that might have to interact during risk prevention and/or crisis event. 
Interoperability means the capability of seamless product exchange and 
data integration as well as communication between the involved parties. 
Otherwise the management of joint actions is not possible. Interoperability 
can be implemented by a cascaded service center concept. Among others, 
this might include the establishment of a service center network relying on 
a common product catalogue. 

We are fully aware, that the above explanations can only highlight the 
relevant key aspects, but do not address the full scope of relevant issues re-
lated to the implementation for realizing risk and crisis management cen-
ters. However, a first impression on the complexity of such a task and the 
right approach might have been provided to the reader. 

2.4 Use of Earth Observation (EO) Data and Product Strategy  

Natural hazards in mountainous regions influence people’s living condi-
tions, their work and their recreation activities. The management of these 
risks has to act on four levels: risk assessment, prevention, crisis manage-
ment and regeneration, as shown in the figure below: 

Fig. 5. Risk management level 
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In the spirit of an integral risk management all components have to be 
regarded within an equal context. For example, prevention measures on 
one hand and evacuation and rescue plans on the other hand are not inde-
pendent and should support each other. 

Events of interest are gravitational mass movements such as glacier- and 
rock-falls, snow avalanches, landslides, debris-, slush- and mud-flows, and 
floods. Furthermore forest fires, wind- and hail-storms can be of interest. 

Weather forecast is important for risk prevention, but in many cases also 
for crisis management, particularly in search and rescue operations.  

Therefore the project ASSIST will be strongly linked with meteorologi-
cal forecast services. 

For risk analysis as well as damage analysis it proved to be appropriate 
to subdivide endangered values into three main categories: 

buildings and persons inside,  
persons and values on traffic lines (like traffic roads or railways)  
persons in free terrain. 
Therefore Alpine settlement structure, traffic networks and mobility 

plays an important role. 
Weather services started to add to their conventional weather forecasts 

warning products for potential dangerous processes. Good examples can 
be found at the national weather services of France, Germany or Switzer-
land.

MeteoFrance (French meteorological service): “carte de vigilance”  
 http://www.meteo.fr/meteonet/temps/activite/mont/mont.htm  

DWD (German weather service): “Warnsituation”  
 http://www.dwd.de/de/WundK/Warnungen/index.htm   

Meteoswiss (Swiss meteorological service: „aktuelle meteorolische Ge-
fahren“

 http://www.meteoschweiz.ch/de/Prognosen/Warnungen/IndexWarnunge
n.shtml    
Since recently, in case of an imminent critical situation a 4 level scale 

warning is published covering stormy weather, heavy precipitation, thun-
derstorms, icing rains, heavy snow. At present, combined efforts among 
the Alpine countries are made to further improve the forecasts of extreme 
meteorological events in the Alps (e.g. Interreg project MeteoRisk).

The situation is entirely different concerning the accompanying natural 
hazard processes: Detailed forecast and warning systems exist only for 
snow avalanches, see e.g. http://www.slf.ch/avalanche/avalanche-en.html. 
The intense collaboration between the European avalanche warning or-
ganizations has lead to an European standard in avalanche risk mitigation 
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(e.g. the European danger scale) which we believe can be extended to the 
management of other natural hazard risks. 

It is widely believed that, due to climate change effects, hydrological 
“summer” natural hazards will gain more and more importance in the near 
future. We see good chances to extend warning procedures e.g. to mud-
flows, floods or glacier falls.  

Although avalanche warning has reached a high level with respect to 
technology used as well as quality achieved and public acceptance, several 
aspects remain in an unsatisfactory state: 

EO data for prevention and prevision are not fully exploited. Satellite 
data could be used to quantify snow coverage in mountainous regions 
and, in a later stage, even snow properties. These data are crucial for an 
improved spatial and temporal accuracy of forecasts. 
Development of forecast and warning system for “summer” hazards 
needs the recording of further surface and soil properties, and again the 
detection of events (landslides, mud flows, etc.) These data can, in prin-
ciple be obtained by earth based observation and measurement system. 
But they are in general extremely costly and can therefore applied only 
to a very limited extent. Satellite based information should be used as 
far as possible.
A very important aspect for all information is the sensitivity to bad 
weather conditions. The information particularly needed during bad 
weather conditions. Thus the priority will necessarily be on radar or in-
frared type data. 
The recording and communication of a large part of the data is abso-
lutely time critical. The evaluation of the best methods will be very im-
portant.
Detection of events, particularly during bad weather periods, is still a 
great challenge. The possibility of radar detection of avalanches could 
strongly support the forecasters as well as security officials. The follow-
ing chart shows an example of regular avalanche recording in Switzer-
land. Although this map plays a very important role in the Swiss opera-
tional warning, it suffers from the necessarily incomplete information 
during bad weather periods and at remote locations. 
There are several benefits using EO data within the proposed service: 
EO data can be used standalone to generate new products for the service 
portfolio that cannot be obtained by other sources. 
EO data can be used as a complementary information source to com-
plement, enhance or validate information from other sources. 
EO data can be used together with models to tune or initialize the 
model. 
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EO data can replace other more costly information sources. 
EO data is particularly useful for: 
regional monitoring 
regional mapping (classification) 
local scale monitoring 
rapid mapping 
change detection 
Depending on the product type different benefits are offered.  
EO data can contribute to basic information on the terrain such as Digi-

tal Elevation Models (DEM), land use maps etc. to the service portfolio. 
These base information layers are static and are processed before the crisis, 
so that they are at hand when needed. 

The forecast and prevention capabilities are improved by the use of EO 
data through: 

regional monitoring capabilities (such as snow cover, deformation etc.) 
new products that are not available in a similar way from terrestrial 
methods like terrain stability and permafrost processes 
The forecast and prevention information layer, is a dynamic information 

layer (e.g. snow or vegetation state) that needs to be updated on a regular 
base so that in case of a crisis up to date information is available for the 
crisis management. 

In case of crisis the availability of processed (near) real-time EO data 
will support: 

decision-making thanks to improved data/information basis.  
co-ordination of disaster relief/crisis management activities which 
should contribute to safe live and infrastructure, and to reduce costs. 
Depending on the scale of the product and the illumination of the target, 

different systems are at hand that can be combined. Optical sensors that are 
restricted to day and cloud-free situations are complemented by airborne 
and space borne microwave sensors, which operate independently of light 
and weather conditions.

In the post-crisis phase EO data can contribute information providing 
spatial information on damage extent and change detection. It helps to un-
derstand the disaster and supports post-crisis management. 

As already mentioned before, alpine regions are very sensitive ecosys-
tems and the pressure on them is far greater than on other environments. 
Therefore it is important to implement and improve safety measures. Risk 
mapping and the analysis of vulnerability can be seen as an essential part 
in the prevention phase and their results can significantly help to reduce 
losses in life and goods. During a crisis and for the post-crisis analysis, 
both historical and recent information data are needed for the management. 
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To address the needs we have three types of higher level products, base in-
formation layers (maps of static parameters), dynamic information layers 
(maps of dynamic parameters) and derived products such as risk or vulner-
ability maps. The information layers are obtained from ancillary and/or EO 
data. Base information layers are height maps, infrastructure maps, land 
use maps etc. Dynamic information layers cover maps derived from moni-
toring, such as terrain deformation and snow cover maps, or change detec-
tion such as flood maps, avalanche maps etc.  

Derived products are higher level products combining information lay-
ers with models to risk or vulnerability maps. 

SAR (synthetic aperture radar) image processing is also part of the 
ASSIST service concept. We will use state of the art tools for the product 
generation (following a defined workflow). As input raw SAR data (level 
0), single look complex (SLC) or pre-processed images (PRI) will be used, 
whereas Level 0 data will be preferred. The data will be received from 
various data providers.

The processing approach is modular. This helps ensure maximum flexi-
bility for new available SAR data and service node integration. Depending 
on the application, different modules will be used for data processing. 
Available are Interferometric Point Target Analysis, Interferometry, Dif-
ferential Interferometry, Classification and Geocoding and Terrain correc-
tion.

Product quality checks will be done during all processing steps to ensure 
product quality. The final products will be geocoded and terrain corrected 
and will be ready for GIS integration.  

EO Data availability is an important issue for an operational service. EO 
Data needs to be acquired timely and for the location of interest. The time-
liness is affected by three factors: 

Reaction time of the sensor 
Delivery time from EO Data Provider to the Service Node 
Data processing capabilities and performance 
The reaction time of the sensor is the time until the system illuminates 

the target area and acquires data. The reaction time is reduced with the 
amount of sensors and the flexibility of the EO system (e.g. beam steer-
ing). Nowadays it is in the order of days for operational systems.  

2.5 Integration of Navigation and Telecommunication 

The ASSIST concept includes the interchange of relevant data for risk 
monitoring and crisis management within the “ASSIST user network”. The 
network consists of fixed or mobile regional risk management centers and 
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- in case of risk events - mobile equipment used by the staff in the field, 
too. This information has to become quickly available at the scene of dis-
tress. Therefore the mobile working teams will be equipped with robust 
PDA based user devices combined with positioning sensors (GPS, 
EGNOS) and hybrid communication technology (GSM/WLAN; optional: 
SatCom) for facilitating the location of victims, overall coordination and 
situation awareness. 

In detail the mobile devices will assist the rescue teams in terms of 
navigation by visualizing the current position and a track (position history) 
on a digital display showing either relevant EO data, thematic maps de-
rived from EO products, or conventional maps. In addition to that the 
user’s positions will be stored for post-evaluation after the rescue opera-
tion. For example the actual positions or tracks of all rescue teams could 
be displayed in the mission center to provide effective support for the deci-
sion makers (situation awareness) whereupon immediate commands could 
be sent via offered mobile communication links to the mobile teams in the 
field and vice versa. Furthermore such a mobile client will allow accessing 
the central database of the regional risk management centers via mobile 
data connections to upload updated spatial information products, photos or 
reports on the current situation.  

Today many applications in the domain of navigation suffer from the 
limited availability of a single (standalone) communication source. This 
limitation is well known from Line-of-Sight (LoS) obstructions using Sat-
ellite Communication (SatCom), but also from limitations in the coverage 
of cellular networks (like GSM, UMTS) or of terrestrial communication 
links (e.g. VHF, UHF) in case of topographic obstructions. New develop-
ments in the communication infrastructure like Bluetooth and Wireless 
Local Area Networks (WLAN) even highlight the vision of a “fragmented 
communication environment”. The users who need to have permanent ac-
cess to communication links to support safety or security related applica-
tions will have to be equipped with a number of communication devices to 
make sure that one of those might be usable in case a communication link 
is needed. Further on the intelligent combination of these different com-
munication links might offer the possibility to use the cheapest, the most 
secure, etc. data link of those available and support new applications and 
opportunities. Within the ASSIST project a first attempt to increase the 
flexibility and robustness of communication during crisis situation will be 
performed.

ASSIST, in its first attempt, should run through an integral risk man-
agement not only in a theoretical sense, but also with possible practical ef-
fects. A good test area was found in the border triangle of Austria, Italy 
and Switzerland. This area is dominated by two main alpine passes. The 
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region also has well established tourist resorts, in summer as well as in 
winter and therefore is generally exposed to natural alpine hazards the 
whole year round. 

3 Concluding Remarks 

ASSIST offers the unique chance to combine the existing, mostly 
ground based data networks for operational warning and rescue systems 
with the powerful possibilities of EO systems. In stressing these combina-
tions, an increased safety in the sometimes rough Alpine environment, es-
pecially in regard to the mobility in these areas will result. With view to 
the economical, scientific and technological objectives the outcome of 
ASSIST will be representative and relevant for other mountainous regions 
in the EU and all over the world.  
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Abstract

Alsat-1 was initially a know how transfer program. It was to allow to 11 
young engineers acquiring knowledge by the active participation in all Al-
sat-1 project phases. 

Two options were suggested to us: 
Carry out a traditional micro-satellite of the UoSat family having a 
proven reliability but with limited characteristics. All the modules were 
in this case already designed. 
Or, to choose “new generation” micro-satellites that have similar possi-
bilities to those of the commercial satellites and take part of a constella-
tion dedicated to the disaster monitoring with what that supposes like 
rigorous in the satellite operation. 
We chose the second configuration without hesitating and the course of 

the project gave us later reason because it was carried out starting from a 
new design (scratch). Several modules were new in Alsat-1 (the imager, 
the storage unit SSDR) and others derived from demonstratives versions 
having flown once (redundant storage module SA1100 and the High Rate 
Transmitter). This allowed the Algerian engineers to be implied since the 
first phase of the project (Mission Analysis phase). 

1 Alsat-1 Mission Constraint 

The goal of such important phase of the project is to give answers to the 
following questions: 
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Define GSD, swath with and camera FOV  
How can we obtain 3 spectral bands? What bandwidth for the mission? 
What is the required quantization depth for the imager? 
What are the trades between sensors for this mission? 
What optics has to be used?
Identify payloads software tasks. 
Alsat-1 being an experimental satellite built with Algerian funds. It had 

to satisfy Algerian needs first then DMC needs for the remaining time 
(DMC is Disaster Monitoring Constellation - the program to which Algeria 
adhered): Alsat-1 was to be able to cover both missions. 

The answers had, to take into account the mission constraints related to 
the constellation and in particular the daily revisits which had a major in-
fluence on a camera swath width and by consequence on the ground sam-
pling distance - GSD. Therefore we defined two tables: one for Algerian 
needs and the other for DMC needs. We thus listed all the possible appli-
cations for the two missions then from our experience as satellite image 
users (mainly Spot and Landsat), we defined three parameters:  

Swath width: large=300km, average=200km, reduced=100km  
Ground sampling distance: Low=30m, Medium=25m, High=20m  
Spectral Bands: Visible = [.51-.73 µm], Close Infra-red = [.75-.90 µm]  
We formulated these parameters for each application then we sought the 

best possible compromise which satisfies both missions. 

1.1 National Needs 

They rise from the geographical nature of the country. The map clearly 
shows that Algeria consists of two distinct areas:  

The north, where 90% of the population in 95% of the cities are concen-
trated is characterized by small agricultural areas and a dense and rather 
dark geography with much of relief. 
The Sahara, desert with only 10% of population and 5% of the cities is 
characterized by a large homogeneous and luminous extent. 
The topics observed in this case are: drought, marine/industrial pollu-

tion, geophysics, agricultural activity, mapping, etc. 
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Fig. 1. Geographical configuration of Algeria 

Sets of themes observed Swath width GSD Spectral Band 
Drought. large/medium low / medium visible 
Industrial/marine pollution Medium Medium / high visible / NIR 
Geophysics medium/reduced medium / high visible 
Agricultural monitoring medium/reduced medium / high visible / NIR 
Mapping medium/reduced medium / high visible 

Swath width: large=300km, medium =200km, reduced =100km 
GSD: low =30m, medium = 25m, high=20 
Spectral Band: visible=[.51-.73 m], NIR=[.75-.90 m]

Table 1. Topics observed for Algerian needs

1.2 Constellation Needs 

The DMC was configured to function with a minimum of five satellites to 
guarantee a daily image of any point of the world. By joining the DMC, 
Alsat-1 has to conform to this requirement and thus to cover a band of 
600km wide. This implies that the camera of Alsat-1 must have the same 
field of view as the others. 

The topics observed in this case are summarized in Table 2: 

North region 

Sahara (desert) 

1200 km of coast. 

Algeria
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Themes observed Swath width GSD Spectral Band 
Drought large medium visible 
Earthquakes medium medium visible 
Volcanoes reduced high Visible/NIR 
Fires medium/large medium/high visible/NIR 
Floods reduced high/medium visible 
Industrial accident reduced high visible 
Refugees Movement medium high visible 
Camps establishment reduced/medium medium/high visible 
Infrastructure medium/large medium/high visible 
Agricultural monitoring medium/large medium/low visible/NIR 
Hydrological mapping medium/reduced medium/high visible 
Hazard mapping medium/reduced medium/high visible 

Swath width: large=300km, medium =200km, reduced =100km 
GSD: low =30m, medium = 25m, high=20 
Spectral Band: visible=[.51-.73 m], NIR=[.75-.90 m]

Table 2. Topics observed for Disaster Monitoring Constellation 

In conclusion, we can say that Alsat-1 must have a payload able to carry 
out both missions: Independent imaging for Algeria and joint imaging as a 
member of the constellation of DMC spacecraft. Thus, the characteristics 
found for the payload were: 

Large swath width:  600km 
Normal GSD: 32m 
High temporal resolution: daily revisit (with 4 other satellites). 
3 spectral bands: two in the visible and one in near infra red (identical to 
those of Landsat-TM for convenience). 

2 Satellite description 

Alsat-1 is an earth observation satellite which evolves in a sun-
synchronous orbit. It is equipped with two banks of cameras giving a total 
of 600km field of view at 32 meters ground sampling distance in three 
spectral bands: Red, Green and Near Infra-Red. This field of view allows 
the constellation to cover the whole earth within 24 hours. In absence of 
disaster, Alsat-1 is dedicated for Algerian purposes: mainly for remote 
sensing applications. 
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The imaging system allows windowing and it is supported by a total 
storage capacity of two 0.5Gbytes of data which is downloaded to a 
ground station at 8Mbps (within 10min/SSDR). The downlink and the up-
link, both operate in S band at 8 Mbps in normal operation and 38.4kbps in 
commissioning for the downlink and 9.6kbps for the uplink. 

Alsat-1 has an accurate nadir pointing attitude and as part of the constel-
lation, it is equipped with a propulsion system to carry out:  

The circularization of the satellites constellation to correct the launch er-
rors.
The station acquisition to equally separate the satellites from each other 
so the daily global coverage is respected.  
The station keeping to compensate the drag effect and to maintain the 
separation time between the satellites. 

Fig. 2. Alsat-1 structure 

2.1 Payload Description 

The Alsat-1 payload is a multi-spectral camera which works in a push-
broom mode (forward scan is provided by the spacecraft motion). It is in 
fact a couple of two imagers (of three channels each) which work sepa-
rately or both together. This adds flexibility to program images (satellite 
operations).
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For each spectral band (green, red, near-infrared), two channels (from 
both banks) provide a 600 km swath with (5% overlap between them) from 
its 686km altitude. 

Fig. 3. Alsat-1 Imager

Camera

It is a line scan camera system designed to provide medium resolution 
(32m GSD), high dynamic range and low noise imagery from orbit [10]. It 
consists of 6 channels split into two banks and fixed on a V plate. Due to 
the extremely wide swath, each bank acquires half of the scene (with 5% 
overlap) and can be operated individually or synchronized together to 
work in a full 6 channels mode.  

Each channel is in fact an independent camera and contains a complete 
optic-system plus a PCB supporting the sensor & linked to the main PCB 
board in the stack (one main board per bank) thanks to a flexi-rigid PCB 
cable.

The storage is achieved thanks to two adding up Solid State Data Re-
corder (SSDR) based on Power-PC processor and totalizing 1Gbytes data 
and one redundant unit of 128Mbytes based on StrongARM (SA1100) and 
acting as a backup unit. Each bank is linked to the three storage units via a 
synchronous serial input streams at nominal 20Mbit/s allowing a flexible 
satellite operation. 
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2.2 Alsat-1 Characteristics 

Three major characteristics distinguish Alsat-1 from other micro-satellites.  
Wide swath width: The main characteristic of Alsat-1 is to achieve a 

daily revisit in conjunction with the other satellite of the constellation. 
Hence, a large FOV was implemented allowing covering 33.6 million hec-
tares in full size image. (ie: whole Algeria with its 2381741km2could be 
covered by 10 images). 

Windowing: This function was added during the design of the satellite to 
avoid a saturation of the storage units and add more flexibility during the 
satellite operation. Alsat-1 being an experimental satellite, this function 
should allow us to image various types of area (around the world).  

Short Revisit time: The exceptional swath width of Alsat-1 allows ob-
taining a particularly short pseudo period (for a satellite not equipped with 
an Off-pointing capability). This possibility allow to quickly react when a 
disaster occur. 

2.3 Alsat-1 First Results 

356 images were taken during the first year and 380 during the second 
year. Their examination showed qualities close to those of Landsat. The 
spectral characteristics are almost identical on the other hand the Alsat-1 
images showed a lack of sharpness (especially in urban zones) and some 
distortions more classic like: 

The visible “vignettage” effects (unequal optical transmission factor be-
tween the centre and the edge of the optics) due to the exceptional wide 
swath width.
The visible "stripping" effects on both bank (more visible on bank0). 
This effect is created by the CCD sensor. It would result from bad "Re-
set" of the output stage and unequal sensitivity of photo-sites. 
These effects were identified during the pre-flight tests and were easily 

corrected.

3 Disaster Monitoring Constellation - DMC 

The idea of the Disaster Monitoring Constellation was proposed for the 
first time by Professor Chen F.Y. [3] [4] who said that seven satellites at 
772km altitude, on the same sun-synchronous orbit, inclined at 98°, was 
adequate to observe the same point on the ground every 12 hours with a 
400km swath width. It was a good idea but the cost of the large satellites 
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was such that no single owner could afford the cost of conforming to the 
constraints that such constellation imposed (orbit, inclination, swath, GSD, 
etc.).

The originality of the DMC established by Surrey Satellite Technology 
Ltd. (SSTL) is that it was proposed to several countries seeking access to 
space technologies. The low-cost of the micro-satellites included a know-
how transfer and team training program. Hence, the objectives could easily 
be met: 

Train a team of engineers in space techniques while taking part to the 
micro-satellite project 
As a constellation member, gain a continual training for a new team in 
satellite operations in a useful operational field. Experience showed that 
the majority of the micro-satellites carried out within know-how transfer 
program, were rarely exploited beyond the commissioning phase for 
lack of valid operational objectives and for lack of resources also (the 
micro-satellite launch itself is often misjudged as the main goal for the 
project).
By working together in a coordinated orbit the constellation could 
achieve daily imaging capability for its members and for disaster re-
sponse.

3.1 Current Configuration of the DMC 

The constellation currently functions with four micro-satellites, and the 
fifth is under development for launch in 2005 [11]. Three of them are 
equipped with the same multi-spectral camera, identical to that described 
above. The fourth provided with a narrow angle camera (CCD matrix, 
GSD=28m, 4 spectral bands) covers the same 600km swath width thanks 
to off-pointing capability. 

Disaster image requests are currently coordinated by SSTL, and are sent 
by email to each satellite operator. The data downloads are automatically 
done on the respective ground stations or at SSTL ground station (U.K.) (a 
software up-grade to install automated downloads is in progress at the Al-
sat ground station). In addition, the individual ground stations will be 
linked together through Internet broadband thanks to a Mission System 
Planning software (MPS) which should give more operationality to the 
constellation by speeding-up the check of available resources (imager, 
memory free,...) and the images request while preserving the authority of 
each owner on his micro-satellite. 

After one year in space together, including commissioning period, the 
four satellites are currently in position (on the same orbit and equally-
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spaced). The DMC is currently operating as a group of individually oper-
ated satellites. The DMC has shown, within this limit, the ability to react 
quickly to urgent image requests when major disasters occur. Recently in 
response to the UN request for images covering the Philippines floods, the 
DMC provided the RESPOND consortium with regular (5, 6, 8, 10, 11, 14 
and 17 December) images from the DMC satellites of the area of Manila, 
of which an AlSat-1 image was used to produce a spatio-map for distribu-
tion to aid agencies (see Fig. 4). 

Fig. 4. Spatio-map produced using Alsat-1 image 

4 Illustration of Disaster Monitoring Images 

The first months were spent for satellite commissioning. The images taken 
were for demonstration to check modules and operationality of the satel-
lite. The first applicative images were taken on behalf of the Remote Sens-
ing Division (CNTS), whose aims was to re-start studies already done with 
other satellites images (mainly Landsat and Spot), to compare the results 
and thus check the quality of Alsat-1 images for traditional remote sensing 
applications. The results of these studies were presented at the workshop 
Alsat-1 - Users organized by the Algerian Space Agency on 14-15 July 
2003. The conclusions were that as a whole, for traditional remote sensing 
applications, Alsat-1 images gave the same results as those of other satel-
lites with similar characteristics. The only reported remark was that the 
non processed Alsat-1 images, present some radiometric defects (variation 
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of sensitivities between pixels, “vignettage” effect, etc.) which had to be 
corrected.

4.1 Boumerdes Earthquake 

The first disaster image was acquired on May 24th, 2003, three day after 
the devastating earthquake of Boumerdes (magnitude 6.8° ml) which oc-
curred on May 21th, 2003 at 18h44 UTC.  

Fig. 5. Two Alsat-1 images of Boumerdes before and after earthquake 

Fig. 6. Sand banks supposed due to Tsunami effect, close to Zemmouri seaport 

10 March 2003 24 May 2003

10 March 2003 24 May 2003

© CNTS 2003© CNTS 2003

© CNTS 2003© CNTS 2003
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The pressure was important as it was the first time ever that Alsat-1 had 
to show its capacities on a real problem. Unfortunately, due to its medium 
resolution, Alsat-1 images could highlight neither the damage assessment 
nor camp settlement. 

We could highlight only the new distribution of the sand banks close to 
the Zemmouri seaport (known as the closest city to the epicentre) by com-
parison with an Alsat-1 image of the same area taken on Mars 7th, 2003. It 
would be due to the Tsunami which followed the earthquake (the sea was 
withdrawn 200m approximately from the coasts before returning to its po-
sition 15 minutes later with a shift of 10m compared to its first level). 

4.2 Forest Fires Monitoring 

In the summer 2003, we launched a discrete monitoring campaign of for-
ests fires to test Alsat-1 under normal conditions of operationnality. The 
main aim was to show that in the case of forests fires, Alsat-1 images 
could be used as a basis for a fast to-date evaluation of the burned zones 
(in middle of season or following an important fire). This related to all the 
North of Algeria, main forested region of the country (with 3.2 million 
hectares) which is concerned each summer, by important fires. 

Forest Fire Campaign - 2003

Summer 2003, was exceptional as well from the point of view of the fre-
quency of the fires as of the importance of the caused damage (Southern of 
France, Portugal, Corsica, etc). Algeria didn’t escape from this fatality be-
cause this period was marked by a clear temperatures raise exceeding the 
usual averages and increasing by consequences the fire hazards.  

The exceptional size of Alsat-1 images (up to 600x600 km) made possi-
ble to cover the north of Algeria with only two images full size (67 million 
hectares approximately). This wide swath width reduces the revisit time up 
to 2 days in certain cases as for the town of Tlemcen on Table 1. We can 
see that during the summer 2003, 8 pass of Alsat-1 was predicted during 
the month of August. This made possible to “shot” any forest fire up. 

Fourteen (14) images were taken during the period from June to August 
2003. The method adopted for this first monitoring campaign was: 

To take scenes of the target (all the north of the country) by supervising 
the information sources (TV, newspapers, Internet, etc.) to take the im-
ages at the beginning of fire. 
To examine the false color image to locate the burnt zones (grey on the 
image) and to make a coarse estimate of burned surface. Calculation 
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was done by pixels counting at nominal size (32x32m). The aim was to 
make a fast up-to-date inventory of burned surfaces (following each im-
portant fire) to show how fast is to have even coarse but useful informa-
tion for decision makers. 

N° Imaging date and time Sun angle Distance from target 
1 Sun 03 August 2003 at 09:58:43  53.3° 298.30km W   from Tlemcen 
2 Tue 05 August 2003 at 09:36:24  52.6° 204.88km ENE from Tlemcen 
3 Fri 08 August 2003 at 09:51:36 52.5° 134.38km W   from Tlemcen 
4 Wed 13 August 2003 at 09:44:29  51.6°  29.23km ENE from Tlemcen 
5 Mon 18 August 2003 at 09:37:21 50.6° 192.41km ENE from Tlemcen 
6 Thu 21 August 2003 at 09:52:32  50.5° 146.48km W   from Tlemcen 
7 Tue 26 August 2003 at 09:45:22  49.5°  18.13km ENE from Tlemcen 
8 Sun 31 August 2003 at 09:38:13  48.3° 182.09km ENE from Tlemcen 

Table 3. Result of the Prediction software from the 01 to 31 August, 2003 for the 
town of Tlemcen, Algeria [Long. 35.0167°, Lat. -1.4667°] 

The results were compared during a technical day, with those of the 
Forest Conservations and the Civil Protection, obtained by the conven-
tional methods (land surveying, visual estimate...). An important variation 
appeared at the first reading of the results. It was due to several factors: 

The pixel counting was carried out without processing the image. 
The nominal pixels size was supposed (32x32m), identical on all swath. 
No consideration was given to the relief (ground was supposed flat). 
All the grey zones on the image were assumed as burned whereas for 
the Forests Conservation, a clear differentiation existed between 
"burned" and "licked by fire". 
All the zones appearing burned on the image were included in calcula-
tion contrary to the Forests Conservation, where only the burnt grounds 
belonging to the forest field were indexed.  
The objective which was to promote the use of Alsat-1 images appeared 

achieved. A thorough study was ordered with the Division of Remote 
Sensing (CNTS). It was carried out in collaboration with the same partners 
(Direction of the forests, Civil Protection and office of meteorology). The 
objective was to refine the results by taking into account the issued re-
serves. The method was modified [13] by including the ground verifica-
tions.

Thus the image processing taken was done in several stages:  
Identification of the burnt surface on the image (grey color).  
Windows extraction of the image around the burnt surface. 
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Images correction with respect to the topographic map by using anchor-
ing points. 
Identification of the burnt surfaces affecting only the forests field. 
Distinction between “burned surfaces” and those "licked” by flames, 
Measurement of burnt surfaces.  
Calculation of the total burned area (with administrative boundary).  
Ground verification of the result.  
This new step made possible to bring the results closer to those of the 

Forests Conservation. Total burnt surface affecting the forests field was 
brought back to 31859ha compared to 48413 ha of the total burnt surface.  

The objective of sensitizing was achieved and the authorities in charge 
of the forests protection requested the same campaign in 2004. 

Forest Fire Campaign - 2004 

With the experience gained during the 2003 campaign, a more rigorous 
methodology was defined:  

Take scenes of the north of the country to evaluate the up-to-date situa-
tion before the beginning of the campaign. 
Take images of the targeted area, during all summer. 
Make a final estimation of the surfaces burned (end of the campaign). 
Take into account the forest inventory map (study carried out on behalf 
of the Forests Conservation). The map gathers twelve (12) forest topics 
which were combined in one class, for the needs of this study.  
Fieldwork for “rising of doubt” and checking at the same time the situa-
tion of the vegetable recoveries on the last campaign burned area. 
The 2004 summer was characterized by a more moderated average tem-

perature; consequently, less spectacular fires were recorded.  
Six scenes taken between May the 17th and June the 25th were used to 

make the to-date inventory before the beginning of the campaign. It was 
necessary to note the last campaign burned area to avoid including them in 
the 2004 one and to check at the same time the state of the vegetable re-
coveries.

Twelve scenes in total were taken between the beginning of July and 
mid-October. They were used for evaluating the burnt surfaces. As in 
2003, the steps were the same with the difference that the geometrically 
corrected image was to be superimposed to the forest inventory map to ex-
clude from calculation the fires which wasn’t in the national forest field 

The result for this campaign was close to the one obtained with tradi-
tional methods. The total surface burnt was 20% lower compared to that of 
2003. 
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Finally for the management needs, a forest fires map was dressed [2]. It 
includes all the 2004 burnt area superimposed to the national forest inven-
tory layer. It was to help the decision maker visualizing in a graphic way 
all the 2004 assessment. 

Fire of the Var Department (France)

During the 2003 campaign, several images were taken including foreign 
countries. It was the case for the Var department where took place one of 
the most important fire since 1990. Three (03) images on the whole were 
taken; it followed the activation of the charter by French Civil Protection 
[16]. Fortunately, an image of the south of France was taken on June the 
13th. The extraction of a window corresponding to the Var department 
showed a regular Chlorophyllous activity (red colour on the image) mainly 
on the massif of the Maures, massif of Esterel and the Rouet forest (Fig. 
7).

Fig. 7. Region of Var extracted from Alsat-1 image taken on 13 June 2003. 
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The first disaster image was taken after the 2e fire, probably after the 
fires resumption in the massif of Esterel, massif of the Maures having 
burned in the first phase. We followed the same procedures to those of the 
2003 campaign for Algeria, explicitly: visualize false color image to locate 
a burnt area and make a coarse estimation of the burnt surface. Calculation 
was done by pixel counting at nominal pixel size (32x32m). The result ap-
proached those reported by the press at that time. 

Total estimated surface burned = 7277 ha
(Esterel forest: 821ha, Arcs forest: 6456ha) 

Fig. 8. Region of Var extracted from Alsat-1 image taken on 27 July 2003 

A third image was taken one week later on August the 4th, when fire re-
started again due to a violent wind. The result was an extension of the fire 
to reach approximately the double burnt surface.  
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The total estimated surface burned is: 15316ha
(Esterel Forest: 937ha, Arcs Forest: 12499ha, Rouet Forest: 1880ha) 

Fig. 9. Region of Var extracted from Alsat-1 image taken on 04 August 2003 

During this period and knowing that the charter was activated, we tried 
to obtain other satellites images for the same site (Var department) and we 
could obtain from Spot-Image web site [15], two Spot-5 images (at 10m) 
taken in July the 19th and 29th. The examination of these images and their 
comparisons with those of Alsat-1 made it possible to see a spectral simi-
larity of the answers even if the geometrical quality is limited. We can say 
that at this scale, the Alsat-1 images are as valuable as those of Spot (or 
other satellites) especially if they are taken during “eclipse period” (when 
target is not visible from any of the big satellite). It was the case of these 
images with those of Spot; therefore we could reconstitute the scenario of 
the Var department Fire by using a combination of corrected Alsat-1 im-
ages (rotation applied) and those of Spot-5 (see Fig. 10). 
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For Spot 5 images ©CNES 2003 - Distribution Spot Image 
For Alsat-1 images ©CNTS 2003 

Fig. 10. Reconstitution of the 2003 forest fire of the Var department (France) 

Alsat-1 - 13 Juin 2003

SPOT-5 - 19 Juillet 2003Alsat-1 - 27 Juillet 2003

SPOT-5 - 29 Juillet 2003 Alsat-1 - 04 Août 2003
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Southern of France Floods 

In December 2003, an important flood took place in the south of France 
following strong precipitations (up to 200 mm on 04 December). The flow 
of the Rhone river increased to reach a record level of 13000m3/s [6] creat-
ing four breaches along the river from where flowed more than 
300millions m3 (quantity estimated for the Camargue only). The Alsat-1 
ground station team answering the activation of the charter [17] by the 
French Agency of Civil Protection started the image scheduling of the sat-
ellite for imaging the areas affected by the floods.  

The swath width and consequently the short pseudo period made possi-
ble to multiply the attempts to find the opportunity of taking clear image as 
the bad weather conditions (dense cover cloudy) which often follows this 
sort of disaster preventing the cameras from seeing the target. Four (04) 
images were thus scheduled between the 07 & 15 December 2003.  

Fig. 11. Region of Marseille extracted from Alsat-1 image taken on 13 June 2003 
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Broken dykes 

We see on Fig. 11 extracted from a full size image of the south of 
France taken on June the 13th, 2003, that the region is characterised by a 
lot of lakes and ponds. All seems under control and the Rhône river look 
calm. The bright reddish area inform about rural activities (normal as we 
were still on the spring). The dark reddish area is more likely to be forest 
(north-west of Fig. 11). 

Fig. 12. Marseille region extracted from Alsat-1 image taken on 07 December 2003  

On Fig. 12, extracted from a full size image taken on 07 December 
2003, the river seems broader compared to the image taken during sum-
mer, on June 13th 2003 (Fig. 11). 

We can see the extent of the zones flooded along banks of the river and 
distinguish at least two of the four broken dykes. Sediment carried by the 
floods is tinting the seawater a bright blue on the mouth of the Rhône 
River on the Mediterranean Sea. 
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Fig. 13. Marseille region extracted from Alsat-1 image taken on 15 December 2003  

Ten days later, we succeeded to take another free clouds image from the 
flooded area (Fig. 13) which showed that the river started to drop down 
except for Grand Rhône. We can see that the sediment is still carried by 
this branch of the river making the water brighter.  

The two small images show the restored dykes after they were repaired. 
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5 Conclusion 

Alsat-1 was designed by taking into account the disaster specifications. 
The first tests showed satisfying results. The image quality was good and. 
the artefacts were easily corrected. 

A wide swath width was valuable characteristic as it reduced signifi-
cantly the delay of having images back by allowing a short revisit time, 
beneficial when the target is in a bad meteorological area (as we can 
schedule many images until we succeed). 

During the first two year of exploitation, several disaster was imaged 
and first processing done. 

For flooding and forest fire case, Alsat-1 resolution permits a quick 
evaluation of damage by pixels count. Even if it is approximate, it is often 
valuable especially for 3rd world country where the road network are in-
adequate and a decent map hard to find. 

However, for earthquake or industrial accident (Alsat-1 image was 
tested in the Skikda GNL explosion in January 19th, 2004), it seems not 
adapted as we couldn’t clearly see any damaged area even if we knew 
where it is. We suppose that the limit comes from the medium resolution 
of the camera and the lack of sharpness (some image pre-processing have 
to be done). 
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Abstract

Recognizing an increasing demand for up-to-date and precise information 
on disaster and crisis situations the German Remote Sensing Data Center 
(DFD) of DLR has set up a dedicated interface for linking the available 
and comprehensive remote sensing and analysis capacities with national 
and international civil protection, humanitarian relief actors and political 
decision makers. This so called “Center for Satellite Based Crisis Informa-
tion" (ZKI) is engaged in the acquisition, analysis and provision of satellite 
based information products on natural disasters, humanitarian crisis situa-
tion, and civil security. Besides response and assessment activities, DFD-
ZKI also focuses on the provision of geoinformation for medium term re-
habilitation, reconstruction and prevention activities. DFD-ZKI operates in 
national, European and international contexts, closely networking with 
public authorities (civil security), non-governmental organizations (hu-
manitarian relief organizations), satellite operators and other space agen-
cies. ZKI supports the "International Charter on Space and Major Disas-
ters", which is a major cooperative activity among international space 
agencies in the context of natural and man-made disasters.  

Different examples on the analysis and fusion of satellite imagery for in-
formation extraction and mapping actions in several disaster events are 
presented. These include examples from earthquakes, floods, forest fires as 
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well as man made disasters and humanitarian relief. The full cycle from 
emergency call, satellite tasking, data acquisition, pre-processing, interpre-
tation, map generation and provision of the information to the end-user is 
presented. In all the demonstrated cases the data were generated and pro-
vided either through in house satellite acquisitions, the International Char-
ter on Space and Major Disasters or through other national and interna-
tional data provision networks. It is shown how satellite imagery can be 
assessed, processed and turned into information products provided to deci-
sion makers within hours. Furthermore, gaps between research and real 
world, near-real-time mapping requirements are discussed. 

1 Introduction 

During the recent years there has been an increasing demand for up-to-date 
and precise information on disaster and crisis situations in Europe and 
world-wide. The reasons are manifold. The vulnerability of societies and 
infrastructure has increased. The weather pattern most probably has been 
shifted to more extreme precipitation, wind speed etc. Finally the regional 
and global cooperation of relief actors has been extended strongly. Satellite 
imagery serves as a source of information in crisis, emergency as well as 
during natural disaster situations. Having recognized this need, the German 
Remote Sensing Data Center (DFD) of the German Aerospace Center 
(DLR) has set up a dedicated interface called ZKI for linking its compre-
hensive operational remote sensing data handling and analysis capacities 
with national and international civil protection and humanitarian relief ac-
tors as well as with political decision makers. 

In order to provide up-to date and relevant satellite based cartographic 
information and situation analysis, it is necessary to establish very efficient 
and operational data flow between satellite operators, receiving stations 
and distribution networks on the one hand and the decision makers and re-
lief workers on the other. Service lines and feedback loops have to be es-
tablished to allow best possible data and information provision as well as 
optimized decision support. 

2 Servicing All Pillars of Civil Human Security 

The work experience of the past years in the domain of civil disaster and 
crisis analysis using satellite imagery shows that the separation lines be-
tween disaster management, humanitarian relief, development cooperation 
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and civil security have been vanishing more and more. When for example 
a camp for internally displaced people in Darfur/Sudan is set up, this is a 
classical humanitarian relief logistics and support task. Nevertheless, it 
also involves aspects of disaster management, when heavy rainfalls flood 
wadis and block land transportation. It may also involve security related 
questions, when camp inhabitants or relief workers are exposed to threads 
of attacks or riots. As a result of this, DFD-ZKI serves all involved pillars 
of civil human security: basic disaster management support, humanitarian 
relief activities, civil security efforts as well as sustainable development 
projects.
The following examples on the analysis and fusion of satellite imagery for 
information extraction and mapping actions in several disaster events illus-
trate the work in detail. 

During the flooding of the river Elbe in Germany in August 2002 the 
DFD acquired in cooperation with the European space agency (ESA) and 
other national and international partners all available satellite data (e.g. 
ERS, IRS-P3-MOS, MODIS, NOAA, IRS 1C/1D, Landsat 7, ENVISAT 
ASAR) and made them available to external users for situation analysis 
and flood inventory (Fig. 1). The DFD used its own satellite receivers and 
prepared the raw data in-house. After the Charter was triggered, additional 
satellite data from the European ERS-2, the Canadian RADARSAT, the 
French SPOT, the Indian IRS Satellite as well as DLR’s BIRD satellite 
system were provided to assess the situation and support crisis manage-
ment. More than one hundred satellite scenes were acquired. 

Because of the continuing refugee situation and the onset of the rainy 
season in western Sudan in august 2002, the humanitarian relief organiza-
tions working there were in urgent need of up-to-date, detailed maps (Fig. 
2). In consultation with UN-OCHA, Germany’s disaster relief organization 
(THW) and the German Red Cross (DRK), the crisis regions around the 
cities of Al Fashir and Al Junaynah were mapped. The focus was on ascer-
taining the road network, its condition, and the traversability of possibly 
flooded wadis and river valleys. Recording settlements and refugees camps 
and their current size was also of high interest. Satellite data for the maps 
were made available through the "International Charter on Space and Ma-
jor Disasters" and processed and interpreted in the context of the ESA 
GMES Service Element "RESPOND". 
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Fig. 1. The Elbe flood between Torgau and Wittenberg mapped with Landsat 7 on 
August 8, 2002. The flooded areas can be recognized in light blue, in dark-blue 
the original course of the Elbe River  

Fig. 2. The Al Fashir region in Sudan/Darfur based on LANDSAT, SPOT and 
ENVISAT-ASAR satellite imagery. The changing road network and settlements 
were digitized comparing recent SPOT and ASAR imagery from August 2004 
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On May 6, 2004 a military arms dump close to the village of Novobog-
danovka in southern Ukraine exploded (Fig. 3). According to press state-
ments 10.000 people in the surrounding villages had to be evacuated and a 
major highway and railway line connecting the cities of Melitopol and 
Zaporizhzhya had to be blocked. The arms dump was completely de-
stroyed and large amounts of debris were hurled hundreds of meters and 
even kilometers into the neighboring villages and agricultural land. The 
satellite imagery shows that some fires were still burning 36 hours after the 
explosion.

Fig. 3. The explosion site south-east of Novobogdanovka in southern Ukraine in 
detail, as mapped by satellite on May 8, 2004, approx. 46h after the onset of the 
disaster

For the "Afghanistan-Conference" in Bonn and the "Geberkonferenz" in 
Berlin in 2001, the Foreign Ministry needed maps for presentation pur-
poses (Fig. 4). Also the humanitarian relief organizations like the "German 
Red Cross" (DRK) and the German disaster relief organization "Tech-
nisches Hilfswerk" (THW) had an urgent need for information about the 
status of possible supply routes into Afghanistan from neighboring coun-
tries. Therefore DFD analyzed archive data and collected all kind of avail-
able geographical information from different sources. In a short time vari-
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ous maps, satellite images and recommendations for the best routes into 
Afghanistan could be reported to the public authorities. 

Fig. 4. Topographic map of the border region Afghanistan-Tadzhikistan with up-
dated information about the infrastructure 

3 Earth Observation for All Phases of the Disaster Cycle 

Besides response and assessment activities in emergency cases DFD-ZKI 
provides geoinformation products and services during all phases of the 
“disaster” or “crisis cycle” (Fig. 5). This includes mapping and analysis for 
risk assessment and prevention measures before a crisis or disaster occurs. 
During an event assessment, localization and quantification of a given cri-
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sis situation are provided. In the transition phase between relief and recon-
struction information products for coordination and planning are devel-
oped. Finally, mapping and monitoring services during the reconstruction 
and preparedness/prevention phases are produced. It is only natural that 
these different phases require information products at different scales in 
time and space. The in-crisis information products, such as damage as-
sessments for cities, or flood extent maps may be generated for distinct ar-
eas and at given scales. The planning and risk assessment mostly covers 
much larger areas. For example the localization of potential natural disas-
ter risk areas or humanitarian crisis regions can be extremely difficult be-
forehand. Furthermore it proves to be difficult to convince funding agen-
cies to provide the required financial basis for such preventive detailed 
crisis hot spot mapping. 

Fig. 5. Satellite and Geoinformation can serve civil human security during all 
phases of the disaster or crisis cycle. Any information products such as a base 
maps or a damage assessments can also often be used during several phases of the 
cycle

The examples given in the section before can be grouped into the disas-
ter cycle as follows: While the activities during the Elbe flood were an in-
crisis disaster respond, the satellite image products generated at a later 
stage were used in many cases for the planning of reconstruction and pre-
vention. The mapping of the area around Al Fashir in Darfur/Sudan can be 
characterized as a base mapping activity in a humanitarian emergency re-
lief situation. The analysis of the explosion in the Ukrainian arms dump 
can be considered an emergency relief mapping; however in the civil secu-
rity domain. The consultancy and disaster reduction work conducted for 
Afghanistan is primarily dedicated to the reconstruction and prevention 
phase of the cycle. 
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4 Interfacing between Space Technology and the Relief 
Community 

The acquisition, handling, analysis and provision of earth observation data, 
especially when performed in very short time frames, is still a very com-
plex task. However, it is important to support an easy use of this informa-
tion source, not only for scientists and military experts, who often have the 
required financial and technological means to access these systems. It is 
the scope to facilitate and simplify the use of existing space technology 
and information sources for decision makers in the civil protection and the 
humanitarian relief sector (Fig. 6). They often do not have access to these 
technologies, despite the need for topographic base information or situa-
tion analysis. In order to fulfill its tasks DFD-ZKI operates in national, 
European and international contexts and collaborates closely with public 
authorities (civil security), non-governmental organizations (humanitarian 
relief organizations), scientists, satellite operators and other space agen-
cies.

Fig. 6. The DFD-ZKI supports the internal and external coordination between 
space providers and the relief community; it provides training and support, con-
ducts research and development projects and supports the international charter on 
space and major disasters 
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One of the key elements of the process of linking space technology and 
the relief community is mutual education of needs, requirements and to 
carefully communicate the potential and the limits of space based technol-
ogy. It often occurs that the capacities and capabilities of space systems are 
highly overestimated and it is often difficult to overcome resentment, once 
expectations could not be met. Thus, it is of primary importance to keep up 
an open the dialog to ensure that the geospatial sector does not oversell its 
capabilities and capacities to the relief community. 

5 Supporting the “International Charter on Space and 
Major Disasters” 

DLR strongly supports the “International Charter on Space and Major Dis-
asters" through the DFD-ZKI. The Charter is a major cooperative activity 
among international space agencies in the context of natural and man-
made disasters. It is based on a frame work agreement between half a 
dozen space agencies to provide, in case of major natural or man made 
disasters, recent or archived satellite imagery in an informal way to author-
ized users free of charge. This Charter can be triggered through the mem-
ber states, the UN or the European Union and it operates at 24/7 and best 
effort basis. After an initial phase, each activation of the Charter is coordi-
nated by a so called project manager, who interfaces between the author-
ized user and the involved space agencies. DLR has committed itself to 
support the Charter through such project manager (PM) work and has co-
ordinated and supported several Charter activations in Germany, Europe 
and world wide. The role of the PM is to translate the user needs and the 
given disaster situation into appropriate satellite commanding, archive re-
trieval, image analysis and mapping. Whereas the Charter formally only 
commits to provide raw satellite imagery it is commonly agreed that the 
end users can only make use of satellite imagery acquired from optical or 
radar satellites if they are transferred into satellite maps or thematic inter-
pretations. Thus, the PM is also heavily involved in image interpretation 
and map production at his premises or mandates the tasks to third parties. 
DLR has set up a tight in-house network of image analysis experts from all 
thematic areas of Earth Observation, which can be consulted to support 
image interpretation at very short notice. 

Since the flooding of the river Elbe the DFD-ZKI has supported a num-
ber of Charter activations as project manager; two examples will be illus-
trated in the following. On August 5, the Portuguese fire brigade requested 
activation of the Charter and DFD-ZKI took over the project management 
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at the request of ESA and coordinated data distribution and analysis. In 
addition to the satellite data already provided by DFD-ZKI and its partners 
from NOAA-AVHRR, MODIS and DLR's own BIRD satellite (Fig. 7), 
other information was made available for evaluating the situation and for 
crisis management. During the 18 days of the Charter activation 52 satel-
lite images were delivered as georectified data sets. NOAA-AVHRR fire 
masks were provided daily in the morning, only a few hours after the ac-
quisition.

On December 27, 2003 the area of Bam in the Kerman Province located 
in south east Iran was stuck by a severe earth quake in the early morning 
hours. Supporting the international relief activities undertaken by various 
humanitarian organizations in the area around the city of Bam and support-
ing the activation of the Charter, the first damage analysis maps based on 
IKONOS satellite imagery were made available. The satellite image 
showed extreme damages resulting from the earthquake. In some ex-
tremely affected areas, whole quarters of buildings were leveled (Fig. 8). 

Fig. 7. Forest fires near Castelo Branco, Central Portugal, mapped by BIRD on 
August 4, 2003 (temperature release indicates recent fires, burned areas are shown 
in light grey) 
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Fig. 8. Intact (left) and damaged (right) infrastructure after the Earthquake in 
Bam, South-Iran, mapped by IKONOS on December 27, 2003 

6 The DFD-ZKI Service Cycle 

In order to serve the full cycle from an emergency call or request for assis-
tance through satellite tasking, data acquisition, analysis, map provision 
and interpretation staff at DFD-ZKI has to go through a long chain of steps 
involving coordination of satellite commanding and data reception tasks as 
well as data ingestion, pre-processing, correction and analysis (Fig. 9). 
Later on, the image data have to be interpreted in order to extract the re-
quired information and generate an appropriate mapping or reporting prod-
uct. For this purpose algorithms for hot spot detection, vegetation analysis, 
generation of digital elevation models or for feature extraction are of great 
support for the image analyst. In many cases, however, these are not accu-
rate or reliable enough for automated information extraction and thus also 
still a lot of visual interpretation and image fusion skills are required to 
generate fast and reliable information products and maps. Sometimes even 
maps or images are not the proper way of transporting the derived infor-
mation. In these cases, reports or statistics are used to even better aggre-
gate and communicate the satellite information, such as estimated number 
of affected people, area of land flooded, most severely hit areas, etc. Dur-
ing the past years it has also been shown, that training and consulting of 
the decision makers and field workers in the ministries, NGOs and other 
relief agencies plays a key role in proper understanding and accepting the 
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space based information products as one information source for decision 
making or mission planning. 

In many cases it is not enough to go through this service cycle once. Of-
ten, especially in very complex, evolving or unclear crisis situations it is 
necessary to re-iterate parts of the process. If, for example a large forest 
fire situation (e.g. Portugal 2003) evolves strongly over time, first coarse 
satellite observation, e.g. NOAA AVHRR, may be used to identify the hot 
spots and most severe fire concentrations at a coarse cartographic scale. At 
a later stage on-command high resolution satellites such as the IKONOS 
system are tasked for a damage assessment in the most affected munici-
palities at a scale of 1:10.000 or better. 

Fig. 9. The DFD-ZKI service cycle 

7 Conclusion 

With the given examples it could be shown, that earth observation can suc-
cessfully provide a beneficial support of disaster management, humanitar-
ian relief and civil security. It was shown how satellite imagery can be ac-
quired, assessed, processed and turned into information products for 
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decision makers within hours. It was also discussed that research and op-
erationalization gaps exist between current state of the art automated fea-
ture extraction or automated map generation on the one hand side and real 
world, near real time requirements in actual disasters events on the other. 
Space technology today is still very complex and the different satellite sys-
tems require sophisticated processing techniques, which can not be han-
dled by an individual relief organization for example. As a consequence it 
is of primary importance that the space technology and geo information 
sector provides easy to use and ready to access information solutions to the 
relief community. Care has to be taken at all instances that overselling of 
capabilities has to be avoided by all means, in order to build reliability and 
credibility in the suggested high-tech solutions for often low-tech prob-
lems.  

Due to the complexity not only of space technology but also of the geo-
spatial information sector as a whole, efficient cooperation networks have 
to be established along the full data acquisition, analysis and provision 
chains in order to set up meaningful and acceptable geoinformation solu-
tions for the relief sector. 
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Abstract

In the Italian landscape there are a lot of Cultural Heritage sites, thirty 
seven of which are parts of the Unesco world heritage list. It means that 
frequently the disaster management has to deal with Cultural Heritage 
problems, such as preservation, safeguard, reconstruction, etc. Preserving 
Cultural Heritage for future generations is a duty; the importance of this 
task is proved by the attention which important international organizations 
have towards it (UNESCO, ICOMOS, CIPA).  

It is possible to conceive two different risk typologies for Cultural Heri-
tage runs. The first one, which could be called “ordinary” is the normal 
(inevitable?) decay due to age, so a low traumatic but continuous action; 
the second one refers to isolated impulsive events (earthquakes, fires, 
floods…). The correct approach to face these two kinds of risk is to get an 
accurate documentation of objects, buildings and sites. In fact, a whole 
knowledge of the object is able to lead both the common planned mainte-
nance, and possible extraordinary restorations.

To correctly document an object, it would be important to have a 3D re-
alistic model; its exploration could let the user achieve differently detailed 
data (both shape and radiometric), depending on the level of inquiry. 
Nowadays, the preferred way to achieve this goal passes through an inte-
grate use of different survey technologies; in addiction a unique site refer-
ence system should be adopted. As a result of such choice, it would be 
possible to integrate all the surveys made at different epochs; moreover, 
alphanumeric information coming from different kind of studies could be 
associated to this precise geometric base in a GIS environment. This kind 
of tool is important for the management, registration, maintenance, and 
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updating of the data; besides it makes consultation easier and offers the 
chance to join data for interdisciplinary analysis. 

This article focuses on the integrate use of digital photogrammetry and 
LIDAR, which in recent years were involved in a deep technology pro-
gress; an interesting recently conceived tool, that can be easily created by 
adopting these two techniques, is the so called solid image. It lets the user 
access and manage 3D data through simply viewing a 2D monoscopic im-
age; it adds correct 3D metric information to simple photos, so that infor-
mation is much easier to be gained also by people who are not survey ex-
perts. The results of some test applications are exposed. The tests were 
carried out on some decoration stones in the Guarini Chapel, in Turin, 
where the Holy Shroud was held before the tragic fire in 1997. Another set 
of tests was carried out in cooperation with the Cultural Heritage Safe-
guard Office of Valle d’Aosta (northern region of Italy) and centred 
around the creation of a GIS for the management of the archaeological 
data on the walls of the important and well preserved medieval Castle of 
Graines.

Fig. 1. Guarini Chapel Fire in 1997

1 Involved Technologies 

Photogrammetry and LIDAR applications have a great spread, mainly be-
cause of the facilitations brought by their technological progress; further-
more their integrate use, makes it possible to easily create complete and 
accurate survey products. 

Photogrammetry is a well known and consolidated technique; with the 
development of computer and electronics, it became “digital”, both on the 
on site operations side, and on the office operation one (digital plotters, 
cameras, etc.).  
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As a result, photogrammetry became a very quick technique: in situ, 
there is the chance to immediately view the taken photos, and see if they 
are as planned; it is possible to immediately pass to in office operations, 
because there is no waste of time due to development and digitalisation 
process; radiometry can be adjusted via software, and digital images have 
no problems of long-term deformations; moreover the internal orientation 
process is automatic, and complex computations are possible. 

LIDAR (terrestrial laser scanner) is a relatively new technology; many 
efforts from both the University and the both industry side have been made 
to test its applications in different contexts. A laser scanning machine can 
be considered as a high automation reflectorless total station; by means of 
a laser based measurement of distance and accurate angular movement, a 
target object is sampled in a regular mesh of 3D points. 

One of the most interesting applications of such an instrument is the fast 
and economic way to create DDSM (Dense Digital Surface Model); by us-
ing other techniques (e.g. total stations, photogrammetry) it would be an 
incredibly time-consuming process. Besides, most of laser scanner ma-
chines can nowadays have a digital camera mounted on them: in this way 
it is possible to immediately assign to each point a RGB information. In 
the near future, then, it will be possible to have these machines equipped 
with a GPS antenna: this would allow to insert survey results almost im-
mediately into a cartographic system. 

Fig. 2. Mensi S-10 and Riegl LMS Z420i 

It is however important to insert all survey results into a GIS environ-
ment; this makes it possible to access all the information about a site by a 
unique tool. The GIS project is essential in integrating and structuring all 
the information about a site, both geometric, and alphanumeric. From the 
geometric side, data can be of different types. 
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Vector elements (e.g. CAD format), can come from a photogrammetric 
process or be the results of manual or instrumental surveys (architectural 
or topographic); the main aspect is the fact that this kind of information is 
punctual, referred to specified elements of interest. 

Raster data, can have the same informative contents of the previous ones 
(e.g. cartography); besides they can be an image of a specific site charac-
teristic: e.g. from a LIDAR survey, it is possible to get an elevation image 
of the site (DDSM). Moreover, it is possible to have metrically correct re-
alistic views: orthophotos rectify photographic images, so that it is possible 
to make measurements on them, but their radiometry decays because of the 
resampling process. In this way the interpretative contents of this product 
is less than the original photos’ one. 

Some products, like 3D surface models and solid image, are able to 
augment the understanding of a site; they can’t be directly managed in a 
GIS environment, but can be easily accessed through it. The first ones are 
able to give a whole surface understanding (e.g. VRML models), but users 
are not yet used to them, still preferring traditional 2D supports; they come 
from 3D point clouds, acquired by LIDAR, which have been elaborated by 
specific software. The second ones turn the philosophy of orthophotos up-
side down: they have the original radiometric contents unaltered and they 
add 3D information to it, by reprojecting the DDSM. In this way it is pos-
sible, through a common photo looking 2D interface, to have the 3D coor-
dinates of every points in the image, and to use a set of predefined tools to 
make analysis and measurements. This product can be created using a spe-
cific software called LSR2004® developed by the Politecnico di Torino 
geomatics research team, whereas it can also be used by means of common 
commercial software such as Adobe Photoshop®, using a free plug-in. 

2 Guarini Chapel Survey Test 

The first test was held in the Guarini Chapel. The Politecnico di Torino 
geomatics research team was involved in integrating the geometry base 
that had to be the GIS project framework: in fact restorers filed to find a 
satisfactory documentation, in particular regarding some details of the in-
ternal decoration. This meant a not reliable reference model could be rec-
reated. Also because of the fact that the statics of the building were in-
volved, a tool able to let restorers analyse the object in safe place was 
needed.

The team tried to complete this shape model by an integrate use of digi-
tal photogrammetry and very high precision laser scanner. 
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In reconstructing the shape model of some decoration stones, a high ac-
curacy was necessary; all the fractures of the stone had to be documented. 
The survey context and the small room available on the scaffolds, practi-
cally determined the survey configuration. 

Because of the practical impossibility of connecting to the vertexes of 
the global reference network, local reference systems, located by their po-
sition in the scaffolds, were adopted. Furthermore, to speed up the photo-
grammetric in office operations, the Cyclop® system was used; it is made 
up of a calibrated bar, where a camera (in the specific case Nikon D1x) can 
move to different prefixed positions, and a specific software to immedi-
ately create the stereoscopic model and start the restitution. During the im-
age acquisition, photographic lamps were used to illuminate the object 
without altering its radiometry. 

Fig. 3. Cyclop bar with D1x camera 

The object was then scanned by a high precision triangulator LIDAR, a 
Mensi S-10, able to measure distances with an accuracy of about 0.1 mm. 
Different scan resolution were used trying to balance the time needed and 
the dimension of the scanning grid. A good compromise was found using a 
step of 1.5 mm at an average distance of 2 meters: a couple of hours was 
needed to survey an approximate 2*1 m2 object; some problems due to the 
low temperature of the environment were encountered at the startof the la-
ser operation. Digital images were oriented on the DDSM created using 
the LIDAR technique and solid image of the objects were generated. Fo-
cusing the survey process on the creation of the solid image, it made it 
possible to store a great deal of information for possible future deepening 
in the study process: 
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Point clouds; using them it was possible to get surface models, that 
could also be used to create prototypes for the restoration;  

Fig. 4. A 3D surface model of Guarini Chapel decoration stone 

digital photos coming from the use of Cyclop; at any point in time, it is 
possible to create a stereoscopic model and to return elements of inter-
ests, even only in some specific points of the surveyed object. 

Fig. 5. Cyclop restitution window 

Creating surveys products after a disaster happened made more evident 
the importance of doing such a kind of operation in advance; in this way 
restorers could have a precise documentation of the object as it was before 
the event, a model to guide their work. 
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3 Graines Castle Survey Test 

The geomatics research team of Politecnico di Torino designed a GIS 
for the collection of data coming from many disciplines (geology, history, 
archaeology), about a territorial census of Valle d’Ayas archaeological 
sites.

Fig. 6. Graines Caste in the Archeological census GIS tool 

A kind of data stored in the tool were high scale surveys: they were lo-
cated by a medium scale cartography (1:10.000). In this way it is possible 
to achieve an overview of the whole area, from which users can reach de-
tailed survey data of a specific site using hyperlinks. 

A survey was carried out on a well-preserved medieval castle (Graines, 
in Aosta Valley); this site was not hit by any particular disaster, except the 
usual decay due to age. The attention was focused on a part of the bound-
ary wall, particularly interesting from an archaeological point of view. In 
this case there was less need for precision, but a longer acquisition range 
was required: different kind of instruments were therefore used. The main 
difference was the use of a Riegl LMS-Z420i “time of flight” laser scan-
ner: this meant the chance to also record information about the reflectivity 
of the materials. This machine, then, was equipped with a digital camera: 
besides the photo taken in a normal photogrammetric work, a greater num-
ber of images were available. In this test it was interesting to try the use of 
photos coming from the different cameras: in both case it is possible to get 
solid image but the use of the camera mounted on the laser scanner ma-
chine, makes it possible to immediately have the external orientation pa-
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rameters of the photos. In this way there is no need for a time consuming 
orientation process; the main disadvantage is to be bound by the chosen 
scan positions: to sample the object in an accurate way, a proper distance 
has to be adopted in the taking, and this can limit the field of view of the 
photos. As 3D supports are still not popular among users, orthophotos 
were also used as a familiar base for the GIS. This in fact was useful for 
the stratigraphic analysis of the boundary wall made by archaeological ex-
perts: the creation of the vector elements of the stratigraphic units could be 
done and alphanumeric data could be associated to them.  

Solid image can be completely integrated in GIS environments. By an 
hyperlink, it is possible to open a solid image by selecting an object this 
tool refers to, and vice versa, it is possible to insert vector points in the 
project by recognizing them in the image (Fig. 7). This was great potential 
compared to photogrammetry: there is no intermediation in choosing 
which elements of interest have to be returned. 

Fig. 7. Hyperlink between GIS elements and solid image; from 3D points in the 
solid image it is possible to create vector elements in the GIS. 
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4 Conclusion 

Correct documentation is the proper way to deal with Cultural Heritage 
sites: the building up of a GIS, makes it possible to store all the study re-
sults and information, which can lead an ordinary or extraordinary restora-
tion action. The choice of a unique reference system and the integrate use 
of modern survey techniques makes it possible to have an accurate geo-
metric base, built with the best benefits/cost ratio. The study cases showed 
the potential of the solid image: this product could be used in many differ-
ent situations in the near future. This is due in particular to three reasons: 
the automation of the production process, its user friendly approach (in 
fact there is 3D information in a 2D environment, easier to manage), and 
the completeness of the 3D information joined to an RGB image. 

The creation of this tool is highly automated; it makes use in the best 
way of the potential of advanced technologies available today, like digital 
photogrammetry and LIDAR technique. It speeds up the creation of a final 
result, using which non technician people can select interesting elements 
and eventually can decide to deepen the study of the object by creating 
stereoscopic models where necessary, or 3D surface models.  
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Abstract

1 Introduction 

The current document briefly reviews the risk and disaster management is-
sues to identify the major issues to be dealt with, then it defines WIN pro-
ject contribution to these issues. 

2 Problem Statement 

Risk and disaster management include various activities performed all 
along the disaster management cycle:  

risk prevention and risk mitigation activities, 
response phase activities, 
post-disaster and reconstruction activities. 
The various activities are performed by a large set of actors at regional, 

national, and European levels; these actors play different roles and thus 
have complementary point of views on the problem ; some may perform 
both real time tasks in the response phase, and non real time tasks for other 
phases.

Studies like BICEPS have already pointed out the necessity to intercon-
nect the different data and actors.
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The definition, the set-up and the deployment of a disaster management 
environment to support some critical part of disaster management is a chal-
lenging action, that faces a problem with complex components:  

the various communities involved in disaster management have their 
own organization and there is few or no overall links between them;  
every thematic field involves some specific actors and practices, 
the European context implies work performed in various mother-tongue 
languages,
there is a extremely wide range of data generated from multiple sources 
(including Space and/or airborne earth observation and in-situ data) but 
there is no global catalogues or easy entry-point on which the activities 
can be based, 
there is an extremely wide range of useful services (like monitoring, 
modeling, analysis, etc.), but currently few action of integration of these 
services,
even if there are on-going standardization actions, these actions are not 
completed, so there is a wide multiplicity of format and tools involved 
in the process, 
there is a need for a wide open environment, but there is also a need to 
protect the data and the access on these data. 
The “challenge” to be faced is not limited to provide some useful infor-

mation but: 
to be in position to provide qualified information or services,  
to provide every actors with global view on relevant data and informa-
tion, and easy access to these relevant sources of data/information, 
to provide actors with reliable co-operative working environment allow-
ing to minimize usage of operational flows like faxes or phone call and 
replace them by electronic multimedia exchanges, 
to allow definition by actors themselves of work-flow that it is possible 
to automate, to act along well-defined process with defined actions.  
to circulate information through computers network with secure ex-
changes instead of telephones calls and other paper-like exchanges, 
there is also place for combination of Space data with in situ data in or-
der to get strong advantages resulting from both sources. 
To perform a qualitative progress with respect to current situation, it is 

needed to work in parallel on several axes: 
Multi-lingual terminology : to clarify and harmonize the terminology all 
along the risk management cycle, to enlarge the scope of  the terminol-
ogy tasks to the multilingual context. 
Modeling and Automation of existing processes : need to analyze with 
relevant risk management actors their processes, to derive generic proc-
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ess models and to provide communities with means to set-up their own 
automated work-flows. 
Data and Information:  

to help actors to easily access multiple data-source and formats in 
heterogeneous environment taking into account European geo-
information standards (INSPIRE), with a potential benefit on data 
management and on further value added data processing,  
to support combination of EO and in situ data , thus breaking through 
the limitations of each kind of data , with a potential benefit on new 
value added data processing and optimization of sensors budget, 
to analyze the needs for information display and provide relevant ge-
neric services, with a potential benefit on easier operations for users. 

Networking of actors : there is a need to facilitate co-operative working 
between actors and circulation of information, but with secure access 
controls and secure exchanges, with a combination of benefits on effi-
ciency of operations and reliability. 

3 Project Summary 

Wide Information Network (WIN) Integrated Project has started in Sep-
tember 2004 as part of the GMES FP6 European framework. WIN has the 
objective of integrating all existing reference results or initiatives to con-
tribute to the design, development, and validation of a “European Risk 
Management information infrastructure ”. WIN will be a major element of 
the future overall ESDI and as such represents an important innovative 
component with potential great benefits in the European picture of Opera-
tional Disaster Management. 
The main issues tackled in WIN relate to: 

The definition of a data/information model valid for several thematic is-
sues of risk management in Europe. 
The architecture of the info-structure optimized in terms of use of state-
of-the-art information technologies (Web, Grid,…), and high capability 
to inter-operate data, services, and risk management actors. 
The coverage of business and organizational aspects through the sub-
network and charters concepts. 

The overall WIN duration is 36 months. WIN project is first focused on 
the identification of user requirements and of technical requirements, and 
on the prototyping of the potential solution ; in the thematic field analysis, 
performed through use cases, emphasis is put on the identification of needs 
that are “generic” or  transverse to various thematic fields; the goal is to 
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derive a generic services architecture , relevant for several thematic fields; 
for each thematic field, the info-structure can  be reconfigured based on 
specific field models and some customization,  and specific complemen-
tary services required for the thematic field are connected to the generic 
services platform. 

Three main milestones allow to validate the progress at the end of the  3 
years of the project: 

The Preliminary Design Review performed at T0+12 months allows to 
check both the user/system requirements and the preliminary design of 
the information infrastructure ;  the preliminary design is checked on the 
basis of architecture document and through demonstration of mock-ups 
and prototypes, illustrating the critical points of the architecture. 
The Critical Design Review performed at T0+24 months allows to 
check the detailed design the progress of the system integration, and the 
definition of WIN experiments and evaluations. 
The Final Review allows to get lessons learned from WIN experiments 
and evaluations, to check final version of WIN deployment plan, includ-
ing practical aspects like ready-to-deploy kits to be delivered to the dif-
ferent classes of WIN users. 
Following points considered as factors for WIN success are constantly 

taken into account as major  principles of WIN  project: 
Involvement of key stakeholders (national and European agencies, ser-
vice providers, final users,…) and operational actors to develop a shared 
vision of organizational model and implementation strategy. 
Synergies and co-ordination with complementary initiatives on opera-
tional services development, operational risk management platforms de-
sign and development in order to find the best convergence between 
both projects for the future Risk Management architecture. 
Program strategy taking into account reference GMES initiatives: IST or 
DG Research Integrated Projects on risk management as well as GMES 
Services Elements projects of the European Space Agency will be con-
sidered in the phase of  WIN requirements specification and possibly 
also as contexts for actual WIN results dissemination. 
It is proposed to have a full synergy between WIN project and the Ma-
rine and Coastal Environment Information Services implementation 
Project. This project will focus, as current ESA ROSES GSE project, on 
ocean water pollution. The oil spill part of the proposed service portfolio 
is very much representative of risk management domain.  
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4 Thematic Analysis 

The European Union suffers regularly from major disasters. Examples in 
previous decades include earthquakes, floods, landslides, forest fires in 
southern Europe, environmental emergencies etc. The analysis of lessons 
learned reports such as Prestige disaster, Floods in south of France, activa-
tion of the International Charter Space and Major Disasters..., stresses the 
necessity to improve the exchanges between actors at local, national and 
European level.

To address this complex issue we needs first to identify and understand 
the actors segmentation in order to derive as much as possible common re-
quirements.

The main goal is to derive actors requirements through use-cases analy-
sis such as oil spill pollution (with CLS), flood and forest fire (with 
TELESPAZIO and CNES). 

The classification of actors according to their common missions versus 
risk phases and activities facilitates the requirement analysis and the vali-
dation process. The following actor segments have been identified: 

Data/Service Providers, 
Policy/Decision Maker/Support International/EU, 
Policy/Decision Maker/Support National, 
Policy/Decision Maker Local, 
Scientific/technical support. 
On scene Operators 
The actors exchanges issue is mainly due to the wide diversity of actors, 

procedures and existing systems used in the different European countries. 
First of all WIN will consider the following generic requirements: 

Access for specific geographical area and risk to overall data reposito-
ries whatever sources and format. 
Access to common services and tools capable to establish end-to-end in-
formation flows in an  as much as possible automatic manner (such as 
electronic data request forms, workflow tool to follow-up the activity 
progress, delivery services...). 
Set-up a disaster management process capable to deliver value added 
Earth Observation based information products whatever the type of dis-
aster, the geographical coverage, and ensuring a high quality service (on 
duty operators, electronic exchanges, data formats compatible with 
GIS...)
Communicate between different actors communities using multi-lingual 
reference systems (risk terminology, common geo-information data-
bases, ...). 
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Establish real-time discussions between remote and distant actors to ex-
change voice, data and video, facilitating the expertise process and in-
formation exchanges. 
Archive the overall information exchanged to build-up lesson learned 
databases and perform user training. 
Even though some actors are systematically involved in all types of 

risks, some requirements are specific when a disaster occurs. To cover 
such requirements, WIN will address the overall oil spill thematic dealing 
with trans-border, terrestrial and marine & coastal issues, and requesting 
for space, in-situ and modeling information networks. The fire and flood 
thematic will be addressed with a focus on the use of products and services 
derived from satellite based images.    

5 Geo-Information Infrastructure 

This information structure will be a major element of the future European 
Spatial Data Infrastructure (ESDI) and represents an important an innova-
tive step in operational risk management in Europe. 

This task is done in co-ordination with other European projects and in 
line with INSPIRE initiative. Co-ordination with these other activities will 
assist the convergence towards a common GMES architecture for risk 
management.

Some of the WIN goals are: 
To design an open service-oriented architecture for risk management in 
liaison with other EU and GSE projects. 
To develop an implementation of the architecture. 
To propose an organizational model suitable for risk management de-
ployment. 
To develop generic services that are relevant for various risk manage-
ment applications. 
To validate the WIN results in real-life scenario. One of the principles to 
achieve these goals is to obtain the involvement of key stakeholders and 
operational actors to develop a shared vision of an organizational model 
and implementation strategy. Periodical work- shops will be held with 
them to discuss an efficient organizational model. 

A Service Oriented Architecture (SOA) is proposed and  is based on : 
Open standards for maximum interoperability, 
Contains a set of technical components, 
Web services connector toolkit enabling flexible integration and data 
exchange between actors, 
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5.1 Service Description 
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Fig. 1.: Service description 

Some of the WIN services characteristics: 
WIN is based on an open architecture allowing to structure the informa-
tion system on which will be plugged the applications and services de-
ployed for the Risk management. Integrating a new service is facilitated 
by using of latest technologies as XML, Web services. 
WIN organizes the data and allow all the risk actors involved (end users, 
operational actors, value added data and services providers) to get the 
reliable pertinent and certified information in the shortest time, and this, 
according to the users profiles. 
WIN offers architecture based on sub networks which means in com-
munities of actors dealing with the same kind of data and services which 
will then benefit from common resources. 

These sub networks are ruled by charters: mission, business, quality, and 
interoperability charters which are specific to each community. This effi-
cient, reliable and flexible organization is the way to limit the complexity 
and optimize the info structure administration (local ad-ministration for the 
sub network and global administration for the generic aspects). 

WIN offers generic services: shared GIS, data fusion, workflow man-
agement, data mining, multilingual interoperability, collaborative work. 
These generic services are structured in a multi-layer software frame-
work.
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Abstract

For a number of years, IBRAE RAS has run the activities to form the bank 
of topographic and subject-matter electronic maps/plans of various scales.  

Principal tasks of the IBRAE Bank of Electronic Maps  are formulated 
as follows: 

Development of a cartographic basis to support specialized GIS, infor-
mation-reference systems, information-modeling and training systems 
developed at IBRAE; 
Cartographic support of works on analysis of environmental impacts of 
facilities of FAEA (former Minatom) and the whole Fuel and Power 
Complex (FPC) on personnel, population and environment; 
On-line cartographic support of IBRAE  activities in the areas of ensur-
ing safe operation of radiation and radiation-hazardous facilities in Rus-
sia and analysis of implications of potential radiation incidents. 
Based on original software and utilization of MAPINFO GIS opportuni-

ties, a number of specialized information and prognostic geoinformation 
technology-based systems has been created Special software modules also 
are designed for the following - organize an enquiry to retrieve and look 
through a required map, navigations all over Russia with automatic loading 
of required electronic maps; access from the map window to information 
and enquiry data on radiation hazardous objects of FAAE of Russia, pro-
vide on electronic maps the results of visualization of radiation monitoring 
data.
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1 Introduction 

Since 1990 work has been performed at IBRAE RAS [1] to generate a 
bank of digital maps. At the first phase the main objective of the bank of 
digital maps consisted in supporting the IBRAE‘s activities under the pro-
gram of analysis of the long-term Chernobyl accident consequences. Later 
on, as the scope of tasks to be addressed by IBRAE broadened, the range 
of gazetteer (digital map nomenclature) and their storage formats extended 
further.

The main actual tasks of the Digital Map Bank (DMB-IBRAE) may be 
summarized as follows: 

development of a cartographic basis to support specialized Geographical 
Information Systems (GIS), information-reference systems, informa-
tion-simulating and training systems generated at IBRAE; 
cartographic support of works performed at IBRAE on analysis of the 
consequences of radioactive contamination due to accidents at radiation-
hazardous facilities; and 
on-line cartographic support of IBRAE RAS’s activities in the areas of 
ensuring safe operation of radiation and radiation-hazardous facilities in 
Russia and analysis of implications of potential radiation incidents. 
Most of vector digital maps and charts stored at DMB-IBRAE were 

generated at other organizations using different cartographic classifications 
of layers, objects and parameters that hinders their export to work formats 
of other GIS (e.g., to Spatial Cartridge BD ORACLE system). Quite often 
the use of different classifications also results in non-identical graphical 
representation of similar-type objects that complicates map reading by us-
ers. Moreover, to organize storage of digital maps at DMB-IBRAE and 
their subsequent use in specialized GIS developed at IBRAE, they should 
comply with some requirements on topology and object composition and 
be made on basis of a unified classification of layers, objects and parame-
ters. Accordingly, every map layer includes graphic objects of only one 
geometric type (point, line or polygon). 

In compliance with the above-said, work was performed on bringing all 
IBRAE’s digital maps to a unified cartographic classification of objects 
and layers. When developing the classification, an object-and-layer classi-
fication developed at GosGISCenter on basis of object classification of 
1:1.000.000 - 1:25.000 scale maps employed by Roscartographiya enter-
prises was used. To generate and store digital charts of enterprise sites and 
different thematic layers (e.g. radioactive and chemical contamination of 
territories, radiological monitoring systems, etc.), the unified classification 
was enlarged via introducing new objects, cartographic layers and parame-
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ters. In parallel with preparing industrial site charts and thematic layers, 
work on the classification enlargement is performed continuously via add-
ing new specific layers and categories of objects. 

2 DMB-IBRAE Structure and Functioning 

When developing DMB-IBRAE, the ‘MapInfo’ system [2] was chosen as a 
tooling GIS. In our opinion, the ‘MapInfo’ system fully complies with the 
requirements of the present-day ideology of open-systems on computa-
tional procedures, operational systems, way of writing applications, open-
ness of the format storing cartographic information, operation with exter-
nal databases and communication potentialities. In addition, as distinct 
from other widely used commercial GIS, ‘MapInfo’ is a fully russified sys-
tem down to application-development tools.

All electronic maps and charts are stored under a single geographical 
coordinate system ‘latitude/longitude Pulkovo-1942’ in the following two 
formats: inner ‘MapInfo’ format and ‘Mif-Mid’ exchange text format. 
Raster maps stored at DMB-IBRAE also have a coordinate reference and 
thus may be loaded by user in the form of a substrate of the relevant vector 
map or of an individual layer, if necessary. 

To date the DMB-IBRAE comprises the following types of vector and 
raster maps and charts of different scales: 

a general World’s map; 
general maps of Russia and the former USSR’s republics; 
separated different-scale gazetteers (nomenclature map lists); 
maps of regions of location of Russian Nuclear Power Plants (NPPs) 
and other Russian radiation-and nuclear-hazardous enterprises; 
maps of neighborhoods of NPPs and main radiation- and nuclear-
hazardous enterprises; 
charts of sites of NPPs and main radiation- and nuclear-hazardous en-
terprises;
individual thematic layers (e.g., data on territory radiation and chemical 
contamination); and 
raster maps (referenced to geographical coordinates) of the regions of 
foreign NPP locations. 
The DMB-IBRAE presently comprises over 1.000 different types of 

maps with ~10 GB integral volume. 
All cartographic information is stored at an individual file-server ac-

cessible from local work places within IBRAE’s network, or directly via 
‘MapInfo’ system, or through ‘MAPVIEW’ software (IBRAE’s develop-
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ment) installed at local work places. In the latter case users are provided 
with a friendly interface for searching and viewing the required carto-
graphic information. Work place of the databank administrator is located at 
the same cartographic file-server and has special software modules for 
digital map preparing and export to DMB-IBRAE. 

For example, a 1:500.000-scale map of the Bryansk region with a 137Cs-
contamination layer is demonstrated in Fig. 1. 

Fig. 1. A map of the Bryansk region contamination by 137Cs

3 MAPVIEW Software to Work with DMB  

Various specialized GIS-applications developed at IBRAE interact with 
DMB-IBRAE in a different way. Some of them operate with the DMB di-
rectly: in such a case they are most often integrated into work of 
‘MAPVIEW’ software as one of its options. Other applications use the 
DMB only as a source of prepared maps to generate a map bank under 
their own inner formats or under ‘Spatial Cartridge BD ORACLE’ univer-
sal format. 

Using the first procedure, software of the mobile complex to support 
work of radiation safety experts in field conditions (below “the mobile 
complex”) has been developed. 
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A set of programs developed at IBRAE for the Situation Crisis Center 
of the Federal Agency for Atomic Energy (Rosatom) is functioning using 
the second procedure.  

Below only the first option of DMB-IBRAE operation will be consid-
ered providing for full integration of the DMB into specialized GIS. As an 
example, let us consider operation of software of the mobile complex. 

The whole set of operations related to the mobile complex, such as: 
displaying a required digital map; 
performing in situ gamma-background measurements and visualizing 
the measurement data on the relevant digital map; 
forecasting the radiation situation in the accident area with data display-
ing on a digital map; 
obtaining information on radiation-hazardous facilities; and 
DMB supporting, 
is performed using 'MapView’ software module to work with DMB.  
‘MapView’ software module has been developed as a ‘MapBasic’ ap-

plication using a large set of modern development facilities. The main ac-
tive window of the software is demonstrated in Fig. 2. 

This is a standard active window of ‘MapInfo’ GIS wherein a new tool 
bar - “Bank visualization” - has been added for purposes of work with 
DMB-IBRAE, the options ‘Bank MapInfo’, ‘Trace’ and ‘RAMO’ being 
added to the upper functional menu. 

The “Bank visualization” tool bar allows rapid finding of the needed 
map and its displaying either as a standard generalized map, wherein one 
or another cartographic layers are visualized depending on the scale, or in 
the form of the so-called “contour maps”. Quite often such contour maps 
are the most easy to use (e.g., when displaying the results of simulating the 
radiation situation or tracing itineraries). If the required map is lacking, 
one has the possibility of generating such a map virtually using individual 
gazetteers (nomenclature lists) that is especially important in case of 
“transport accidents” with unknown-in-advance location. Moreover, using 
a contour map one has a possibility of not only finding the needed map in 
the DMB, but also maintaining the DMB itself. In particular, there is a 
possibility of arbitrary arrangement of the user’s thematic digital maps in 
the 'MapInfo’ GIS format inside DMB rigid structure: note that such the-
matic maps may not fully comply with the requirements to DMB-IBRAE’s 
maps, the only requirement being their opening as standard ‘MapInfo’ 
work sets. Thus one may generate one’s own cartographic environment 
best complying with specific tasks to be addressed. 



556      Rafael Arutyunyan et al 

Fig. 2. 'MapView’ active window operating with DMB of the mobile complex 

However modularized map representation often leads to appreciable time 
expenditures when performing specific emergency-response activities. 
This is due to the fact that, depending on the task specificity at a given in-
stant, one has to change many times the map load: for example, add indi-
vidual layers from the “enterprise site” map to the “enterprise surround-
ings” map, hide/display individual object inscriptions, etc. Keeping of such 
map composition versions as “the user’s maps” allows saving much time 
always lacking during emergency response activities.  

An example of building “user’s maps” of grounds and population 
evacuation itineraries in “Balakovo NPP surroundings’ map” is depicted in 
Fig. 3. 

If measurements of the radiation situation in the emergency area and the 
result displaying on a map are necessary, one needs (using the “Bank visu-
alization” tool bar) displaying the required map and select ‘RAMA’ func-
tion in the upper functional menu of 'MapView’ window. In such a way 
‘DBMG-200’ sensor, connected earlier to computer port, will be activated, 
and a panel of control over “Gamma background” sensor will appear in the 
module’s active window. The data of measurements will be displayed on 
line on a digital map and after work termination will be saved as an indi-
vidual cartographic layer or a DBF-file. 
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Fig. 3. An example of arranging “users’ maps” in the bank structure 

There is possibility to transfer a map with displayed data of radiation 
situation measurements directly to ‘Trace_Mi’ calculated-forecasting 
module designed to perform express-analysis of the radiation situation due 
to radionuclide release to the atmosphere. For this purpose one needs to 
move from the upper functional menu to the “radiation situation forecast” 
mode using “Trace” option without leaving the gamma-background meas-
urement mode ‘RAMO’. The map with data of measurements will be 
transferred to active window of the software module for radiation situation 
forecast, and one will be able to begin both simulation of the radiation 
situation in the emergency area and displaying of the results on this map. 
Simultaneously one may continue gamma-background measurements and 
data displaying on a map with the forecast result. This will make it possi-
ble to correct the forecast data in order to increase reliability of the radia-
tion situation progression forecast in the affected area and thus to issue 
more adequate proposals on minimizing the accident consequences. An 
example of displaying the results of simulation for release spreading under 
a hypothetical accident with simultaneous visualization of in situ meas-
urement results is demonstrated in Fig. 4. 
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Fig. 4. An example of simultaneous displaying of forecast data and results of ‘in 
situ’ radiation measurements on a digital map 

4 Conclusions

The developed at IBRAE software to support 'MapView’ specialized banks 
of cartographic information forms a basis for the development of various 
GIS applications in the emergency-response area, the related financial ex-
penditures and manpower being considerable reduced and the interfaces of 
generated GIS-applications being unified. In addition, the use of Mif/Mid 
open format to store cartographic information virtually eliminates the 
problem of data export into software products developed on basis of 
widely used commercial GISs. 
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Abstract

The main objective of this OCTAGON Project is to produce Special 
Autonomous UAVs to monitor the Low Altitude Electromagnetic Turbu-
lence in the Earth’ atmosphere. This kind of UAV will be also used in 
Special Operations such as the research of the low altitude atmosphere, 
dangerous atmospheric phenomena, hazard weather behavior, in local dis-
aster aerial surveillance and monitoring, aerial investigations of volcanic 
activities or over any high contaminated area up to the use in space explo-
ration, such as the exploration of the planet Mars. 

The Low Altitude Electromagnetic Turbulence in the atmosphere of the 
Earth was discovered in 1996, and a complete scientific presentation of it 
was made since then to several international institutions and authorities, 
including NTSB in US, the Romanian Space Agency and the United Na-
tions, the Office of Outer Space Affairs during the Workshop for the Dis-
aster Management in Europe, at Brasov, Romania in 20th of May 2003.  

1 Introduction 

The main problem solved by this Autonomous UAV Project is to provide 
an unique low cost airborne platform available every where and always 
able for hovering at high altitude of which there is no aircraft available yet, 
using all equipment required to detect, monitor or to provide global and lo-
cal geo-information regarding any disaster situation and very dangerous 
atmospheric phenomena. 
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This Special Autonomous UAV has new technical solutions such as the 
electrical propulsion system the main design is an octagon aerodynamic 
stealth profile with one wing including the fuselage and no vertical tail 
with all flight controls for the hovering mode provided only by the thrust 
vectoring of the ‘Fan Power Rings’ using a patented airfoil cross-section, 
or by the aerodynamic forces created during the horizontal flight by the 
position of the ailerons and flaps on the rear edges of the wings (initially a 
standard APU with two electric generators will provide the energy re-
quired, a model only with electrical propulsion system can be made for 
small size UAVs). 

The UAV’s structure has a geodesic design able to be replicated at any 
size maintaining the same cross-sections (the minimum size is 0.30 x 0.30 
x 0.05 meters, with a total weight of 0.5 kg). 

The main UAV project dimensions and basic operational characteristics 
are the followings: 

the wing span over all is 5.00 meters; 
the length over all is 5.00 meters; 
the height over all on wheels is about 2.00 meters; 
maximum take-off weight is estimated at 1200.00 kg; 
payload estimation is 250 kg minimum in addition to the fuel maximum 
weight of 350 kg; 
cruise speed of around 550 km/h (270 knots) and 2.5 hours a minimum 
operation mission; 
the operational altitude is unlimited due to the new electrical propulsion 
system. 
The estimated costs of this UAV platform is dependent on its size and 

on the required equipment such as detectors, recording of video, data 
monitoring disaster development and communications. The UAV is esti-
mated from 50,000 up to 6,500,000 EUR for the above prototype size, in-
cluding that special detection and monitoring system for the Low Altitude 
Electromagnetic Turbulence. 

This OCTAGON Project is under development now at the European 
Business Innovation & Research Center in Bucharest. 

2 Scientific and Technical Objectives 

The present project is focused to offer and to provide for the air transport 
industry an unique flying and autonomous platform with all the equipment 
required to detect and monitor the very dangerous atmospheric phenomena 
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impending threats to air traffic in general, to civil and military aircraft, or 
used for local disaster aerial surveillance and monitoring.  

The Special Autonomous UAV named as the OCTAGON Project is an 
autonomous flying platform special designated to monitor the Low Alti-
tude Electromagnetic Turbulence in the atmosphere of Earth. It is a new 
technical solution and development based on the actual level of the aero-
space technology that includes inter alia an electric propulsion system as-
sisted named as the Power Ring System which is using the aerodynamic 
elements of a new Romanian Patent on the airfoils design (the electrical 
propulsion system is in the due procedure to be protected by a separate 
patent license). 

Fig. 1. The Special Operations UAVs  

The minimum special operational requirements are about 20 to 35 min-
utes hovering over exact designated areas at several altitudes monitoring 
all weather flight conditions and providing all kind of data including the 
electromagnetic local field characteristics and the real local data and im-
ages. Therefore, this Special Autonomous UAV which is using an electri-
cal propulsion system assisted is able to operate at any altitude with no 
limitations, which is something that any helicopter platform can not do yet, 
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and also able to take-off and land using both standard and the vertical pro-
cedures.

Fig. 2. The Power Ring System (© Dascalu, 2001, 2002, 2003 and 2004) 

The Special Operations UAV’s structure is a composite laminar octagon 
geodesic type that is also a single flying wing design with no fuselage or 
vertical wings. The general UAV’s airfoil shape is laminar symmetrical 
with a classic three wheels landing gear, retractable, with external central 
wing edges movable as flaps and ailerons providing the full aerodynamic 
controls during the horizontal flight at high speed. For the low speed flight 
and hovering operations, the thrust vectoring is the best option in the sim-
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plest design mode, but for an advanced design configuration can be used a 
fixed Fan Power Ring with the air jet speed and fan control system, includ-
ing the parallel fan-wings pitch control.

The UAV’s propulsion system is the Fan Power Ring which can be 
fixed in the simplest design or that can be inside of a cardan joint to pro-
vide the thrust vectoring in an advanced design mode. In all design cases 
the Fan Power Ring is a double fan system consist of two great fans rotat-
ing in the opposite directions to reduce the gyroscopic moments and 
forces, and each of these fans is also a complex system of parallel short 
wings between two of each fan’s vertical rings.   

Each of these two fans has a double blades classic system due to the fact 
that each fan has a larger diameter and is more suitable for a short parallel 
wings configuration (see on the biplanes design of some airplanes of the 
First World War). 

Fig. 3. The Fan Power Rings Propulsion System 

This was our main design by the purpose to have similar characteristics 
with an helicopter rotor and inside of the UAV’s structure for the main 
reasons as: to provide more lift at the same rotor’s area and power, to re-
duce the external noise, to increase the speed of the rotor up to the super-
sonic limits, and to improve operational safety relative to the hazard im-
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pact with birds, high voltage lines or cables, trees, buildings, high terrain, 
airport equipment, antennas and technicians, etc. 

The over all the propulsion efficiency is higher with about of 30% up to 
50% relative to the similar and classical helicopter propulsion systems. 
The Fan Power Ring electric propulsion system assisted is required also 
due to the fact that in the special flight operations of detection and moni-
toring the Low Altitude Electromagnetic Turbulence or in any aerial sur-
veillance and monitoring of a disaster development situation and in com-
plex emergencies there are layers of air with high concentration of metal 
particles, or dust and other unknown chemical components that can be 
very dangerous and hazardous for the classic propulsion systems using any 
of the actual thermal driven engines. 

This is the main reasons of which the Special Operations Autonomous 
UAV is more suitable for the aerial investigations of volcanic activities, 
radioactive high contaminated areas, over any high contaminated areas po-
luted with the unknown chemical components or even up to the use in 
space autonomous exploration, such as the exploration of the planet Mars. 

The high efficiency of the Fan Power Rings Propulsion System is 
achieved by the using of a combination of three main technical solutions 
such as the Fan Rings, the biplane wing effect and the double fan system 
with the opposite rotations mainly to reduce the well known gyroscopic ef-
fect of a single rotor-fan, and using cardan joints for the thrust vectoring. 

Fig. 4. The static pressure above is higher as the static pressure under body-wing

The main UAV problem is the above aerodynamic paradox specific for 
such design that was not solved until now that is as follows: as fast the jet 
current is required to push the aircraft upwards the static pressure under is 

Low Static Pressure under

High Static Pressure above = Atmospheric value
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lower then the static atmospheric pressure above the aircraft which is push-
ing it downwards, increasing the jet speed under it will generate even more 
reduction of the static pressure under the aircraft relative to the fixed at-
mospheric static pressure value above, and due to this important reasons 
the UAV aircraft will not be able to take-off despite the high power of 
those engines. 

The aerodynamic paradox that was visible during the aviation history in 
several well known cases is in the present project solved by using the vac-
uum effect over the main body-wing surface of the UAV with the main 
purpose to reduce the static pressure above the aircraft faster as is may 
happened under the aircraft, as you can see that in the next picture. 

Fig. 5. The aerodynamic paradox is solved using the vacum effect over the body-
wing area

The air above the aircraft is diverted to enter in the propulsion fans sys-
tem using two rings of intake opening systems leading the air direct to the 
Fan Power Rings Propulsion System and the eject thrust vectoring system 
is creating the jet current deflected with up to 300 from the vertical direc-
tion during the take-off and landing procedure, that is able to increase the 
overall pressure under aircraft as well as using the ground effect, and 
therefore, the total efficiency of the Fan Power Rings Propulsion System is 
higher as any classic helicopter rotor system.

The Fan Ring Propulsion is a result of spreading around the circle the 
classic helicopter rotor blades equally divided into small wings and each 
part is appropriate adjusted between two ring-walls, and the result is like a 
fan-ring that is more efficient with about 15% relative to the equivalent 
helicopter rotor. In addition, each small wing within the fan-ring is a sys-
tem of two wings one above the other very similar as the classic biplane 
aircraft of the First World War, that is more efficient at low speeds with 30 
up to 50% as any single wing system which also improving the overall 
power efficiency.  
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Fig. 6. The classic helicopter rotor blades are divided into wing parts and spread 
around the circle

The system of dual wings is moving through the air between two ring-
walls and therefore, the induce drag is also zero, and the angle of incidence 
(the pitch control) is able to be adjusted in a more complex design configu-
ration or can be maintained at the optimal levels and then just only the 
speed of the fan-ring that will increase the total lift force for propulsion 
system as may be required during the flight operations. 

If we take into the account that a ring propulsion is also a dual system 
required to have the overall reduced gyroscopic momentum and the UAV 
aircraft to be full controllable, the result in the high efficiency of the power 
ring propulsion system is even much higher as the equivalent helicopter ro-
tors.
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3 Concluding Remarks 

The OCTAGON Project – using the electric propulsion system assisted – 
is an environmental friendly UAV with almost zero noise level, no toxic 
emissions, with a very low thermal signature, and with the aerodynamic 
shape and profile this UAV is also stealth with low radar image. The entire 
surface is protected against the impact of the electromagnetic waves re-
quired to have a full protection for all the avionics, flight control system 
and for the electrical systems against the Low Altitude Electromagnetic 
Turbulence effects. 

Based on all of these the flight operation areas of this autonomous air-
borne platform are almost unlimited starting with special operations over 
any kind of disaster, complex emergencies, civil or military aerial surveil-
lance and monitoring. 

We are looking to have partners in the development of this Special 
Autonomous UAV Octagon Project for several other applications, includ-
ing civil and military operations and also the future commercial use of the 
Autonomous UAVs. 

This Octagon Project is under development now at the European Busi-
ness Innovation & Research Center in Bucharest, Romania, as new mem-
ber of European Business Innovation Centers Network.  



Disaster Prevention for Alpine Routes 

Markus M. Eisl1, Klaus Granica², Thomas Nagler³, Florian Böhm1, Helmut 
Rott³, Herwig Proske² and Mathias Schardt² 

1  GEOSPACE Austria, Jakob Haringerstr. 1, A-5020 Salzburg, Austria. 
 Email: Markus.Eisl@geospace.co.at 
2  JOANNEUM Research, Inst. of Digital Image Processing, Wastiang. 6,  

A-8010 Graz, Austria. 
3 ENVEO, Exlgasse 39, A-6020 Innsbruck, Austria. 

Abstract

Natural disasters are an age-old problem that occur regularly in alpine re-
gions, posing a major threat to the safety of settlements and transport 
routes. Within the project "Safety of Alpine Routes – Application of Earth 
Observation Combined with GIS (Hannibal)" information has been ex-
tracted from satellite remote sensing and integrated into a newly developed 
GIS based Decision Support System (DSS). Some of the required map in-
formation were inferred from ERS- and from SPOT5- and QUICKBIRD 
satellites. Forest  and land cover parameters have been derived from the 
satellite data. Change detection techniques have been applied to monitor 
e.g. windfall and clear-cut areas. Methods for interferometric processing of 
radar data have been optimized to detect landslides and to generate maps 
of motion fields along the slope surfaces. The results show that this infor-
mation integrated into the DSS is an efficient tool for focusing the atten-
tion to potentially endangered areas. 

1 Introduction 

Natural hazards such as avalanches, landslides or torrents have been a 
permanent threat to traffic routes across the Alps as long as man has been 
traveling them. Within the project "Safety of Alpine Routes – Application 
of Earth Observation Combined with GIS (Hannibal)" a decision support 
system (DSS) has been developed which is based on Earth Observation 
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and GIS methodology. The project was funded by the Austrian Federal 
Ministry for Traffic, Innovation and Technology (BMVIT).  

In close co-operation with end users the most relevant indicators for the 
processes covered within the project were identified, in addition to that the 
quantitative aspects of the indicators (range of values, thresholds, assess-
ment methods) were investigated. As far as possible, these indicators were 
derived by methods using Earth Observation systems, others were taken 
from conventional sources. All data were integrated into the decision sup-
port system. The data base for the analysis of Earth observing systems in-
cluded radar data from ERS satellites and optical data from the satellites 
SPOT 5 and QUICKBIRD.  

Complex analysis algorithms have been applied to extract the required 
information on the Earth's surface from remote sensing data, which were 
integrated into a decision support system based on a GIS (Geographical In-
formation System). Methods for interferometric processing of radar data 
have been optimized and used for the derivation of digital elevation mod-
els and the detection of landslides and the generation of maps of motion 
fields along the slope surfaces. Forest parameters (e.g. age class distribu-
tion, tree species distribution, crown closure) and land cover parameters 
relevant for the assessment of potential threats have been derived by classi-
fication of satellite data to integrate them into the decision support system. 
Specific methods based on multitemporal satellite data allowed to analyze 
temporal changes within the vegetation cover, e.g. to detect windfall areas. 

The decision support system developed within the project uses logical 
and arithmetic operations for the combination of the basic information lay-
ers. By this it is possible to both keep the large area overview and yet fo-
cus the awareness of users to areas, where action or at least more detailed 
analysis is required. An important aspect of this wide area approach is that 
it allows to assess both direct and indirect threats to traffic routes, e.g. 
mountain slides directly threatening a road below indirectly by modifying 
the water runoff in a neighboring catchment basin.  

During the assessment of the system by potential users, i.e. the Austrian 
railway company (ÖBB), Torrent and Avalanche Control Services and 
Forestry Boards, it has been considered a powerful tool for the envisaged 
applications.

2 Indicators 

The purpose of indicators in the given context of natural hazards is to find 
a set of parameters which can be used to assess an enhanced probability for 
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given processes such as avalanches or landslides. With respect to threats 
imposed on alpine routes this question is extremely complex and by far not 
fully solved. This is a consequence of the complex nature of the involved 
processes as well as of the interrelations between different factors influenc-
ing a process.

On a high level it is necessary to discriminate between indicators for 
(enhanced) risks on one hand (e.g. steep terrain) and those for the proc-
esses themselves (e.g. moving slopes). During the work performed both 
types of indicators have been used. 

Within a series of workshops during the initial phase of the project the 
most relevant indicators for the processes covered within the project have 
been identified. The tight integration of experts from end user organiza-
tions (national torrent and avalanche services, forestry administrations, 
Austrian railway company) as well as of Earth observation experts made it 
possible to construct a set of indicators optimized for the given purpose, 
regarding both the envisaged processes and the focus on indicators acces-
sible by remote sensing methods. 

 In addition to identifying the indicators, the quantitative aspects of the 
indicators (range of values, thresholds) have been investigated. The results 
of this work have been compiled in an extensive table listing a total of 
about 20 indicators for 6 different processes (avalanches, superficial land-
slides, deep reaching landslides, torrents, falling rocks, and direct threats to 
routes by falling trees). The indicators have been grouped into the catego-
ries topography, geology, geomorphology, hydrology and land cover, in 
addition to that, historic events have been integrated into the considera-
tions.

An important and not unexpected result of the work was that for all ana-
lyzed processes the topography of the terrain plays the most important 
role. In particular, the terrain slope and exposition are the basic parameters 
which in any case need to be integrated in the analysis, as all processes are 
gravitationally triggered. This information can be derived from available 
digital elevation models. 

The second important class of indicators is the land cover with a special 
emphasis on forest parameters. An example for the importance of this type 
of indicators is the age class of trees – young forests and pole wood are 
able to stop avalanches, whereas old forests with their larger distances be-
tween trees and often sparse ground cover by bushes can leave enough 
open space for avalanches to proceed. This type of information is well ac-
cessible by Earth observation data, whereas the accuracy of the data has to 
be high both spatially and thematically in order to achieve reliable results.  
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3 Decision Support Concept 

The management and the visualization of information are key tasks of 
Geographical Information Systems, and in a wide sense they can be 
viewed as Decision Support Systems (DSS) as they help operators to inter-
prete a given situation. In the given context the term DSS is used in a nar-
rower sense by restricting it to systems allowing further operations on in-
put data, which make it possible to focus the awareness of the operator to 
areas of special interest. 

3.1 Requirements and Concept 

In addition to their support in deriving indicators usable for the assessment 
of threats, the integration of the end users was an important factor in the 
development of the DSS, both in the initial phase of the identification of 
requirements and finally for the evaluation of the results.  

A high level diagram showing the information flow and the role of the 
GIS/DSS is given in the Figure below.  

The most important result of the requirements assessment was that the 
end users unequivocally insisted that – in contrast to a black box system – 
the system should give full control to the operator, with respect both to the 
visualization of the information and to the set-up of the rules used to apply 
and combine the extraction of the indicators from the input data. This 
means that the system should be a tool for experts rather than for the wider 
public, and that it should help experts to get a large area overview on one 
hand and on the other hand to focus their attention to areas with an en-
hanced risk for the disastrous processes listed above. This approach also 
copes with the general finding in our information society, that not a lack of 
information but retrieval of relevant information is the biggest challenge 
(awareness). 

As a consequence the DSS was designed in a way that – for a selected 
process – it provides suggestions to the operator, which input data, indica-
tors and rules should be used (default configuration). Starting with this, the 
operator introduces his expertise on the area and on the process by modify-
ing the parameters.
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Fig. 1. High Level Concept of the Data Flow around a Decision Support System 

3.2 Implementation 

In order to meet the requirement of compatibility with existing GIS of the 
end users, the DSS has been implemented as an ArcView 3.x extension in 
Avenue. The base data layers comprise, as indicated in the Figure above, a 
topographic map, infrastructure information – especially the traffic net-
work – and the digital terrain model and layers derived from it (exposition, 
slope, curvatures). 

In a second step information layers derived from Earth observation data 
are integrated, comprising land cover data with a focus on detailed forest 
information and data derived from SAR interferometry, such as slope mo-
tion fields or alternative terrain models. 

Usually the procedure of an analysis is started by opening the input dia-
logue of the Scenario Analyst. Here it is possible to identify the process of 
interest, to select a layer to display (e.g. slope), and to apply rules to re-
strict the displayed layer to an area for which a set of conditions is given. 
All raster data provided as GRIDs can be integrated into the set of rules. 
The rules applicable to the input data comprise the following operations: 
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1. spatial operations: restriction of the operations to an area of interest or, 
specifically, to watershed basins, 

2. thematic restrictions: application of thresholds to displayed layers, e.g. 
to display only areas with slopes steeper than 40°, 

3. combinations of layers: logical combination with the information in up 
to six other layers (e.g. slope above 40° AND no forest). 
The results of the procedure are on one hand a mask indicating all areas 

for which the selected conditions hold, and on the other hand a subset of 
the displayed layer restricted to that area. All interim results can be stored 
to be used later on, e.g. as input to further analyses. Note that no quantita-
tive information on the risk (e.g. probability) is given. This is in line with 
the user requirement that no potentially misleading information should be 
provided. 

Specific export routines allow to print maps with the prepared informa-
tion layers as well as to store the layers in one out of a list of commonly 
used formats. 

4 Earth Observation Methodology 

To fulfill the above described user requirements a review on the existing 
satellite systems has been performed and the satellites SPOT5 and 
QUICKBIRD were selected for the investigations. These images are of 
high interest because they encompass a range of spatial resolutions from 
0.6m over 2.5m to 10m/20m. The investigations should focus on the us-
ability of large area coverage imagery for the derivation of the parameters 
needed (described above). 

Radar is one of the few (quasi) operational active remote sensing tech-
niques. A persuasive reason for using radar is its high degree to penetrate 
clouds and, to a high degree, rain. The information content of radar is 
mainly sensitive to the physical and electrical properties of the surface and 
is, therefore, complementary to the optical sensors. In this project the focus 
was put on motion aspects for landslide analysis, consequently interfero-
metry techniques have been applied to observe surface movements.  

Optical Satellite Data 

For the derivation of the input parameters to the GIS system very high 
resolution QUICKBIRD and SPOT5 bundle scenes have been used. A land 
cover classification with the focus on detailed forest categories was as-
signed to yield the needed landscape information. For the different image 
types different methodologies had to by tested, i.e. visual interpretation, 
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segment-based classification and pixel-based classification. The latter was 
used for the derivation of the GIS land cover information. The following 
methodological steps have been applied:   

Geocoding

Displacement errors caused by topographic relief must be removed to op-
timisz the absolute geometric location accuracy of the geocoded image 
data (Raggam et al., 1991). In the course of geocoding, these errors were 
removed through the integration of a digital elevation model (DEM), i.e., 
the consideration of terrain relief information. Geocoding was performed 
with the RSG software (Remote Sensing software package Graz) of Joan-
neum Research. 

Topographic Normalisation 

An ideal slope-aspect correction removes all topographically induced illu-
mination variations so that two objects having the same reflectance proper-
ties showing the same digital number despite their different orientation to 
the sun's position. As a visible consequence, the three-dimensional relief 
impression of a scene disappears and the image looks flat. In order to 
achieve this result, several radiometric correction procedures have been 
developed. Besides empirical approaches, such as image rationing, which 
do not take into account the physical behavior of scene elements, early cor-
rection methods were based on the Lambertian assumption, i.e. the satellite 
images are normalized according to the cosine of the effective illumination 
angle (Smith et al., 1980). However, most objects on the Earth’s surface 
show non-Lambertian reflectance characteristics (Meyer et al, 1993). The 
cosine correction had thus to be extended by introducing parameters simu-
lating the non-Lambertian behavior of the surface (Civco, 1991; Colby, 
1991). The estimation of these parameters is generally based on a linear 
regression between the radiometrically distorted bands and a shaded terrain 
model. A comparison between four correction methods, including the non-
parametric cosine correction, confirms a significant improvement in classi-
fication results when applying the parametric models (Schardt et al., 2000). 
In this mapping project, the parametric Minnaert correction was used for 
topographic normalization, as this method has been proven to achieve sat-
isfactory results (Schardt et al., 2000; Schardt & Schmitt, 2001). 
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Supervised Classification 

The training areas required for supervised classification were selected on 
the basis of CIR aerial photographs from different data sources and acqui-
sition times or by field work. After the signature analysis, which is an im-
portant step in the supervised classification, the classification was carried 
out with selected signatures using the maximum likelihood method. A de-
tailed evaluation of several classification runs based on different parameter 
settings and combinations of training areas resulted in the following “best 
practice procedure”: 
1. Classification according to altitude: the classification was carried out 

separately for areas above and below 1500 m, the results being subse-
quently combined into an overall result to account for the altitude effect. 

2. Weighted classification: the “probability values” were reduced for un-
certain training areas that were difficult to evaluate. 

3. Classification for the derivation of tree species: the error probability in-
creases for stands below 50% crown closure due to the strong influence 
of the ground vegetation. Only training areas with a crown closure of 
more than 50% were therefore selected for tree species classification.  

4. Dwarf mountain pine and green alder stands were excluded for deter-
mining the even-aged forest below 1500m altitude.

5. For age class determination, ideal clusters were generated in the feature 
space and integrated into the training data set. 

6. Computation of a textural parameter file out of the 2.5m panchromatic 
SPOT5 scene, for better discrimination of overlapping classes as settle-
ments vs. fallow land. 

Visual Interpretation 

For a more detailed derivation of land cover / land use classes the very 
high resolution Quickbird data were used for visual interpretation. For this 
purpose a fused image, from the panchromatic and the multispectral chan-
nels, has been generated using the adaptive Brovey transform algorithm. 
The results show high details on air-photo level and were integrated into 
the GIS. 
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Land Cover Classes 

Fig. 2. Fusioned SPOT5 image (left), result of land cover classification (right) 
(Zederhaus, Tauerntunnelsüdportal) 

Co-Registration

For the comparison of two scenes it is a prerequisite to co-register them. In 
the Remote Sensing Software Package Graz (RSG; Joanneum, 1998) a 
DEM (digital elevation model) based geocoding was performed, because 
of the high-mountainous terrain, and scene 1 (t1) was matched to scene 2 
(t2).

Topographic Normalisation 

In the next phase a topographic normalization was applied on both scenes 
to compensate for illumination (see description above). 

Calibration

The calibration of scenes (t1) and (t2) was achieved applying linear histo-
gram matching. The goal of this processing step should be the exact spec-
tral adaptation of the multi-temporal scenes.  To avoid per-pixel errors a 
“moving-window” approach has been applied. Within the “moving win-
dow” of  a defined size, e.g. 5x5 pixel, the mean value has been used to 
compensate for local disturbances. Furthermore, a height effect according 
to atmospheric effects had to be considered for the calculations.  
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Change Detection 

Based on the above described steps image differencing was applied and as 
a result the forest changes occurred between 1987 and 2003 could be de-
rived (see Fig. below). Large areas are mainly windfall areas from 2002. 

a) b)
Fig. 3. Part of the region were semi-automatic change detection was performed. a) 
SPOT1 scene from 14.9. 1987; b) SPOT5 scene from 20.7.2003 (red lines indicate 
the changes between 1987 to 2003) 

4.1 Diffential SAR Interferometry 

Synthetic aperture radar interferometry (InSAR) offers the possibility to 
detect and monitor movements at the Earth’s surface with high precision 
over extended areas (Hanssen, 2001). The project focused on detecting and 
mapping slopes with very slow movements of the order of centimeters per 
year as indicator of possible instability. The basis for the analysis are SAR 
images of the European Remote Sensing satellites ERS-1and 2, and from 
the Advanced SAR (ASAR) of Envisat. ERS SAR operates at the wave-
length λ= 5.66 cm (5.3 GHz), with an incidence angle θ = 23° in the centre 
of the 100 km-wide swath. The spatial resolution is 9.5 m across track ×
5.5 m along track, the standard orbital repeat period is 35 days. 
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Across-track SAR interferometry is based on the detection of phase dif-
ferences between two SAR images acquired from similar orbital positions 
(Figure 4). 

Fig. 4. Imaging geometry of across track SAR interferometry. B - baseline, Bn – 
perpendicular baseline. θ  − radar look angle. R1, R2 … slant range distance sen-
sor-target 

The interferometric phase is a sensitive measure of the change of the 
path length of the radar signal in slant range direction. In repeat-pass inter-
ferometry the phase difference, ∆φ= φ2−φ1, includes the following contri-
butions, which determine the differences in the propagation path length 
(R2-R1) between the two images: 

( ) noiseatmdistopoflatRR φφφφφ
λ
πφ ++++=−=∆ 12

4
(1)

where
φflat, φtopo … phase differences due to changes of the relative distance 

satellite-target for flat earth and topography 
φatm  …  the phase difference due to changes in atmospheric propa-

gation
φdis phase difference due to displacement of the target in slant 

range direction 
φnoise   phase noise (thermal noise, processor noise, etc.) 
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In order to determine terrain motion (corresponding to φdis) from inter-
ferograms, it is necessary to correct for the other phase terms in Eq. 1. 
∆φflat can be calculated accurately using the precise ERS orbit data, as e.g. 
provided by the Technical University of Delft, NL. The topographic phase 
(∆φtopo) depends on the imaging geometry; on the perpendicular baseline 
(Bn) and the wavelength. ∆φtopo was estimated using ERS-1/-2 tandem 
pairs with 1-day time span, because the motion-related phase of the slowly 
sliding slopes can be neglected and the coherence is higher than for longer 
time spans.

Atmospheric phase variations (φatm) are dominated by water vapour 
(Hansen, 2001). It is not possible to correct for atmospheric effects in a 
single interferogram without spatially detailed information on the atmos-
pheric state from other sources. Because the typical scale of atmospheric 
phase variations is much larger than the size of landslides, effects of φatm 
can be strongly reduced by using tie points on adjoining non-moving sur-
faces (Rott et al., 1999). Atmospheric effects can also be reduced by stack-
ing interferograms of different dates. 

InSAR is sensitive only to motion in direction of the radar beam. The 
displacement (R2-R1) in line of sight can be derived from φdis according to 
Equation 1. The sensitivity to motion depends on local incidence angle. 
Assuming only horizontal or vertical motion a phase shift of 2π (∆R = 2.83 
cm) observed by ERS SAR corresponds to a displacement of ∆x = 7.24 or 
∆z = 3.07 cm, respectively. In the case of landslides often surface parallel 
motion is assumed, but especially in the depositional zones of landslides 
deviations from this assumptions can be significant (Gianni, 1992). 

A prerequisite for applying InSAR is interferometric long-term coher-
ence, which describes the phase stability on a pixel basis. In areas with 
sparse vegetation, rocks, bare soil and urban areas the coherence over time 
intervals of months to a few years is usually adequate for interferometric 
analysis. However, in densely vegetated areas (e.g. forests, agricultural 
fields) the radar signal often decorrelates already within a few days (Rott 
et al., 2000). 
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5 Results 

5.1 Mapping of Landslides above the Felbertauern-road 

Along the north-south traffic routes crossing the Austrian Alps several 
landslides were detected and mapped by means of InSAR. The analyzed 
data base includes more than 60 ERS SAR images acquired during ascend-
ing and descending passes over the investigation area Hohe Tauern, Salz-
burg, in the period 1992 to 2002. Most of the detected landslides were lo-
cated in high alpine areas above the tree line (about 1800 to 2000m) where 
the coherence is preserved over long periods (several months to a few 
years).  

As an example the landslide in the Ödtal, Hohe Tauern, is shown. The 
Ödtal is a narrow valley through which a main north-south traffic route, 
the Felbertauern road, runs. The slopes are very steep, and the road is en-
dangered by rockfall and landslides. The analyzed slope extends from 
about 1400 to 2600m in elevation and has a mean surface inclination of 
about 30 degrees. The lower part of the slope is about 35° steep and partly 
covered by forest up to about 2000 m. Above the tree line rocks and bare 
soil and low alpine vegetation dominate. 

Figure 5 shows a 3-D view of the area, with the InSAR derived motion 
map overlaid on a pan-sharpened Landsat TM image. The slope parallel 
assumption was applied for generating the motion map. The existence of 
the landslide has been known previously, because rock fall from the slopes 
affected the road from time to time, but no quantitative information has 
been available. The InSAR analysis revealed a typical velocity of the main 
landslide body in the Gamskar of about 2.3 cm/a in 1992/93 and 1.8 cm/a 
in 1997/98. Below the tree line, the coherence was not sufficient for re-
trieving interferometric information. 

The results of the SAR interferometry analysis have been integrated into 
the DSS. In combination with the slope inclination it was possible to ex-
tract areas with both "fast" movement and steep slopes, which is an indica-
tor for an enhanced risk for landslides. During the evaluation phase of the 
project a rock fall event took place in the Felbertauerntal, which had its 
origin exactly in the area depicted in the figure below in red – a coinci-
dence, which certainly shows the significance of the results. 
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(a) (b) 
Fig. 5. (a) 3-D view of the Felbertauerntal (viewing direction is south). The sur-
face parallel motion field from InSAR (colour coded) is superimposed to a Pan-
sharpened Landsat image; (b) profile of surface parallel motion (black line in (a)) 

5.2 Test Area Mallnitz 

The results of the forest classification proofed that it is possible to derive 
forest parameters from SPOT5 multi-spectral data over a rather large re-
gion. With these parameters the experts have the opportunity to evaluate 
the actual situation in forests with respect to the defined hazards. For in-
stance, if the crown coverage is below a certain threshold the probability 
that snow avalanches could be triggered is increased. Thus the derived pa-
rameters will be used for protection forest planning. Furthermore, critical 
areas, i.e. caused by clear cuts or windfall, within forest have been identi-
fied by applying change detection. 

The results of the land cover classification showed that the derived indi-
cator classes are useful on a river catchment basis to enable quantitative 
analysis within the DSS. Most of the assigned classes could be derived 
from satellite imagery. The results could satisfy the requirements in terms 
of spatial and thematic accuracies. 

A more detailed result of land cover / land use classes was obtained by 
applying a visual interpretation on the very high resolution Quickbird data. 
The results show high details on air-photo level and were integrated into 
the DSS. However, as the image covered only a small part of the whole 
test site primarily SPOT5 data were used in the DSS. 

Integrating these data into the DSS it was possible to extract narrow 
avalanche strips, which are characterized as narrow (width about 10m) 
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treeless strips following the terrain through steep terrain, often along steep 
torrents. In a further step these strips have been evaluated with respect to 
their vicinity to infrastructure elements or settlements.  

In a similar way the consequences of a disastrous windfall event in 2002 
have been analyzed. This was done by combining the change detection re-
sults (deforested areas) with the slope inclination and the distance to traffic 
routes, as these parameters give a good indication of the risks for these 
routes both from avalanches and from landslides. 

6 Conclusions 

In this paper we have described the concept of a decision support system 
for the assessment of risks along alpine routes, followed by a presentation 
of results obtained for test areas. 

For the investigation and prevention of natural hazards in an Alpine en-
vironment a GIS based Decision Support Systems has been developed. The 
need of a wealth of quantitative input data has led to the use of satellite 
remote sensing data. For this purpose optical as well as radar data have 
been selected. Based on the most recently developed methodologies the as-
signed indicators have been derived and incorporated into the DSS. It 
could be shown that SPOT5 imagery could satisfy many of the require-
ments in terms of quantitative assessment and spatial resolutions. The as-
certainment of detailed forest parameters was possible. ERS-SAR interfer-
ometry methods have been applied to derive slope motion fields. This 
information has been combined with other GIS data to focus the attention 
to areas with potentially enhanced risk, with the main input for the envis-
aged gravitational processes coming from the digital terrain model. 

During the assessment of the system by potential users, i.e. the Austrian 
Railway Company, Road Companies, Torrent and Avalanche Control Ser-
vices and Forestry Boards, it has been considered a powerful tool for the 
envisaged applications. The project results will be further exploited by 
transferring the prototype system into a marketable product and by pro-
moting a data evaluation service. 
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Abstract

To mitigate the property and life losses at the .T.U. Ayaza a Campus, af-
ter a probable disaster that may occur in stanbul, it is strongly necessary 
to constitute an emergency management based object model and database 
in order to apply the Turkey Disaster Information System (TAB S) which 
was developed within the scope of “Constitution of the National RSS-GIS 
Based Database and Emergency Management Focused Decision Support 
System Project”. 

1 Introduction 

The first aim of the Disaster Information Systems is to mitigate the loss 
and hazards after the possible natural disasters like earthquakes, floods, 
landslides or minimize the possibilities of manmade and technological dis-
asters like fires, traffic accidents and terrorism. The second aim of the Dis-
aster Information Systems is to make the recovery and response phase like, 
search and rescue, loss detection and restore, as rapidly as and as accurate 
as possible [1]. 

In this project, an infrastructure and a data catalog have been constituted 
for the Campus Disaster Information System, which was established in the 
.T.U. Ayaza a Campus, using the created object model and data base. 

Furthermore, the object model was connected to a geographic information 
system platform, and by this way spatially referenced visual queries were 
constructed.
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2 The Aim of the TABiS 

The aim of the Turkey Disaster Information System (TABiS) project is to 
develop the standards for the GIS based information and management sys-
tem model basically by using the Remote Sensing System (RSS), Global 
Positioning System (GPS), and other data acquisition techniques, specially 
for emergency planning, practice and in any disaster situation, disaster 
management and prediction of losses, and for the applications of central 
and provincial authorities at the ordinary times as a decision support sys-
tem [8]. 

TABiS supply a harmonious work and coordination standards between 
the provinces about disaster planning and management and constitutes a 
regional, environmental and managerial information system model. 

TABiS is an interdisciplinary project. The reasons for this are [8]; 
The ratio of the losses are varies according to the population and con-
struction density at the disaster zone. Natural or manmade disasters are 
becoming one within the other while the industrialization is increasing. 
In Turkey, the information substructure for the prediction and syste-
matic research of the risks caused by the natural disasters are not 
enough. The mechanisms that fit the aim are not developed yet. 
Similarly, it can not be analyzed well that how the disaster effects to the 
community’s economic and social life. 
There are no tools to orientate the relevant units to the integrated infor-
mation.
The basic users of the system are; Civil Defense Units, Administrative 

Units (governorships, district’s head officers, municipalities), Service Sec-
tor (banks, insurance companies, construction companies), Research Insti-
tutions, Non-governmental Organizations works for the community [8]. 

TABiS Object Catalog (TABiS-OK) 

The base of the Turkey Disaster Information System is Basic Spatial Data-
base. The reference model of the TABiS system comes into existence from 
two vectoral components. These components are [8]; 
1. Digital Spatial Model (SMM) and 
2. Digital Disaster Model (SAFM) 

Both digital models form the space by separating it to its components 
based on object oriented basis. This process is called as atomizing of the 
space in the database modeling. The atomized data of the both digital 
models prepared as an object catalog. These catalogs are [8]; 
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TABiS-Basic Topographic-Spatial Object Domains Catalog (TABiS-
TOK)
TABiS-Disaster Management Object Domains Catalog (TABiS-AOK) 
The aim of the TABiS-TOK is the modeling of the concrete objects 

which are the characteristic parts of the topography of the region where the 
system will be constructed. Parallel to this aim, the components of the 
TABiS-TOK are named as “Basic Topographic-Spatial Object Domains”. 
TABiS-TOK  is also has the quality of being a data standard for the coun-
try wide public and private institutions who want to set up a detailed spa-
tial information system for their own purposes. Because of the object mod-
eling, object definitions, attribute definitions, data types for the attributes 
and attribute values can be matched with analog topographic map contents, 
a disaster management based GIS which is constituted convenient to the 
TABiS-TOK model can work totally harmoniously with the other GISs of 
the same region. Even if the aims of the systems are different [8]. 

A virtual map which was modeled according to the TABiS-TOK is 
named as “Digital Spatial Model” (SMM), and a virtual map which was 
modeled according to the TABiS-AOK is named as “Digital Disaster 
Model” (SAFM). 

With the data generalization processes at the Digital Spatial Models 
which were modeled according to the TABiS-TOK, “Digital Topographic 
Maps” (STH), and with these STHs, many various “Digital Disaster Man-
agement Maps” (SAH) which are constructed by the data aimed in analyz-
ing and managing the disasters are obtained [8].  

By using the same method, 1:5000 and 1:25000 scaled “Analog Topog-
raphic Maps” (ATH) and similar or different aimed, disaster management 
based analog thematic maps can be produced. 

Modeling approach of the TABiS-OK is given below under the name of 
TABiS Reference Model [8]. 

The subjects explained in the Object Catalog are given below as head-
lines [8]: 
1. Concrete Objects with Topographic Characteristics 
2. Specialization Objects which are related to the Disaster Management 
3. Object Definitions and Attribute Data to define the objects more pre-

cisely 
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Fig. 1. TABiS Reference Model 

Object Concept in TABiS-OK 

In TABiS-OK, the object is everything that can be monitored or its exis-
tence can be determined with various tools and which has a historicity at 
the space, existing there, or has a possibility to exist at the space [8]. 

Existing at the space means that related object has spatial reference or 
can be geometrically atomized. Atomizing has three types; point, line and 
area based. 

An object with a spatial reference must obtain the conditions listed be-
low [8]; 
1. Must have a plan metric geometry that the edges with the other objects 

can be determine 
2. Must have topological relations 
3. Must have self attributes 
4. Must have been defined in any wise 

Complex objects are the objects that were formed by combining of con-
crete object with a new name which were referenced to the space as point, 
line or area. As an example, a hospital, a veterinary, a clinic and similar 
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objects are combined in the name of “health complex” as a complex object 
[8]. 

Fig. 2. Data Model in TABiS 

An object may have separated piece objects. Any object in the TABiS-
OK depended to plan metric-geometric dimensions, can be a point, a line, 
or an area. One object can not be both or all of them. These characteristics 
of the objects are named as “Object Type” in the TABiS-OK [8]. 

Object Group  

This concept includes the same kind of objects, like railways, highways. 
An object group must belong to only one basic topographic-spatial object 
domain. If an object domain does not have object groups, related object 
domain is evaluated as an object group, and after the two letters in the code 
comes a “0”. This coding explains that related object domains has only one 
object group in itself [8]. 

Object Type

This is the concept that was defined for the same objects as the TABiS-
TOK and TABiS-AOK were constituting, like “Deformation Velocity”, 
“Forest Fire”, “Religious Buildings”, “Monument Tree”, etc.. One object 
type can only belong to one object group [8]. 
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Object Piece (Piece of Object)  

Object Piece is the subpart of an object. It has self geometry and self at-
tributes. Object Pieces begin or end on an object where an attribute’s or the 
topologic node point exists. Object Piece absolutely belongs to an object. 

Fig. 3. Topologic Component of the TABiS Object Piece Model 

Attribute Data

Attribute values are qualitative or quantitative information about an object 
or object piece. For example, a buildings year of built, the materials used 
to built, elevation of the top point, number of the floors and the area of the 
buildings base [8]. 

Some of the object type’s possible values of the attributes are also given 
both in the TABiS-TOK and TABiS-AOK. Those attributes must be 
shown to the user by the system by taking the cardinality degrees into ac-
count. Controlling the cardinality degrees by the system has a designating 
importance on the consistency of the system. The cardinality degree of an 
object shows the obligation on the appointment of the attribute values to 
the related object type and single or multiple value situation of the relation. 

Disaster Management Object Domains Catalog (TABiS-AOK) 

In the concept of TABiS-AOK, individual spatial referenced object do-
mains which were foreseen to be in a GIS for disaster management pur-
poses were taken up. Those domains includes, subject domains that require 
definite specializations like geology, soil structure, critical establishments, 
risk areas [8]. 

Basic object domains, object types and the attribute values for the re-
lated object types were organized by constituting the required data for the 
risk analysis which forms a sound basis for the disaster management. Ur-
ban planners, disaster planning experts, geologists, experts for soil struc-
ture were applied for data constitution. 
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As it is widely known, modern disaster management strongly requires 
disaster planning. It matters too much to use the data which were created 
special to district by GIS. At the moment of disaster, response and recov-
ery, those data must have been used to decide rapidly and correctly [3]. 

TABiS-AOK also have “B.G. Plans” object domain which would help 
on planning or receiving the plans that were created before. The objects 
created here can be related to the spatial objects and spatial analysis can be 
made on disaster planning. The “B.F. Environmental Pollution” object 
domain of the TABiS-AOK has three object groups named as, water pollu-
tion, air pollution and noise pollution. The data of these object groups are 
based on the measured values obtained from one point of an area and used 
to characterize the related pollution. Those values inserted to the system as 
an attribute data. 

3 Designing the System 

In this study, the attributes of the concrete components of object types 
which are included under the “B.A. Geology”, “B.B. Zones with a Disaster 
Risk”, “B.C. Critical Establishments”, “B.D. Historical and Cultural 
Zones” and “B.G. Plans” object domains of TABiS-AOK were extended 
and managed under control of a different database from the Basic Topog-
raphic-Spatial Object Domains. The basic reason for this is the spatial ref-
erence of the disaster area or on a probable disaster analysis the model area 
where the disasters may occur is unsteady. The relation of the data man-
aged by the database and the spatially modeled disaster is provided by the 
object-id of the objects which were created by the GIS software, for vari-
ous analyses. Disaster management database constituted of a five group of 
tables.

Conceptual Data Models are known as high level data models. They in-
clude some concepts and rules for defining the reality at a high level and 
independent from any software and hardware. In this study, the Entity-
Relationship model used to constitute the conceptual data model. The basic 
components of the entity-relationship model are entity, attribute, and the 
relation. With this method, the relations between the entities are explained 
according to the relational data model. After the data were classified, it is 
determined that how the related data classes stored in the tables and how 
these tables related to each other [2].  
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Fig. 4. Grouping of the object model 
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The conceptual model consists of a normalized model that is generally 
set to third normal form. The third normal form is no data or information 
which can be acquired from any other row or columns or any other tables 
must be stored in the database’s any field [7].  

Fig. 5. Conceptual data model of the system 

It includes many elements that make up a database, but it is not specific 
to any software or database implementation. Performance factors are not a 
major consideration at this point nor are the applications that will be using 
the database. The main concern is building a model of what the database 
would look like when capturing the data needed by the users [5]. It is very 
important to prevent the repetition of the data, while the table structure is 
designing. The conceptual model can be confronted as logical model in 
different resources. The physical data model design means the denormali-
zation process. The conceptual model was taken in to consideration and 
optimized for the queries, specific database implementations, and applica-
tions that were planned to talk to the database like Grass GIS Software. 
Then the physical data model was mapped back to the conceptual data 
model. The differences found between the two data models and modifica-
tions were done according to the physical data model. By this way the 
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physical data model also got some modifications and it continued itera-
tively until the desired model determined [2]. 

Fig. 6. Physical data model of the system 

3.1 The Database Design

While data modeling focuses mostly on depicting the database, database 
design encompasses the entire process from the creation of requirements, 
business processes, logical analysis, and physical database constructs to 
the deployment of the database. For example, in database design, physical 
data modeling includes the modeling of not only tables and columns but 
also table spaces, partitions, hardware, and the entire makeup of the data-
base system. Database design includes uncovering and modeling require-
ments, the business processes (as they are today and where they are going 
in the future), the activities of the business, the conceptual models, and the 
physical database models, as well as addressing issues of what information 
is needed, how the different parts relate, how applications communicate 
with the data, and how the entire system is implemented [5]. 

In this study, PostgreSQL is chosen as database management system, 
because of its high level of security, and the high data storage capacity. 
The database management system installed to the UNIX based Suse Linux 
8.0 operating system via relational structure. PostgreSQL gives good per-
formance and security because of the Linux structure and offers wide al-
ternatives to the user. Almost all UNIX and operating systems derived 
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from UNIX structure like Linux, FreeBSD, etc., can support PostgreSQL. 
Furthermore all the windows systems that have NT structure can run this 
database management system. PostgreSQL is free and an Open Source 
Software [1]. 

According to the aim of the project, the database should have been ac-
cessed and queried from multiple platforms, should have handle high ca-
pacity and heavy tasks, should have programming interfaces for multiple 
programming languages, should have to be run in the multiple processors, 
and supply fast access on heterogeneous systems which have multiple cli-
ent. And the most important part is, it must have work on a high level se-
cure structure. The architecture of the PostgreSQL allows simultaneously 
access from heterogeneous systems. Access from the windows based com-
puters or platforms obtained via Open Database Connectivity (ODBC) 
support. In addition to this via JDBC, C, C++, PHP, Perl, Tcl, ECPG, Py-
ton, and Ruby, new interfaces can be added or new and private connection 
structures can be created. It is also possible to use various ready to use 
connection and management interfaces [4]. By this way, both user friendly 
structures, this brings rapid data and work flow and secure data transfer. 

In this project, database system server is constituted on Linux operating 
system and queries made both from Linux and Windows based computer 
from the network. The query structures and results show no differences ac-
cording to the platform used. 

3.2 Creating the Relation between the Database and the Spatial 
Model of the Region 

The vector formatted campus data imported to the Grass GIS software and 
point, line and area objects were created according to TABiS-OK to spa-
tially reference the region. This process automatically created object-ids 
for the each point, line or area object for the GIS software. Because of a 
shorter way to relate those ids to the database is not known by the system 
generator this relation process done one by one for the each object. 

Geometric objects like lines are used for roads, streams, or utility net-
works, while areas can represent soil types, land use categories, lakes, or 
zoning in urban areas. Vector data are stored using their coordinates. In 
Grass the vector data model includes the description of topology. To as-
sign the attribute information to vector data, a label point is required which 
links the attribute information to the geometrical data. Grass is capable of 
managing internally only one attribute per vector, but a quasi infinite num-
ber when connecting the system to the PostgreSQL [6]. 
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Fig. 7. Query results of the roads of the Campus 

4 Conclusions 

Using GIS for disaster management is the easiest and the quickest way for 
these days. While the technology is developing for the information systems 
it is getting faster to use more complicated systems. However the system 
mentioned in the paper uses relational model, the object-relational and the 
object-oriented system modeling are becoming more popular and having 
more usage areas with the object-oriented programming languages. 

The next step for this study must be the updating the system design to 
the object-oriented model and creating user defined interfaces for both the 
database and the GIS parts. 
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Abstract

Spatial data and related technologies, particularly Geographical Informa-
tion System (GIS) with the capability of display, retrieval, analysis and 
management of spatial data, have proven crucial for disaster management. 
However, there are currently different problems with availability, access 
and usage of spatial data for disaster management. The problems with spa-
tial data become more serious during disaster response in which reliable 
and up-to-date spatial data describing current emergency situation are re-
quired for planning, decision-making, and coordination of activities. It is 
suggested that by having an effective and efficient spatial data framework 
and institutional arrangements and through cooperative efforts of involved 
organizations in disaster response for spatial data production and then 
sharing these data, it is possible to have required information, always 
available and accessible for use. In this respect, Spatial Data Infrastructure 
(SDI) can provide an appropriate environment for influencing participation 
of organizations in spatial data production process and sharing. Mean-
while, web-based GIS can provide appropriate tool for data entry and shar-
ing as well as data analysis to support decision-making. 

This paper aims to describe development of a web-based GIS using SDI 
framework for disaster response. It is argued that the design and imple-
mentation of an SDI model and consideration of SDI development factors 
and issues, together with development of a web-based GIS, can assist dis-
aster management agencies to improve the quality of their decision-making 
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and increase efficiency and effectiveness in all levels of disaster manage-
ment activities. The paper is based on an ongoing research project on the 
development of an SDI conceptual model and a prototype web-based sys-
tem which can facilitate sharing, access and usage of spatial data in disas-
ter management, particularly disaster response. 

1 Introduction 

Disasters have long been presented a tragic disruption to the humans’ 
lives, properties, infrastructure, economy, capital investment and develop-
ment process. In today’s world that different nations around the world aim 
achieving sustainable development, disasters would present a major threat 
to such an aim, or a sign of its failure. Under such situation, different na-
tions around the world have had particular attention on managing disaster 
as a part of their activities. Meanwhile, the recent terrorist activities such 
as World Trade Center and Pentagon attack on September 11, 2001 and 
October 2002 bombing in Bali, have increased worldwide attention on dis-
aster management. 

Disaster management is a cycle of activities (Figure 1) beginning with 
mitigating the vulnerability and negative impacts of disasters; prepared-
ness in responding to operations; responding and providing relief in emer-
gency situations such as search and rescue, fire fighting, etc.; and aiding in 
recovery which can includes physical reconstruction and the ability to re-
turn quality of life to a community after a disaster. 

Fig. 1. Disaster Management Activities Cycle 

Considering that most of the required information for disaster manage-
ment has spatial component or location (Cutter et. al 2003), GIS with the 
capability of spatial data display, analysis and management has proven 
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crucial in detecting, mitigating, preparing for, responding to, and recover-
ing from disasters (Amdahel 2002). However, current studies show that al-
though spatial data and GIS can facilitate disaster management, there are 
substantial problems with collection, access, dissemination and usage of 
required spatial data for disaster management (SNDR 2002 and Jain and 
McLean 2003). Such problems become more serious in the disaster re-
sponse phase, with its dynamic and time-sensitive nature. 

Disaster response is dynamic and decision-makers need to be updated 
on the latest emergency situation. Disaster response is also time-sensitive 
with little allowance on delay in decision-making and response operations. 
Therefore, any problem or delay in data collection, access, usage and dis-
semination has negative impacts on the quality of decision-making and 
hence the quality of disaster response. With this in mind, it is necessary to 
utilize appropriate frameworks and technologies to resolve current spatial 
data problems for disaster management. 

It is suggested that Spatial Data Infrastructure (SDI) as an initiative in 
spatial data management can be an appropriate framework and a web-
based system can be an appropriate tool for resolving current problems 
with spatial data. With the other word, web-based GIS and SDI as an inte-
grated framework can facilitate and improve disaster management, particu-
larly disaster response, by resolving current problems with collection, dis-
semination, access and integration of spatial data for use. 

This paper aims to describe the development of an SDI conceptual 
model and a prototype web-based system that facilitate spatial data collec-
tion, access, dissemination, and usage for proper disaster management. 
This is based on an ongoing research and case study in Iran which investi-
gates the role of SDI in disaster management with emphasize on the re-
sponse phase. 

2 Collaboration in Data Collection and Sharing 

Different organizations (such as Fire, Medical and police departments; Red 
Cross Society; and Utility Companies) collaborate in disaster management 
activities due to diversity of disaster response operations. Inter-
organizational coordination of disaster response operations and controlling 
the emergency situation is generally conducted through Emergency Opera-
tion Center (EOC) where the representatives of involved organizations are 
gathered.

Considering search, relief, rescue, firefighting, medical service, debate 
removal, sheltering, and repairing utility network as some examples of dis-
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aster response activities, a large number of spatial data layers are required 
for planning and coordinating such operations. In this respect Road net-
work, closed road, hospital, disaster area, damaged building, location of 
victims, location of emergency workers, available resources, and utility 
network are some examples of required spatial data layers for disaster re-
sponse operations. 

Due to dynamic nature of emergency situation, required data for disaster 
response should be collected regularly in order to be available for deci-
sion-makers. However, due to variety of required data, individual involved 
organizations in disaster management activities can not handle exclusively 
the collection and maintenance of all required data layers for disaster re-
sponse. As a result, collection and maintenance of required spatial data 
layers for disaster response should be conducted based on collaborative ef-
fort of different organizations for spatial data collection and updating. If 
so, required spatial data layers are always available and accessible for pro-
ducer. The required datasets should also be accessible for decision-makers 
(involved organizations and EOC) to be utilized for planning and decision-
making purposes. This is achieved if collected data by each of the partici-
pants in data collection to be shared to wider disaster management com-
munity (Mansourian et al 2004 and Rajabifard et al 2004). 

One of the challenges of this collaborative effort in data collection and 
sharing (Figure 5.5) is to choose the collaborator organizations. In this re-
spect, Mansourian et al. (2004) highlighted that considering their daily and 
disaster response businesses, involved organizations in disaster manage-
ment community are potentially the main producers and maintainers of re-
quired spatial data for disaster response, based on and during their normal 
or disaster response activities. If such potential is turned into act and the 
results of data production and updating efforts are physically recorded in 
appropriate databases, the required spatial data for disaster response is al-
ways available to the producer. As described earlier, by sharing available 
data, they will be accessible to other organizations. 

In addition, the required datasets need to be easily integratable with each 
other and interoperable with decision-makers’ systems for real-time use. 
This is achieved by utilization of common and appropriate standards and 
specifications for data collection and sharing in the mentioned collabora-
tive effort. 

Although a collaborative effort for spatial data collection and sharing 
can resolve the problem with collection, access and dissemination of re-
quired spatial data for disaster response, however, different researches on 
collaborative efforts for data collection and sharing (Rajabifard and Wil-
liamson 2003; McDougall et al. 2002; Nedovic-Budic and Pinto 1999) 
show that there are different technical, institutional, political, and social is-
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sues that create barriers for such participation to occur. With this in mind, 
by creating an environment in which such issues are taken into considera-
tion and resolved and consequently the access of decision-makers to spa-
tial data is facilitated, the concept of partnership in data production and 
sharing can become a reality. In this respect, Spatial Data Infrastructure 
(SDI), as an initiative in spatial data management with related concepts 
and models, can be used as a framework for creating such an environment 
and consequently, facilitating disaster response. 

3 Role of Spatial Data Infrastructure in Disaster 
Management

Spatial Data Infrastructure (SDI) is an initiative intended to create an envi-
ronment that will enable a wide variety of users to access, retrieve and dis-
seminate spatial data in an easy and secure way. In principle, SDIs allow 
the sharing of data, which is extremely useful, as it enables users to save 
resources, time and effort when trying to acquire new datasets by avoiding 
duplication of expenses associated with generation and maintenance of 
data and their integration with other datasets. SDI is also an integrated, 
multi-leveled hierarchy of interconnected SDIs based on collaboration and 
partnerships among different stakeholders. With this in mind, many coun-
tries are developing SDIs to better manage and utilize their spatial data as-
sets. As a result of these activities different models have been suggested 
for facilitating SDI development. 

Recent studies on SDI initiatives (Rajabifard and Williamson 2003) 
have highlighted that development of SDIs is a matter of different chal-
lenges such as social, cultural, political and economical challenges beside 
technical issues.  

With respect to core components, an SDI encompasses the policies, ac-
cess networks and data handling facilities (based on the available tech-
nologies), standards, and human resources necessary for the effective col-
lection, management, access, delivery and utilization of spatial data for a 
specific jurisdiction or community (Rajabifard et al 2002). Based on these 
components, Figure 2 illustrates a basic SDI model. According to this 
model, appropriate accessing network, policies and standards (which are 
known as technological components) are required for facilitating the rela-
tion between people (data providers, value-adders and decision-makers in 
disaster management community) and data.  

By clarifying each of these core components, an SDI conceptual model 
can be developed which can contribute to facilitating the availability, ac-
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cess and usage of spatial data for disaster management and hence facilita-
tion of disaster management. 

Fig. 2. SDI Components (Rajabifard et. al 2002) 

Considering Geographical Information System (GIS) as underpinning 
technology for SDI and its role in facilitating data collection and storage as 
well as facilitating decision-making based on spatial data processing and 
analysis, GIS is a good tool for improving decision-making for disaster 
management. In this respect, a web-based GIS can be a good tool for fa-
cilitating disaster management due to need to high interaction between de-
cision-makers in disaster management community, particularly during dis-
aster response. 

With this in mind, a web-based GIS using SDI can facilitate disaster 
management by providing a better way of spatial data collection, access, 
management and usage.

4 SDI Conceptual Modeling and Development of Web-
Based System for Disaster Management – A Case Study 

With respect to above description, a research study has been designed and 
conducted in Iran with the aim of development of an SDI conceptual 
model and a prototype web-based system for disaster response. Main steps 
of this research included: 
• Assessing disaster management community from different technical and 

non-technical perspectives with respect to spatial data, 
• Development of an SDI conceptual model, based on the results of the 

assessment, 
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• Development of a web-based GIS based on the SDI conceptual model, 
• Conduction of a pilot project to test the developed SDI conceptual 

model and prototype web-based GIS, and 
• Refinement of the SDI conceptual model and the developed prototype 

web-based system. 
At the first stage disaster management community was assessed with re-

spect to spatial data and those technical and non-technical factors that af-
fect development of SDI. Results of organizational assessment showed that 
development of SDI for disaster management in Iran is a matter of social,
technical and technological, political, institutional and economical chal-
lenges. Based on the results of organizational assessment, at the second 
step, the SDI conceptual model was developed by examining and expand-
ing each of the components of SDI within the context of disaster response. 
This model is a framework that can create an appropriate environment for 
participation of organizations in collection, sharing and usage of spatial 
data for disaster management. 

At the third step, a prototype web-based system using GIS engine with a 
user-friendly interface was also developed as a tool for spatial data collec-
tion, sharing and analysis. Figure 3 shows the overall structure of this sys-
tem. As Figure 3 shows the web-based system is based on five core com-
ponents including user interface for clients to access and analyze data, web 
server and application server for getting the clients’ request and sending it 
to map server, map server for data analysis and query based on clients’ re-
quest, data server for retrieving data from a database and serving them to 
map server for analysis, and database that includes spatial data. 

Fig. 3. Core components of web-based System and their relations

At the fourth step, a pilot project was conducted. This pilot was con-
ducted in Tehran, the capital of Iran with collaboration of different organi-
zations from disaster management community in order to test the web-
based system and developed SDI conceptual model. Considering the im-
portant role of awareness for SDI development, increasing the awareness 
of disaster management community on advantages of developed system 
that works using SDI, was another aim of this pilot project. This pilot pro-
ject was about responding to an assumed earthquake in Tehran. 
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In this pilot, a maneuver scenario was defined with which involved or-
ganizations could experience a coordinated disaster response based on spa-
tial data sharing and analysis. During the maneuver, each organization up-
dated its own spatial datasets within responding operations, and shared 
them with the disaster response community. Therefore each individual re-
sponding organization had access to required spatial datasets to integrate 
and analyze their datasets using GIS functionalities to support their own 
decision-making for disaster response. 

At the last step, based on the results of the pilot project, the developed 
prototype web-based system and the developed SDI conceptual model 
were refined. Figure 4 shows the schematic presentation of the developed 
SDI conceptual model for disaster response.  

Fig. 4. Schematic presentation of the developed SDI conceptual model for disaster 
response 

5 Conclusion 

The results of the case study and its pilot project showed how useful a 
web-based system that works using SDI can be for effective and efficient 
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disaster response management. Using SDI framework, reliable and up-to-
date spatial data for disaster response is always available and accessible for 
decision-makers. A web-based system is also an appropriate tool which 
can be used for data analysis and consequently coordinating and control-
ling emergency situation. 

The effectiveness and efficiency of the system can be interpreted by dif-
ferent elements, however, in this research reducing the response time and 
removing chaos by better management and coordination were considered 
as two evaluating factors.  

It should be noted that such SDI conceptual model and web-based sys-
tem facilitates and improves not only disaster response, but also other 
phases of disaster management including mitigation, preparedness and re-
covery. 
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Abstract

Emergency events can create situations, which exclude presence of people 
in hazardous places or at least create conditions hostile or dangerous for 
people. Using special equipment for assessment of a situation can help to 
do some operations without direct presence of people in place. There are 
some stationary or mobile means, mostly remotely controlled, which can 
be directed or navigated to risky place to do some visual investigation. 
These tools are usually equipped by simple camera system, which permits 
to do some visual investigations but they provide no metric information 
about observed scene. Presented paper describes modular system which 
permits 3D metric measurements in dangerous or inaccessible places. 

1 Introduction

Emergency events can create situations, which exclude presence of people 
in hazardous places or at least create conditions hostile or dangerous for 
people. Using special equipment for assessment of a situation can help to 
do some operations without direct presence of people in place. Especially 
emergency response teams would appreciate such system. But it can be 
used also under other circumstances like terrorist attacks, police, Special 
Forces and military operations, etc. 

There are some systems used for reconnaissance purposes, for example 
[1], [2] or [3]. The common feature of these systems is that they use only 



610      Petr Rapant, Jan Stankovic, Eduard Sojka and Emil Gavlovsky 

one camera system, which usually does not permit to gather stereo pairs of 
images to do 3D metric measurements (like measurements of distances, 
sizes or profiles).

Nowadays technology like small frame video cameras, small (but very 
powerful) computers, wireless communication tools on the one side and 
small and powerful robot systems on the other side gives us tools for creat-
ing new instruments to avoid above mentioned disadvantage. 

This paper reports present state of development of a such system. 

2 Conception 

We have decided to develop new mobile system with following features: 
Low cost solution, 
Modularity – so we can combine different components which best fit 
special conditions without losing power, 
Using non-metric small frame digital (video) cameras, 
Using mobile robot as a primary mobile platform, 
Fully digital processing, 
3D measurements in nearly real time, 
Wireless communication and control (as a final solution), 
Real time processing of 3D data, 
Post-processing on professional digital photogrammetric workstation. 
That is why the team is composed from people representing different 

specialties:
Digital image processing, 
Phogrammetry,
Robot technology, 
Radio electronics, 
Computer hardware and communications. 
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Fig. 1. General structure of system under development 

Final conception is presented in the figure 1. The developing system is 
composed from following modules: 

Mobile platform – robot, helicopter, airplane, 
Visual system – two high resolution non-metric digital cameras or two 
medium resolution digital video cameras, mounted on rotary arm, of 
single high resolution non-metric digital camera (in the case of helicop-
ter or airplane), 
Positioning system – GPS, DGPS, EGNOS, 
Communication system – wire connection, wireless connection, 
Remote control – RC system, computer control system, remote desktop,  
Remote processing – our own software, professional digital photo-
grammetric workstation (for example ERDAS Imagine), and  
On-board processing unit – small PC-based computer for in-place proc-
essing of image data gathered by visual system (alternatively). 
It is clear that every module has some alternatives. 
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Fig. 2. Chassis of the robot – development version 

The mobile platform is equipped by many sensors: 
a pair of cameras for gathering stereo pairs of images, mounted on ro-
tary arm, 
a PC camera for direct on-line visual investigation and navigation, 
an electronic compass to get direction of camera system, 
an GPS receiver to get absolute position if it is possible, 
a pair of inclinometers to be able to put camera system to horizontal po-
sition,

which permit, among others, to determine absolute or at least relative posi-
tion of the camera system in the space. Absolute position is possible to ob-
tain only in the case of open-air measurements. GPS receiver is not usable 
in buildings. But at this case we are able to measure at least direction of 
camera system and fix it in horizontal position. Open-air measurements of 
position will be very exact in most cases. This is ensured by online DGPS 
corrections and by use of wide area augmentation systems in places with-
out DGPS range. For future stages of the development we are also plan-
ning to implement inertial sensors (electronic accelerometers) that will al-
low us to keep knowledge of absolute position for several minutes without 
GPS signals.
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Fig. 3. Example screen shot of software developed 

The main chassis of the robotic platform is made of aluminum alloys 
combined with steel parts and equipped with caterpillar bands. Caterpillar 
crawler gives the robot excellent maneuvering abilities (it may turn 360 
deg. right on the place) and allows it to pass trough rather rough terrain. 
We will use modified design of such a chassis that was developed by de-
partment of robotics at our university [4]. Development version (but fully 
functional) is shown in the figure 2. 

The optical measurement system (or video system) is composed of 
two digital cameras DFK 31F03 (by Imaging Source) with resolution 
1024x768 pixels and IEEE 1394 interface (FireWire), mounted on rotary 
arm (see figure 4). Cameras are equipped with H416 (Pentax) lenses with 4 
mm fixed focus. Physical connection between cameras and computer proc-
essing unit is done by two separate IEEE 1394 PCI interface cards. The 
imagery data are transferred by communication system to remote process-
ing unit.

Alternatively, on-board processing unit can be situated at mobile plat-
form and all the necessary processing can be done directly on the mobile 
platform which can be used as a server for 3D data gathering and proc-
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ess9ing. In such case the remote processing unit plays role of remote client 
– all processing software is running on mobile platform, remote unit use 
only remote management console (e.g. remote desktop connection from 
Windows XP) to control whole the process of 3D measurements.  

Fig. 4. Example screen shot of software developed 

This configuration reduces volume of data transferred from platform 
through communication system up to remote processing unit and helps to 
solve potential bottleneck of the system. Due to very wide data streams 
(over 270 Mbps) from each of FireWire cameras and not existing wireless 
technology capable to transmit so much data in real time. This is good rea-
son to do the primary data processing directly on-board. For this reason we 
use powerful computing on-board unit derived from IBM PC platform 
(modified micro ATX board, 2 GHz Mobile Celeron CPU, 512 RAM, 40 
GB HDD). 

We have developed special software for 3D data gathering, preprocess-
ing and on site 3D measurements. All the functions are integrated into sin-
gle program environment that ensures comfort of the user with little need 
for manual operations (see figure 3). 

In case that measuring system is calibrated it is possible to provide 
measurements. We can determine point coordinates, line lengths (dis-
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tances) and lines angles in the scene. Polygon measurements (generation) 
is under development. Measurement is done with assistance of operator – 
that means it is necessary to mark on the images what should be measured. 
Measured values may be commented with notes. Software for 3D meas-
urements creates and incrementally updated measurements file. The file 
can be edited (add more measurements, drop unnecessary values). Basic 
task that had to be implemented here has been determination of 3 dimen-
sional coordinates of the points in the scene associated to relative coordi-
nate system (in our case coordinate system of the left (L) camera). Compu-
tation of coordinates has been solved like optimization task – by 
minimization of sum of length square distances between theoretical and 
real projections of reconstructed points. Implementation of remaining men-
tioned measurements (lengths, angles, polygons) is elementary while 
knowing coordinates of corresponding points. 

Communication and control system is based on several wireless tech-
nologies. In fact we are using three separate technologies. For movement 
control of the platform and of the rotary arm we use R/C interface (manual 
control panel common in hobby modeling) that gives the operator maximal 
sensitivity and freedom of move together with long range accessibility 
even in problematic environments. Visual data from movable navigation 
camera are transmitted with use of analog radio system. The reason for 
analog system is again in long range accessibility in problematic environ-
ments. All other communication is done by 802.11 b/g (WiFi) technology. 
Robotic platform is equipped with WiFi access point that ensures multi-
user access to the resources (computer unit, sensory systems, etc.) and to 
data stored on-board. For simplicity we are using standard TCP/IP protocol 
and standard services over it. The computing unit runs secure ftp server 
(FTPS), SSH server, http server (web) and two types of remote desktop 
sharing that allow direct control and configuration of the operating system 
and system environment. With this solution the robot in fact acts to users 
as any ordinary network server. Multiple users may download stored im-
agery, see the view of “robots eyes” and cooperate in this way. Security of 
data transfers is managed by encryption algorithms implemented in hard-
ware and software layers of wireless networks (WEP) and TCP/IP protocol 
and services over it (SSL, SSH).  

Primary data processing is done directly on-board as mentioned before. 
Capture of image stereo pairs suitable for precise measuring is done manu-
ally by operator using remote desktop feature of the system or automati-
cally in scheduled time intervals. Both ways require previous stabilization 
of rotary arm to horizontal position. Near real time post processing (meas-
urements) may be done by on-board processing unit with our software as 
well as using any other computer that has access to the data (images) 



616      Petr Rapant, Jan Stankovic, Eduard Sojka and Emil Gavlovsky 

stored on the robot. Post processing may also be done later, with use of 
advanced photogrammetric software like ERDAS Imagine. We are plan-
ning to use Tablet PC computer (Penbook with WiFi) to communicate with 
robot while working in the field and to perform near real time measure-
ments. The reason we want to use Tablet PC is great mobility it gives the 
operator while working outdoors and walking during the work. The other 
but related reasons are natural control with use of touch screen and voice 
commands recognition systems. 

The modular system can do these tasks in the lab: 
single camera calibration, 
double camera calibration, 
calibration of compass, 
calibration of leveling sensors, 
checking of the whole system. 
Modular system can do these tasks in the field: 
on a site camera recalibration/calibration check, 
move mobile platform to necessary position, 
support visual investigation of site using single PC camera, 
direct the double camera system to the target, 
obtain stereo pair of images, 
transfer the images to remote processing unit, 
nearly real time visual 3D investigation of the site, 
nearly real time 3D measurements on the observed scene, 
3D post processing of the gathered images using ERDAS Imagine. 

3 Results 

We have developed some of mentioned above modules until now and have 
performed successful separate testing of particular modules. Photogram-
metric and data capture software is finished and functioning well. The 
software has been successfully tested with hardware it will work on at the 
time the whole robotic device will be completed. Robotic platform is also 
done and tested, but we want to rebuild it to make it lighter. Construction 
design of the rotary arm is prepared as well as electronic microprocessor 
unit that will take care of vertical stabilization and rotation monitoring of 
the arm holding cameras. The robot should be completely put together and 
first on-board tests performed by the end of March. We have also tested 
wireless remote control of the photogrammetric system – online hi-
resolution picture view, data capture, measuring, and other software func-
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tionality. For the tests we have successfully used HP TC 1100 Tablet PC 
with Buffalo WiFi cards at Ad-Hoc mode. The project should be finished 
up to the end of 2005. 
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Abstract

The spatial mapping of risk is critical in planning for disaster prepared-
ness. An application from a study area affected by mass movements is 
used as an example to portray the desirable relations between hazard pre-
diction and disaster management. We have developed a three-stage proce-
dure in spatial data analysis not only to estimate the probability of the oc-
currence of the natural hazardous events but also to evaluate the 
uncertainty of the estimators of that probability. The three-stage procedure 
consists of: (i) construction of a hazard prediction map of “future” hazard-
ous events; (ii) validation/reliability of prediction results and estimation of 
the probability of occurrence for each predicted hazard level; and (iii) gen-
eration of risk maps with the introduction of socio-economic factors repre-
senting assumed or established vulnerability levels by combining the pre-
diction map in the first stage and the estimated probabilities in the second 
stage with socio-economic data. Three-dimensional dynamic display tech-
niques can be used to obtain the contextual setting of the risk 
space/time/level distribution and to plan measures for risk avoidance or 
mitigation, or for disaster preparedness and risk management. A software 
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approach provides the analytical structure and modeling power as a fun-
damental tool for decision making. 

1 Introduction 

Risk is a condition that we all have to bear in our daily life and that, when 
known, we should try to avoid or minimize. Natural risk is due to proc-
esses that take place independently of human presence, while technologi-
cal risk has human processes and activities as the main cause. The concept 
of risk relates to the probability that an event, either natural or human in-
duced, affect human presence and activity and indeed it concerns the geo-
graphical distribution of human settlements. An extensive set of risk terms 
has been defined by the Society of Risk Analysis (www.sra.org/re-
sources_glossary.php). A distinction is made between risk analysis that 
deals with the quantification of the probabilities and expected conse-
quences of identified risks, and risk evaluation that deals with the socio-
political and moral-ethical component in which judgments are made about 
the significance and acceptability of risks. In addition, risk management
is an activity aimed at reducing risks that are found to be unacceptably 
high. It combines risk analysis and risk evaluation in a decision process to 
implement economic and technical measures (Plattner, 2004). 

This contribution focuses on spatial risk assessment, i.e., the methods 
of generating risk maps in which the different levels of relative risk are 
represented for analysis, evaluation and management. Industrial risk man-
agement is often based on the risk management cycle of identification, 
analysis, mitigation and follow-up, or simply identification, prioritization, 
response and control, using risk check lists should risk maps be unavail-
able. Natural risk management has to be based on the distribution of natu-
ral processes whose spatial boundaries and characteristics need to be rec-
ognized, understood and represented in order that remedial action can be 
taken. Examples of important actions with respect to natural risks are pre 
mitigation strategies in development planning and hazard preparedness. 
Hazard is the probability estimate that a damaging event will occur in a 
given area at a given time. For instance, rather than wait for a disaster to 
occur, society can take action to prevent, minimize or mitigate the impact 
of a disaster to reduce social vulnerability (Hansson, 2004; 
www.unisdr.org).

Recent examples of risk maps of landslide hazards (Komac, 2004; Bell 
and Glade, 2004; Liguori and Mortellaro, 2004) provide some ways in 
which the territory is zoned into classes of risk levels for different types of 
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risks, e.g., risks to life, to assets, to economy, etc. Clearly, without the spa-
tial expression of the risk levels provided by such risk maps, natural risk 
management would hardly be feasible. This contribution discusses how, 
with spatial data models hazard prediction can be empirically validated in 
order to obtain risk maps to potentially bridge the gap with disaster man-
agement. The process of using hazard predictions, vulnerability analyses 
and risk assessments must be linked to the subsequent stage of disaster 
preparedness.  

An application example to a study area affected by landslide activity al-
lows discussing how risk maps can be visualized and used for disaster pre-
paredness planning. Works by the authors in the last ten years have pro-
posed a variety of predictive models (Chung and Fabbri, 1993, 1998, 1999, 
2001 and 2005) and analytical strategies of validating the results of spatial 
predictions (Chung and Fabbri, 2003; Fabbri et al, 2002). More recently 
cross-validation techniques have been used to estimate the probability of 
occurrence of hazardous events and, with appropriate scenarios, to gener-
ate risk prediction maps (Fabbri et al, 2004). This contribution discusses 
the usefulness and indispensability of such maps for disaster mitigation 
planning. 

To plan a strategy to manage the occurrence of future natural disasters 
in a given area, one of the critically indispensable preparation steps is to 
perform the risk assessment for all natural hazardous events in the area 
such as earthquakes, floods and/or landslides. Risk assessment for natural 
hazard is linked to several socioeconomic elements such as the distribution 
of economic activities, infrastructures, human lives, and valuable assets. 
The risk of any one given socioeconomic element at a location in the as-
sessment area is defined as the multiple of three components: the value of 
the element, the vulnerability of the element with respect to the natural 
hazard, and the probability of the future occurrence of the hazardous event 
at the element location. The priority in the preparedness should follow the 
level of the estimated risk at every location in the area. For example, if the 
risk is estimated near the zero value, then the priority should be the lowest 
within the area. Of the three components of risk, the only one related to the 
future is the probability of the occurrence of the natural hazardous event. 

The analytical strategy discussed in this contribution is based on favora-
bility function models applied to spatial databases and uses the results of 
empirical validation to construct acceptable scenarios for the introduction 
of socioeconomic data for vulnerability and risk evaluation. The different 
levels of risk can also be based on establishing how the various hazard un-
certainties (e.g., Chung, 2005), identified via the validation techniques, 
impact on consequent risk uncertainties.



622      C.F. Chung, A.G. Fabbri, D.H. Jang and H.J. Scholten 

2 An application to a Landslide Hazard-Risk Study Area 
near Boeun, South Korea 

The spatial mapping of risk is critical in planning for disaster prepared-
ness. An application from a study area affected by mass movements is 
used here as an example to portray the desirable relations between hazard 
prediction and disaster management.

The Boeun area, in South Korea, has been affected by numerous mass 
movements. It covers approximately 48.6 km2 (8.12 km x 7.22 km, or 
1642 x 1444 pixels of 5m x 5m resolution). Before the year 1997, at least 
420 surficial debris flow landslides took place in the study area. Data on 
44 more landslides that occurred in 1978 were also available so that a spa-
tial database was constructed that consisted of digital maps of (a) the land-
slide distributions up to 1997 and in 1998, (b) the digital elevation models 
or DEM (continuous data layers), surficial geology, forest coverage, land 
use, and drainage maps (thematic data layers), and (c) a variety of addi-
tional socioeconomic maps (thematic data layers) with the associated sta-
tistics on values and vulnerabilities to surficial debris flow landslides. 

About 45,600 people are living in the area in 1,500 households. The 44 
landslides that occurred in 1998 caused 3 casualties, damages to properties 
up to US $ 3.3 millions (of which $ 200,000 to man-made infrastructures 
and $ 3,300,000 to forests) and occupied 2,000 5m x 5m pixels. The data 
in (a) and (b) in the database were used to generate landslide hazard pre-
diction maps and later the data in (c) were used to generate three risk 
maps: risk to population, risk to man-made infrastructures, and risks to 
forests.

Figure 1 shows a population risk map of the Boeun area. The ratios in 
the legend indicate the number of expected victims to be affected by the 
landslides. The histogram below the risk map provides the estimated prob-
ability for each 5m x 5m pixel to be affected by the landslides. It was ob-
tained through cross-validation of the hazard prediction map shown in Fig-
ure 4. In individual pixels the risk appears low but combining the risks 
together the total number of casualties is 3. 

The risk map for man-made infrastructures is shown in Figure 2. The 
same probability histogram was used to generate the risk maps in Figures 2 
and 3. The legend indicates the estimated property damage in US $ per 
pixel. The total damage was US $ 200,000: we have less that one $ per 
pixels in the red class. The risk is low for an individual pixel, however, it 
is spread over the entire area. Collective risk is high. Indeed at the location 
of the damaged house (see Figure 6) the risk is high. 
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333,697.730m N 
258,810.487m E 

326,477.730m N 
266,930.487m E

Fig. 1. 5m x 5m population risk map of the Boeun area, South Korea. The total 
number of casualties is 3. The histogram below provides the estimated probability 
for each pixel from the hazard cross-validation. The ratios in the legend indicate 
the number of expected victims to be affected by the landslides. The colored risk 
values have been draped on an enhanced digital elevation image, a shaded relief 
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333,697.730m N 
258,810.487m E 

326,477.730m N 
266,930.487m E

                                          
                                Less than 1 $ 4$ 

Fig.2. Risk assessment for man-made infrastructures in the Boeun area, South Ko-
rea. The estimated property damages were 200,000 $. A three-dimensional view of 
a particular in the upper right quarter image, looking in the south-southeast direc-
tion is shown in Figure 6A. The same shaded relief background used in Figure 1 is 
used here. The legend indicates the estimated property damage in US $ per pixel 

The forest risk map is shown in Figure 3 where the legend indicates the 
damages expected also in US $. The situation represented in this map is 
somewhat special in that it was produced because the local land owners in 

LEGEND
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the area had been compensated by the government for the damages to the 
forest. That situation may be uncommon elsewhere. The red class indicates 
US $ 7 per pixel. 

To generate the three risk maps, the landslide hazard prediction map in 
Figure 4 was critical in conjunction with the prediction-rate curves ob-
tained from the cross-validation to empirically measure its spatial support 
by the database of map data layers. These curves are shown in Figure 5 
that provides both the prediction rates and the corresponding estimated 
probabilities of occurrence. The three stage approach used to obtain the 
risk maps is discussed in Section 4 and in Figure 7. The software that has 
been developed for predictive modelling and risk analysis is described in 
Section 5 and in Figure 8. 

The socio-economic data layers used for the computation of risk were: 
(1) the distribution of population density, (2) the distribution of road net-
works (construction costs and costs of a two-day interruption), (3) the spa-
tial distribution of buildings of different type, and (4) the distribution of 
drainage patterns and the construction costs of embankments etc. For all 
these data layers values and vulnerabilities were estimated per pixel. The 
1998 landslide data were used to construct a scenario for risk assessment. 
In practice, because the 44 landslides that occurred in 1998 occupied 2000 
pixels, an area of that many pixels was expected to be affected after 1997. 
It is remarkable that the risk maps provided results in harmony with the 
damages paid to the local land owners. For instance the total expected 
costs to man-made infrastructures were estimated as US $ 106,396.80, i.e., 
about half of the actual damages of $ 200,000 that have been paid by the 
local government. Our estimates of damages were: $ 31,041.16 to build-
ings, $ 34,280.19 to road networks, and $ 30,710.91 to traffic. Other esti-
mates of damages were not significant because the locations of those infra-
structures were away from hazardous zones. The total expected casualties 
were estimated as 3.14, rather close to the actual casualty number of 3. It is 
remarkable that in general, the highest risk areas are in fact in the middle 
hazard areas predicted by the analysis. A complete discussion of the results 
of this study, the prediction method used and the database is in Fabbri et al
(2004).
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Fig. 3. Forest risk map for the Boeun area, South Korea. Estimated damage was $ 
3,300,000. The legend indicates the forest damages expected also in US $. The red 
color indicates 7$ per pixel. It was obtained knowing the sum that the local gov-
ernment paid the land owners to compensate for the damages caused by the land-
slides 
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3 Risk Visualization and Disaster Preparedness Plans: 
What is so Special about the Risk Maps? 

The risk maps generated for the Boeun area have several new aspects that 
should be underlined.  

First of all they were obtained using an empirical cross-validation that 
represents the degree of support for each hazard prediction class. That 
means that we know how good the classes are in terms of predicted hazard 
level. Secondly, the risk maps were based on clear assumptions concerning 
the data layers (e.g., uniformity principle and reliability of the data base), 
the prediction models (each model requires assumptions such as condi-
tional independence of the data layers, etc.), and the number/size of the fu-
ture damaging events (e.g., the 2000 pixels expected to be affected). The 
latter represents a scenario for an acceptable realistic situation that pro-
vides the necessary setting for a decision maker. Other more optimistic or 
pessimistic scenarios can be used to explore further the risk assessment re-
sults.

In addition, even if that was not discussed here, hazard predictions can 
also be obtained imposing various degrees of uncertainty on the map unit 
boundaries of the thematic map data layers, thus enabling comparisons of 
predictions via cross-validations. From those different hazard maps differ-
ent risk maps can be generated and compared. 

Three-dimensional dynamic displays can be easily generated in which a 
background is added of all important transportation routes and other points 
of interest for disaster preparation or risk management. Indeed, the various 
classes or levels of risk represent spatial indicators of when given propor-
tions of future damaging events are likely to occur. This is because no pre-
diction will be able to locate all the future events: a more or less satisfac-
tory proportion will be obtained in practice (say 60-75%). The associated 
levels of uncertainty are also easily estimated and visualized. The multidi-
mensional renderings with fly through techniques, now commonly avail-
able, can provide realistic landscapes for analysis and planning for relief 
action. They can be used either in proactive mode, before the disasters 
happen, or in reactive mode, after the damage.  
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Fig. 4. Landslide hazard prediction map for the year 1977 for the Boeun area, 
South Korea. It was obtained using the Empirical Likelihood Ratio function model 
and distribution of the 420 landslides, shown as black dots, that occurred prior to 
1977, the DEM, surficial geology, drainage and forest coverage. The prediction 
was interpreted generating another prediction using a random half of the 420 land-
slides and validating it with the distribution of the remaining half of the landslides 
to obtain the prediction-rate curves in Figure 5 

LEGEND
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                           A

                           B

Fig. 5. Estimated probability of landslide occurrence for each prediction class 
shown in Figure 4 and the corresponding prediction-rate curve in the Boeun area, 
South Korea. The histogram in (A) provides the estimated probability for each of 
the 200 classes in Figure 4. It was obtained from the prediction-rate table used to 
generate the curve in (B) 

The illustrations in Figure 6 are just an indication of how we could use 
visualization techniques for applying spatial decision support techniques to 
risk analysis. For instance, we should be able to decide in what order or 
priority sequence are we to deal with risk avoidance or risk mitigation or 
even risk acceptance. If the risk is estimated to have a low value, then the 
priority should be the low within the area.
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                                       B

                           A

                   C                                                                              D 

Fig. 6. Some views of the risk map for man-made infrastructures shown in Figure 
2. In (A) a 3-D view is shown looking in direction SSE from the top right of the 
risk image. In (B) a vertical view of the sub-area with the distribution of man-
made infrastructures. In (C) a vertical view of the same sub-area with the risk 
map. In (D) a house that was damaged by a landslide and in which a casualty oc-
curred. The house is located on the other three views 
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4 An Approach to Spatial Predictions 

We have developed a three-stage procedure in spatial data analysis (Fabbri 
et al, 2004) not only to estimate the probability of occurrence of hazardous 
events but also to evaluate the uncertainty of the estimators of the prob-
ability. The three-stage procedure consists of: (i) construction of a hazard 
prediction map of “future” hazardous events; (ii) validation/reliability of 
prediction results and estimation of the probability of occurrence for each 
predicted hazard level; and (iii) generation of risk maps with the introduc-
tion of socio-economic factors representing assumed or established vulner-
ability levels by combining the prediction map in the first stage and the es-
timated probabilities in the second stage with socio-economic data. Figure 
7 shows a flow diagram of the approach used. 

4.1 Hazard Prediction: Stage I 

The initial step in the Hazard Prediction Stage I is the preparation of the 
input data layers, i.e., (a) the thematic data layers that express the natural 
setting of the landslide events (bedrock geology, quaternary cover, land 
use, vegetation, etc.), (b) the continuous data layers that characterize the 
topographic landscape (elevation, slope and aspect making up the digital 
elevation model or DEM), and (c) the occurrence data layers with the dis-
tribution and shape of various types of hazardous events possibly including 
the year of occurrence. 

Data preparation requires a uniform resolution, geo-referencing and co-
registration, the extraction of map unit boundary images for the thematic 
data layers, the assignment of unique labels to identify each individual oc-
currence, and if necessary, the identification of relevant portions of the ar-
eas of the occurrences (e.g., the scarps representing the trigger zones of the 
landslides) and possible derived occurrence maps that partition the occur-
rences in time periods, or spatial subsets or random groups for the valida-
tion experiments to follow in the successive Stage II. 

The 1st Prediction Step, after the data preparation, consists of using all 
thematic and continuous data layers and all hazardous occurrences of the 
same type, selecting the appropriate prediction model out of an available 
set of mathematical models (e.g., Fuzzy Sets, Empirical Likelihood Ratio, 
etc., see Chung and Fabbri, 1993, 1998, 2001). This generates a prediction 
map or image (we will be using the terms image or map interchangeably to 
indicate a digital prediction map) in which each point or pixel is assigned a 
prediction value that ranges between a minimum and a maximum accord-
ing to the model specification (e.g., between 0.0 and 1.0).
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Fig.7. Flow diagram of the approach proposed for spatial predictive modeling of 
hazard and risk 

To observe that prediction image, the prediction values can be sorted in 
descending order and the ranks of fixed pixel percentages of study areas, 
say 0.5%, can be assigned 200 successive colors in a pseudo-color look-up 
table. Such a simple visualization technique completes the Hazard Pre-
diction Stage I. An example of a hazard map is shown in Figure 4. The 1st
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prediction uses all occurrences available of a given type and is usually the 
one with most supporting input data layers (thematic and continuous). It 
now needs to be interpreted and well understood. As is, we do not know 
much of its significance in terms of relative hazard representation. How 
good is it? To answer the question we need another analytical stage.

4.2 Cross-Validation: Stage II 

The Cross-Validation Stage II requires the partitioning of the distribution 
of hazardous occurrences in time intervals, or spatial subsets of parts of the 
study area (say upper and lower or left and right halves) or of random half 
occurrence subsets for later cross-validation. One subset of occurrences 
(for instance the distribution of the older ones) will be used to obtain a 2nd

Prediction using the same model used in the 1st Prediction, and the other 
subset of occurrences will be used to cross-validate the prediction result 
(the prediction image) by counting the number and measuring the area of 
the validation occurrences falling within each prediction class, ranked as 
described in Stage I.

The spatial comparison generates a prediction-rate table or curve de-
scribing the effectiveness of the prediction. We can display the 2nd Predic-
tion image as we have done for the 1st one in Stage I, however, such a dis-
play will not be as informative as the prediction-rate table. Obviously, 
while the cross-validation is functional to interpreting the prediction, it can 
happen that the prediction image is unsatisfactory (e.g., high predicted val-
ues might not have good concentrations of validation occurrences), so that 
various iterations are desirable in which Stage I is repeated modifying the 
input data layers used (e.g., using a greater or smaller number of data lay-
ers, or different sets or combinations of data layers). 

If the 2nd Prediction Step appears satisfactory, the prediction-rate table 
can be transformed into a probability of occurrence table according to 
some scenario based on assuming some similarity of occurrence distribu-
tion in time, for instance. This was done to obtain the diagram in Figure 5 
and the histogram at the bottom of Figure 1. At this point we should be 
ready to consider the analysis of risk if the necessary socioeconomic data 
layers can be made available. 

4.3 Risk Assessment: Stage III 

The Risk Assessment Stage III necessitates a realistic scenario based on 
the uniformity of occurrence distribution of hazardous events during the 
first time interval of a same or similar duration in the future. Should a 
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trend towards an increasing or decreasing intensity of occurrences be 
available, a corresponding modification of the scenario can be applied. The 
scenario provides input on the average dimension and number of hazard-
ous events expected in the future.

The distribution of such future hazardous events among the predicted 
hazard classes has been represented in the probability of occurrence table 
obtained in Stage II.

A number of socioeconomic thematic data layers have to be prepared or 
generated as digital images of the same resolution and co-registration of 
the remainder of the database used so far for hazard prediction. Such the-
matic socioeconomic data layers, for instance, represent population density 
distribution, infrastructures, transportation networks, drainage systems, 
etc., for which values and vulnerabilities per unit area or length have been 
calculated. Such values, stored in tables linked with the socioeconomic 
feature identifications, have to be expressed in the same spatial resolutions 
of the remainder of the database (e.g., 5m x 5m, or 10m x 10m, or 20m x 
20m, etc.). While the values will be expressed in monetary units, the vul-
nerabilities will be ranging between 0, no damage, and 1, total destruction.  

The risk computation will generate a risk map using (1) the data from 
the socioeconomic data layers (values and vulnerabilities), (2) the previ-
ously generated 1st hazard prediction map of Stage I, and (3) the probabil-
ity table for each area resolution unit, each pixel, from Stage II. The risk 
map obtained satisfying the expression RISK = E*V*H (where E is the 
element at risk, V is its vulnerability and H is the hazard) now needs to be, 
studied and interpreted via a variety of static and dynamic techniques (e.g., 
3-D visualizations with different contexts and enhanced backgrounds).  

A spatial modeling software package was developed to satisfy some of 
the requirements of this approach. The following section describes it.

5 Software Tools for Spatial Prediction Models and 
Spatial Risk Analysis 

The software approach summarized here has been proposed by the authors 
(e.g., Fabbri et al, 2004) to provide an analytical structure and modeling 
power that are a fundamental tool for decision making. No other computer 
system, at present, allows the validation of predictions and the estimations 
of probabilities of occurrence. A number of technical and analytical issues 
have been tackled by SPM, the Spatial Prediction Modeling system, and by 
SRA, the Spatial Risk Analysis system (see www.statialmodels.com).  
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The realization that the common analytical functions in most GIS are 
still inadequate for prediction modeling has encouraged the programming 
of special analytical tools, SPM and SRA, complementary to GIS, to sat-
isfy the following tasks: 
a. to make available most mathematical methods of predictive modeling 

under a unified framework such the one of Favorability Functions 
(Chung and Fabbri, 1993), and the subsequent representation and visu-
alization criteria (e.g., Chung and Fabbri, 1999); 

b. to make simultaneous use of thematic and continuous data layers with-
out the transformation of one data type into the other and subsequent 
loss of information (Chung and Fabbri, 2005); 

c. to apply validation procedures to assess the degree of data support to 
prediction results, to compare different predictions and select, out of 
many groupings of occurrences, the better one, to perform sensitivity 
analysis to assess the robustness and stability of the prediction results, 
and to estimate the probability of occurrence of unwanted events (i.e., 
the hazardous occurrences) given appropriate scenarios; 

d. to exploit the fuzzy boundary concept for thematic data layers enabling 
the explicit introduction of spatial uncertainty into predictive modeling 
(Chung, 2005); 

e. to provide an operational framework to risk assessment and risk map 
generation based on values and vulnerabilities of socioeconomic input 
thematic data layers, on the probability of hazardous occurrences esti-
mated from cross-validation, and the result of predictive modeling of 
hazard, i.e., the hazard map (Fabbri et al, 2004). 
The Spatial Prediction Modeling system, SPM, as shown in Figure 8, 

provides tools for inputting raster images of continuous, thematic and oc-
currence data layers (DP), to select various mathematical models of predic-
tion image generation (SP) such as Fuzzy Sets, Empirical Likelihood Ra-
tio, Logistic and Linear, and Bayesian Probability models. The interaction 
can be pipelined into a multilayer simultaneous analysis or on a gradual 
layer-by-layer process to obtain initial confidence in the processing. 

The fuzzy boundary concept is implemented as a spread parameter that 
is applied to the boundaries of thematic data layers units. It can account for 
either the integration of different map scales or of the uncertainties associ-
ated with the thematic map units. 

The cross-validation module (CV) provides several ways to handle dif-
ferent groupings of hazardous occurrences in the interpretation of predic-
tion results.
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Fig. 8. Organizational flow of the Spatial Prediction Modeling system. ELS indi-
cates the Empirical Likelihood Ratio model 

The Spatial Risk Analysis system, SRA, described in Figure 9, shows a 
sequence of processing steps in which the socioeconomic input thematic 
data layers and tables input are generated (T), a probability table is com-
puted for each pixel by transforming the prediction-rate table, obtained 
from SPM, according to a scenario based on the average number and size 
of hazardous occurrences, that provides the number of pixels expected to 
be damaged in the future (PrTa). Should such a probability table not have 
good monotonic non-decreasing slope properties, a further transformation 
can be obtained (M-Ta). Should still that modification show much irregu-
larity or fluctuations, a smooth curve fitting can be computed (F-Ta). 
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Finally, using one of the probability tables (i.e., the results of either 
PrTa, M-Ta or F-Ta) as input, a socioeconomic thematic data layer with 
the associated value and vulnerability table, and the initial most satisfac-
tory hazard prediction image, a risk map is generated (RISK). 

SRA

T

PrTa M-Ta

RISK

F_Ta

Socioeconomic Thematic, data 
generation: value & vulnerability

Spatial Risk Analysis System

Generation of RISK map using the Socioeconomic
 Thematic data layers with value & vulnerability,

the Hazard prediction image 
and one of the Probability tables

Probability
table for 

each pixel
from 

prediction-
rate table

Monotone 
non-

decreasing
slope 

probability
table for 

each pixel

Fitting smooth
curve to

monotone 
non-

decreasing
slope 

probability
table for 

each pixel

Fig. 9. Organizational flow of the Spatial Risk Analysis system 
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All SPM and SRA outputs, images and tables, are in formats that can be 
transferred to or used by other software systems such as GIS, spreadsheets, 
etc., for further analysis and visualization. SPM and SRA have been pro-
grammed to be independent from such systems and complementary to 
them. 

6 Concluding Remarks 

What more should be done? To this question we can try to provide a par-
tial answer with the following considerations. In this contribution we have 
presented three risk maps and described how they have been generated. 
The prediction process requires spatial data, mathematical models, as-
sumptions, scenarios and strict analytical strategies. We have presented an 
approach that uses favorability modeling and three analytical stages that 
we believe has advantages over many risk mapping methods to date and 
certainly over a variety of GIS techniques. Many extensions or improve-
ments can be further thought of. Depending on the data available, various 
dynamic visualizations can be designed, for instance providing a set of risk 
maps for subsequent time intervals thus using trend information. Other 
types of natural or technological risk representations can be generated, 
such as earthquake, flooding, forest fires, or aquifer vulnerability to pollu-
tion. Essential, in spatial data analysis is to generate the spatial context of 
causal factors that integrate much of the spatial distribution that leads to 
estimating the probability of occurrence of damaging events or processes. 

The fuzzy boundary concept can also be used to refine the approach to 
risk mapping so that degrees of uncertainty are analyzed or tested with 
cross-validation techniques. 

Another aspect, on which the authors of this contribution are presently 
working, is the assessment of multi-risks to generate an aggregated risk 
map. Indeed, we wonder how little would be possible in risk management 
without risk maps of the nature of the ones presented here. A proper use of 
GIS technology for disaster preparedness is to use the risk maps as a basis 
for planning the distribution of mitigation measures, such as alarm sys-
tems, access to affected areas by emergency teams and vehicles, protection 
barriers, sensors to detect changes in condition of vulnerable elements, es-
cape routes, safe meeting points, information nodes or centers, relief units, 
disaster foci bypass routes, to mention a few. The thematic and continuous 
spatial support to a risk map should provide an understandable and reliable 
expression of the potential damage distribution and of the associated levels 
of uncertainty with the realistic background and landscape setting of the 
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past events and of the existing communication network. The risk maps can 
easily become integral part of spatial decision support systems. 
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Abstract

The paper describes a new method for extracting objects from high resolu-
tion color remote sensing images. This method is based on the fuzzy seg-
mentation algorithm which has been developed in our previous works. The 
proposed object extraction method is following three steps. (1) Segmenting 
color images, (2) Detecting objects from segmented images, and (3) Post-
processing of extracted object. The paper also gives experimental results 
from using the proposed method to extract centerlines of road networks 
and roofs of building from QuickBird and Ikonos Images. 

1 Introduction 

Very high spatial resolution satellite imagery such as 1 m Ikonos and 0.6 
m QuickBird, particularly its high temporal resolution (e.g., 1-3 days), has 
implied that this kind of image data acquired from spaceborne sensors can 
provide a viable alternative to aerial photography for emergency response 
planning. Unfortunately, such satellite imagery has not been readily 
adopted by metropolitan mapping agencies and emergency response per-
sonnel for quick detection of emergency change information for planning, 
monitoring and damage assessment. In the applications of high resolution 
satellite imagery, object extraction is the most basic and important task. 
Though many object extraction algorithms for satellite or aerial images 
have been proposed in the past years, most of them processed grayscale 
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imagery only. The objective of this paper is to present an effective ap-
proach to man-made object extraction from the pan-sharpened high-
resolution satellite imagery. This method is based on the fuzzy segmenta-
tion algorithm which has been developed in our previous works. The pro-
posed object extraction method consists of three steps: segmenting color 
imagery, detecting objects from the segmented imagery, and post-
processing of the extracted objects. Several high-resolution satellite images 
with different scenes in urban residential areas have been examined and 
the results presented illustrate the potential of the proposed approach.  

The paper is organized as follows. Section 2 introduces notations and 
algorithms for color segmentation from our previous work. The proposed 
new method for object extraction is described in Section 3. The results on 
extracted objects from pan-sharpened QuickBird and Ikonos color images 
by using the proposed method are illustrated in Section 4. Finally, conclu-
sions are drawn in Section 5. 

2 Fuzzy-Based Segmentation 

2.1 New Fuzzy C-partition Method 

Fuzzy c-partition algorithm has been wildly used method to solve the clus-
tering problems in pattern recognition (Tou and Gonzalez, 1974; Zeng and 
Starzyk, 2001), image segmentation (Liew and Yan, 2001), unsupervised 
learning (Langan et al., 1998), and data compression (Zhong et al., 2000). 

Consider a vector set V formed by n vectors in L-dimensional real num-
ber space Rm, i.e., V = {V1, V2, … , Vn}, Vj = [Vj1, Vj2, …, Vj L] and j = 1, 2, 
…, n, a fuzzy c-partition on V is represented by 

  P = [pij], i = 1, 2, …, c and j = 1, 2, …, n          (1) 

where P is a fuzzy partition matrix and satisfies 

njforp
c

i
ij ,,2,1,1

1
           (2) 
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1

n

j
ijp          (3) 
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where c is the positive integer to indicate the number of the clusters in 
the partition, and ]1,0[ijp  is the fuzzy membership value of Vj belonging 
to ith cluster (George and Bo, 1995). 

Before using fuzzy c-partition to design a clustering algorithm, the fol-
lowing two issues should be solved. First one is how to determinate the 
number of clusters for a clustering. Another issue is how to calculate the 
fuzzy c-partition matrix.  

Unfortunately, in most of situations, the number of clusters is unknown 
a prior and sometimes it is difficult to specify any desired number of clus-
ters. For example, the situations often happen in the segmentations of re-
mote sensing images, because the ground truth is always not available for 
these images.  Based on our previous work, a histogram-based procedure is 
used to obtain the number of the clusters (Li, 2004). The second issue is 
solved by following procedure. 

Given a vector set V = {V1, V2, … , Vn}, and the number of the clusters 
c. Based on this number, a central vectors set can be selected, that is,  VCV

= {VCV1, VCV2, … , VCVc} and VVCV  The fuzzy c-partition matrix can be 
calculated as follows. 

c

k

m
jCVk

m
jCVi

ijp

1

1
1

1
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VV

VV
, for i = 1, 2, … , c and j = 1, 2, … , n        (4) 

where ),1(m is the weighting exponent on each fuzzy membership. 
The larger m is the fuzzier the partition is, µ(Vi, Vj) is a similarity measure 
between vectors Vi and Vj and can be calculated by 

)),(cos()),(exp(),( 21 jCVijCVijCVi kdk VVVVVV          (5) 

where d(Vi, Vj) and (Vi, Vj) are the distance and the angle between Vi
and Vj as follows, and k1 and k2 are parameters. 
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In order to obtain the best fuzzy c-partition, a set of the best central vec-
tors is tried to find. It is modeled as an integer programming (IP) problem 
as follows. 

Given a vector set V = {V1, V2, …, Vn}, and the number of the clusters
c,

Max

c

i

n

j
ijp

1 1
        (8) 

Subject to 

VVCVi         (9) 

After finding the best centre vector set VBCV = {VBCV1, VBCV2, … , VBCVc},
the best fuzzy c-partition matrix is calculated with Equation (4). 

2.2 Segmentation by the Proposed Fuzzy C-Partition Algorithm 

Based on the above fuzzy c-partition algorithm, the color segmentation ap-
proach is developed. The approach consists of three steps: (1) Pre-
clustering. This process includes determining of the number of clusters, 
finding an initial centre vector set VCV0, and indicating the ranges in which 
the centre vectors are chosen in the following optimal procedure. This pro-
cedure is finished by using a histogram-based technique. (2) Searching the 
best fuzzy c-partition. It is realized by solving an integer programming 
problem to find a good fuzzy c-partition. (3) Post-processing. It means a 
defuzzification procedure to convert the fuzzy c-partition matrix to the 
crisp c-partition matrix.  

Pre-clustering. For the given color image CI, the color histogram H
(CI) can be obtained (Li, 2004). It is obvious that if an image is composed 
of distinct objects with different colors, its color histogram usually shows 
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different peaks. Each peak corresponds to one object and adjacent peaks 
are likely to be separated by a valley. The height of a peak implies the 
number of the pixels falling in the bin corresponding to the location of the 
peak.

The pre-clustering procedure is carried out by thresholding the color his-
togram of a color image. For a selected threshold, the peaks having higher 
magnitudes than the threshold can be detected. The number of all detected 
peaks is chosen as the number of clusters, and the bins corresponding to 
the detected peaks determine the ranges in which the centre vectors are in-
vestigated for the purpose of the optimization. The initial centre vectors 
consist of the minimum vectors of all bins. On the other hand, they can 
also be produced randomly, as long as they are located in the selected bins.  

The threshold is determined by either a manual or an automatic way. In 
the manual case, the number of clusters is determined by observing the 
color image and the color histogram of the image. In the automatic case, 
the criterion to determine the threshold should be given first. For example, 
the mean of all peaks can be used as the criterion. It means that the peaks 
with the higher magnitudes than the mean are valid. 

Optimizing. To solve the optimization model introduced in the previous 
section, there are many methods, such as a branch-and-bound approach 
(Winston, 1991), and genetic algorithms (Goldberg, 1989). However, they 
are very time consuming and not practical in the real world. Therefore, the 
use of a heuristic, which gives a good but sometimes not optimal or the 
best solution, is necessary.  

Post-processing. In order to obtain the segmented image, it is necessary 
to transform the fuzzy c-partition matrix to the crisp partition matrix. In 
this study, the following defuzzification scheme is used. 

Let P = [pij] i = 1, 2, …, c and j = 1, 2, …, n be the fuzzy c-partition ma-
trix, it is well known that pij presents the membership grade for pixel j be-
longing to cluster i. A percent partition matrix, Pp, is defined as 

n

j
ij

ij
pij

p

p
p

1

          (10) 

In terms of the percent partition, the crisp partition matrix, Pc = [pcij], is 
defined as 
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otherwise

ppp pij

c

ipij
cij

,0

)(max,1
1         (11) 

It is clear that in the crisp-partition matrix each pixel belongs to a cer-
tain cluster. 

3 Our Object Extraction Method

In this section, the segmentation method based on the fuzzy c-partition al-
gorithm is utilized to extract objects from high-resolution remote sensing 
images. It consists of three main steps: (1) segmenting color images based 
on the above segmentation method; (2) detecting objects from segmented 
images; (3) post-processing of extracted object, for example, delineating 
road centerlines from the extracted road networks or . The discussions are 
mainly focused on the Steps 2 and 3. 

3.1 Extraction objects 

Once the segmented images are obtained by the above segmentation 
method, the binary object image can be extracted from it by selecting the 
pseudo-color corresponding to the object regions. In general, the objects in 
the binary image are corrupted by noise objects, which have the similar 
colors to objects. In order to make the object regions clear, it is necessary 
to filter the corrupted object image. To this end, binary morphological op-
erations are used. For example, depending on the shapes of noise objects, 
the appropriate combinations of binary dilation, erosion, opening, and 
closing should be chosen. 

3.2 Post-Processing of Extracted Objects 

Delineation of road centerlines. An important process for representing the 
structural shape of the detected road regions is to reduce it to a graph. This 
work can be accomplished by a thinning algorithm. The thinning algorithm 
developed by Zhang and Suen (1984) for thinning binary regions is util-
ized in this study. It is assumed that the road pixels in the binary road net-
work images have value 1 (black), and those background (non-road) pixels 
have the value 0 (white). The method consists of the successive passes of 
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two basic steps applied to the contour pixels of the given images, where a 
contour pixel is any pixel with value 1 and has at least one 8-neighour 
value 0. With reference to the 8-neighbourhood definition shown in Figure 
1, the first step indicates a contour pixel p for deletion (from black to 
white) if the following conditions are satisfied: 

2 N (p)  6 
S (p) = 1 
p0 · p1 · p3 = 0 
p3 · p5 · p7 = 0 

where N (p) is the number of nonzero neighbors of p, i.e., 

7

0
)(

i
ippN         (12) 

and S(p) is the number of 0-1 transitions in the ordered sequence of p0,
p1, …, p6, p7.

In the second step, first two conditions remain the same, but the last two 
conditions are changed to 

p0 · p1 · p7 = 0 
p0 · p5 · p7 = 0 

Extraction Build Profiles. To extract the building regions according to 
the color features of the buildings and uses an edge extraction algorithm to 
detect the skeletons of the detected buildings. To this end, a boundary ex-
tractor is designed and described in this section. 

Following the definition of 8-neighborhood shown in Figure 1, the 
boundary pixel for building is determined if it is a contour pixel and satis-
fies the following condition: 

0 < N (p) < 8 

where N (p) is the number of nonzero neighbors of pixel p.
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Fig. 1. Neighborhood arrangement

4 Experiments and Results 

The proposed road extraction algorithm has been tested on two types of 
high-resolution satellite images, including 0.6 m QuickBird and 1 m Iko-
nos image data (see Figure 2). All test images have a size of 150 × 150 
pixels and cover a sub-scene of a typical urban residential area in Toronto, 
Ontario.

Fig. 2. Tested images: (a) and (c) QuickBird, (b) and (d) Ikonos images 

p

p0 p1

p2

p3p4p5

p6

p7



Automatically Extracting Manmade Objects      649 

The pseudo-color segmented images generated from the test images 
shown in Figure 2 are illustrated in Figure 3. 

Fig. 3. Segmented images: (a) and (c) QuickBird, (b) and (d) Ikonos images 

\

Fig. 4. Binary images of object regions: (a) and (c) QuickBird, (b) and (d) Ikonos 
images.
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Figure 4 shows the binary images of the objects extracting from the 
segmentation images shown in Figure 3. It can be observed in all four im-
ages shown in Figure 4 that the segmented objects are corrupted by other 
objects with similar colors to objects 

Figure 5 shows the object regions obtained after filtering the segmented 
images depicted in Figure 4 using the binary morphological operators. A 
visual comparison of the images clearly favors the filtered images (see 
Figure 5) over the segmented images (see Figure 4). Figure 5a shows the 
results obtained by filtering Figure 4a using binary dilating with a structur-
ing element of 3 × 3, followed by eroding with a structuring element of 5 × 
5. Figure 5b shows the results obtained by dilating Figure 4b with a struc-
turing element of 3 × 3 and eroding with a structuring element of 5 × 5. 
Figure 5c shows the results obtained by closing Figure 4c with a structur-
ing element of 4×4. Figure 5d shows the results obtained by eroding Figure 
4d with a structuring element of 3×3 followed by closing with a structuring 
element of 4×4. 

Fig. 5. Object regions after filtering: (a) and (c) QuickBird, (b) and (d) Ikonos im-
ages

The road centerlines and the edges of the extracted building roofs are 
delineated using the thinning algorithm and the proposed boundary extrac-
tor discussed above, and the results are shown in Figure 6. 

In order to illustrate the accuracy, the extracted road centerlines and the 
edges of the extracted building roofs are overlaid on the original image, 
see Figure 7. In the overlay images the thin red lines indicate the road cen-
terlines and the edges of the extracted building roofs. It can be obverted in 
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Figure 7 that most centerlines and the edges of the extracted building roofs 
match well the roads and buildings.

Fig. 6. Road centerlines and building roofs: (a) and (c) QuickBird, (b) and (d)  
Ikonos images 

Fig. 7. Road centerlines and building edges (in red) overlaid on tested images: (a) 
and (c) QuickBird, (b) and (d) Ikonos images
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5 Conclusions 

A new method for extracting manmade objects from high-resolution satel-
lite imagery such as QuichBird and Ikonos has been presented in this pa-
per. The method employs a segmentation algorithm proposed in our previ-
ous work and works in three steps: (1) segmenting color images, (2) 
detecting objects from the segmented images, and (3) post-processing of 
the extracted objects. The proposed method has been examined by extract-
ing road networks and buildings from pan-sharpened QuickBird and Iko-
nos images. The results demonstrate that the proposed method for object 
extraction is very effective. 
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Abstract

The Office of Science of the National Aeronautics and Space Administra-
tion (NASA) is focused using the vantage point of space to improve our 
knowledge of the Earth system, space systems, and exploration.  NASA 
spaceborne satellites provide measurements that are used in science re-
search associated with the water and energy cycle, the carbon cycle, 
weather and climate, atmospheric chemistry, and the solid Earth and natu-
ral hazards.  The NASA science mission has a focus on improving the pre-
diction capacity in the areas of weather, climate, and natural and techno-
logical hazards. 

The data and knowledge resulting from the Sun-Earth observing sys-
tems and science models of the Sun and the Earth are available for assimi-
lation into decision support systems to serve society.  Through partnerships 
with national and international agencies and organizations, NASA contrib-
utes to benchmarking practical uses of observations from remote sensing 
systems and predictions from Sun-Earth science research.  This objective 
is to establish innovative solutions using Sun-Earth science information to 
provide decision support that can be adapted in applications of national 
and international priority.  A common modeling framework is followed as 
well as utilization of an enterprise architecture. 

Space-based data acquired by NASA contribute to Sun-Earth science 
models that enable understanding and forecasting of weather, climate, and 
to disaster management to serve in primary applications including the re-
lated applications in wildfire management, food security, aviation safety, 
homeland security, tropical weather, human health, invasive species man-
agement, and water and air quality management. Common systems engi-
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neering approaches are employed, including dependence on geospatial 
standards and interoperability, verification and validation, benchmarking, 
visualization, and workforce development. 

This paper describes the Sun-Earth observing missions, the science 
models, and the decision support systems in the context of a systems engi-
neering approach to enhancing decision support systems for disaster man-
agement relevant to decision makers.  The architecture for systematically 
delivering results from research to operations is described.  Recent results 
and solutions are highlighted specific to disaster management as related to 
U. S. National and International efforts. 

1 Introduction 

The objective of NASA’s Applied Sciences Program is to expand and ac-
celerate the realization of economic and societal benefits from Earth sci-
ence, information and technology in fulfillment of the Agency’s goal to 
apply Sun-Earth system science to improve prediction of climate, weather, 
and natural hazards and advance the vision of earth and space exploration.  
The NASA Science Mission Directorate (SMD) program accomplishes 
this objective by using a systems approach to facilitate the assimilation of 
Sun-Earth observations and predictions into partner organizations’ deci-
sion support tools through which they provide essential services to society.  
These services include management of forest fires, water, coastal environ-
ments, agriculture, air quality, weather prediction and hazard mitigation, 
and enhancement of aviation safety.  It is through this pathway that 
NASA’s longer-term research programs yield near-term practical benefits 
to society.  SMD is citizen-centered, results-oriented, and market-driven in 
accord with the President’s Management Agenda for federal agencies and 
vision for space exploration and protection of our home planet.   

NASA is well poised to make major contributions in these areas.  It’s 
global and solar system observational capability and developments, sys-
tems approach to the study and understanding of environmental phenom-
ena, and ability to turn science and data to useful information for decision-
making make it uniquely situated to lead major new global initiatives.  In 
the development and application of information, tools, models and predic-
tions for risk and consequence assessments, sustainable mitigation activi-
ties, and predictive understanding of natural phenomena, NASA will assist 
decision-makers and ultimately reduce losses and save lives from weather, 
climate, and natural disasters. 
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The purpose of NASA’s SMD is to increase our knowledge of the 
Earth-Sun system, including its response to natural and human-induced 
changes to enable improved predictions of climate, weather, and natural 
hazards.  SMD and the Applied Sciences Program serve NASA and soci-
ety by expanding and accelerating the realization of societal and economic 
benefits from Earth science, information, and technology research and de-
velopment.   

Fig. 1. NASA’s cadre of Earth and Sun-Solar System observation research satel-
lites

The overarching goal of the Applied Sciences Program is to bridge the 
gap between Earth-Sun science research results and the adoption of data 
and prediction capabilities for reliable and sustained use in decision sup-
port.  Our strategy is to employ system-engineering approach in support of 
“completing the information cycle” and to connect the research domain 
and the operational domain associated with Sun-Earth science and remote 
sensing technologies. 

The SMD works through partnerships with public, academic, and pri-
vate organizations to develop innovative approaches for using Sun-Earth 
science information and technology.  The Applied Sciences Program en-
hances the availability, interoperability, and utility of Enterprise and pri-
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vate sector data sets, communications, computing, and modeling capabili-
ties to serve specific national applications.   

Overall, the approach is to enable the assimilation of Earth and Sun sci-
ence data and model outputs to serve as inputs to decision support tools 
and assessments.  The outcomes and impacts are manifest in enhanced de-
cision support and the social and economic benefits gained through im-
proved decision-making, public information, and efficient and effective 
management.

2 Partnerships 

NASA has many partners in the advancement of Sun-Earth system science 
and its application to societal concerns.

We consider this a major part of a successful program for NASA. We 
partner with ten other federal agencies in the U.S. Climate Change Sci-
ence Program (CCSP) to provide a sound scientific basis for the policy 
decisions the Nation will make in the years ahead.   We participate in 
the Climate Change Technology Program (CCTP) to develop means for 
adaptation and mitigation. 
We have extensive partnerships with other U. S. Federal Agencies that 
use the products of research to improve the essential services they de-
liver to the nation.   
We are working with the commercial remote sensing industry to en-
hance the scientific utility of commercial imagery, and with the broader 
industrial community on the technologies of the future. 
We have over 290 agreements with 60 countries, and make leading con-
tributions to major international research programs and scientific as-
sessments of environmental change.  NASA is a leader in the effort by 
the world’s space agencies to design and deploy an integrated global ob-
serving system.   
We have nearly 2000 research and technology grants and contracts with 
universities nationwide for basic research, applications demonstration 
and technology development.  
We work with the international community on sustainable development 
and internationally coordinated satellite missions for global monitoring.  
The Applied Sciences Program has developed partnerships with a num-

ber of agencies and organizations and include: Federal: Department of 
Defense (DoD), Department of Homeland Security (DHS), Environmental 
Protection Agency (EPA), U. S. Geological Survey (USGS), National 
Oceanic and Atmospheric Administration (NOAA) Center for Disease 
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Control (CDC), Army Corps of Engineers (COE), Department of State 
(DOS); State-Local, over 25 state, local,regional, and tribal organizations 
engaged in a wide variety of applications from emergency management to 
invasive species control.: Independent Association: International Society 
of Photogrammetry and Remote Sensing (ISPRS), American Society of 
Photogrammetry and Remote Sensing (ASPRS), Hazards Research and 
Applications Information Center, Pacific Disaster Center, Humanitarian in-
formation Unit, American Association of State Geologists, National Emer-
gency Management Association and others.    

The Earth-Sun Systems program seeks to enable the practical use of 
Earth and Sun science, information, and technology in ways that are sys-
tematic, scalable and sustainable, thus magnifying the benefit of Sun-Earth 
system science to the nation.  The approach to doing so is to partner with 
other federal agencies having decision support systems that can be en-
hanced to assimilate observations from remote sensing systems and predic-
tions from NASA’s Sun-Earth system models and data.  NASA works with 
its partner agencies to benchmark (measure) the improvement from use of 
new observations and predictions. In addition to observing systems and 
models, NASA has the systems engineering expertise that can enable their 
effective use by our partner agencies.  NASA and its Centers engage the 
capacity of academia, industry, and others through competitive solicitation 
for products, tools and techniques employing remote sensing observations 
and Sun-Earth System models.   

NASA is engaged in twelve national applications with partner federal 
agencies that can be served by NASA’s observations and research in Sun-
Earth System science:  (1) Energy Forecasting; (2) Agriculture Efficiency; 
(3) Carbon Management; (4) Aviation Safety; (5) Homeland Security; (6) 
Ecological Forecasting; (7) Disaster Management; (8) Public Health; (9) 
Coastal Management; (10) Invasive Species; (11) Water Management; 
(12) Air Quality Management.

Also under the Applied Sciences Program is a Cross-Cutting and Net-
work Solutions Program.  The Crosscutting Solutions Program contains a 
portfolio of tactical and strategic program activities in order to meet the 
current requirements and prepare for the future challenges of the Science 
Mission Directorate. Tactical activities include direct support to the Na-
tional Applications Program in elements such as the Integrated Bench-
marked Systems, Community Growth, and some aspects of Solutions Net-
work. Strategic activities include investments in human capital 
development, standards and interoperability, and Earth Science informa-
tion management in elements such as the DEVELOP student development 
project, the Geospatial Interoperability Office, and some aspects of Solu-
tions Network. The desired impact for the resulting networks, standards, 
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prototypes, processes, guidelines, and outreach is for the partner organiza-
tions and their customers to benefits from operational use of Earth science 
in serving their decision-making processes. 

3 Societal Benefits 

The Applied Sciences Program is producing significant returns on the fed-
eral investment in science and technology research.  For example, NASA 
is integrating science and technology research results to produce improved 
warnings and predictions of hurricanes, tornadoes, and other severe 
weather events, thus enabling more cost effective damage mitigation, 
emergency preparation, and subsequent emergency management through a 
partnership with the FEMA.  With regard to agricultural efficiency, NASA 
is working with the US Department of Agriculture to benchmark predic-
tions of El Nino and La Nina events to support decisions on agriculture 
planning and practices to assimilate improved observations and predictions 
of the health and condition of crops and forests around the globe.  In Avia-
tion Safety, measurements and predictions from NASA weather and envi-
ronmental satellites are being integrated with other traditional aviation 
weather information to improve information delivered to pilots and air 
traffic controllers for hazard avoidance.  In the area of space weather, we 
are working with our partners in space science to advance applications for 
energy, homeland security, disaster management, public health, and astro-
naut safety with respect to fluctuations in the Earth’s magnetic field and 
solar radiation.  These are just a few examples of how NASA works 
through partnerships to extend the benefits of Earth science research to 
serve society. 

The figure below depicts the Applied Sciences Program to systems en-
gineering.  NASA remote sensing systems and science models are inputs 
generating the observations and prediction outputs (which are inputs from 
the standpoint our partners decision support systems). The outcomes are 
improved decision support tools generating positive impacts on national 
policy and management decisions in a range of activities from coastal 
evacuations due to hurricanes to positioning of fire fighting resources in 
national forests.   The target impacts are improvements to the quality and 
effectiveness of operations and policy management by enabling decision 
makers to benefit from decreasing uncertainties associated with complex 
and dynamic Sun-Earth System processes.  This leads to improved policy 
and management decisions. 
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Fig.2. NASA’s Integrated engineering architecture towards moving observations 
to models to improved decision support for society 

The source of Applied Sciences Program inputs (scientific knowledge, 
observations, and predictions) is the Sun-Earth System Science program.  
NASA research and development of Sun-Earth System Science has yielded 
significant accomplishments in the form of a flotilla of remote sensing sat-
ellites and the Earth Observation System Data Information System 
(EOSDIS) database of global measurements of key geophysical parame-
ters.  The Sun-Earth System Science program has developed sophisticated 
Sun-Earth System models of complex and dynamic process and their pre-
dictions of key types of information.  

The Applied Sciences Program purpose, approach, and intended out-
comes are consistent with the recognition by both the Executive and Legis-
lative branches of the value of using Earth science, information and tech-
nology to improve the many decision support systems employed by the 
public and private sectors to deliver essential services.  The Global Earth 
Observations (GEO) program has embraced the paradigm of observing 
systems to models to decision support systems, underpinned by research, 
as a structured means of delivering science for society.  This basic ap-
proach is also serving as one basis for the next phase of international col-
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laboration on Earth observation.  The beginning of this new phase was 
marked by the international Earth Observation Summit held in July 2003, 
which inaugurated planning for a Global Earth Observation System of Sys-
tems (GEOSS) aimed at providing environmental information necessary 
for improving quality of life and stewardship of planet Earth. 

NASA is also engaged in national efforts to coordinate geospatial in-
formation principles and practices (inter-operability, standards, metadata, 
etc) to assure the utility of the vast quantity of data collected by the several 
agencies engaged in in situ, airborne, or satellite remote sensing.  Inter-
agency efforts, in which NASA participates, include the Geospatial One-
Stop and the Federal Enterprise Architecture.  NASA also employs the na-
tional Commercial Remote Sensing Policy as a guide to the acquisition and 
use of commercially available remote sensing data.  

4 Systems Approach 

The Applied Sciences Program employs functional steps of Applications 
Research and Evaluation, Verification & Validation, and Benchmarking in 
its systematic approach to bridge the gaps between the research and opera-
tional domains.   

Applications Research and Evaluation:  Evaluate the requirements and 
technical feasibility of Earth science data and models, information prod-
ucts, and predictions in partners’ operational decision support needs.   

Verification & Validation:  Measure the performance characteristics of 
data, information, models, and predictions to meet requirements for the 
applications.

Benchmark:  Enable the adaptation and adoption of geospatial informa-
tion and methods derived from Earth science results to serve decision sup-
port.

The desired outcome of the national applications is for the partner or-
ganization to use the project results, such as guidelines and prototypes and 
procedures, as benchmarks for operational use and enhance their manage-
ment and decision-making capabilities with appropriate Earth science 
products and tools. 
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Fig. 3. Example of NASA science and technology inputs to support the Depart-
ment of Homeland Security Federal Emergency Management Agency’s  (FEMA) 
“HAZUS-MH” decision support tool 

5 NASA's Role 

Clearly, remote sensing science and technology is poised to continue to 
make a major contribution in the Disaster Management field.   Over the 
last decade the number and capability of remote sensing systems in the 
government and private sectors has increased to a point where there is 
broad recognition of their potential. We look at Disaster Management in 
the entire cycle.  Below is an analysis of potential contributions in each of 
major area of the disaster cycle.    

Preparedness - Except for the weather satellites (and the modeling and 
data integration behind weather forecasting) providing continuous tracking 
of meteorological hazards, little remote sensing data and science has been 
utilized in the preparedness phase of a disaster management.  There are 
two areas where NASA science and technology can help in the prepared-
ness phase of a disaster:  better time/space monitoring and prediction of 
natural phenomena as they are developing into extreme events; and better 
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tools to incorporate physical factors about those phenomena into models 
that predict the impact of the impending disasters.  The former is necessar-
ily a longer-term activity because the observational systems that are evolv-
ing today due to both private sector (e.g. high resolution sensors) and gov-
ernment-sponsored systems are simply not capable of providing this, but 
the later is a research activity that is part of the Applied Sciences Program. 

Mitigation - Much like the preparedness phase of disaster management, 
little science and technology has made its way into routine mitigation 
strategies and activities over the past several years.   NASA potential con-
tributions here are enormous, particularly considering the new paradigm in 
disaster management of trying to be more proactive and less reactive and 
preparing communities for disaster.  This necessarily requires better obser-
vation and understanding of natural phenomena as well as better tools to 
assess, predict, and model natural events and their impact.  NASA’s  phi-
losophy of a "systems" approach to scientific problem solving is particu-
larly relevant to the new paradigm for mitigation since mitigation neces-
sarily targets the intersection of the environment, society, and 
infrastructure, and needs to include scientists, sociologists, economists, 
planners, disaster managers, resource managers, as well as others.      

Response/Recovery - Remote sensing data are useful for a synoptic 
view of a damaged area.  Although environmental damage of large regions 
may be identified using imaging systems with tens of meters (and perhaps 
up to the 100m) of spatial resolution, very high resolution information (1-
10m spatial) is usually necessary for the emergency manager to assess 
damage to infrastructure and buildings.  One of the major problems of sat-
ellite remote sensing data for response is the timeliness, as the orbits may 
not allow revisiting of an area for days to weeks, and in extreme cases, 
months after an event.  Bad weather over the affected area is also a factor.  
The disaster management community continues to see images of disasters 
or damage areas after the disaster strikes, but the real question that has not 
been answered is whether or not those images are useful for the decision-
making process.

6 Disaster Management Application 

Disaster Management is one of 12 National Applications of the Applied 
Sciences Program. The Disaster Management Application of this program 
specifically addresses the use of NASA basic and applied science, data, 
and technology in the decision-making processes of Disaster Management.  
This National Application area includes two ongoing activities, the Solid 
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Earth and Natural Hazards Program (SENH) and the Disaster Management 
Application.    

The Disaster Management program is divided into 7 program or theme 
areas.  There may be significant overlap between program activities.  Each 
application is supported by individual applications research initiatives, 
grants, and research proposals.  These theme areas are Earthquakes, Vol-
canic Eruptions, Wildfires, Floods, Hurricanes (wind/surge), Climate 
Change, and Drought. 

Over 100 projects have been sponsored through NASA Research An-
nouncements (NRA) over the years.  The results of these projects are con-
tinually being fed to agency partners so the results of this research can be 
utilized in real-world applications or further research. 

The Disaster Management Program of NASA’s Applied Sciences Pro-
gram continues to work with national and international partners to improve 
disaster response, risk mitigation and build sustainability across all com-
munities that can benefit from NASA’s science and technologies. 

7 Goals 

The goals of the Disaster Management Application are to: 1) develop ap-
plications for holistic understanding of Earth processes which lead to natu-
ral disasters; 2) improve risk assessment and disaster mitigation capabili-
ties for vulnerable regions; and 3) establish NASA relationships with 
disaster management practitioners and transfer research, science, and tech-
nology to operational use. 

The Disaster Management program spawned from the Solid Earth and 
Natural Hazards program in the year 2000 to do applied research related to 
natural hazards. The program is closely linked to the other NASA pro-
grams such as the Hydrology Program, the Climate Program, Earth Ob-
serving System (EOS) and others, as the basis for basic scientific under-
standing of both geological, oceanic, and atmospheric hazards.  The 
program has grown to include validation of applications in operational set-
tings with sister agencies responsible for operational disaster management. 

The current set of imaging systems and technology that are utilized in 
this program number 18 satellites and 80 sensors along with a variety of 
commercial and airborne systems, and in situ surface and subcrustal ob-
serving system, and other data sets.  They include:  Satellite Systems:
Landsat, Terra, ASTER, Aqua, Aura, GOES/POES, TRMM, QUIKSCAT, 
GRACE: Data Sets: Satellite Radar Topography Mission (SRTM) Data for 
topography;  Other; GPS arrays, Information Systems technology, and 
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GIS.   All of this and more data are available from NASA’s Distributed 
Active Archive Centers (DAAC). 

The approach includes the conduct of applied/applications research that 
is fundamentally tied to the science and technology programs.  The pro-
gram works with the end customer to understand information needs and 
builds partnerships among the science community, the disaster managers 
and practitioners, state/local government agencies, and commercial data 
and service providers.  In addition, the program focuses on unique NASA 
capabilities (a “One NASA” philosophy as “Only NASA Can”) so as not 
raise end-user expectations unnecessarily.   
The decision support systems enhanced under the Disaster Management 
Program work with several national centers in the development of applica-
tions that can be put into operational use for our partner decision support 
systems.   

As with all the applications, many disaster management applications re-
quire the use of geospatial data. The Geospatial Interoperability Office 
closely collaborates with the Disaster Management Program to assure that 
geospatial technologies are applied to decision support system solutions. 

8 Summary and Grand Challenge 

As stated before, a primary challenge and objective is to assess the conti-
nuity of Earth science data sets, observations, and predictions to serve the 
community into the future as part of an integrated Sun-Earth information 
infrastructure that contributes to economic and environmental security.  A 
primary challenge and objective is to assess the continuity of Sun-Earth 
science data sets, observations, and predictions to serve the community 
into the future as part of an integrated Earth information infrastructure that 
contributes to economic and environmental security. 

To do this NASA has adopted a systems approach to solving many of 
society’s problems and disasters.  We are doing this as "Only NASA Can".  
This statement is not one that says only NASA can do it, it means that we 
will participate in activities that reap the benefits of NASA's research spe-
cific to NASA's vision to improve life here, to extend life to there, and to 
find life beyond in alignment with our space exploration vision. 

The National Applications of NASA is well poised to take on this re-
sponsibility through our programs that specifically focus on the improve-
ment to the Nation's important Decision Support Systems and specifically 
focus on utilizing NASA's science and technology for societal benefit.  
This is the Grand Challenge NASA is taking on for stakeholders. 
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Abstract

Within the OASIS project, intelligent decision support tools shall improve 
situation analysis and assessment, provide assistance in finding appropriate 
recovery actions and scenarios, and help in handling multiple decision cri-
teria. This functionality will be developed in two major directions: 1) 
knowledge-based decision support, and 2) advanced methods for handling 
decision complexity. Knowledge-based modules include data analysis 
support tool, event recognition and prediction, intelligent checklist, infor-
mation prioritization, and knowledge base on relevant norms and regula-
tions. Modules for handling specific decision complexities include data 
mining, data aggregation, argumentation and collaboration support, and 
multi-criteria decision analysis tools. 

1 Introduction 

OASIS is an Integrated Project focused on the Crisis Management part of 
"improving risk management" of IST (IST-2003-004677, see 
http://www.oasis-fp6.org/ ). Conducted over 48 months (starting Septem-
ber 2004), OASIS aims to define a generic crisis management system to 
support the response and rescue operations in case of large-scale disasters. 
The project is coordinated by EADS (France). 

Taking full advantage of, and leveraging work from, the previous pro-
jects in the relevant domains, from the dual-use technologies, and in conti-
nuity of the successful developments in the EGERIS project (see 
http://www.egeris.org/ ), OASIS will:



670      Natalia Andrienko and Gennady Andrienko 

1. Analyze the users requirements to extract European generic system re-
quirements,

2. Specify and design a true generic, interoperable and open system archi-
tecture, which will allow easy deployment at every level of the action 
chain (local, regional, national and European). This generic architecture 
will rely on the integration of mature state-of-the-art technologies.  
The project will provide the definition of: 

the system backbone (data bases, common operating environment and 
fully interoperable message handling system), supported by a reliable 
and secure communication network, 
the deployable broad-band wireless communication network, 
the command and control functions, 
the decision support software modules. 

3. Implement these architectural concepts through the development of 2 
versions of a pre-operational system, representative of the future Euro-
pean and national target system(s), 

4. Validate and evaluate pre-operational systems with users from different 
EU countries. The evaluation sessions will be performed in the frame of 
operational scenarios. 
In this paper we present a concept of the decision support in the project.  

2 Decision Support in Crisis Management 

Decision support modules will be developed within an applied research 
sub-project (SP4) coordinated by the Fraunhofer Institute AIS (FhG AIS), 
other participants are WG RAS (Working Group of the Russian Academy 
of Sciences) and BAES (BAE Systems). It will undertake the applied re-
search to develop a set of software tools to support the C3I developments 
(sub-project SP3 - C3I - Command, Control, Communications and Intelli-
gence) with more advanced decision making methods in the process of cri-
sis management, in particular:  

support for more effective and comprehensive situation analysis and as-
sessment;  
assistance in finding appropriate recovery actions and scenarios;  
help in handling multiple decision criteria and conflicting goals of mul-
tiple actors. 
SP4 will develop techniques and implement tools intended to facilitate 

and enhance the work of crisis management personnel, in particular, peo-
ple working in emergency control centers. The tools of SP4 are suggested 
as an addition (but not replacement) to the C3I tools provided in SP3. The 
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main intention is to counteract the specific factors that complicate the work 
of emergency management personnel: 

Time constraints. In an emergency situation, the need in information, 
maps, and analyses is very urgent. Therefore, it is desirable that intelli-
gent tools could automatically determine what information and analyses 
are required, run the analyses with minimal or no involvement of human 
analysts, and provide the results as quickly as possible. This procedure 
should run iteratively since the situation rapidly changes. Intelligent 
software can also provide quick access to relevant knowledge sources 
such as pre-existing action plans, precedent cases, etc. 
Stress factor. Human analysts and decision makers are prone to emo-
tions and distractions; a stress situation may impede their capabilities, 
and time pressure can lead to some aspects being overlooked. Therefore, 
emotionless intelligent software tools could provide valuable services. 
They can reduce the necessity to keep all information, knowledge, 
plans, etc. in one’s mind and the risk of forgetting or overlooking any-
thing important. Besides, utilization of decision support tools can in-
crease the confidence of the users in the validity of the situation assess-
ment and actions undertaken. 
There are also other factors that make decision problems complex, such 

as the necessity to deal with processes developing in both space and time, 
large data volumes, uncertainties in data and information, multiple con-
flicting criteria, and multiple actors with conflicting interests involved in 
the decision-making process. SP4 will also address these issues and 
broaden the capability envelope of C3I by including more advanced deci-
sion making methods and techniques. It will achieve this by researching 
into a targeted set of technology areas in Information and Knowledge 
Management, Artificial Intelligence and Cognitive Science, that are rele-
vant to the decision making process. 

Current state-of-the-art in the decision support area offers a large num-
ber of generic approaches and technologies. However, since effective deci-
sion support in any domain crucially depends on domain-specific knowl-
edge, it is impossible to mechanically reuse systems created for some 
particular problems and activities (e.g. for market analysis) for different 
problems and activities (e.g. for crisis management). Therefore, in OASIS 
we apply the generic approaches and methods from multiple disciplines to 
create tools specifically adapted to crisis management.  
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3 Technical Concept 

SP4 will provide the aids to decision support based on the methods of arti-
ficial intelligence (AI), machine learning and data mining, information 
visualization, multi-criteria decision analysis and optimization, and com-
puter-supported co-operative work. This is to try to address the technical 
elements of the decision-making process cycle - Intelligence - Design - 
Choice [1]. 

SP4 will increase the capability envelope of C3I by adapting and apply-
ing methods from a number of fields to aid decision-makers to handle 
complex decision problems in emergency situations involving stress and 
time pressure. 
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specific
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analyse,
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Intelligence Design Choice

Domain
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Fig 1. The Intelligence - Design - Choice – cycle of decision-making 

SP4 tools relate to the first three stages of the OODA (Observe-Orient-
Decide-Act) loop: they will support situation establishment, finding possi-
ble approaches to tackling the situation, and deciding which of the ap-
proaches to choose. In the research community, it is adopted to divide 
these activities into 3 phases, Intelligence, Design, and Choice (figure 1): 

The tools to be built in SP4 will be integrated in the C3I software 
framework, which will be developed in SP3. The SP4 modules will em-
ploy the services developed in SP1, in particular, the data management 
services for accessing real-time data as well as archived data and docu-
ments. The SP4 tools will also utilize some of the innovations resulting 
from SP3, specifically, the ontologies and semantics for crisis management 
and the multi-source information fusion modules. 
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The decision support tools to be built in SP4 are conceived as optionally 
used components integrated in the C3I software framework. The users in-
voke them when some complexities arise that are difficult or impossible to 
handle using the usual tools. The main requirement is that the decision 
support tools must not complicate the usual work of emergency personnel 
but must facilitate it as much as possible. In particular, the user interface 
must be very intuitive and friendly, e.g. using whenever possible “natural 
gestures” like the user pointing or drawing on a map, which may activate 
an appropriate tool to run in a background mode. For releasing the users 
from many routine operations, it is planned to achieve a high level of 
automation. However, this does not mean that the decision support tools 
will automatically make any decisions. They may only suggest some ac-
tions to users, but it is users’ choice whether to follow these suggestions. 
Automation takes place mainly on the phase of situation establishment (in-
telligence). For example, instead of suggesting the user to run some simu-
lation model for predicting flood development, an intelligent tool could 
start this model automatically. It would also be appropriate to detect auto-
matically what objects that might require particular attention (e.g. chemical 
plants) are situated on the flooded territory now or may be affected if the 
flooding develops as predicted. 

The R&D activities in SP4 can be divided into 2 categories: 
1. Knowledge management and knowledge-based decision support. This 

involves building of knowledge resources and knowledge-based soft-
ware to be used on different stages of situation analysis and decision-
making. The main idea is to capture knowledge of experts and make it 
accessible to less skilled and less experienced personnel. However, the 
knowledge is not just passively stored like in a library. It is utilized in 
knowledge-based software modules, which recommend appropriate ac-
tions and solutions to the users depending on the current situation and 
remind them about important things to take into account. 

2. Advanced technologies for handling decision complexity. The sources 
of complexity in crisis management are large amounts of data, existence 
of multiple decision criteria, in particular, specific spatial and temporal 
criteria, necessity of on-site situation analysis and decision-making, and 
multiple actors with conflicting interests. The main idea is to cope with 
these complexities by applying various state-of-the-art techniques and 
approaches, which have to be adapted to the specifics of crisis manage-
ment applications. 
In the next section, a vision of intelligent decision support in crisis situa-

tions is represented. This should be viewed as a long-term goal to aspire to. 
Most probably, it cannot be fully achieved in the course of the project. The 
foreseen minimum to be accomplished within the project includes devel-



674      Natalia Andrienko and Gennady Andrienko 

opment of generic tools and approaches that will be usable in different 
types of crises and specific tools for some selected types of crises. On this 
basis, the feasibility and effectiveness of the proposed solutions will be 
demonstrated. The ways of extending the system to other emergency cases 
will be described. 

4 A vision of Intelligent Decision Support in Crisis 
Situations

Let us imagine an intelligent software component, which will be further 
called Emergency Assistant, or simply Assistant. 

In an emergency situation, a decision maker (DM) can activate Assistant 
(we assume that the decision maker is not necessarily a single person but 
may be a group of people working cooperatively in an emergency control 
centre). Assistant has an access to the database with all actual data and 
watches the display, in particular, the map (or maps) the decision maker 
uses for the investigation of the situation. Assistant also maintains a look-
out for any updates in the current data. Assistant “understands” the mean-
ing of all the data. This means that the semantics of data components is 
previously described and represented in a machine-readable form. 

Upon the activation, the assistant asks DM about the type of the current 
emergency situation (i.e. whether this is flooding, fire, toxic substance 
spill, etc.). Then, DM outlines the problem area on the map. Since this 
moment, Assistant starts its autonomous functioning, i.e. tries to do as 
much as possible by itself, without disturbing the decision maker. How-
ever, DM can at any moment inspect the current activities of Assistant, its 
findings and suggestions. All this information is displayed in a special As-
sistant’s window on the screen. When some information has a primary im-
portance, or Assistant cannot proceed without an input from DM, Assistant 
attracts DM’s attention by a special signal. 

Step 1: Situation Establishment and Problem Identification 

Assistant begins its work with determining what data are relevant for un-
derstanding the current situation. This depends on the type of emergency. 
For example, in the situation of flooding, relevant data are water levels in 
the river(s), current weather and weather forecast, as well as such persis-
tent geographical data as elevation, locations of roads, inhabited sites, in-
dustrial plants, water supplies, and so on. The information about data rele-
vance is specified in Assistant’s knowledge base and can be automatically 
interpreted.
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Then, Assistant checks whether it has sufficient data for a quick assess-
ment of the situation and detecting the major dangers and problems. When 
some essential data is missing and cannot be derived from the existing 
data, Assistant signals about data absence to the decision maker. Whenever 
possible, Assistant not only indicates what data is missing but also recom-
mends appropriate ways of getting necessary information. For example, 
Assistant may recommend reconnaissance flights for determining the geo-
graphical extent of the disaster area. 

When it is possible to operate with the currently available data, Assis-
tant automatically starts appropriate analytical computations. This may in-
clude:

data interpolation from sample measurements; 
identifying what is affected by the disaster; 
predicting situation development, for example, by running simulation 
models. 
In OASIS, Assistant may run the tools for situation assessment provided 

by SP3. 
For determining what analysis methods are appropriate in the given 

situation, Assistant consults its knowledge base on data analysis methods. 
The knowledge base contains information what input is required for each 
method and what is its output. Method sequences (possibly, with condi-
tional branches) may be also specified. The knowledge base may be 
viewed by users and extended with new analytical procedures. 

When some analysis results are obtained, Assistant immediately repre-
sents them to DM in an appropriate way. Thus, if the results have geo-
graphical reference, they are displayed on the map. Assistant may also put 
some messages in its window. Messages of primary importance are spe-
cially marked. This concerns first of all problems Assistant has detected, 
for example, inhabited sites isolated due to flooding, risk of toxic spills 
from a chemical enterprise situated in the flooded area, endangered histori-
cal monuments, etc. Assistant may assign various “degrees of criticality” 
to its messages. 

Step 2: Generating and Evaluating Solution Options 

Assistant may have access to existing emergency plans, which are repre-
sented in a computer-interpretable form. In this case, Assistant may re-
trieve the relevant emergency plan and identify which items of the plan 
apply to the current situation. Then, Assistant displays the appropriate 
parts of the plan to DM, so that DM can further act according to the plan. 
As the situation changes, Assistant checks whether any other parts of the 
plan need to be activated and, if so, notifies the decision maker. 
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If no previously prepared plans are available, or there is no adequate 
plan for the current emergency situation, Assistant tries to find precedents 
(similar cases) in its historical database. If such cases are found, Assistant 
determines what actions and action sequences (scenarios) were used earlier 
to solve similar problem(s) and checks whether these scenarios are appli-
cable to the current situation. If yes, Assistant recommends these scenarios 
to DM with references to the corresponding precedents. For each scenario, 
it is indicated who (e.g. which service or authority) should fulfill what and 
by what time moment. For example, “Local authorities must notify the 
citizens about the necessity of evacuation. The evacuation must be finished 
by 16:30”. 

It may happen that neither appropriate emergency plan nor precedent 
exists for a specific problem. In this case, Assistant tries to apply its gen-
eral knowledge in order to find appropriate variants of solution. Thus, if 
Assistant detects that the expected level of water rising makes usual flood 
fighting measures (e.g. sandbagging) ineffective or there is an indication of 
possible dam failure, it may conclude that the evacuation of inhabitants 
from the inundation-endangered area is indispensable. 

On the basis of available data and knowledge, Assistant makes an 
evaluation of each scenario it suggests: resources and time required, exist-
ing constraints (technical, economical, legal, etc.), expected results, to 
what extent this solves the problem, contingencies, possible side effects. 
Whenever necessary, Assistant may run appropriate simulation models to 
determine the possible outcomes of the scenarios (“what if” modeling). 
There may be several alternative solutions to the same problem. All the in-
formation thus found is provided to DM in an appropriate form. Thus, ini-
tial representation of a scenario may be rather compact due to high aggre-
gation and focusing on the highest priority information, but all details are 
provided on demand. 

DM may choose any of the suggestions provided by Assistant or add 
his/her own variant of solution to the list of options. If this variant is famil-
iar to Assistant (i.e. such scenario is present in its knowledge base), Assis-
tant can also evaluate the new option on the basis of available data. 

When DM chooses a particular scenario, Assistant further elaborates it 
into a more detailed action plan. For example, for an evacuation scenario, 
Assistant may propose the roads and directions of movement from each lo-
cation and where to organize shelters for the displaced people. 

Step 3: Choosing a Particular Decision Option 

For the most critical decisions, there are typically not many options. Thus, 
in a flooding situation, there may be just two alternatives: continue the 



A Concept of an Intelligent Decision Support System      677 

regular flood fighting measures or start evacuating people. Which of these 
alternatives to choose, depends on the current situation and its expected 
development. If there is a high probability that the preventive measures 
will not withstand the expected water rise, it is clear that people must be 
evacuated. The only source of doubts for the decision maker is whether the 
prediction can be trusted. Anyway, whatever decision will be chosen, DM 
must appropriately justify it, and the decision along with its justification 
must be logged and stored for further inspection. Assistant may help DM 
by displaying a special decision form, which is already filled with the rele-
vant information, including maps and charts representing the current situa-
tion and the prognosis. DM may only need to fill a few fields that cannot 
be filled automatically. All the information concerning the decision made 
will be stored in a structured form that makes it easily searched. The proc-
ess of substantiating decisions is served by the argumentation support tool, 
which is automatically started by Assistant. 

In other decision situations, DM needs to choose from several compara-
ble options, for example, where to allocate shelters for displaced people or 
assistance centers on a disaster-affected territory, or which fire-fighting 
strategy to use. In such situations, the issue is decision optimization, i.e. 
finding the best suitable option(s) from those available, so that the problem 
is solved with the least possible use of time and resources and maximum 
possible safety and conveniences for the population and the emergency 
personnel. This is where Assistant may summon the tool for multi-criteria 
decision analysis, which will help DM to make an optimal choice accord-
ing to the existing criteria and their relative importance. Again, the argu-
mentation support tool will help DM to substantiate the decision made by 
referring to relevant information and background knowledge. 

Where different SP4 tools fit in this scenario 

Emergency Assistant is a collective name for several knowledge-based 
software components (to be developed in SP4.2):  

Data analysis support tool, which watches the current situation (i.e. its 
representation in the database), determines what data analysis methods 
are relevant, and automatically runs these methods; 
Event recognition and prediction tools are among the data analysis 
methods that may be invoked by the data analysis support tool; 
“Intelligent checklist” finds appropriate emergency plans or relevant 
precedents and adapts them to the current situation; 
Information prioritization tool is used for the most effective representa-
tion of incoming data and analysis results to DM; 
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Knowledge base on relevant norms, regulations, and policies is used for 
evaluating decision options from the perspective of existing legal con-
straints.
Whenever necessary, Emergency Assistant invokes one of the tools for 

handling specific decision complexities, which will be developed in SP4.3: 
Data mining tools are particular tools for data analysis, which may be 
useful when the amounts of data are very large while the situation per-
mits spending some time for comprehensive analysis. An example situa-
tion where data mining could be appropriate is an epidemic of a disease. 
Data mining tools may be used to reveal the spatio-temporal patterns of 
disease occurrence and thereby may help to find appropriate strategies 
for fighting the epidemic. 
Data aggregation tools are used for an effective representation of infor-
mation to DM, i.e. in a compact but still comprehensive way, with an 
appropriate level of detail depending on the importance of each part of 
the information. The same tool can be used for representing information 
to public, mass media, various authorities, as well as for generating in-
structions for emergency personnel. 
The use of the argumentation and collaboration support tool for substan-
tiating and documenting the decisions made was already mentioned in 
the scenario description. Besides this, the tool may be used for the 
preparation of documents to be communicated to the public or authori-
ties and instructions for the emergency personnel. Another important 
use of the tool is in cooperative decision making, when multiple partici-
pants suggest their variants of problem solutions, express their opinions 
regarding the importance of various criteria, and present their expert 
judgment concerning different options. Any contribution can be built 
with the use of the tool, with including appropriate maps, tables, and/or 
charts, which help to substantiate the presented opinion. The whole 
process is automatically documented and logged, which allows an effec-
tive access and thorough analysis afterwards. 
Multi-criteria decision analysis tools (optimization tools) were also 
mentioned in the scenario description. They are used for an optimum 
choice from several comparable variants of problem solution on the ba-
sis of multiple conflicting criteria. 
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5 Sub-Project Overall Description 

On the basis of a study of user requirements, SP4 will actively involve 
various advanced technologies in developing tools tailored to particular 
needs and conditions of crisis management.  

The core of the work in SP4 is applying state-of-the-art technologies 
and approaches from various research disciplines to provide situation-
related assistance to decision makers in crisis management. The work is 
divided into 3 work packages: 

SP4.1. Management and technical coordination; 
SP4.2. Knowledge management and knowledge-based decision support; 
SP4.3. Advanced technologies for handling decision complexity. 
As it was pointed out, domain-specific knowledge is critical for effec-

tive decision support. For this reason, any generic approach needs to be 
specialized and fed with relevant knowledge, and any technique appro-
bated in a different domain needs to be adapted to the specifics of the do-
main of crisis management. 

SP4.2 focuses on knowledge-based technologies resulting from the re-
search in Artificial Intelligence (AI). Any knowledge-based system needs 
a particular knowledge resource, i.e. certain knowledge typically used by 
human experts, which has to be captured and represented in a machine-
readable form. Therefore, the process of building knowledge-based soft-
ware consists of two parts: building of knowledge resources (knowledge 
acquisition, structuring, formalization, and representation) and develop-
ment of program modules capable of using these resources or adaptation of 
existing software to the new knowledge resources. It is important to note 
that knowledge resources (i.e. externalized and structured knowledge of 
experts) are extremely valuable even without the software tools utilizing 
them. They can be made accessible to rescue personnel and used for refer-
ence, education and training, as well as for supporting mutual understand-
ing in co-operative problem solving and decision-making.  

It is not supposed to develop in SP4 any new methods or algorithms in 
AI but rather to use existing methods and approaches. Of course, some 
software implementation of these methods will be needed. Whether some 
existing software will be used or new modules developed, depends on 
whether it will be possible to find existing software that satisfies the spe-
cific requirements of using in OASIS (in particular, platform independ-
ence, speed, external interfaces). It may happen that it will be easier to im-
plement such software anew than to try to fit something pre-existing into 
the overall architecture. However, this will not be a major problem for the 
project, since the effort for implementing a program module capable to 
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read a knowledge base and do inferences on this basis is typically signifi-
cantly smaller that the effort for building the knowledge base itself. 

SP4.3 centers on techniques and approaches from the disciplines other 
than AI: data mining, statistics, information visualization, multi-criteria 
decision analysis, and computer-supported co-operative work. These tools 
will address different aspects of decision complexity in crisis management. 

In SP4.3, it is supposed to intensively use existing software, in particu-
lar, tools for data mining and for multi-criteria optimization. These soft-
ware modules will be appropriately interfaced and thereby integrated into 
the overall software framework. 

The partners involved in SP4 will contribute with their experience and 
earlier developed software. Thus, FhG AIS has developed a prototype 
knowledge-based component for guiding users in analysis of spatial data 
[2]. This component will be extended and adapted to the needs of OASIS. 
FhG AIS will also contribute with their tools for exploratory analysis of 
spatio-temporal data [3], visual data mining [4], and multi-criteria site se-
lection [5]. WG RAS has created the NOSTRADAMUS computer package 
designed to support decision making on mitigation of the impact of acci-
dents on the environment and population at the initial and "acute" stages. 
NOSTRADAMUS incorporates modules that can predict initial parameters 
of release in the case of fire and explosion. BAES will contribute with ad-
vanced display and visualization technologies from the military environ-
ment, which will be adapted into the civil environment. These and other 
assets will be used in the course of the project. 

An important activity in the sub-project is an intensive study of prob-
lems and requirements of personnel involved in crisis management. The 
main difficulty is that such people usually have no experience in using ad-
vanced decision-support tools and, hence, cannot consciously formulate 
their requirements to such tools. Moreover, potential users may even feel 
afraid of introducing any new techniques and approaches to their work 
practice. Therefore, prior to collecting requirements, it is necessary to 
properly inform representative users about the purposes of the new tools, 
the ideas and technologies standing behind them, and the benefits the users 
can expect from them. It would be advisable to demonstrate some of cur-
rently existing tools and prototypes (probably, with examples from differ-
ent domains) to the users to raise their understanding of what is suggested 
to them. It is expected that the study will define which of the suggested de-
cision support tools are actually needed in crisis management applications, 
how they must be integrated into the working environment, and what re-
quirements to the user interface, response time, and presentation of the 
outputs they must satisfy. 

The implementation will include following stages:  
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1. User problems and requirements are studied. The set of tools to be de-
veloped is defined. 

2. Stand-alone prototypes of the tools are developed.  
3. The prototypes are evaluated from the perspectives of their functional-

ity, performance, and usability.  
4. On the basis of the evaluation results, the tools are refined and im-

proved.
5. The decision support tools are integrated with the other software tools 

(in particular, with software built in SP3) to enable the enhancements 
offered.

6. The functioning of the tools within the integrated environment is tested 
and the tools are further refined to ensure their smooth integration.  
The development of the decision support tools must be done with ensur-

ing the possibility of their integration into the overall framework. Hence, 
the definition of data formats, software interfaces, performance constraints, 
and requirements to the user interface must precede the work on software 
implementation. The tasks on defining software specifications and archi-
tectural requirements as well as software integration and validation activi-
ties are included in SP4.1. 

Here is a summary of the tools that we preliminary plan to build in SP4: 
Data analysis support tool involving a knowledge base on data analysis 
methods.
Tools for event recognition and event prediction. 
“Intelligent checklist”: a case-based reasoning system on problem solv-
ing actions and scenarios. 
Information prioritization tool. 
Knowledge base on relevant norms, regulations, and policies.  
Data mining tool. 
Data aggregation tool. 
Multi-criteria decision analysis tool. 
Argumentation and collaboration support tool. 
Helmet mounted display tool. 
However, we anticipate that this list may need to be amended according 

to outcomes of the user requirement study. 
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Abstract

This paper describes new methods used for mapping news events gathered 
from around the world. Web based  graphical map displays are used to  
monitor both the real time situation,  and longer term historical trends.  
The results are derived from a  synthesis of world events based on 20,000 
news reports collected from the Internet each day by the Europe Media 
Monitor (EMM) (http://emm.jrc.org). EMM has invented a powerful 
method of rapidly classifying multilingual articles by matching weighted 
combinations of phrase and word patterns. The articles are cross-classified 
according to the countries mentioned and to general themes like "Conflict" 
"FoodSecurity" "Natural Disaster" "Ecology" and so on. The Alert system 
runs 24 hours per day keeping continuous hourly statistics on article popu-
lations. This then allows to generate real-time graphical presentations of 
"news maps",  time series of Indicators, and animations of crisis develop-
ments.

In a second step, a more detailed geolocation of news articles based on 
town names identification in text and a reference gazetteer is performed. 
This has been coupled with a daily "Top News" clustering algorithm and 
results in 24 hourly News distributions for each EMM alert topic. This 
technique can also link clusters through different language versions and 
track stories in time. Geospatial representation of news developments en-
ables decision makers to better assess a complex situation in a fast and ob-
jective fashion. 
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1 Introduction 

The European Commission like other governmental bodies needs to con-
tinuously  monitor press reporting of political developments and world 
events. Press reports from member states and across the world must be 
monitored in multiple languages. With the expansion of the Union, a stra-
tegic decision was made to move to electronic monitoring rather than 
manually selected  reviews. In 2002 a software system to automate the 
gathering and sorting of news reports was introduced. This system is 
known as the Europe Media Monitor (EMM) [1]. EMM currently monitors 
nearly 700 on-line news sources and 15 news agencies in 30 languages. 
The automatic system has another major advantage, namely the ability to 
track news in real time. EMM processes and classifies about 25,000 arti-
cles a day. An automatic live newsletter (http://emm.jrc.org)  summarizes 
top stories and topic alerts in each language.

This paper studies the spatial representation of news. The EU external 
affairs directorate is concerned with developments in any country in the 
world. Desk officers need to keep continuously updated on developments. 
Crisis monitoring and long term situation monitoring are both suited to a 
geospatial representation. These studies rely both on subjective and objec-
tive input. The objective measure is derived from statistical indicators de-
rived from world news reports. News Maps are intended to represent cur-
rent affairs analogous to weather maps. Human affairs evolve rapidly just 
like the weather. 

The work is divided into two separate parts. Firstly, thematic live news 
have been derived from statistical measures of classified incoming articles. 
Secondly, a daily summary based on a news clustering algorithm and place 
name recognition is performed once per day and gives detailed long term 
spatial maps. 

2 EMM Technical Overview 

EMM exploits an XML/XSLT [2] technique for headline extraction on 
news web-sites to create RSS feeds [3]1, but additionally it uses some new 
“web intelligence” to categorise and filter the identified articles. A major 
innovation of EMM is an “on the fly” filtering of the textual content of ar-
ticles to create topic specific real-time alerts.  This fits well the require-

                                                     
1  XML standard format containing lists of hyperlinks, with some metadata. 
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ment for immediate and efficient “breaking news” detection with the less 
urgent requirement for a-posteriori search and retrieval.  

The EMM software is built on a JAVA/XSLT [2] framework using 
Apache/Tomcat and public domain software. This provides a platform in-
dependent architecture, which allows for a scalable expansion in the fu-
ture. Crucially, EMM fully supports multiple languages across all software 
components. All alerts, search criteria and web interfaces use UTF-8 char-
acter encoding and therefore support all world languages. This is an impor-
tant requirement for the European Commission. 

3 EMM Alert System 

The EMM Alert system filters articles gathered from the Internet and/or 
from News Agency wires according to topic specific criteria. An alert 
definition consists of groups of multilingual keywords which can either be 
weighted (positive and negative) or combined in Boolean combinations. 
The alert system extracts the pure article text from the web page and then 
processes each word against all keywords defined for all alerts, in a single 
pass. An article triggers an alert if either the sum of detected keyword 
weights passes a threshold, or if a Boolean keyword combination is valid, 
or both. An alert can consist of one or more combinations and/or a 
weighted list of keywords. The alert system thus provides a very flexible 
and tunable ‘topic definition’ for automatically classifying articles in dif-
ferent languages. In practice the quality of the alert detection depends on 
the fine-tuning of the alert definitions.  

News alerts detect and sort articles as they appear in on-line media. 
Alerts can be thought of as rather like "fishing" for articles that have yet to 
be published. Each alert definition consists of a list of multilingual key-
words (the bait) designed to catch future articles (the fish). When caught, 
the article is placed into the appropriate alert, which contains up to some 
maximum number of most recent catches. Alerts are intended to cover a 
single topic area. Each on-line source is checked as frequently as every 15 
minutes for new articles. The alert scan on a new article is done in a frac-
tion of a second. 

Running in parallel with the  Alert system, is a breaking news systems 
which detects sudden increases in similar stories by keeping  track of  en-
tity keywords appearing in news headlines. It keeps a time rolling average 
of expected occurrences. If a keyword appears many times more often than 
expected, and appears from several independent sources, then a breaking 
news item is created. The strength of the breaking news story is measured 
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by the number of articles per hour. The breaking news system thus detects 
the new unexpected topics which are not already predefined in the alert 
system. 

4 Thematic Statistical Indicators for World Countries 

The objective is to derive statistical indicators which reflect the current po-
litical state within a country with regard to world news reporting. Advan-
tages of this approach are that it is fully automatic, multilingual and can 
cover all countries in the world simultaneously. The method builds on the 
Alert detection system developed within EMM as follows. 

A “World News” section was added to EMM with the aim of geolocat-
ing news stories by content. It consists of 218  alerts, one for each country 
in the world. An individual country alert simply consists of variations of 
that country name in all European Languages plus usually the capitol city. 
Capitol cities are avoided where false triggers occur due to person  name 
clashes.  An individual article will therefore trigger each country to which 
it explicitly refers. Note that we are not concerned here with which country 
published the article, but rather which country is being talked about. 
Therefore  articles on any subject which refer to a given country will be 
flagged for that country by the alert system. In addition a number of global 
subject “themes” were defined such as “conflict”, “food aid” etc (see table 
1). Likewise these theme alerts consist of groups of characteristic key-
words, which occur frequently in articles about the particular theme. These 
are standard EMM alerts and clearly the quality of classification depends 
on fine tuning these multilingual keywords.  

A feature of the EMM alert system is the recording of which (multiple) 
alerts an article has triggered. This information is stored in  XML files held 
for each alert.  At the same time the ALERT system also maintains statis-
tics on the number of articles triggering for each ALERT per hour and per 
day.  The results are coded in XML as shown below. 

<alert id="Israel">
<count>1085</count>

<stats>64,18,11,19,22,25,21,37,55,69,4
1,47,84,135,98,76,34,33,36,38,35,37,28
,22</stats>

</alert>

Finally for this new work on indicators a statistical combination meas-
urement was added to the alert system specifically to cross-correlate Coun-
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tries and Themes. Combinations occur when a single article triggers 
BOTH alerts referenced in the combination. A combination statistic coded 
in XML automatically by the EMM Alert processor is shown below. 

<combination>
<alertRef id="Conflict" />
<alertRef id="Israel" />

<count>112</count>
<stats>5,2,1,8,2,8,4,7,0,4,3,4,14,16,8,5,3,2,3,5,3,2,3,0     
</stats>

</combination>

For both XML snippets, the <count> tag gives the total number of arti-
cles published in a single 24 hour period and the <stats> tag gives the 
hourly statistics. One full XML file containing statistics for all EMM alerts 
and combinations between countries and themes is generated for each day. 
These files therefore record  time series of theme and country statistics, 
and are then available for trend studies. 

5 Definitions of Socio-Political Indicators 

An indicator represents a numerical measurement of the relative impor-
tance of a given theme for a given country, as reported by the world’s me-
dia.  To be useful the indicator must be normalized to allow cross-country 
comparisons and trend studies. 

Two different normalized Indicators for a given theme and a given 
country can be defined as follows : 

Definition 1: 

Icj = Ncj
        —        
        Nc

where Ncj = article <count> for Combination of country C and theme j and
Nc = total <count> for country C. 

Icj is therefore a measure of the fraction of all articles written about that 
country which also refer to the particular theme. In some sense it measures 
the relevance of a given theme to a particular country as sampled from the 
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world’s media and varies between 0 (no relevance) and 1 (100% rele-
vance).  This standard definition becomes particularly relevant for trend 
studies. In practice we renormalize the indicator to be a percentage by mul-
tiplying by 100. 

Definition 2:

Ijc = Ncj
        —        

            Nj

;  where Ncj = article <count> for Combination of country C and theme j 
and Ni = total <count> for theme j. 

Ijc  thus measures the fraction of articles written on a given theme which 
also refer to a given country. There is a subtle difference between Ijc and Icj.
Ijc measures the focus of the world’s media attention when writing about a 
given subject. Ijc is useful for finding forgotten crises. Some countries are 
rarely in the news, but when they are the media report mainly problems. 
Therefore Icj can have a very high value, but this does not mean that the 
world’s attention is focused on that countries problems. Ijc will identify this 
because it will have a low value, reflecting the fact that the crisis is rarely 
reported in the media priorities. The signature for a forgotten crisis there-
fore is a country with a high Icj and a low Ijc

Both indicators are measured automatically on a daily basis by EMM, 
and all values are archived. Note that EMM actually  measures them on an 
hourly basis, but in practice this is usually too stochastic. For similar rea-
sons it is sometimes necessary to aggregate some indicator measurement 
over longer time periods than one day, such as a week or n-days. This is 
usually the case for countries which are rarely in the news but where there 
is still the need to measure the indicator. 

The results are visualized using Scalable Vector Graphics (SVG) [4]. 
The country polygons are defined as vectors in the SVG file. The country 
data values are then transformed to a proportional fill colour for each 
polygon using an XSLT. In this case the data is aggregated as numeric 
values per country. Clicking on a country gives direct access to all the arti-
cles for that country and the chosen theme. SVG animations are also an ef-
fective way to see time changes. This is achieved by stepping through 
daily EMM indicator values for a month or more. This gives an effective 
visual impression of crises growing and decaying. The results are illus-
trated in figures 1 and 2 which show both conflict indicators for one day – 
9th December 2004. 
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Fig. 1. Conflict indicator Icj. This reflects the percentage of articles concerning a 
country which  also refer to conflict. Data is for one day – 9th December 2004 

Fig. 2. Conflict Indicator Ijc  . This measures the percentage of all conflict articles 
referring to a country. Data is for one day – 9th December 2004. Note here that 
USA and Iraq have high values reflecting the world’s media attention, whereas 
figure 1 highlights those countries in conflict with relatively low media coverage 

Similar maps to Figures 1 and 2 can be generated for each EMM theme. 
The current list of available themes are given in table 1. Time series an-
imations and graphs track changes with time. Figures 3 shows the conflict 
indicator normalized by theme (Ijc ) for Sudan and the Ivory coast over a 3 
month period. 
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Fig. 3. Conflict indicator Ijc for Sudan and Ivory Coast aggregated in 3 day in-
crements over a 3 month period. These plots are taken directly from the web dis-
plays in SVG. 

Conflict Terrorist At-
tack

Humanitarian 
Aid

Security Development 

Ecology Food Secu-
rity

Man Made Disas-
ters

Natural Disas-
ters

Political Un-
rest

Human 
Rights 

Drugs Financial Crime Human Traf-
ficking 

Militancy 

Table 1. Current EMM themes. These are subject alerts which are cross-correlated 
with the 218 country alerts. This allows the software to generate automatic the-
matic indicator maps as described in the text 
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6 Daily Cluster Analysis 

At the end of each 24 hour period a clustering analysis is performed to 
identify the top stories in each language. The first step is to identify the 
major keywords in each article. This is done by comparing each word 
against a word frequency reference based on a large corpus of articles in 
the given language. In this way a keyness value is defined based on the 
uniqueness of the word within the corpus. Next an iterative clustering al-
gorithm groups articles according to keyword overlapping. The details are 
described elsewhere [5]. For each day the 10 or so largest clusters repre-
sent the top stories of the day. 

7 Geographic Place Name Recognition 

Geolocating articles involves  identifying the latitude and longitude of rec-
ognized places names mentioned in the text. Once candidate place names 
have been identified their coordinates can then be looked up in a gazetteer. 
This is complicated  for EMM because place names have different spell-
ings in different languages, and duplicate place names exist in different 
countries.   Disambiguation and language variants are  a major challenge 
for this work. Currently  the ‘Global Discovery gazetteer [6] is being used ,
but work is underway  to merge it with the various sources compiled by 
the KNAB project [7] of the Institute of the Estonian Language.  

Four important concepts must be in the database: the place name, its 
spelling variants for various languages, its relative ‘importance’ (a size in-
formation value from “1” = capital of a country, “2”= major city, up to “6” 
small village/place), its geographical co-ordinates (latitude/longitude) and 
the country it belongs to. Such gazetteers are becoming more easily acces-
sible as many countries are providing free place name lists in order to 
normalize the denomination of their cities. Significantly, the United Na-
tions has a Group of Experts on Geographical Names. This organization 
aims at helping the normalization of geographical place names in different 
countries spelled in different languages7. In addition to the place name list, 
we added lists of country ISO codes, of currency names, of adjectives 
pointing to the country and of names of the people of the country. This 
means that a hit for the country is generated even if only its currency or its 
people (e.g. ‘Iraqi’) are mentioned. 
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The recognition of geographical information in text can be divided into 
the two sub processes geo-parsing and geo-coding [5], where the former 
refers to the recognition of place names and the latter to the disambigua-
tion and marking-up process. 

7.1 Geo-Parser 

The  first tool aims at analyzing a natural language text and recognize ‘po-
tential’ place names. As we are analyzing various languages, we must 
know which language a text is written in. For this purpose, we use an n-
gram-based language guesser. The parsing must take into account the lan-
guage. ‘Monaco’, for example, is non-ambiguous in English, but in Italian 
it can also be used to refer to ‘München’ (Munich) in Germany. In our sys-
tem, each place name will be recognized if written in either the text lan-
guage or in the local language of the place name, but not in any other lan-
guage. A German text will refer to the city of Brussels either by using the 
German name ‘Brüssel’ or one of the two local names ‘Bruxelles’ (French) 
or ‘Brussel’ (Flemish), but not by using other variants such as ‘Brussels’ 
(English). A full description of this work can be found elsewhere [5]. 

7.2 Geo-Coding 

After the recognition of potential place names during the geoparsing step, 
these potential place names need to be disambiguated and linked to the 
relevant data base information. Resolving ambiguities is not a trivial task. 
The main difficulties are linked to: 
(a) Place names that are also words in one or more languages, such as 

‘And’ (Iran) and ‘Split’ (Croatia); 
(b) Place names that are homonymic with people’s names, such as ‘Victo-

ria’ (Hong Kong, Canada and others) and ‘Annan’ (UK); 
(c) Places that have varying names in different or even in the same lan-

guage (‘Saint Petersburg’, ‘Saint Pétersbourg’,‘ ’ [Sankt-Peterburg], 
‘Leningrad’, Petrograd’, etc.). 

(d) Multiple places that share the same name, such as the fourteen cities 
and villages in the world called ‘Paris’; 
The software relies on a simple dictionary lookup in the text, which 

means that issue (a) can only be solved using extensive language-
dependent geo-stop-lists (namely a list of location names that our system 
should never recognize.  Such lists do not necessarily have to be generated 
manually. Instead, they can be created by first extracting all potential place 
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names from a corpus and by then looking at those place names that appear 
more often than expected. 

For  problem (b), it is possible to put the most frequent ambiguous per-
son names (e.g. 'Bush', 'Chirac', 'Annan') into our geo-stop-list, but com-
mon first names like ‘Victoria’, which can refer to important geographical 
places, should not be discarded automatically as this would lead us to miss 
some major locations. The best way to avoid this problem is to previously 
recognize person names. 

Problem (c), caused by the fact that place names have many different 
translations, can only be solved by completing the database of place 
names. We have recently merged our database with the Estonian KNAB 
database and hope to incorporate more sources in the future. 

The first attempt to solve problem (d), i.e. the ambiguity between places 
that share the same name, is to reduce the size of the database. As we were 
mainly interested in European place names, we reduced the half million 
place names in our database to about 85,000 by taking out the smaller 
places outside Europe. The potentially lower recall is acceptable for us be-
cause the majority of our text sources is from Europe and the US and tends 
to mention the country name when talking about smaller places outside 
Europe so that the reference to the country is not lost. This reduction im-
proved the computational efficiency and reduced noise. As a result, we 
then have a number of clearly unambiguous place names such as ‘Vladi-
vostok’, but we also have some ambiguous ones, such as ‘Victoria’, which 
could belong to Canada, to the Seychelles, to Hong-Kong or to over one 
hundred other places around the world. We try to further disambiguate and 
to identify one single location for each of these ambiguous place names, by 
looking at the combination of two parameters: 

The relative ‘importance’ of the place, according to the size information 
in our database (the name ‘Paris’ will preferably be associated to the capi-
tal of France); 

The other place names mentioned in the same text: an ambiguous place 
name will be identified as belonging to a certain country if this country is 
already being referred to in other parts of the text. In the short text ‘Victo-
ria is the business and cultural centre of the Seychelles’, ‘Victoria’ will be 
geo-coded as the capital of the Seychelles. 

After the disambiguation process each article is then marked up with the 
latitude and longitude coordinates for each place name found in the text. 
These same articles may also have triggered one or more EMM alerts and 
these are also marked up with the article. The XML format we use is RSS 
2.0 [3] and the geocoding  is based on the GeoURL [9] proposal. 

Once the articles have been geocoded distributions of articles can then 
be plotted on maps. These maps are delivered over the web to end users 
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who then interact with them to investigate further the results. This is 
achieved by linking html display of relevant articles to each location plot-
ted on the map. For the point data we do not use SVG. Instead we have 
used the Worldkit [10] software to superimpose location data onto a world 
map. Worldkit is a Flash [11] application which takes as input an RSS file 
with each item encoded with  GeoURLs.  The title and description of the 
item are displayed together with the data points. A magnitude value can 
also be applied to alter the size of the point icons. The Worldkit display 
can be used for live updates which refresh the data from the remote RSS 
file. Each location is an active link which when clicked on gives access to 
all the relevant articles which refer to that  location. 

Any of  EMM’s 400 topic alerts can be displayed as a place distribution 
map for a given time period. Currently one day of data is displayed aggre-
gating the number of articles referring to a single place name. Figure 3 
shows such a distribution for the “Terrorism” alert for one day following  
the Beslan siege. 

Fig. 4. Map of geocoded articles concerning terrorism for 6th September 2004. 
This was just after the Beslan tragedy. Beslan is the largest concentration of arti-
cles, and Moscow is the second largest 

The second example of a map distribution  is based on the daily cluster-
ing analysis. This identifies the 6-7 most important news stories for that 
day in each language. The most referred to place within the stories of each 
cluster is used to locate the overall story.  In this way a daily news map is 
generated for each top story associated with a  cluster. The user can navi-
gate to a given date and follow the same story through different languages 
and different days. A live breaking news map is also generated showing 
what is happening now. This does not use the clustering algorithm since it 
is currently too slow for live results. Instead it tracks the most mentioned 
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country within the current top breaking news stories for that language. The 
stories are then geolocated at the capital city for each country. 

Fig. 5. Map of top stories in English for 27th October. These correspond to the 7 
largest clusters of articles found for that day, which are located at the place names 
most mentioned in each cluster. Similar maps exist for 6 languages and for any 
date 

8 Conclusions and Future Work 

News maps have proven to be an effective method to visualize world 
events for a given time. Users find this type of presentation clear and in-
formative, especially when reviewing many thousands of reports. Two 
types of news map derived from EMM gathered news articles have been 
presented. The first map is used to present country based thematic indica-
tors. These maps measure the media attention for individual countries for a 
particular theme. The  values are derived directly from EMMs statistics 
system. The second news map relies on accurate geocoding of place names 
in each article text. These places can then be displayed directly as point 
data over world maps. The maps themselves reflect groups of articles. 
These can be any EMM alert for a given day or form one of the top news 
stories for the day. The top stories are identified live using the breaking 
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news detection system and off-line using a more sophisticated clustering 
algorithm. 

On-going improvements are being made to the geocoding process, both 
by expansion to new languages and improving the disambiguation process. 
Work is progressing on more advanced data visualizations, particularly to 
avoid dependence on non standard browser plugins. 

Situation monitoring during a crisis based on small regions is another 
area under study. These “situation maps” focus on a single area such as the 
Israeli Palestinian conflict and track events on a map of the area with time.  
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Abstract

This paper describes a novel modeling strategy that couples a systems en-
gineering design approach borrowed from industry that allocates spatial 
features in a GIS to a design-driven hierarchical functional model.  We 
show that establishing a design goal such as ‘evacuation’ can be decom-
posed into a hierarchy of related functions that enable evacuation (e.g., 
provide shelter, provide mobility) and that these functions can be mapped 
to a requirements perspective and used to develop a functional feature at-
tribution scheme that is more risk-relevant than traditionally-attributed 
geo-information features in the disaster modeling context.  We present a 
riverine flooding example of this methodology applied to assessing the 
vulnerability of lifeline systems, and describe how this modeling approach 
and the systems perspective may bring efficiencies to geo-information 
management and provide new insights to the modeling of risk in complex 
interdependent systems. 

1 Introduction 

Geographic Information Systems (GIS) have revolutionized disaster plan-
ning, and analysis.  Notable is the success of GIS technology in using geo-
information to assess where unusual or extreme environmental events 
place human activities and systems at risk.  GIS-based models, once an 
expensive novelty, are now available to the general public and require only 



698      Timothy J. Eveleigh, Thomas A. Mazzuchi and Shahram Sarkani 

modest investment in computational resources.  By way of example, the 
U.S. Federal Emergency Management Agency (FEMA) now provides pub-
lic access to its “HAZUS” bundle of GIS-based natural hazard models.  
Recent successes of GIS technology applied to various phases of natural 
and man-made disasters are well documented.  Recent examples include 
the GIS response to the September 11th 2001 terrorist attacks on New York 
City in Greene (2002) and western U.S. forest fires and the 1994 North-
ridge Earthquake in Amdahl (2001).  Underpinning these successful appli-
cations of geospatial technology are ever-expanding geo-information hold-
ings.  Local and state agency awareness that foundational geospatial 
information is a critical resource that supports governance, commerce, and 
national security has led to a large-scale digitization of the landscape and 
markedly improved access to geo-information datasets.  Hundreds of tera-
bytes of geo-information of varying provenance and form can be found 
online, purchased, or can be ordered from local and regional planning 
agencies.  Yet geo-information presents unique management challenges.  It 
also has properties that may limit its full application in the disaster context.  
This paper explores some of these challenges, and presents a possible 
methodology to overcome them. 

2 Challenges with Geo-information Modeling in the 
Hazard Assessment Context 

Geo-information supports disaster impact analysis by modeling the earth’s 
surface and the manmade and natural features on it.  The intrinsic spatiality 
of geo-information can be used to identify hazards like gas lines crossing 
faults and residential areas with increased landslide risk.  Subjected to 
physics-based models of disaster phenomenology one can further model 
where natural hazards subject representative human activities and the func-
tion of manmade infrastructural elements to risk.  This is a very effective 
technique and hazard cases like identifying hospitals located in areas that 
will likely flood, bridge spans that may be damaged by certain earth-
quakes, or estimating the probabilistic hurricane damage to structures in a 
census tract are typical. 

An example of this classical approach is shown in Figure 1.  In this ex-
ample, we see the modeled depths of a 50 year riverine flood generated by 
FEMA’s HAZUS-MH flood model and the relationship of the floodwater 
inundation to attributed feature data.  Whether this were a hypothetical 
flood and its potential effects or an actual flood in progress, the disaster 
manager will quickly notice such potential hazards as the school in the 
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flood zone and elements of a road network being inundated by flood wa-
ters.  While these discoveries may in of themselves be useful, they repre-
sent isolated findings which will likely have to be fused with many other 
such findings before a synoptic picture of vulnerability or disaster impact 
emerges.  Before this aggregation occurs, however, it is necessary to de-
termine the relevance of these findings. 

Fig. 1. Fifty-year flood generated by HAZUS inundates attributed features

It is difficult to judge the significance of these example findings without 
knowledge of the context of the disaster.  For example, if the flooding 
shown in Figure 1 were the result of a powerful hurricane in progress, how 
significant would the school in a flood zone finding be if schools were 
closed due to regional evacuation?  Then again, if the school also func-
tioned as temporary shelter for evacuees, a key command and control 
node, or as a field hospital during regional disasters, the findings would be 
very significant. 

2.1 Modeling the Context-Dependent Functional Behavior of 
Features

To suggest that the school feature in the above example might be a school 
in one context and a shelter in another suggests that this feature exhibits 
context-based functional behavior.  It turns out that many of the features in 
this simple example also manifest this behavior.  The inundated road seg-
ments, for example, may in fact be key segments of evacuation routes, or 
may play key roles in the transport of relief supplies.  To effectively model 
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the impact of the hazard (or potential impact) we need to be able to bring 
the awareness of this conditional functional behavior into the disaster 
modeling context. 

The function of objects in geospatial databases is typically inferred from 
object attributes or the attributes of a thematic layer that contains objects.  
For example, an object with the attribute ‘School’ is inferred to function as 
a school and a ‘parking lot’ polygon is inferred to function as a parking lot.  
Similarly, the arcs contained in a ‘Roads’ layer are inferred to be roads.  
Indeed these inferences may hold true in the general sense as it is usually 
the general usage of features that drives their attribution.  For this reason, 
attribution usually records the dominant design intent of features in a de-
fault, non-crisis context.  A further inference occurs when feature attribute 
is itself inferred from remotely sensed imagery by some combination of its 
literal and spectral properties. 

Functional inference from feature attribute is reasonable for features 
where function is not strongly context-driven (e.g., a radio antenna, a lake, 
a suburban house); the approach is synoptic (e.g., the population of com-
mercial structures in this census tract, the average home in this commu-
nity); or where the attribution is purposefully contextual (e.g., tornado 
shelter, storm drainage culvert).  In many cases, however, functional infer-
ence is strongly context-dependent and nowhere is inferred object func-
tional behavior more tenuous than in the context of disaster.  A disaster 
can redefine a school as a shelter, a football pitch as an evacuation helicop-
ter landing zone, and a two lane road bridge as a lethal evacuation choke-
point.

The tradition approach to capturing extended or variant functional be-
havior is to either create a new thematic layer to collect features relevant in 
a particular context (e.g., buildings that serve as evacuation shelters, 
evacuation routes) or to add additional attribution to features.  These ap-
proaches, however, can be problematic.  Generating additional thematic 
layers can add redundancy and additional data management burdens when 
features are copied between thematic layers and thus exist as duplicate fea-
tures on two or more layers.  This problem is exacerbated when the same 
process is repeated for multiple possible contexts.  Furthermore, the task of 
capturing all crisis-dependent attributes on the entirety of geospatial ele-
ments in the many databases that contribute to a disaster management ef-
fort is daunting and according to Moore and Abraham (1994) may break 
down the decision process or complicate it greatly as in Greene’s (2002) 
World Trade Center disaster example.  Finally, there is little guarantee that 
such a quest would be exhaustive unless a firm grasp of the relationship of 
the piece parts to the systems they describe were possible. 
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2.2 Relating Geo-information Features to Aggregate Systems 

For many analysis tasks, an aggregation of piecewise effects is desired.  
The value of the FEMA HAZUS software, for example, is in its ability to 
assess the probabilistic environmental effects on thousands of attributed 
structures and compile statistical summaries that quickly allow generalized 
estimates for the loss of aggregate function (e.g., percent of hospital beds 
available, percent of damage to police stations) and economic damage (es-
timated cost to repair or replace, indirect costs to labor force, etc.).  
HAZUS also generates aggregate estimates of shelter burden and debris 
type and density.  Aggregate damage estimation information is essential in 
the planning process to estimate community vulnerability to disasters, in 
the mitigation stage to assess the efficacy of potential mitigation actions, 
and during the response and recovery phases to direct services and estab-
lish the regional requirement for disaster aid and assistance.  Aggregate ef-
fect estimation derives its power from the averaging properties of accumu-
lating damage estimates on a very large sample population; its answers 
then are neatly probabilistic and synoptic in nature. 

The value to the disaster manager of aggregate estimation is that the an-
swers it provides are high-level and general in nature, they tend to be sys-
tems-level answers.  Institutional consumers of disaster information ulti-
mately need synoptic information about the effects of disasters such as: 
“How is my transportation grid affected?” and “How is my ability to 
evacuate, shelter, and protect my population affected?”  In the time-
compressed domain of a burgeoning disaster and its immediate aftermath, 
it is these top-level systems-of-systems assessments that are the most cru-
cial to prioritize resource allocation and to guide strategic decision-
making.  There is simply not enough time to assimilate and summarize the 
tide of feature-level information that pours in; it must instead be related to 
macro systems and core community functions to become manageable. 

2.3 Modeling Lifeline Infrastructure Functional 
Interdependencies

Recent experiences with cascading infrastructure failures resulting from 
the loss of large regional electric power transmission capability in the 
United States during the summer of 2003 and elevated concerns for the 
possible widespread effects of terrorist attacks on civil infrastructure have 
brought new emphasis on the need to understand both the behavior of in-
frastructure layers and key dependent relationships between the layers.  
While GIS technology is certainly a key contributor to this understanding, 
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the sheer complexity of the problem demands new approaches to modeling 
and the use of geo-information.  The 2003 U.S. National Strategy for the 
Physical Protection of Critical Infrastructures and Key Assets suggests the 
investigation of systems-of-systems approaches (Rinaldi 2004).  Such ap-
proaches will require the transformation of traditional geo-information into 
systems frameworks. 

3 The Need for a Systems Perspective 

The challenges described in the preceding paragraphs prescribe capabili-
ties that transcend the traditional approach to GIS-based natural hazard 
modeling.  We believe that the present approach to developing and manag-
ing geo-information in this context should be augmented to provide the 
following capabilities: 

The capture and representation of the context-derived functional behav-
ior of objects 
The aggregation of piece parts into the systems they compose 
The capture and representation of functional interrelationships between 
systems 
A means to make the process systematic and purposeful 
The systems approach and systems engineering, its process manifesta-

tion, offer these capabilities. 

3.1 The Systems Approach and the Systems Engineering 
Process

The International Council on Systems Engineering’s Systems Engineering 
Handbook (Sage and Rouse 2000) defines a system as “an integrated set of 
elements that accomplish a defined objective.”  The handbook also states 
that the “elements include hardware, software, firmware, people, informa-
tion, techniques, facilities, services, and other support elements.”  Sage and 
Rouse further define systems engineering as “an interdisciplinary approach 
and means to enable the realization of successful systems.”  The systems 
approach to engineering is characterized by its systematic and repeatable 
processes, full consideration of alternatives, emphasis on interoperability 
and harmony, refinement and convergence, and satisfaction of stakeholder 
requirements (Eisner 1997). 

Systems engineering is driven to evolve designs that satisfy stakeholder 
objectives codified as requirements.  The systems engineering design 
process as described by Buede (2000) includes “the decomposition and 
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definition of both the requirements, or statement of the design problem, 
and the architectures, functional and physical representations of the sys-
tem.”  Systems engineering design approaches typically include a decom-
posing process that exposes and records in a series of linked “views” of the 
hierarchical detail of system requirements, system functions, and possible 
physical manifestations of elements that might perform these functions.  
As we will show, this thought process and the modeled views it can gener-
ate have a direct utility in the disaster management context. 

3.2 Systems Engineering Applied 

Translated into the disaster modeling context, the systems engineering 
process provides a means to identify and describe the systems in the com-
munity that provide lifeline functions and an integrated context to assess 
the vulnerability of these and interrelated functions.  Systems engineering 
also provides integrated views necessary to relate the physical vulnerabil-
ity of features to the functional vulnerability of systems and ultimately to 
the design vulnerabilities of community disaster objectives. 

Combining the systems engineering design approach with the traditional 
geo-information approach to natural hazard and vulnerability modeling 
suggests the following steps: 

1. Establish community disaster design objectives 

2. Model the functional behavior of systems that seek to achieve these ob-
jectives

3. Allocate this understanding to features in the physical world as repre-
sented by the GIS 

4. Model the possible effects of key hazards on the geo-information feature 
population 

5. Assess the resulting vulnerability of or impact to the functional systems 

6. Assess the vulnerability of the community disaster objectives in the dis-
aster context 

We will now review each of these steps and present an example that il-
lustrates a realization of this methodology. 
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4 An Application Example 

We will revisit the scenario that generated Figure 1, a HAZUS-generated 
inundation of a river valley and its potential impact on lifeline systems. 

4.1 Establishing Community Disaster Design Objectives 

Establishing community disaster design objectives provides a context for 
the development of policies, systems, and procedures to achieve these ob-
jectives.  Much like in the traditional engineering design context, this 
amounts to defining the stakeholder requirements for a specific desired ca-
pability.  In the disaster management context, examples of design objec-
tives might include the requirements to provide for the evacuation of 
19,000 people from a region or resilience to the loss of the community 
power grid for seven days.  Typically, in systems engineering approaches, 
top-level requirements are further decomposed into a hierarchy of re-
quirements.  A good designer will use this tree both to understand re-
quirements traceability (to other requirements, and source documents) and 
as a checklist to be sure that solution designs accommodate all the design 
requirements (and thus satisfy the stakeholders who levied the require-
ments).  For our example, we used Vitech’s popular CORE systems engi-
neering software to generate such a requirements tree for our riverine natu-
ral disaster context (see Figure 2).  CORE allows multiple views of 
traceability so that the dependency of requirements on policy (as instanced 
by documentation), the interdependence of requirements, and prevailing 
issues and concerns can all be viewed.  Each of the boxes in Figure 2 is 
linked to detailed holdings in CORE’s requirements database.

Fig. 2. Top four levels of an example requirements traceability model 
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This step in the modeling approach provides us with a top-down view of 
our expectations for community lifeline performance, its traceability to 
policy, and a means to know that we have studied the whole problem. 

4.2 Modeling the Functional Behavior of Lifeline Systems 

The next step is to generate a functional understanding of the community 
with respect to the requirements tree.  This step of the modeling codifies 
precisely what functions must exist to meet our design goals.  Llinas 
(2002) refers to this as modeling the ‘operational elements’ of the disaster 
environment.  If done correctly, functional modeling is ‘solution agnostic’ 
in the sense that it does not attempt to prescribe how we are to satisfy the 
requirements tree, simply what functions must be performed.  Functional 
modeling is hierarchical in nature, and allows for a structured decomposi-
tion of specific sub-functions that when linked perform the top-level func-
tions.  Key advantages of this approach are the formal separation of the 
what from the how, and a means to span the generic to the specific.  These 
advantages make the approach highly adaptable and transferable by allow-
ing for generic community system functional models to be developed and 
then mapped to specific community instances and powered by specific 
community requirements trees (and ultimately to the specific physical enti-
ties that provide those functions).  The analogy is very similar to the de-
sign of an aircraft.  From a top-level functional view, most aircraft are 
quite similar.  Accordingly, a top-level functional model for aircraft is a 
good foundation to design a particular aircraft through detailed decomposi-
tion of its top-level functions into detailed sub-functions that provide ca-
pabilities (such as launching missiles) suited to specific operational design 
objectives.

Figure 3 presents a section of a functional model we built for this exam-
ple.  Here we see the top-level function “Provide Evacuation” decomposed 
into a series of lower-level functions.  Notice how the modeling shows 
parallel and serial functional relationships and interdependencies between 
these functions.  Figure 3 also suggests information flows between func-
tional elements.  At this point, however, we still do not have a sense for 
what entities (objects in the real world such as road segments, traffic 
lights, and people) actually realize these functions. 
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Fig. 3. “Provide Evacuation” Functional Flow Model
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4.3 Allocation of Functional Behavior to Physical Systems 

Now that we have modeled the structure and behavior of functions that we 
believe will satisfy the evacuation design objectives, we must allocate this 
behavior to the actual entities that will perform them.  In the top-down de-
sign context that drives much engineering, at this point we would typically 
prepare several possible solution alternatives for consideration.  To use the 
aircraft example again, we might propose a rotary wing and several fixed 
wing designs that provide the functions described in the functional model.  
The engineering process would then continue by trading cost and perform-
ance requirements against each other to determine a preferred design.  In 
our natural hazard example, however, the physical instance of our lifelines 
already exists as the result of other previous engineering and design activi-
ties.  For example, our road network exists as the result of many years of 
progress toward satisfying a flux of regional transportation requirements.  
Similarly, commercial and residential structures exist as a result of accu-
mulated personal, commercial, and civil objectives. 

In most systems engineering modeling tools, functional behavior is allo-
cated to a description of, or reference to, objects in the physical world.  To 
our knowledge however, none have extended this into a geospatial model-
ing space where full topologic rigor can be used to provide a rich spatial 
view.  Geo-information modeling through a GIS provides just such a geo-
spatial view.  Brimicombe (2003) suggests that the GIS spatial model is an 
ideal couple to engineering models.  The focus of our research has been to 
explore the nexus of these two model spaces and the value each brings to 
the other. 

There are several useful new perspectives possible when the systems 
engineering views and the spatial view are brought together - particularly 
when the relevant object base is rigorously traceable.  These new perspec-
tives include the: 

 Geospatial view of objective requirements 
 Geospatial view of functional behavior 
 Functional view of geospatial objects 
 Requirements view of geospatial objects 
Perhaps the perspective most relevant to natural disaster management 

modeling and the simplest to realize is the geospatial view of functional 
behavior.  A relatively simple way to realize this is to allocate functional 
behavior to features by attributing the features with functional purpose.  
Figure 4 is just such an example. 
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Fig. 4. Features recast with functional attributes 

In Figure 4, which is a re-attributed version of key features from the da-
tabase that generated Figure 1, we now see the features described by their 
functional role within the evacuation design context.  The athletic field 
polygon next to the school is now cast by its functional behavior “provide 
air mobility” (a helicopter landing zone), the school is now cast as “pro-
vide shelter” and “provide command and control,” and elements of the 
road network are cast with various mobility functions.  Preserving the up-
ward links back to the functional and requirements views retains our sys-
tems perspective of the functional roles of these elements and their contri-
bution toward satisfying the overall design objectives of evacuation. 

4.4 Model the Possible Effects of Key Hazards on the Feature 
Population

With the next step, we return to our traditional GIS-based hazard modeling 
approach which pits a physics-based natural hazard model against the geo-
information held in the GIS.  For example, we again generate 50 year flood 
depth predictions using HAZUS-MH’s riverine flood model.  As before, 
by spatial intersection and query we determine which geospatial features 
are impacted by the predicted inundation.  Figure 5 shows the functionally-
attributed features in the context of the predicted hazard.  One could also 
model the effects of other hazards such as earthquakes, wind forces, fire 
propagation, landslides etc. in this manner. 
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Fig. 5. Functionally-attributed features subjected to inundation 

4.5 Assess the Resulting Vulnerability of or Impact to the 
Functional Systems 

Regarding Figure 5, we can now begin to assess how this hazard may have 
a functional impact.  We can directly infer this in the geospatial view by 
assessing, for example, where key evacuation function-providing elements 
are inundated by riverine flooding.  What was formerly an inundated 
school now becomes an inundated “provide shelter” and “provide com-
mand and control” feature.  Similarly, the important “provide air mobility” 
and “provide road mobility” function-providing features are also impacted 
by this hazard. 

At this point, it is useful to link back into the functional view of the geo-
spatial to assess the greater impact of this inundation on the top-level func-
tions.  This view is shown in Figure 6.  Here, we can assess the impact of 
the modeled hazard in the purely functional perspective now the geospatial 
view has mapped it to function-providing features.  In this view, we see 
that the inundation of the road segments in Figure 1 was not as significant 
in functional space as it first appears in physical space because other non-
impacted features provide parallel functions. 
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Fig. 6. A decomposed mobility function with functional impact of inundation 

4.6 Assess the Vulnerability of the Community Disaster 
Objectives in the Disaster Context 

The final step of the approach is to reflect the impact of the hazard back 
into the originating requirements space and in doing so, determine the im-
pact the hazard will likely have on the stakeholder objectives.  In our toy 
example, for instance we see that the 50 year flood as modeled by HAZUS 
would adversely impact the requirements to provide shelter, command and 
control, and air mobility given the features assigned to provide those func-
tions.

This final perspective is an ideal vantage from which to fully assess 
mitigation measures.  In this particular example, that might mean selecting 
other air mobility, shelter, and command and control facilities or building a 
levee (change to the physical dimension).  Mitigation might also entail 
providing another means to achieve evacuation such as to provide an am-
phibious means (a change to the functional dimension), or rethinking 
evacuation objectives (a change to the requirements dimension).  Each or 
some combination of these changes may be assessed independently or in 
combination.  The key is that with this modeling approach, the three views 
are systematically linked and any change to one will propagate to the oth-
ers.
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5 How this Approach Would Improve Geo-Information 
Management

The approach we have just described imparts a systems understanding on 
geospatial features.  While it does not necessarily reduce the amount and 
type of geo-information feeding the assessment process, it does afford sev-
eral management advantages.  These include: 

A means to focus the collection of geo-information toward those that 
provide functions that are relevant to key disaster management objec-
tives
A means to make the collection of geo-information systematic and com-
plete
A means to abstract complex non-spatial behaviors and requirements at-
tribution outside the GIS instead of in multiple partially-attributed fea-
ture layers 
When performing a hazard vulnerability assessment, there is natural in-

clination to try to collect as much geo-information detail as is available on 
the off chance that features within it may prove significant to either the 
understanding or portrayal of the impact of the hazard.  While this in-of-
itself is not a bad philosophy, it does tend to result in a far greater data 
management burden.  Furthermore, when time is of the essence, data are 
scarce, or a summary analysis is sufficient, the top-down systems perspec-
tive may make more sense.  In this approach, the data collection effort be-
comes focused on collecting only the physical features that provide the 
functions that meet community disaster objectives and that are necessary 
to model the hazard.  For example, we may find that in order to estimate 
the gross functional effect of an earthquake in a region with little feature 
coverage, it makes more sense to try to collect information on particular 
features that represent unique lifeline functional vulnerability versus col-
lecting as much data as we can and then picking out salient features.  
These key features may be found across numerous traditional thematic 
layers (e.g., transportation, utilities, and structures) that previously may 
have to have been exhaustively collected at great expense and management 
burden.  Reduction in data collection and management complexity might 
help reduce the cost of assisting geo-information poor regions like those 
described in Stage and von Meyer (2004). 

Accomplishing the top-down systems engineering process approach has 
helped engineers ensure both that alternate physical designs are investi-
gated and that designs under consideration address the entirety of the 
stakeholder requirements.  Unsatisfied objectives and unallocated func-
tions become readily visible and this visibility systematically drives the 
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design process toward satisfying the outstanding entities.  The same con-
cept would hold true of the structured approach when applied to the collec-
tion of geo-information for disaster management modeling.  Changes to 
any of the linked requirement, functional, or physical views would bring 
changes to each of the other views and geo-information collection would 
be driven to fully-realize the new functional view which in turn would try 
to fully realize the new requirements view.   

By abstracting the complex non-spatial behaviors of features into a 
separate data model we obviate the need to develop duplicative and per-
haps complex feature layers to record this information in the spatial data 
model.  This should reduce spatial feature complexity and the need to 
transform features into other thematic layers to support the modeling ap-
proach.  In turn, reducing feature complexity should reduce feature man-
agement burden. 

6 Applicability to the Study of Complex Interdependent 
Systems

Rinaldi (2004) describes the daunting challenges of modeling and simulat-
ing critical infrastructures and the importance of this task to national secu-
rity and economic prosperity.  To be effective, Rinaldi indicates that infra-
structure modeling and simulation will need to include modeling the 
dependencies between the infrastructural elements.  Thissen and Harder 
(2003) indicate that systems approaches should be brought to this problem 
and that the socio-technical character of infrastructures should also be con-
sidered.

An advantage of the functional view in the systems engineering ap-
proach is that it does not prescribe the means that instantiate the particular 
component functions.  Functional modeling also makes explicit the rela-
tionships between functions.  Taken together these two properties suggest 
that a functional perspective might have strong applicability to the model-
ing of complex interdependent systems where entities from numerous 
physical systems may be related in the functional perspective.  Indeed Mo-
darres (1999) uses the functional modeling approach to investigate the re-
liability of the interdependencies between physical components within 
complex systems, and Larssen (2000) applies the same approach to assess 
the reliability of nuclear power stations.  We believe that the modeling ap-
proach described in this paper may bring new insight into the investigation 
of the effect of natural hazards on complex interdependent systems and 
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may even provide the risk framework called for by Grabowski et al (2000) 
in their study of risk modeling for distributed, large-scale systems. 

7 Work in Progress 

To date we have only applied our methodology to small demonstration 
cases and have not applied it to the study of a major large-scale disaster 
planning, mitigation, or impact analysis effort.  To prepare for this, we are 
presently investigating the human interface considerations required to 
make the approach easier to apply in the disaster management context.  
The structured analysis and design methodology familiar to many systems 
engineers may at first appear foreign to geo-information managers.  Simi-
larly, the capabilities, interfaces, and performance of a GIS are likely new 
territory for many engineers.  Of key interest is the human machine inter-
face that connects the functional and requirements view with the spatial 
view providing the four new perspectives presented in Section 4.3.  This 
interface is requiring experimentation and may ultimately necessitate the 
design of several new display methods to make the cross-view allocation 
and traceability easier to visualize and follow.  We hope to apply some of 
the findings and advice of Medieros et al (1996), Andrienko and An-
drienko (2003), and Brimicombe (2003) toward developing coordinated 
and manageable manifestations of these views. 

The second focus of our current research is investigating the stability 
and portability of disaster management functional models.  We feel that 
these attributes are key to the rapid application of the approach to multiple 
scenarios and reaping the disaster management benefits propounded in this 
paper.
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Abstract

Disaster management takes current information technology to its limits due 
to the very large amount of relevant data and tight response times. This is 
in particular true for satellite data which needs to be retrieved from differ-
ent archives, processed an interpreted. Typical issues are efficiency of da-
tabase access, integration of multiple heterogeneous sites and quality of 
image interpretation. Unfortunately experiences from many different pro-
jects and systems have shown that these issues cannot be considered inde-
pendently from each other. Therefore this paper proposes a concept ad-
dressing the mentioned issues by providing an integrated solution. For this 
purpose the paper focuses on content based searches for satellite images in 
a distributed environment. 

1 Introduction 

Geographical Information Systems are essential tools for rapid decision 
making in disaster management. This application context has specific re-
quirements ranging from fast response times over data fusion from multi-
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ple sources up to the handling of very large amount of data for some appli-
cations. In many cases these requirements take current information tech-
nology to its limits: 

The access to very large databases of pre-disaster data is often slow. 
This problem comes from the fact that existing database indexing tech-
nology has its limitations in supporting complex search requests. 
In many cases recent information about disasters needs to be derived 
from raster data (e.g. aerial photographs, satellite images). Although 
manual interpretation of raster data usually provides reasonable results 
in this context, automatic extraction of information is still difficult. A 
semi-automatic interpretation is however essential if tight response 
times have to be met. 
Existing technologies, as for example web services, provide a stable 
platform for interconnecting heterogeneous information systems if in-
formation needs to be retrieved from multiple sources. But even in this 
context there are still issues which need to be resolved, as for examples 
defining precise semantic attributes and combining incomplete and/or 
unreliable information. 

These issues are clearly interrelated. As an example the query concept of a 
distributed system needs to consider limitations of database indexing tech-
nology to ensure reasonable response times. Also data processing methods 
(e.g. image interpretation) need to be harmonised with the query concept, 
if queries may refer to derived information. 

This paper describes a first tentative concept integrating spatial data-
bases, image processing and web services. The concept supports queries to 
distributed database systems via criteria referring to the content of images. 
As an example the query may ask for all images containing forest areas 
above a certain size. 

A query of this type may be processed by applying an appropriate algo-
rithm to every image in the database. This approach is not feasible for a 
very large number of images. A more efficient approach requires pre-
processing of images before storing them in a database. For instance, an 
algorithm could identify forest areas and stores their sizes in special fields. 
The query would need to check only these fields to identify all relevant 
images. A database index (index structure) speeds up the search even fur-
ther by supporting the navigation to relevant images. 

The pre-processing in our example supports only queries referring to 
sizes of forest areas. This approach is feasible if all possible queries are 
known in advance. In a distributed environment however it is difficult to 
predict all potential queries since application contexts at other sites are 
usually not known by the site operating the image archive. 
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In this paper we suggest a more generic approach by deriving general 
parameters from an image and store them in a database. Then the applica-
tion will generate secondary conditions for these parameters which need to 
be satisfied by images containing objects specified by the initial query 
condition.

The secondary conditions will usually return also false results. There-
fore the object recognition algorithm needs to be applied to all images 
from the intermediate search result. This approach works efficiently if sec-
ondary conditions ensure a small number of false results. 

Our concept in this paper is based on a generic segmentation procedure 
where key parameters of segments are stored together with their geo-
graphical position. Search requests for this database will be supported by 
an optimized R-Tree as the index structure. Customised WebServices fa-
cilitate remote access to the database. Figure 1 summarizes the data flow 
for this concept. 

Fig. 1. Data Flow Diagram for proposed concept 

This paper starts with a summary of challenges from image segmenta-
tion and database indexing technology as they occur in this application 
context. Then the description of the integrated concept follows. Finally the 
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concept is analyzed in the context of pre-fire risk analysis as a potential 
application.

2 Challenges 

2.1 Image Segmentation 

Image segmentation is often used as an intermediate step in object recogni-
tion procedures. After initial pre-processing steps, as for example restora-
tion and image enhancement, the segmentation builds connected segments 
of pixels. These segments are either parts of objects or already candidate 
objects. As such these segments are the input for further steps like feature 
extraction and object labeling. 

Basic segmentation approaches focus on pixel colors or reflection val-
ues, respectively: pixels with similar values (in all relevant image bands) 
are grouped into the same segment. The similarity is defined by a distance 
function (either explicit or implicit) or through the size and shape of a ker-
nel. Several sophisticated image segmentation algorithms make use of the 
context of a pixel. As an example a texture could be used for grouping pix-
els into a region (Chaudhuri, Sarkar 1995, Laine, Fan 1996, Hofmann et al. 
1998). Several options exist for describing textures (e.g. distribution func-
tions, fractals, probability functions for neighborhood definition etc.) and 
even more methods exist to recognize these textures. 

In general no unique assignments of pixels to segments exist. In fact all 
criteria provide only plausibility values for grouping pixels into segments. 
Newer methods try to optimize the segmentation by minimizing segment 
heterogeneity. The ambiguity of grouping pixels can be significantly re-
duced if the segmentation algorithm is optimized for one or few objects 
which shall be identified in an image (Baatz, Schäpe 2000). Although im-
age segmentation is definitely not new (Fu, Mui 1981) recently more algo-
rithms have been developed for creating segments. The homogeneity is de-
rived through geostatistical analysis (Hofmann, Boehner 1999), 
unsupervised texture recognition by extracting local histograms, Gabor 
wavelet scale-space representation with frequency (Hofmann et al. 1998), 
image segmentation by Markov random fields and simulated annealing, or 
Markov Random Field (MRF) using a Maximum a posteriori (MAP) prob-
ability approach. The MRF method generally classifies a particular image 
into a number of regions or classes (Tso, Mather 2000). The image is mod-
eled as a MRF and the MAP probability is used to classify. The problem is 
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posed as an objective function optimization, which in this case is the a
posteriori probability of the classified image given the raw data which 
constitutes the likelihood term, and the prior probability term, which due to 
the MRF assumption is given by the Gibb's distribution. MRF was already 
exploited for an unsupervised classification by Manjunath and Chellappa 
(1991).  

Dubuisson-Jolly & Gupta (2000) developed an algorithm for combining 
color and texture information for the segmentation of color images. The 
algorithm uses maximum likelihood classification combined with a cer-
tainty based fusion criterion. Hofmann et al. (1998) developed a promising 
approach based on a Gabor wavelet scale-space representation with fre-
quency-tuned filters as a natural image representation. Locally extracted 
histograms provide a good representation of the local feature distribution, 
which captures substantially more information than the usually used mean 
feature values. Homogeneity between pairs of texture patches or similarity 
between textured images in general can be measured by a non-parametric 
statistical test applied to the empirical feature distribution functions of lo-
cally sampled Gabor coefficients. This algorithm systematically derives a 
family of pair wise clustering objective functions based on sparse data to 
formalize the segmentation problem.  

Region growing algorithms cluster pixels starting with seed points and 
growing into regions until a certain threshold is reached. This threshold is 
normally a homogeneity criterion or a combination of size and homogene-
ity. A region grows until no more pixels can be attributed to any of the 
segments and new seeds are placed and the process is repeated. This con-
tinues until the whole image is segmented. These algorithms depend on a 
set of given seed points, but sometimes suffering from lacking control over 
the break-off criterion for the growth of a region.  

Additionally, various texture segmentation algorithms exist. They typi-
cally obey a two-stage scheme (Mao, Jain 1992, Hofmann et al. 1998). In 
the modeling stage characteristic features are extracted from the textured 
input image which includes spatial frequencies (Jain, Farrokhnia 1991, 
Hofmann et al. 1998), Markov Random Field models (Mao, Jain 1992; 
Tso, Mather, 2000), co-occurrence matrices (Haralick et al. 1973), wavelet 
coefficients (Salari, Ling 1995), wave packets (Laine, Fan 1996) or fractal 
indices (Chaudhuri, Sarkar 1995). In the optimisation stage features are 
grouped into homogeneous segments by minimising an appropriate quality 
measure. Other groups of algorithms include watershed transformation or 
‘split-and-merge’ algorithms (Cross et al. 1988). They start by subdividing 
the image into squares of a fixed size, usually corresponding to the resolu-
tion of a certain level in a quad tree. These leaves are then tested for ho-
mogeneity and heterogeneous leaves are subdivided into four levels while 
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homogeneous leaves may be combined with three neighbors into one leaf 
on a higher level etc. 

In our integrated concept the segmentation procedure needs to be able to 
derive general parameters from images for supporting efficient searching. 
These parameters are used to decide whether a given object is contained in 
an image or not. The segmentation procedure needs to satisfy the follow-
ing requirements: 

The segmentation procedure needs to generate segments which allow to 
distinguishing different types of objects. As such the procedure does not 
necessarily identify complete objects. Instead sufficiently unique parts 
of objects may be sufficient. 
The segmentation procedure has to be flexible and generic. Object sizes 
or neighborhood relationships are difficult to be used. 

2.2 Database Indexing Technology 

The key challenge for the management of very large amounts of data is the 
efficient access to (small) parts of this data. In general users will access 
this data via a search request defining constraints for attributes of objects. 
As an example a user may ask for all images containing forest areas 
greater than 10 km2. Other search conditions may define upper and/or 
lower bounds for one or more attributes (e.g. build up areas smaller than 
0.1 km2 and altitude above 500 m). 

A database could process such a search condition by checking the 
search condition for every stored object (sequential scan). This sequential 
scan may however not be acceptable for large numbers of stored objects. 
Therefore most database systems provide index structures facilitating effi-
cient navigation to relevant objects. 

The most commonly used index structure is the so called B-Tree (Bayer, 
McCreight 1972). A B-Tree supports searches which define a specific 
value for a single attribute. With a small extension B-Trees support also 
searches where lower and/or upper bounds are defined for a single attrib-
ute. In this context a B-Tree guarantees response times which grow loga-
rithmic with the total number n of objects in the database and linear with 
the number m of objects which satisfy the search condition (O(log(n) + m).

The efficiency of a B-Tree however degenerates if lower and/or upper 
bounds are specified for more than one attribute. In the worst case the 
search time grows linearly with the number of entries in the database. 

Search conditions with upper and/or lower bounds for multiple attrib-
utes (multidimensional range searches) are increasingly used in modern 
database application. Also Geographical Information Systems make use of 
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multidimensional range searches as for example in the case of geographi-
cal search conditions.  

Since the late nineties major vendors of commercial databases have rec-
ognized the need for supporting multidimensional search conditions and 
integrated new index structures (multidimensional index structures). The 
most commonly used index structure is the R-Tree (Gutmann 1984). 

A multidimensional index structure is build for d attributes generating a 
d-dimensional value space. Most multidimensional index structures, in-
cluding the R-Tree, are based on a tree structure where every node repre-
sents a region in the d-dimensional space. As a general rule the region of a 
parent node needs to contain the regions of its child nodes. The leaf nodes 
of the tree either contain entries or references to entries. 

In the case of the R-Tree the nodes represent hyper cuboids. In addition 
an R-Tree has to be balanced (length of every path from root to leaf is 
equal). An example of an R-Tree for two dimensions is given in figure 2 
where rectangles represent the regions of nodes from the tree. 

Leaf Nodes

Inner Nodes

Root Node

Fig. 2. Example for a 2-dimensional R-Tree 

In comparison to B-Tree applications the use of R-Trees shows mixed 
results. In some contexts the use of R-Trees does not seem to help at all 
since the search time grows almost linearly with the number of entries in a 
database.



722      Richard Göbel et al 

Significantly better time complexity can be achieved by so called repli-
cating index structures, as for example the range tree (Bentley 1980) and 
the k-range structure (Bentley, Maurer 1980). Unfortunately the space re-
quirements of these structures make it difficult to use them in most appli-
cations. Therefore research has concentrated on so called non-replicating 
index structures as for example the R-Tree. 

Theoretical analysis of non-replicating index structure has identified a 
lower bound of O(n(d-1)/d+m) for the search time complexity (see for exam-
ple Mehlhorn 1984 and Ravi Kanth, Singh 1999) These theoretical results 
show that search time for non-replicating index structure grows at least 
linearly for a high number of dimensions. This lower bound is however a 
result of a worst case analysis. Therefore response times may be better in 
some situations. 

In fact a later result (Göbel, Hornsteiner 2002) derives a better complex-
ity of O(log(n)*m) if data is sufficiently equally distributed and only “lar-
ger search ranges” are considered. The situation for unequally distributed 
data is however not yet clear.  

Real world examples show even more problems. As an example the in-
cremental generation of R-Trees often results in suboptimal tree structures 
(e.g. overlaps of leaf nodes). As a consequence significant research has 
been performed and different methods were proposed to generate opti-
mized R-Trees (see for example Sellis et al. 1987, Beckmann et al. 1990, 
Berchtold et al. 1996, Ang, Tan 1997) sometimes at the cost of a more 
complex insertion method and the use of more memory resources. 

Although these solutions optimize some criteria they do not really en-
sure efficient search times in some situations. Even worse a theoretical 
analysis of these methods is difficult since most mentioned methods do not 
guarantee certain properties. The reason is the incremental generation of 
the R-Tree which makes global optimizations according to considered cri-
teria difficult. 

A global optimization of an R-Tree is possible if a static tree is gener-
ated from a given set of entries. This approach is called a tree packing al-
gorithm. Using such an approach it is possible to generate a tree structure 
where no leaf nodes overlap if the tree contains only point data. 

Several of these tree packing algorithms have been proposed (see for 
example Roussopoulos, Leifker 1985, Kamel, Faloutsos 1993). So far the 
best published method seems to be the Sort Tile Recursive method (STR) 
of (Leutenegger et al. 1997). The authors of (Leutenegger et al. 1997) 
showed by extensive tests that this method generates better tree structures 
than previous methods. 
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3 Concept of an Integrated Information System 

3.1 Image Segmentation 

Based on the discussion of image segmentation above we searched for a 
procedure for the integrated concept based on the following ideas: 

The procedure should be centered on spectral information in order to 
avoid loss of generality of more sophisticated algorithms. 
The procedure should cater for several different segmentation levels 
with different sizes of the segments.  
The procedure shall optimize homogeneity of regions and accepts even 
non-assigned pixels for this purpose. 

Technically, we apply the fractal net evolution approach developed by 
Baatz and Schäpe (2000). Successful applications demonstrated the appli-
cability and the high potential of transferability (Blaschke et al. 2000, 
Blaschke et al. 2001, Bauer, Steinnocher 2001, Schiewe, Tufte 2002, Neu-
bert, Meinel 2003, Blaschke 2003, Koch et al. 2003, Collins et al. 2004, 
Tiede et al. 2004, Langanke et al. 2004, van der Sande et al. 2004). The 
merging technique starts with 1-pixel image objects. Image objects are pair 
wise merged one by one to form bigger objects. In this conceptualization 
the procedure becomes a special instance of an assignment problem, 
known as pair wise data clustering. In contrast to global criteria, such as 
threshold procedures, decisions are based on local criteria, especially on 
the relations of adjacent regions concerning a given homogeneity criterion. 

This segmentation is incorporated in an object-based GIS/remote sens-
ing methodology. Burnett and Blaschke (2003) developed a multiscale 
segmentation/object relationship modeling, or MSS/ORM. It is based on 
GIS objects and/or objects derived from image analysis. Based on the de-
lineation of image objects at several levels, a semantic network is built. 
This is done using a commercially available, object-oriented, GIS/remote 
sensing software environment called eCognition. The segmentations gen-
erate objects at several user-defined levels and allow for the generation of 
image objects on an arbitrary number of scale-levels, taking into account 
criteria of homogeneity in color (reflectance values in a remotely sensed 
image) and shape. Thereby, a hierarchical network of image objects is 
generated, in which each object knows its neighboring objects in the hori-
zontal and vertical direction.

Applying this methodology to our workflow some pre-processing of the 
original search condition is required. In our context the original search will 
specify an object which should be contained in images of the result set. 



724      Richard Göbel et al 

The pre-processing step will derive key properties from this object or a 
significant part of it relating to these parameters: 

lower and/or upper limits for relevant bands. 
lower and/or upper limits for the size of object (in m2)
lower and or upper limits for form parameters. 

In addition to standard information derived from image metadata such as 
for example sensor and acquisition time the segmentation procedure will 
store the following information for a segment in the database: 

Spectral information for every band used including average values per 
segment, minimum and maximum value, median, standard deviation etc. 
Segment size in square meters and number of pixels. 
Descriptive measures such as perimeter, number of bordering segments, 
direction of the longest axis. 
Constructed parameters describing the form of a segment such as the ra-
tio between perimeter and size. This helps to distinguish long and nar-
row objects from objects which are more like a square or a circle. 
Geographical location of segment on the ground given by the circum-
scribing rectangle and the centroid. 

The database will use these properties for efficiently identifying candidate 
images. Afterwards an application specific image analysis could be per-
formed which may also use a more appropriate segmentation procedure. 

3.2 Database Indexing Technology 

According to our previous analysis the database needs to support queries 
for segments which contain constraints for spectral ranges of some chan-
nels, segment sizes and forms. In addition the query may contain spatial, 
temporal or sensor constraints. These types of search criteria require the 
support by a multidimensional index structure, as for example the R-Tree. 

An issue in this context is that the set of channel relevant for a certain 
application is not clear. Detecting different types of objects may also re-
quire different combinations of channels. 

A solution for this issue might be an index structure which includes all 
channels. For those channels, which are not relevant, the value range is set 
to the minimal value for the lower bound and the maximal value for the 
upper bound. Theoretical analysis however shows that this is probably not 
a good idea, since the efficiency of the index structure degrades with the 
number of dimensions. Even worth the wide ranges for one attribute might 
require that large parts of the index structure need to searched even though 
these parts do not contribute to the search result. 
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A better approach is the definition of different index structures for dif-
ferent sets of channels. The definition of an index structure for every com-
bination of channels would however result in a very high number of index 
structures. As an example 7 channels would require 27-1 index structures. 
In fact the other criteria and different combinations of them would be con-
sidered as well. This makes such a generic approach not feasible. 

Since generating indexes for every combination of criteria is not feasible 
the set of potential search conditions needs to be analyzed. Even though 
we loose generality, this limitation is unavoidable. It however helps to use 
an index structure containing a subset of attributes from the search condi-
tion. In this case the search would identify all candidates by the index 
structure using the subset of attributes and then apply the full search condi-
tion to the hopefully small set of intermediate results. 

Considering these constraints it is necessary to distinguish mandatory 
attributes and optional attributes in a search and identify frequent combina-
tions of optional attributes.

Mandatory attributes should be all attributes related to object identifica-
tion to reduce the intermediate result set as much as possible. All other cri-
teria are probably optional. Therefore the index structures should be gener-
ating according the following rules: 

Every index structure contains the size and the form parameter. 
An index is generated for every channel. Further indexes might be gen-
erated for combinations of channels if this is required by applications. 
Indexes should exist for every combination of geographical position, 
time and sensor (8 possible combinations). 

This means that we get (c+d)*8 index structures if c is the number of 
channels and d are application specific index structures. This number is al-
ready high and leaves little room for further indexes. The number of in-
dexes could be reduced by half if data from different sensors is stored in 
separate tables. In this case the indexes need not consider sensor attributes. 

As an index structure R-Trees generated by tree packing methods might 
be the right solution for our concept. Most applications in this context deal 
with a large amount of data changing only slightly over a time period. In 
this scenario it makes sense to generate a static R-Tree on a regular base 
(e.g. every week) and store the changes in a separate location. All opera-
tions will then be applied to the static database and the separate data store. 
Since this separate data store contains only a small amount of data the 
processing time of an operation is dominated by the processing time of the 
static database. This approach will exclude certain difficult situations for 
which R-Trees cannot guarantee acceptable response time. 



726      Richard Göbel et al 

3.3 Integration of Heterogeneous Information Systems 

Access to geo-information is often hindered by a number of factors, rang-
ing from costs to a lack of knowledge on availability of appropriate data 
sets and software tools to integrate this data in the geo-application sce-
nario. Development coordinated by the Open Geospatial Consortium ad-
dress a number of standards for geospatial and location based services. The 
aim of the OGC (www.opengeospatial.org) is to create open and extensible 
software application programming interfaces for geographic information 
systems and other mainstream technologies. Historically, the efforts of the 
OGC have been strongly focused on the GI backgrounds of the respective 
consortium members. One of the most visible results of the OGC stan-
dardization process is the increasing availability of OGC compliant web 
mapping and web feature servers (see http://www.w3.org/TR/wsa-reqs/). 

Web services address integration of heterogeneous information systems 
at a more generic level, for instance, by not defining a priori what types of 
data, or indeed, functionalities are to be distributed between services. GI 
specific exchange of data and functionality can be regarded as a thematic 
subset of web services. In fact, one of the most recent OGC developments 
is the implementation of OGC standards directly as web services. 

A Web service is a software system identified by a URI, whose public 
interfaces and bindings are defined and described using XML. Its defini-
tion can be discovered by other software systems. These systems may then 
interact with the Web service in a manner prescribed by its definition, us-
ing XML based messages conveyed by Internet protocols. The key factors 
in this definition are the standardization of the interfaces, the possibility to 
discover unknown services, usually via a registry and the (implicit) poten-
tial to chain and combine different web services to generate a new service. 
The actual implementation details of both the services themselves and the 
mechanisms for publication and discovery of services is beyond the scope 
of this paper. It is sufficient to say that mature standards such as SOAP, 
WSDL and UDDI are already widely used in many software APIs, includ-
ing Open Source, and implemented in a wide range of business scenarios, 
include e-commerce. Open Source implementations of web services is of 
considerable importance to our application context, as it allows the imple-
mentation of the required functionalities without restriction and at very 
low cost, for instance, in emergency situations in developing countries. 

In the context of this paper, the use of web services for (1) the supply of 
vector data, for instance cadastral maps from municipalities in the risk 
area, (2) for the near real time delivery of high resolution georeferenced 
satellite and airborne imagery and (3) as an interface to a configurable 
segmentation algorithms. The latter may interface with a spatial data store, 
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which is searchable via its own dedicated web service. To illustrate the 
concept of chainable web services, a service can be envisioned that would 
combine output of the risk analysis output with outputs from an in-situ 
sensor network and weather forecast to define an alert system. 

In figure 3 a simulated web service request is given for the SOAP im-
plementation of the web service that interrogates the spatial data store for 
segments that have been derived from recent SPOT image data for which 
the segment size is above 1 hectare, segment width is at least 100 m and 
for which the red and infrared channel values are in a range that is typical 
for a forest coverage. The output format is requested as GML, an open 
XML based format for GI data that can be integrated in user inter-faces 
that combine outputs from the web service with other map layers. 

Fig. 3. Web service request for segment information 
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4 Application Scenario 

The project Fireguard (http://dib.joanneum.at/fireguard) is a good candi-
date to apply the above concept in a real applications scenario. The aim of 
Fireguard is to assess the risk of forest fires in the Mediterranean area by 
the integrated use of very high spatial resolution satellite imagery (Quick-
Bird, Ikonos), GIS, mobile wireless devices, Internet technology, and 
broadband terrestrial and satellite telecommunication networks. The pa-
rameters derived form these data and information sources will build the in-
put for accurate fire hazard, risk and behavior models to be used by local 
forest and fire-fighting services in a pro-active approach to fuel manage-
ment and fire pre-suppression activities.

For the development of methods which are capable of such an analysis, 
seven test-sites in the Mediterranean area, specifically in Greece and Por-
tugal have been selected and will be fully analyzed within the project. 

The core information extraction method is making use of Quickbird and 
Ikonos imagery in order to be able to provide information on a very de-
tailed level. After geometric correction these images undergo various im-
age processing, segmentation and classification steps to extract the rele-
vant base parameters like species type, cover, distribution, crown base 
diameter, and height. These parameters are generated by a segmentation 
based approach which is necessary to properly analyze the detailed data-
source. Also a segment based technique makes it easier to handle the large 
amount of raster data. 

The current status of the project produced first results for a robust ex-
traction of basic parameters like tree species, crown base diameter and tree 
height. The tree species parameter is obtained via a segment based classifi-
cation method, whereas the crown base diameter makes use of a special-
ized segmentation method which will be applied in forested areas within 
open forest stands. The tree height parameter is derived from an Ikonos 
stereo image pair which is used to create a DSM. Hence in areas with rela-
tively open stands it is possible to create a digital terrain model from the 
DSM by including information from the classification results. In general, 
these processing chains a relatively complex and need a considerable 
amount of CPU time. Consequently this part will have to be included in 
the data ingestion part of the database system (see figure 1). 

Once this information has been obtained, the corresponding parameters 
are ready to be stored in a GIS database system, where they could be ac-
cessed by the local forest- and fire-fighting services. These local service 
centres will then use this information to build-up their fire-hazard and risk 
models as guidance for their fire fighting activities. Additional user appli-
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cations will also use these basic parameters to create a virtual simulation of 
the area of interest by simulating the trees and the other classified land 
cover objects from a set of prototype objects parameterized by the height 
and diameter features.  

Without an optimized access to the information in the database the cal-
culation of their modules will be severely hindered when frequent updates 
are needed or when near real time information is required. 

At this point an integrated GIS concept like the one described above will 
start to give a big advantage over conventional systems. The GIS system 
will decouple the basic information from the specific application used by 
the local authorities. The basic information can be easily updated by new 
image acquisitions and applying the processing chain for the basic parame-
ters. On the other hand the applications in the local service centers have 
easy access to the data they need. The querying capabilities of such a data-
base system would both, greatly reduce the complexity and simultaneously 
increase the performance and response time of the fire hazard, risk, and 
behavior models of the local services. Typical access patterns like looking 
for all trees of “Pinus pinea” with a crown base diameter over 2m in a spe-
cific area of interest will greatly benefit from such a GIS system. 

Since the primary goal of the Fireguard project is the development of 
processing chains which are capable of robustly derive the mentioned ba-
sic parameters from very high resolution satellite imagery, an elaborate 
GIS system has not yet been defined or implemented. However, if the fire-
guard concept will be set into an operational scenario an integrated GIS 
concept like the one described in this paper must be considered since it 
provides clear advantages over conventional GIS systems. 

5 Summary 

This paper proposes an integrated concept for content based image 
searches in the context of disaster management. For this purpose the paper 
clearly identifies critical issues in this context and proposes an integrated 
concept as a solution dealing with these issues. The core of the concept is a 
generic segmentation procedure combined with a multidimensional index 
structure. These methods are key parts of nodes in a distributed informa-
tion system connected via web services. 

The concept does not only propose a first solution for the mentioned is-
sues but also provides a framework for future research in this area. In fact 
other types of segmentation procedures or even completely different meth-
ods could be used to derive parameters about images which are stored in a 
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database. In the case of index structures further research is needed to iden-
tify potential and limitations of multidimensional index structures. This re-
search would facilitate a better optimization of index structures for a given 
application domain. 

The next step for the proposed concept is a prototype implementation. 
The purpose of this implementation is the demonstration of this concept 
and its optimization with respect to different application scenarios. 
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Abstract

Australia has a three-tiered hierarchal model of government. A single Fed-
eral government, eight State/Territory governments and approximately 
seven hundred municipal councils make up the three tiers. Each of these 
tiers, and the separate jurisdictions within the tiers, can have their own 
standards and arrangements for managing information useful for Emer-
gency Management (EM). Other information resources are held by private 
organizations. The business drivers for a coordinated national approach to 
‘data collection, research and analysis…’ was identified by the Council of 
Australian Governments (COAG) review and documented in their report 
‘Natural Disasters in Australia – Reforming mitigation, relief, and recov-
ery arrangements’ in 2001 and released in August 2002. Representatives of 
all tiers of governments were signatories to this report. Later in 2001 the 
events in New York on September 11 reinforced the business drivers for 
access to data that transcends jurisdictional boundaries, as did the 2003 
bushfires in Canberra. Against this backdrop there are several projects that 
are addressing the infrastructure and data requirements at the state/territory 
level. The ‘LIST’ in Tasmania. ‘VicMap’ in Victoria, the ‘EICU’ project 
in NSW, the ‘SIS’ project in Queensland, the ‘SLIP’ project in Western 
Australia and the ESA CAD system in the ACT are examples of spatial in-
formation Infrastructure initiatives that partially support EM at the juris-
dictional level.

At the national level the Australian & New Zealand Land Information 
Council (ANZLIC) proposed a national Distributed Spatial Data Library in 
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2003. Previous attempts to create centralized repositories have failed but 
maturing web services and the ability to produce hard-copy maps on-
demand have moved this concept to a practical reality. Underpinning the 
distributed library is the development of a community ‘All Hazards’ Data 
Taxonomy/Model for the EM community. The majority of the state juris-
dictions provided input to the taxonomy, while additional expertise in the 
modeling and socio-economic domains were provided by Geoscience Aus-
tralia (GA). The data identified by the taxonomy is sourced from varied 
and complex sources and formatted into a simplified, coherent form suit-
able for Emergency Management. The benefits of sharing data through a 
standardized framework are being progressively demonstrated to organiza-
tions through the ability to provide early warning of threats to their assets 
and services, while ensuring they maintain control of their data. There are 
still many hurdles to overcome before an infrastructure to support a Dis-
tributed Spatial Data Library can be realized. These hurdles can be broadly 
categorized as technological and cultural. The technological hurdles are no 
longer a significant barrier as bandwidth steadily increases, and major GIS 
systems support web service based data integration. It is arguably the cul-
tural hurdles that are the most difficult. The process of consultation and re-
view used in creating the ‘All Hazards’ taxonomy has created a realization 
among the jurisdictions of the benefits of closer ties and co-operation in 
data sharing and delivery arrangements. There is still some distance to 
travel but the implementation of an Australian Distributed Spatial Data Li-
brary for Emergency Management is moving closer to reality. 

1 Introduction - Emergency Management in Australia

Australia was formed as a federation of states in 1901, although the idea 
was first raised in the 1840’s it took sixty years to reach fruition. It has a 
three-tiered hierarchal model of government. The single Federal govern-
ment has a virtual monopoly over taxation, immigration, security, naviga-
tion and defense. Eight State/Territory governments have responsibility for 
education, Emergency Management (EM) and most other domestic issues. 
Responsibility for health is shared between the state and federal govern-
ments. Approximately six hundred and eighty municipal councils make up 
the third tier, although they exist at the discretion of the state governments 
they play an important role in service provision and influence the workings 
of society through their close interaction with people’s day-to-day lives. 
Each of these tiers, and the separate jurisdictions within the tiers, can have 
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their own standards and arrangements for managing information useful for 
Emergency Management.  

The Federal governments ability to influence the arrangements for EM 
in Australia are predicated on its capacity to provide specific funds that the 
states would otherwise struggle to find from their limited ability to raise 
revenue. This is a very powerful mechanism for influencing policy and 
administrative arrangement at all levels of government. The federal gov-
ernment also has the ability to invoke various extraordinary legislation that 
can be used during times of national emergencies; these are not generally 
used unless the situation exceeds the capacity of local resources and gov-
ernance arrangements. 

Many agencies are involved in the field of emergency management in 
Australia. These range from those who have a strong reliance on volunteer 
labor, such as State Emergency Services (SES) and Volunteer Bushfire 
Services to fully professional services such as Police, Fire Brigades and 
Ambulance Services. There are also many private sector organizations, 
such as water, electrical, gas, liquid fuels and mining companies who have 
highly trained staff that would be drawn upon if a disaster occurred that af-
fected their company’s assets.  

Volunteer community organizations provide the extended human re-
sources that underpin most major disasters in Australia, where volunteer-
ing has a long tradition. The Armed forces can also play a role in major 
disasters, and former distinguished military commanders continue to play 
significant senior management roles in of disaster organizations. 

The realization of limited funding and the catastrophic nature of some 
recent disasters have triggered a more strategic approach to prioritization 
of EM resources. The exemplary work of response and recovery is now be-
ing augmented by a shift toward disaster mitigation; through risk assess-
ment, risk reduction and readiness as governments seek to target their lim-
ited funds in the most vulnerable areas. This was highlighted by a report 
commissioned by the Council of Australian Governments (COAG) and re-
leased in August 2002 [1] ‘Natural Disasters in Australia – Reforming 
mitigation, relief, and recovery arrangements’. Representatives of all tiers 
of governments were signatories to this report.  

COAG identified the need for some major reform commitments in the 
Australian EM sector. In the context of this paper two are of notable sig-
nificance:
1. Reform Commitment one - Develop and implement a five-year national 

program of -systematic and rigorous disaster risk assessments. 
2. Reform Commitment two - Establish a nationally consistent system of 

data collection, research and analysis to ensure a sound knowledge base 
on natural disasters and disaster mitigation.  
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Later in 2001 the events in New York on September 11 reinforced the 
business drivers for access to data that transcends jurisdictional bounda-
ries. The recent report by Dawes et al [2] ‘Information, Technology and 
Coordination: Lessons from the World Trade Center Response’ has rein-
forced the usefulness of Geographic Information Systems (GIS) delivery 
and highlighted how the response was hampered by inadequate 
data/infrastructure resources as described by the following quotes from the 
executive summary:-  

‘Information was crucial to every aspect of the World Trade Centre Cri-
sis. It’s existence, availability, quality and distribution clearly affected, 
sometimes dramatically, the effectiveness and timeliness of the response 
and recovery efforts.’  

‘Of the many kinds of data put to use, geographic data and information 
systems (GIS) emerged as the most versatile analytical resource associated 
with the response’. 

At the national level, the Australian & New Zealand Land Information 
Council (ANZLIC) proposed a national Distributed Spatial Data Library in 
2003. Previous attempts to create centralized repositories have failed due 
to the resources required to co-ordinate and maintain a centralized system.  

The Disaster Mitigation Australia Program (DMAP) administered by the 
Department of Transport and Regional Services (DoTARS) distributes 
federal government funds to the state and territory governments for mitiga-
tion and relief of disasters in Australia. Geoscience Australia’s (GA) Risk 
Research Group (RRG) in the Geohazards Division act as technical advi-
sors to DoTARS for the DMAP program. This program is aligning its 
work with the COAG [1] reports recommendations to ‘move to evidence 
based mitigation programs for disaster management’ in Australia based on 
a coordinated national framework. 

2 A Community Data Taxonomy Model 

The ability for a coordinated response to a major disaster from cross-
jurisdictional agencies is enhanced when a common data model has been 
adopted. Visiting agencies can adapt to the local conditions and optimize 
their efforts when they can quickly understand the Geo-information that is 
supplied. This extended capability is extremely useful during a large-scale 
disaster that requires resources from the wider EM community. This mes-
sage is being increasingly accepted at the state/ territory level. The next 
step is a coordinated framework at the national level. 
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The path that will lead to implementing a common vision for disaster 
management information is not completely clear. Should it be a top down 
approach with conformance legislated by a management elite? Or will the 
traditional methods applied at the ‘coal face’ of disaster management 
evolve toward a common system, the bottom up approach? Most likely a 
combination of these two approaches will be the most successful, as either 
method is unlikely to work on its own. There are several methodologies in 
use for implementing computer & software projects. These commonly map 
the lifecycle of a project through the initiation, requirement analysis, de-
sign, implementation and maintenance phases. Another popular approach 
is more agile and involves creating prototypes and using them to gather 
feedback from the users. The development of a major distributed spatial 
data library is a significant project that requires the co-operation and con-
sensus building from a large range of diverse organizations. It is probable 
that a distributed development cycle may be required, with co-ordination 
augmented by some centralized agencies. This collaborative approach will 
see elements of the lifecycle methodologies integrated toward a positive 
outcome. 

The benefits of a national emergency management sector that can re-
spond to catastrophic disasters will be feasible when the capability to oper-
ate in a unified manner supported by a common data taxonomy/model can 
be demonstrated. Another advantage of adopting a national framework is 
that gaps in data availability and access can be better conveyed to relevant 
governments by the EM organizations. This is the environment that has fa-
cilitated the development of an ‘All Hazards’ data taxonomy in Australia. 
ANZLIC recognized the need for a national common framework and the 
Risk Research Group of GA took a leadership role in creating a prototype 
or ‘straw-man’ ‘All-Hazards’ data taxonomy/model to stimulate discus-
sion.

The rationale behind an ‘all-hazards’ approach is quite simple. The data 
needs of disaster scenarios are remarkably similar. Whether it is a fire, 
flood, road accident or explosion the same environment and people are ef-
fected, dependent of course on location. The cause of these events, either 
naturally or technologically based, may require additional data for effec-
tive planning, response and relief management, but the core data sets re-
main constant. Figure 1 shows the inter-relationships between the various 
phases of EM and the commonality of the data that support them.
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Fig. 1. Conceptual model of the modeling, operational and data domains and their 
interrelationships 

Similarly the organizations that respond to disasters overlap to a large 
degree. Police, State Emergency Services, Ambulance Services and Fire 
Services are often involved. All these organizations will benefit from ac-
cess to consistent, accurate and up-to-date geo-information. The Intelli-
gence community, and the military, will also benefit from a national infra-
structure, as they make greater use of these assets in their fight against 
terrorism. Their own specific data/information needs can be stored in even 
more secure systems and used to augment the more widely available dis-
tributed spatial data library (figure 2).  
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Developing the Model 

The majority of the state jurisdictions, Tasmania, Victoria, ACT, NSW, 
Queensland, NT and WA and GA (federal), provided input to the taxon-
omy in the form of unsorted data layers, sourced predominately from re-
sponse agencies. The initial task was to sort the data and remove duplicate 
data types. In doing this a list of which jurisdiction identified the data and 
any priority they supplied was recorded.  

Fig. 2. A simplified conceptual mind-map of the infrastructure required to support 
an emergency management distributed spatial data library implemented using 
Web Services. 
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The next phase in creating the model involved classifying the data into 
fundamental data and derived data.  This was necessary to avoid multiple 
listings of essentially the same data.  Creating a classification system in-
evitably leads to making decisions on data that could fit into more than one 
category. An example of this is digital elevation models; they are usually 
derived from surveyed spot heights, contours and satellite-derived heights. 
This could see them classified as derived data. However their widespread 
use and acceptance, once they are created has lead to them being included 
as fundamental data. 

Fig. 3. All-Hazards Taxonomy themes grouped by resources needed to fully ac-
quire the data

3 Feedback and Review of the Taxonomy 

The Emergency Management Information Development Plan (EM IDP) 
Working Group is working along side the ANZLIC Working Group re-
viewing and aligning business drivers and data gaps for the EM sector. 
This group, EM IDP, is focusing on the processes involved in all phases of 
EM and identifying the gaps in information resources. It contains experts 
from a broad range of EM agencies and is taking a holistic view of the sec-
tor. The taxonomy has been distributed to the members of this group for 
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reference and information will be shared across the two complimentary 
projects.

Fig. 4. Definitions of the themes in the ANZLIC ‘All-Hazards’ data taxonomy 
version 1.0

The Emergency Management Spatial Information Network Australia 
(EMSINA) has also previously canvassed their members for availability of 
and access to band 1 data (figure 3). EMSINA decided to share the results 
of their survey with the ANZLIC taxonomy and the EM IDP Working 
Group. The Emergency Information Co-ordination Unit (EICU) is a spe-
cialized unit within the NSW government. They are developing a state 
based infrastructure and host a Database Working Group. The taxonomy 
has been distributed to this group and two-way feedback is currently being 
incorporated into the models being developed. There is a large degree of 
conformance between the two models. 

The taxonomy is a work in progress and was created to stimulate discus-
sion and analysis from the EM community. All avenues available are being 
used to distribute the taxonomy and elicit feedback from the EM commu-
nity. The state/ territory jurisdictions are viewed as being vital participants 

Theme Description 
Administration Political definitions of Australia and environs. i.e. bor-

ders, reserves, administration areas. 
Facilities Man made features and structures 
Hazard Event Events that have significant destructive potential. (in-

cludes Hazard Event Impact) 
Hydrology Water related features, Onshore and Offshore i.e. Riv-

ers, lakes, reefs. 
Imagery Remote sensed and photographic resources 
Indexes Map sheet and map tile indexes 
Landscape Geomorphologic measurements of the earth i.e. Geol-

ogy & natural physical structures 
Meteorology Weather events 
Natural Resources Biota, vegetation and agriculture 
Seismology Seismic events. 
Socio-Economic Social and economic data sets. 
Topography The measurement of surface terrain i.e. spot heights, 

contours, isobaths, Digital Elevation Models 
Transport Road, rail, water and air transport features. i.e. roads, 

railways, airports 
Utilities Man made networks and structures - Related to facili-

ties but specific to Utility 
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in a national framework. Wherever possible they are used to forward this 
important work of building and enhancing the national capacity to respond 
to disasters.

Creating a National EM Infrastructure 

The business drivers for creating a coherent infrastructure of Geo-
information can be now readily identified and have established their bona-
fides as described previously [1], [2], [3]. The capability for GIS to pro-
vide spatial modeling and analysis was also demonstrated around Australia 
in twenty-four national workshops by the ‘GeoInsight’ program in 2002. 
This highly successful program highlighted the value of GIS delivery of 
information in the risk assessment, risk reduction, readiness, response and 
recovery phases of emergencies. The role of GIS in the response and re-
covery phases of 9/11, the Canberra Bushfires and other recent disasters 
have emphasized the point. 

The impetus for change appears to be strongest in jurisdictions that have 
been touched by these large-scale disasters. This can be seen in the (ACT) 
were the extensive 2003 bushfires in Canberra claimed four lives, de-
stroyed over four hundred houses and burnt 75% of the territory. An ad-
hoc GIS facility that was set up by volunteers during the disaster made a 
significant contribution to the response and recovery effort. They produced 
custom on demand hard copy maps for specific purposes. This ability to 
provide pre-formatted but customized printed maps that can be tailored to 
the changing circumstances of a disaster augments the computer based de-
livery and analysis capability of GIS. It can also help surmount the cultural 
barriers and gain the support of more traditional disaster practitioners. The 
ad-hoc nature of this map production facility highlighted its inadequacies. 
There was a realization that the information made available could be far 
more extensive and used for all phases of disaster management. 

The experience of this catastrophe has lead to the formation of the ACT 
Emergency Services Authority (ESA). They have implemented a cutting 
edge GIS based dispatch system in their control room, and access to an ex-
tensive range of geo-information.  

The ACT is a small territory surrounded by the much larger state of 
New South Wales. Some of the fires started in the neighboring state juris-
diction of NSW, and that the response involved services from those areas. 
The inability for the services from the neighboring jurisdictions to be eas-
ily coordinated highlighted the need for better co-operation across political 
boundaries. This has lead to closer co-ordination of services between the 
ACT and NSW. 
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Many practitioners of GIS have been aware of its ability to provide in-
formation in a timely and targeted form [5] for some time. This awareness 
is rapidly spreading as both managers and field workers gain more experi-
ence and confidence with the technology. Systems that utilize the power of 
GIS are emerging at the state/territory jurisdictional level. The ‘LIST’ in 
Tasmania, ‘VicMap’ and the ‘ANGORA’ project in Victoria, the ‘EICU’ 
project in NSW, the ‘SIS’ project in Queensland, the ‘SLIP’ project in 
Western Australia, and the ESA CAD system and ACT online in the Aus-
tralian Capital Territory (ACT) are examples of spatial information Infra-
structure initiatives that can be utilized to support EM. These projects have 
all addressed, to differing geographical and informational levels, the need 
for a cohesive information infrastructure that could be accessed in disas-
ters. They are all based around a state/territory or lower jurisdiction and 
are at different stages of development and implementation. 

Many of these projects utilize components of land information man-
agement scenarios. This has been one of the domains where GIS has wide-
spread use. Other sectors such as Fire Services and State Emergency Ser-
vices have also utilized GIS to varying degrees. These practical examples 
of effective dissemination of information over distributed systems are a 
useful way of demonstrating capability to the EM sector.  

4 Legal Barriers 

Navigating through the maze of jurisdictional related Intellectual Property 
(IP) constraints can be problematic. There are numerous organizations that 
are currently the custodians of the data needed for disaster management.  
Any system that utilizes this data must negotiate and implement legal ac-
cess. A list of organizations that must be approached includes: 

rail infrastructure, airports, marine authorities,  road traffic authorities, 
energy distribution and production, municipal councils, water authorities, 
shopping centre management, defense, education, emergency service, na-
tional parks, environmental, fire services (rural and urban), health and 
weather services (Figure 2.). This list is by no means exhaustive and each 
type of organization may have numerous instances within any jurisdiction. 
This is especially true of municipal councils; there are approximately 680 
of these in Australia. If the system is based on a state/territory jurisdiction, 
or lower, then any IP agreements may also need to be reached with organi-
zations from the neighboring jurisdictions.  

Within any state jurisdiction there is a variability of arrangements in 
place. The jurisdictions with smaller geographical footprints have been 
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able to create more unified GIS environment for their needs. This can be 
seen in the excellent work done by the ‘LIST’ in Tasmania, and the Emer-
gency Services Authority (ESA) and Urban Services in the ACT. Both of 
these jurisdictions have relatively small populations and fewer agencies 
and municipal governments and therefore less complex negotiations. No 
matter what the size of the jurisdiction consensus building among the 
stakeholder community is an important step in any successful systems im-
plementation. In the case of the ACT legislation was implemented specifi-
cally to create a single agency that would have the authority to co-ordinate 
and manage the operations of the fire, ambulance and SES. 

In the larger jurisdictions the number of organizations that a lead state 
agency must deal with is even greater. These can include commercial or 
government organizations that run on a cost recovery model. This effec-
tively makes them a commercial concern and there are cases where the EM 
organizations are denied access to government data because they can’t af-
ford the purchase price. In these situations it is necessary for the jurisdic-
tional government to have the political will to facilitate the supply of data. 
This may be in the form of funding arrangements or, in extreme cases, leg-
islative inducements or letters from the state premier’s office. Experience 
shows that it is preferable to avoid the use of heavy-handed approaches to 
force organizations to supply data, wherever possible. There may be some 
advantage in the judicious use of legislative requirements or letters from 
senior government offices to elicit the supply of data. Using such a process 
once may be enough to demonstrate the resolve of the government. The 
down side is that the damage done to the relationships between the sup-
plier and collector agencies can take a long time to repair. It is preferable 
to be able to demonstrate some mutual benefit to the agencies that hold the 
data sets. This can be in the form of transformation and data scrubbing 
services for those whose data is not currently spatially coherent.  

It is important to develop relationships with agencies and re-assure them 
that they will not loose operational control of their core business by shar-
ing their information resources. After integrating the component data into a 
comprehensive GIS the ability to more effectively plan and respond to dis-
asters can be demonstrated. The ability for early notification to a responsi-
ble agency when an impending disaster such as fire or flood will threaten 
their operations is a persuasive argument for contributing to the infrastruc-
ture. Often it is better to engender co-operation ‘one step at a time’. Get-
ting a first cut of the data, integrating it into a GIS system and demonstrat-
ing the power and capability for planning and timely response should be 
the first step. Other advantages for the submitting organizations may be 
that the state body can co-ordinate and manage license requests and extrac-
tion of data clips from third party organizations from a centralized reposi-
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tory. This has the effect of freeing up GIS resources in the original supplier 
organizations. When the agencies see that this will increase their control of 
a situation, rather than erode it, the next step of ongoing data supply, nego-
tiating appropriate data sharing with other organizations and related IP is-
sues can be addressed. It has been found that agencies then start to volun-
teer more of their data sets so that they can leverage the power of the 
system for their increased benefit, and that of the wider community. 

Fig. 5. Conceptual matrix of data availability to Emergency Management Com-
munity during disaster scenarios 

Access to inter-agency data must also be contained within the theatre of 
operation and disaster scenario that requires the restricted data. Making the 
data too freely available may compromise national security. Restricting 
access to the data may unnecessarily endanger lives and property during a 
disaster. Establishing the appropriate balance continues to be a major chal-
lenge for all those involved. The agencies that receive the data must dem-
onstrate that they have appropriate governance in place. 

The realization of these security related issues has lead the Intergovern-
mental Committee for Surveying and Mapping (ICSM) has to recommend-
ing a security attribute for inclusion in the ‘Harmonized Framework’ struc-
ture.
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It may be that some sort of 3, or 4, dimensional matrix needs to be im-
plemented to control access to restricted data in a web delivery environ-
ment. A less formal access control method may suffice if web access is not 
required. Any access arrangements must be predicated on documented data 
access agreements, in all but the most catastrophic circumstances.  

5 Technological Barriers 

A national infrastructure for delivery of spatial information will most 
likely be implemented in a staged manner. 
1. Establish business case for the system 
2. Develop community data taxonomy/model 
3. One time load of data into a jurisdictional based system for use in EM 

control rooms 
4. Develop model for managing IP and data access to third party organiza-

tions.
5. Develop ongoing data sharing and updating arrangements with contrib-

uting organizations. 
6. Develop web based delivery mechanisms 

a. Short term based around specific incidents 
b. Ongoing delivery and access – ability to plan and asses readiness 
It is possible to establish a distributed data library using web services 

now. Such a system would be notionally constrained to specific organiza-
tions that were pre-granted access. There is still considerable work re-
quired on automating the management of IP and on-line web access. 

The lack of a functioning robust Web Services Catalogue is an impedi-
ment to web delivery of a distributed spatial data library.  Dissemination 
of, less sensitive, data will be impaired until the Open Geospatial Consor-
tium (OGC) Web Services Catalogue functionality is built and imple-
mented.

Another major unresolved issue hampering the implementation of a na-
tional multi-agency Geo-information infrastructure for EM is the lack of 
an agreed symbology set. It is important that a core set of scalable symbols 
can be defined for use across the sector. Any symbol set must be able to be 
read after the image is degraded by photocopying and faxing of the mate-
rial. The symbols also need to address the fact that an element of spatial in-
formation needs to be expressed cartographically as a point, line or poly-
gon.
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6 Cultural Barriers 

There are still many hurdles to clear before any national infrastructure can 
be implemented.  The range of political and operational organizations in-
volved is large. Each has its own cultures and practices. There are still ar-
eas where it is difficult to gain acceptance for the worth of GIS. Funding 
for ‘boots and suits’ is seen as the highest priority among more traditional 
EM practitioners. Operational control rooms of the police services are 
staffed by hard headed people who have to deal with the grim conse-
quences of disasters, and make life and death decision under considerable 
duress. These people need to see overwhelming evidence of the benefits of 
GIS before they support the effort involved in implementing systems, es-
pecially if additional resources are not made available. It appears that the 
fire, SES and ambulance organizations are more readily adopting the Geo-
information paradigm among the first responder communities. 

The cultural barriers that have hampered a coordinated national frame-
work for disaster management in Australia are being steadily eroded. Peak 
bodies are getting the message and using their influence among the com-
munity. The Australian Emergency Management Committee (AEMC), 
during it’s March 2004 meeting, have endorsed the major recommenda-
tions of the COAG report [1] on Reforming mitigation, relief and recovery 
arrangements for natural disasters in Australia. They have recognized that 
‘significant limitations exist in national capability to deal with the conse-
quences of a catastrophic event, whether as a result of natural, technologi-
cal or human-caused hazards. Catastrophic disasters are defined as extreme 
hazard events which impact on a community or communities, resulting in 
widespread, devastating economic, social or environmental consequences’ 
[4]. 

This approach also recognizes that the existing arrangements state and 
Territory arrangements, while working for small-scale specific hazards, 
can’t necessarily be extended to cope with catastrophic disasters. There is 
an uneven level of planning between the jurisdictions for coping with very 
large disasters and currently no national framework in place. 

This situation is changing and the analysis and planning for improved 
capability has begun. This involves identifying the vital elements of the 
systems that are needed for managing disasters in Australia. Any im-
provements in contingency planning for natural disasters will extend the 
capacity to manage man-made and technological disasters and their conse-
quences.

By creating a community taxonomy and data model of EM information 
it is possible to asses the capability of the jurisdictions against a common 
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set of criteria. This is only one of the elements needed in a national infra-
structure for EM in Australia, but the process of creating the taxonomy and 
the dialogue that it has involved between the jurisdictions and organiza-
tions has been productive. By gaining a better understanding of each others 
information and business requirements the stakeholders in emergency 
management in Australia are strengthening their relationships and enhanc-
ing their ability to work collaboratively for a safer Australian community.   

7 The Road Ahead 

There are still many hurdles to overcome before an infrastructure to sup-
port a Distributed Spatial Data Library can be realized.  These hurdles can 
be broadly categorized as technological and cultural. The technological 
hurdles are no longer a significant barrier as bandwidth steadily increases, 
and major GIS systems support web service based data integration. The 
lingering technological issues include a robust web services catalogue, and 
management of IP and security in a web delivery environment. Another 
unresolved issue is the standardization of scalable symbology. It is argua-
bly the cultural hurdles that are the most difficult. The cultural barriers of 
data sharing and making use of GIS data still persist in pockets of resis-
tance. These are becoming less entrenched as projects that demonstrate the 
power of Geo-information are utilized. As more and more agencies sign on 
to a coordinated framework and leverage its information sharing capabili-
ties, their neighbors will find they are at a disadvantage if exist in isolation. 
It is quite likely that this EM taxonomy may be able to be used as a data 
exchange model between the various jurisdictions. This will allow for the 
phased implementation of a national infrastructure as the various jurisdic-
tional components reach maturity. 

The process of consultation and review used in creating the ‘All Haz-
ards’ taxonomy has expanded the realization among the jurisdictions of the 
benefits of closer ties and co-operation in data sharing and delivery ar-
rangements. The federation of Australia took sixty years from inception in 
the 1840’s to realization in 1901. The federation of Geo-information into a 
distributed spatial infrastructure available for emergency managers is 
mover closer to a reality. The rate of technological development in the 
twenty first century exceeds that of the nineteenth century. This should 
lead to the implementation of a national infrastructure in the foreseeable 
future.
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List of Acronyms 

ABS Australian Bureau of Statistics 
ACT Australian Capital Territory 
AEMC Australian Emergency Management Committee 
ANZLIC  Australia and New Zealand Land Information Council 
CAD Computer Aided Dispatch 
COAG Committee of Australian Governments 
DoTARS Department of Transport and Regional Services 
DMAP Disaster Mitigation Australia Program 
EICU Emergency Information Co-ordination Unit 
EM Emergency Management 
EM IDP Emergency Management Information Development Plan 
EMSINA Emergency Management Spatial Information Network Australia 
ESA Emergencies Services Authority (of the ACT) 
EMA Emergency Management Australia 
GA Geoscience Australia 
GIS Geographic Information System 
ICSM Intergovernmental Committee for Surveying and Mapping 
IP Intellectual Property 
LIST Land Information System Tasmania 
OGC Open Geospatial Consortium 
NSW  New South Wales 
NT Northern Territory 
RRG Risk Research Group (of Geohazards Division, GA) 
SLIP Spatial Land Information Platform (of WA)  
SES State Emergency Service 
SIS State Information System (of Queensland) 
SA South Australia 
WA Western Australia 
WG Working Group 
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Abstract

Dynamic chaining of geographic information services (geo-services) is 
emerging as a viable framework for evolving flexible geo-information 
systems, integrating heterogeneous geographically dispersed geo-
information systems, and for providing on-demand access to geographic 
information in many application domains and location-based services. 
Alongside functionality, quality of service (QoS) is basic to successful 
chaining of dispaprate geo-services. This paper explores QoS provisioning 
in the context of geo-service chaining for disaster management. The paper 
presents a QoS model for disaster management and illustrates how user-
level QoS requirements can be supported in a QoS-aware geo-service 
architecture.

1 Introduction 

Developments in geo-information systems over recent years have centered 
on geographic information services (geo-services). Primarily, focus has 
been on defining open interface specifications and standards for dynamic 
chaining of disparate geo-services (OGC 2003, ISO/TC211 2002) in ac-
cordance with the service oriented architecture (SOA). SOA is a concep-
tual architecture that specifies interoperable, modular, loosely-coupled, 
self-contained and self-describing applications, systems or services that in-
teract only at well-defined interfaces (McGovern et al. 2003). Accordingly, 
geo-services are loosely-coupled, interoperable and modular network ad-
dressable geo-spatial application modules which can be invoked across 
heterogeneous networks to access and process geographic data.  
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Loose-coupling means that atomic geo-services can be deployed, depre-
cated, or reconfigured independently, for example to adapt to changes in 
technology or to achieve performance targets, without need to modify 
other geo-services or infrastructural components. Interoperability and 
modularity enable dynamic chaining of disparate geo-services to create 
more elaborate composite geo-services that are capable of value-added 
services (Alameh 2003). 

Clearly, geo-services are set to change the way geo-processing function-
ality is composed and delivered and the way the geographic information 
value chain is defined and executed. First, geo-services offer a framework 
for modular composition of evolvable geo-information systems. Geo-
services chained at run-time facilitate dynamic composition of ad-hoc ap-
plications customized to requirements. Secondly, geo-services present a 
framework for integrating otherwise heterogeneous geo-information sys-
tems. Legacy geo-information systems are inherently heterogeneous and 
not interoperable but encapsulated as geo-services, the systems can be in-
tegrated to enable seamless sharing of information and processing re-
sources. Moreover, as geo-services, legacy geo-information systems can 
also be integrated with mainstream enterprise information systems thus al-
lowing them to play a greater and more strategic role in the enterprise. 
Lastly, geo-services facilitate automation of the geographic information 
value-chain therefore making on-demand access to value-added geo-
graphic information increasingly feasible (Di 2004). 

Implicitly however, the dynamically composed ad-hoc application, the 
integrated legacy geo-information systems and the automated geographic 
information value-chain should be compliant with user requirements – 
both in terms of functionality and quality of service (QoS). QoS concerns 
the non-functional characteristics of a service that determine its utility and 
usability in an application context. Alongside functionality, QoS is there-
fore essential for commercial exploitation of geo-services. In our previous 
work we defined a framework for QoS provisioning in geo-service archi-
tectures (Onchaga 2004). In this paper, we employ the framework we pre-
viously defined in the context of dynamic chaining of geo-services for dis-
aster management. The paper presents a QoS model for disaster 
management and illustrates how user-level QoS requirements can be 
supported in a QoS-aware geo-service architecture. 
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2 Defining Quality of Service 

Quality of service (QoS) is a term that is widely used in many domains 
with equally many interpretations. In the context of service-oriented geo-
processing, QoS is a set of qualities related to the collective behavior of 
one or more collaborating geo-services (ISO/IEC 1998). More precisely, 
QoS is the totality of characteristics of a service delivered by collaborating 
geo-services that bear on its ability to satisfy stated or implied needs in an 
application context.

In service-oriented geo-processing we identify two broad components of 
QoS;

Quality characteristics of geographic information delivered, and 
Non-functional (operational) characteristics of the service.  
We call the components QoS dimensions (Onchaga 2004) i.e. informa-

tion and operational dimensions. Figure 1 is a UML class diagram show-
ing the relationships among various QoS components in service-oriented 
geo-processing. The figure shows that deliverable QoS (QualityOfService)
comprises quality aspects of information (InformationQuality) and quali-
ties related to the operational aspects of the ad-hoc application realized by 
a geo-service chain (QualityofApplication).

Fig. 1. QoS meta-model 
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Figure 1 further refines InformationQuality) into data and computational 
model qualities (DataQuality and ComputationalModelQuality respec-
tively) and Uncertainty. Similarly, QualityofApplication is refined into 
quality of geo-service(s) (QualityOfGeo-Service(s)) and network-QoS 
(Network-QoS).

Further, in distributed service-oriented geo-processing, different archi-
tectural levels are identified and QoS abstractions at the different architec-
tural levels are different. Consequently, QoS can also be specified accord-
ing to the architectural (QoS) level. Figure 2 shows the different 
architectural levels and the interdependencies between them.  

Fig. 2. QoS levels  

At the top of the hierarchy are human end-users within a specific prob-
lem domain. Inherently, user requirements are domain-dependent. Because 
application level QoS requirements are geared towards meeting higher 
level user requirements, they are similarly domain-dependent. However, 
QoS at the infrastructure level is domain independent i.e. the notions of 
QoS supported at the infrastructure level are independent of any particular 
problem domain. Thus, infrastructure level QoS comprises generic notions 
of QoS that apply across the entire geographic information processing do-
main. QoS specified at the user, application and middleware architectural 
levels apply to the entire geo-service chain that realizes a desired service. 
This is in contrast with QoS at the resource level which typically applies to 
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atomic resources and is also technology and domain dependent. QoS at the 
resource level is with respect to: 

Geographic data (information) 
Autonomous geo-services 
Transport and communication networks  

3 An Overview of Disaster Management 

A disaster is an unforeseen and often sudden event that causes great dam-
age, destruction and human suffering1. Disasters are normally categorized 
according to the cause. For example natural disasters are caused by natu-
rally occurring phenomena e.g. earthquakes, landslides, etc. Similarly, 
technological disasters are caused by design and management failures in 
technological artifacts. Other categories of disasters can similarly be de-
fined. Nonetheless, disasters share a number of common features: 

Disasters are a threat to life, property and livelihoods 
Disasters are rapid onset events i.e. the time between the moment it be-
comes apparent that a disaster event is eminent and the onset of the 
event is rather short
Disasters occur with intensities that demand emergency response and 
external intervention 
A greater proportion of the direct loss occasioned by a disaster is suf-
fered within a relatively short time after onset of the disaster event. 
Disaster management concerns the organized efforts focused on elimi-

nating or reducing the risk of a disaster and minimizing the impact of the 
disaster when it happens. The process of disaster management consists of 
four broad phases; disaster mitigation, disaster preparedness, disaster re-
sponse, and disaster recovery (Montoya 2002). These phases can generally 
be grouped into pre-disaster and post-disaster phases. Pre-disaster phases 
are disaster mitigation and preparedness and generally concern activities 
that take place before a disaster event happens. In contrast, post-disaster 
phases concern activities that take place after a disaster event. The post-
disaster phases are disaster response and disaster recovery. 

                                                     
1  http://www.disasterrelief.org/Library/Dictionary/ 



756      Richard Onchaga 

4 QoS Model for Disaster Management 

Disaster management is a multi-faceted, multi-disciplinary process that 
demands collaboration among disparate agencies and organizations. The 
various partners in the disaster management process need to share and in-
tegrate multi-disciplinary information seamlessly and continuously to exe-
cute disaster management programs. Geographic information forms a ma-
jor component of the information requirements for disaster management. 
The role of geo-services in the context of disaster management will there-
fore include: 

Integration of disparate information systems in collaborating agencies 
and organizations therefore enabling seamless access and integration of 
information 
Provision of on-demand access to customized information and services 
to aid disaster response and other disaster management activities. 
Information system integration is essential for seamless sharing of in-

formation and geo-processing resources across different administrative, 
technology and management domains. An integrated system allows part-
ners to seamlessly share and process desired information. A useful inte-
grated system however is one that is secure, resilient, available every when 
it is required and that offers adequate performance to support tasks in a 
dynamic and heterogeneous environment. Furthermore, the quality and in-
tegrity of the information shared must be assured. 

On-demand access to information and services is particularly relevant to 
disaster response situations but it has more stringent QoS requirements. 
Typically, in disaster response, the people at risk need to be evacuated 
quickly and the destruction of property because of secondary damage 
checked as far as possible. In typical disaster response situations therefore 
search and rescue teams need quick answers to basic questions that are 
typically of spatial nature e.g. shortest route to and from the disaster area 
for evacuation purposes, locations of vulnerable populations, optimal loca-
tions for emergence medical services, etc.  

It is significant that the answers sought are expected in near real-time. 
Moreover the information should be accurate otherwise it will lead to sub-
optimal decisions and, as a consequence unnecessary loss of life, property 
and livelihoods. Moreover typical in disaster response situations, commu-
nication has to be maintained with mobile and wireless devices that have 
significant limitations in their capabilities. 

In general, the rather unpredictable and rapid nature of disaster events, 
have important implications on the architecture of geo-services for disaster 
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management. Services should exhibit high levels of availability and resil-
ience, and the ability to adapt to varying environments.  

Table 1 summarizes QoS characteristics relevant to disaster manage-
ment. The characteristics are organized according to quality dimensions 
and architectural levels. While more architectural levels are possible, Table 
1 shows only the user and application levels because these two levels ab-
stract from the technology specific concerns that are outside the scope of 
this paper. 

We use the term user rather loosely to imply notions of human end-
users in a specific domain. A more rigorous meaning of the term user re-
fers to a role played by any entity that requires or depends on the functions 
or services of another entity for its successful operation. For example, the 
various architectural levels of Figure 2 facilitate dynamic chaining of geo-
services through nested user-provider interrelationships.

Information dimension Operational dimension 
User-level Accuracy

Integrity  
Fidelity  

Availability  
Interactivity  
Price
Security
Reputation (dependability) 

Application-
level 

Data quality elements 
Computational model 
quality 
Uncertainty  

Reliability  
Performance  
Cost  
Security

Table 1.QoS model for disaster management 

In the following paragraphs we elaborate on the QoS characteristics 
shown in Table 1. Under the information dimension two prime user-level 
QoS characteristics are identified; accuracy and integrity (fidelity).  

Accuracy – the notion of accuracy used here is synonymous with fit-
ness-for-use as applied to data quality. Accurate information in an ap-
plication context implies that the information is appropriate for that spe-
cific application. As such, user-level accuracy subsumes the notion of 
spatial data quality which is shown in Table 1 as an application level in-
formation QoS characteristic. Other accuracy-related application level 
QoS characteristics include computational model quality and uncer-
tainty (with respect to both the data and the computational model). 
Integrity – integrity defines the extent to which information is presented 
appropriately, clearly, without distortion and consistent with user-
expectations e.g. using well known symbols and other visualization 



758      Richard Onchaga 

tools. Integrity can be interpreted as fidelity in cases where audio con-
tent is delivered. Fidelity is the requirement that the audio content is in-
telligible.
User-level operational QoS characteristics include availability, interac-

tivity, price, and dependability (reputation). The corresponding QoS char-
acteristics at the application-level include reliability, performance, cost and 
security. We briefly elaborate each of these in the following sequel. 

Availability – is the extent to which a service is available and ready for 
use when needed 
Interactivity – is the extent to which interactions with the service are re-
sponsive i.e. the swiftness with which a response is delivered. In an in-
teractive service, interactions e.g. zoom, database queries, etc. receive 
swift responses 
Price – is the perceived value of a service as compared with the cost of 
using a service 
Dependability – is the extent to which a service can successfully execute 
required tasks. Dependability confers a sense of trustworthiness on a 
service.

The application-level QoS requirements are: 
Performance – concerns timing aspects and may refer to the time it takes 
to execute a task at a given service node, the time to transmit data pack-
ets from a source-node to a destination-node, or both  
Reliability – is the ability to maintain a service without violating service 
level agreements (SLAs) 
Cost – is the money charged for using a service as prescribed by the 
pricing policies of a service 
Security – defines security-related characteristics supported by a service 
e.g. protection, access control, authentication, etc. 

5 Geo-Service Infrastructure

Geo-services are autonomous entities that are discovered and chained on-
demand to deliver desired functionality. To a user, the resultant ad-hoc 
system should, as far as is practicable, appear homogenous and should ide-
ally support desirable QoS characteristics. Stated differently, the user 
should be masked from the complexities of the chaining process and QoS 
provisioning. In (Onchaga 2004) we introduced the concept of a geo-
service infrastructure. The geo-service infrastructure is a distributed com-
puting infrastructure that provides the necessary distribution and QoS 
transparencies. It shields users from the complexities of QoS-aware geo-
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service discovery, chaining and execution. The infrastructure facilitates 
QoS-aware discovery, chaining and execution in which disparate geo-
services are discovered and chained on the basis of their quality capabili-
ties and subsequently executed so as to comply with user requirements.  

Fig. 3. Geo-service Infrastructure 

Figure 3 shows that the geo-service infrastructure sits between client 
applications and geo-spatial resources (geo-services, geo-databases and 
geo-sensors) in distributed nodes that are interconnected by communica-
tion networks. The geo-spatial resources together with their underlying 
communication networks constitute a distributed resource platform for 
service-oriented geo-processing.  

Client applications are user-side applications that enable specification of 
user-level requirements. Typically, users employ client applications to in-
teract with infrastructure components and exploit distributed geo-spatial 
resources. The client application offers an (user) interface through which 
users can express their requirements. In essence both functional and QoS 
user requirements are specified but we focus on QoS requirements.  

QoS requirements at the user level need to be propagated through the in-
terceding layers down to the resource layer to realize a service that is com-
pliant with requirements. Accordingly, user requirements must be trans-
lated into corresponding QoS requirements at the interceding levels and 
the resource level. The process of specifying QoS requirements for a given 
application is called QoS specification and the corresponding process of 
translating requirements across different architectural levels is called QoS 
mapping. In the next sections we elaborate on QoS specification and QoS 
mapping respectively. 
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5.1 QoS Specification 

QoS specification concerns QoS requirements and the QoS policies that 
govern control and management of requested QoS. The QoS concepts we 
use here are drawn from (ISO/IEC 1998). A QoS requirement is QoS in-
formation that specifies all or part of the requirements to manage one or 
more QoS characteristics. A QoS requirement therefore expresses a set of 
constraints that are applied to one or more QoS characteristics e.g. a mini-
mum value, maximum value, average value, range, etc., that specifies a de-
sired level of service. 

A QoS policy is a set of rules that determine the QoS management func-
tions that are applied to control and manage a specified QoS characteristic. 
QoS policies define how QoS is managed including how QoS is monitored 
and reported. QoS policies are typically defined by providers depending on 
the QoS management functions available and technology applied. Before 
delivery of a service, users and providers of a service negotiate on required 
QoS and offered QoS to establish an agreed QoS. The agreed QoS together 
with the relevant QoS policies constitute a service level agreement (SLA).  

In the preceding sections, QoS deliverable in the context of service-
oriented geo-processing was defined as comprising two dimensions – the 
information and operational dimensions. It follows then that a QoS specifi-
cation will generally comprise: 

Information quality requirements 
Operational quality requirements 
QoS policies 
Price of service and pricing policy 

 Gold Silver Bronze 
Accuracy
Fidelity  
Availability  
Interactivity  

:high 
:Good 
:  99.99% 
:  2sec 

:high 
:Medium 
:  99% 
:  4sec 

:high 
:Good 
:  95% 
:  8sec 

Table 2.QoS classes for disaster management 

To illustrate QoS specification, consider the example of disaster man-
agement. In disaster management it is apparent that disaster response de-
mands relatively higher levels of QoS when compared to the other three 
phases. Therefore disaster response requires a different class of QoS that 
has more stringent requirements than the other three. Further, different us-
ers can be distinguished in a disaster response situation; those on wired 
devices and those on wireless devices. The two users will typically have 
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different QoS requirements even when used in disaster response situations. 
Therefore disaster response can further be assigned two refined QoS 
classes depending on the kind of networked device from which a service is 
accessed. Logically, the wireless devices will have inferior QoS compared 
to wired devices but still much superior to QoS required for the phases dis-
aster mitigation, preparedness and recovery.  

Using the QoS model of Table 1, we define three different user-level 
classes of QoS service for disaster management. In our classification 
scheme, disaster response has two distinct QoS classes – the Gold and Sil-
ver classes corresponding to wired and wireless devices. The other three 
disaster management phases are assigned the Bronze QoS class. The QoS 
classes are illustrated in Table 2. For the sake of simplicity, Table 2 only 
shows a subset of the user level QoS requirements shown in Table 1. The 
values used in the table are hypothetical and are used to illustrate the dif-
ference between the QoS classes. Knowing the phase of disaster manage-
ment and the type of end-user device a user, the infrastructure can assign 
an appropriate QoS level to the end-user. An appropriate QoS policy will 
be for example to warn end users of eminent degradation of QoS. This 
could be helpful for instance when critical decisions have to be made 
based on information delivered in which case other local sources of infor-
mation can be used e.g. intuition and experience. 

5.2 QoS Mapping 

QoS mapping concerns translating QoS requirements across the different 
architectural levels of a service-oriented geo-processing architecture. For 
example interactivity as a user-level requirement can be mapped onto: per-
formance at the application level; delay at the infrastructure level; and, re-
liability, availability, latency and performance at the resource level. In 
general every user level QoS requirement needs to be successively trans-
lated into lower level QoS requirements. However, QoS requirements at 
the different levels typically exhibit many-to-many type of relationship. To 
achieve reliable and effective QoS mapping, the many-to-many relation-
ships among QoS requirements across different levels should ideally be re-
solved into one-to-one relationships  

6 Implementing the QoS Framework 

Geo-services that are compliant with the principles of SOA are loosely 
coupled, interoperable, modular and can therefore in principle be deployed 
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on any network computing infrastructure that enables service discovery 
and collaboration. Such a computing infrastructure can be extended with 
QoS provisioning mechanisms, if necessary, to enable QoS aware discov-
ery, chaining and execution of geo-services.  

The World Wide Web (the Web) and the Grid are two evolving network 
technologies on which geo-services can be deployed. Developments on the 
Web are coordinated by the World Wide Web consortium (W3C), and the 
Internet Engineering Task Force (IETF) among other parties. For the Grid, 
the coordinating agency is the Global Grid Forum (GGF).  

While the Grid and the Web are both key paradigms driving distributed 
systems research, they are different in the underlying philosophy. The phi-
losophy behind the Web is that any user on the Web should be able to ac-
cess and exploit Web resources. In contrast, resources on the Grid are only 
accessible to known partners in what is called a virtual organization (VO) 
(Foster et al.2003). Moreover, the Web is primarily engineered for infor-
mation sharing whereas the Grid is biased towards providing access to 
high-end computing resources, data stores, visualization tools and instru-
ments. Nonetheless, the technologies are converging as is evidenced by the 
Open Grid Services Architecture (OGSA) that extensively uses core Web 
technologies. We briefly outline the two technologies. 

6.1 Web Service Technologies 

The thrust of research on geographic information services has been fo-
cused on the Web and web services. Web services are application modules 
that can be discovered and accessed over the Web. Web services are based 
on standards developed by the W3C and other standardization bodies. A 
number of standards have been developed to enable interoperability, de-
scription, discovery, and chaining of web services i.e. XML2, SOAP3,
WSDL4, UDDI5 and BPEL4WS6.

The Open Geo-spatial Consortium (OGC) is the geo-spatial industry 
consortium that leads efforts towards open specifications for geo-services. 
In its OWS-2 program the OGC aims at migrating its interface specifica-
tions to be compliant with the industry standards for web services. The 
goal of OWS-2 is to adapt OGC specification to be compliant with the de 
facto SOAP, WSDL, UDDI and BPEL4WS suite of standards for web ser-

                                                     
2  eXtensible Markup Language. 
3  Simple Object Access Protol. 
4  Web Service Description Language. 
5  Universal Discovery Description Integration. 
6  Business Process Execution Language for Web Services. 



On Quality-Aware Composition of Geographic Information Services      763 

vices. Accordingly, the OpenGIS7 services architecture fronted by the 
OGC follows the Publish-Find-Bind interaction pattern employed by the 
web service architecture. In this interaction pattern, Providers of services 
create descriptions of their service offerings and publish then in a Registry 
(also called the Broker). The de facto standard for the Registry is UDDI. 
The service descriptions are done using WSDL. Users (Consumers) access 
the Registry to find services to which they can then bind. Interaction 
among collaborating services is achieved by SOAP messages over HTTP 
(FTP and SMTP are also possible) and chaining is achieved through 
BPEL4WS.

SOAP, UDDI, and the WSDL descriptions (in UDDI registry) and 
BPEL4WS realize the basic distributed computing infrastructure for web-
based geo-services. OpenGIS services based on SOAP, UDDI, WSDL and 
BPEL4WS standards are interoperable and can be discovered on a web en-
vironment and chained to deliver value added services. This infrastructure 
for OpenGIS services can be extended with QoS provisioning services and 
mechanisms to enable QoS-aware chaining of geo-services. Towards QoS- 
aware composition of geo-services in a web environment, we propose the 
following enhancements: 

Service discovery in Web service architecture is achieved through query 
and search of service descriptions maintained in a service registry. The 
service descriptions constitute service metadata that are used to dis-
cover, evaluate and access suitable web services. Accordingly, the first 
step towards QoS-aware composition of web-based geo-services is to 
include QoS metadata in geo-service descriptions. The “features” and 
“properties” components of WSDL (W3C 2003) can be used to achieve 
this. With QoS properties as part of the standard service descriptions, 
the filters and search mechanism used to query and search service regis-
tries need to be similarly enhanced to enable query and search capabili-
tyies that incorporate QoS properties 
QoS requirements at the user and application levels apply to an entire 
service chain and not to individual geo-services. To achieve meaningful 
QoS-aware service composition, these aggregate QoS requirements 
must be appropriately apportioned onto lower level QoS of individual 
resources i.e data, geo-services and network QoS. The main challenge 
here is to be able to discover and select appropriate resources that when 
chained will realize desirable application and user-level QoS. We call 
this process QoS composition (Onchaga 2004). Successful QoS compo-
sition entails 1) explicit knowledge of how various QoS properties of in-
terest propagate in a service chain comprised of heterogeneous re-
                                                     

7  OpenGIS services are geo-services that comply with OGC specifications. 
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sources, and 2) appropriate algorithms that take application level QoS 
requirements and available resources (considering their respective quali-
ties) as operands to define an optimal instance of a service chain with 
respect to the higher level user QoS requirements. QoS composition is 
particularly critical given the potentially large number of resources with 
which a geo-service chain can be instantiated 
QoS mapping across different architectural levels requires appropriate 
QoS mapping functions to effectively resolve the many-to-many rela-
tionship types that are typical among QoS requirements at different ar-
chitectural levels into one-to-one relationship types. Appropriate QoS 
mapping functions need to be designed and deployed in OpenGIS ser-
vice architectures.  

6.2 Grid Technologies 

The Grid is a distributed computing technology that is geared towards 
open sharing of distributed resources in a virtual organization (Foster et al. 
2003). The Grid initially targeted applications with high-end performance 
demands but is increasingly positioned as technology for enterprise com-
puting, business to business (B2B) collaboration, etc. The scope of the 
Grid is much broader and encompasses access to CPU cycles, data stores, 
powerful visualization devices and instruments. At the core of the Grid ar-
chitectures is coordinated resource sharing that ensures that resource own-
ers in the VO have exclusive control of local resources while allowing re-
mote access and usage by members of the VO. Resource scheduling and 
QoS are therefore basic concerns of the Grid architecture. 

The Grid architecture comprises basic protocols, services and toolkits 
that are a base for interoperability and establishing complex resource shar-
ing relationships in the VO. The architecture is structured in a set of hori-
zontal layers, with each upper layer using services of the lower layer to ac-
cess and exploit distributed resources. We briefly outline the layers: 

Fabric Layer – is at the low end of the stack. Fabric components imple-
ment local resource specific protocols and services necessary to service 
the higher levels. The Fabric layer at the minimum should implement 
enquiry mechanisms to allow enquiry on the state of a resource and 
management mechanisms to provide some control level QoS control. 
Connectivity layer – is atop the Fabric layer and is essentially for reli-
able and secure communication among collaborating partners in the VO. 
Resource layer – resource layer services and protocols are for control-
ling and managing the sharing of a single resource.  
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Collective layer – the protocols and services on the collective layer 
manage and control sharing of collections of resources. Services on this 
layer include; directory, co-allocation, scheduling, and brokering ser-
vices, etc. 
Application layer – is the last layer in the stack and concerns the appli-
cations that operate in the Grid. 
QoS-aware driven composition of geo-services in the Grid environment 

is intrinsically much simpler because QoS is an underlying concern of Grid 
computing that pervades all the architectural layers Therefore, advantage 
can be taken of existing QoS functions and services on the Grid architec-
ture for QoS-aware composition of geo-services. In particular, mechanisms 
and functions on the collective layer are core to QoS-aware composition, 
discovery and execution of geo-services chains because the mechanisms 
and functions apply to collections of resources. 

7 Summary 

In this paper we defined quality of service and presented a QoS model for 
disaster management in the context of service oriented geo-processing. We 
defined QoS as comprising of qualities related to the operational behavior 
of a service and the quality of geographic information that the service de-
livers. We introduced the notion of a geo-service infrastructure that is a 
middleware platform that enables QoS-driven composition of geo-services. 
The geo-service infrastructure enables discovery, chaining and execution 
of geo-services in compliance with user requirements. It provides the dis-
tribution and QoS transparencies necessary for QoS-driven composition of 
geo-services. The paper illustrated how desired QoS in different phases of 
disaster management can be supported. 
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Abstract

This paper presents and discusses an approach for web-based assessment 
and decision support using multi-criteria evaluation methodology to be in-
tegrated into an interoperable service infrastructure. The research is 
imbedded in the EU-funded BALANCE project, which tries to assess pos-
sible impact and vulnerability to climate change. The results will be incor-
porated into an Assessment and Decision Support System (ADSS) for the 
arctic, which shall raise awareness among stakeholders in the BALANCE 
study area about possible climate change impacts on their environment and 
way of live and support decisions concerning possible adaptation and miti-
gation strategies. The paper elucidates the concept of geoprocessing and 
service chaining with the help of a use case in the field of reindeer herding. 

1 Introduction: What Decision Support and Risk 
Assessment Have in Common 

In modern risk assessment the use of spatial information is essential. It is 
often needed for the development of scenarios in precautionary disaster 
and emergency management as well as for ad hoc decisions in emergency 
situations. While in the first case knowledge discovery plays an important 
role (i.e. assessing new threats), the latter case is normally dependent on 
up-to-date spatial data and the rapid extraction of significant information. 
The trend to store information where it is produced has been initiated 
through the internet and nowadays information needed for a certain appli-



768      Nicole Ostländer and Lars Bernard 

cation can be stored at machines all over the world. The standardisation of 
web services for displaying, accessing and processing distributed spatial 
data offers a series of new opportunities and challenges, and the use of 
service infrastructures for disaster and emergency management is covered 
within several research projects (see e.g. ACE GIS (Probst and Lutz 2004) 
(http://www.acegis.net) and crossborder (Riecken, Bernard et al. 2003) 
(http://www.gdi-nl-nrw.info)).

In this paper, we present and discuss an approach to knowledge discov-
ery using spatial decision support techniques through an interoperable spa-
tial data infrastructure (SDI) based on actual specifications as well as rec-
ommendations of the Open Geospatial Consortium (OGC). The overall 
design of the approach and the planned specifications are to support an ad-
hoc, transparent and flexible decision making process through the internet. 
Thus, the approach can be beneficial for both cases named above: precau-
tionary disaster and emergency management and actual emergencies. The 
research presented is conceptual, focusing on the possibilities of web en-
abled spatial decision support using multi-criteria evaluation (MCE) 
(Malczewski 1999) and the required operations, specifications and work-
flows (Bernard, Ostländer et al. 2003; Ostländer 2004) (with a prototypical 
proof-of-concept) rather than on operational systems.  

In the following paragraphs, the paper introduces the BALANCE pro-
ject, and the strategy of impact assessment and vulnerability to climate 
change in combination with the used multi-criteria evaluation. With the 
help of a use case the developed SDI and the to-be-specified services and 
the actual workflow is explained.  

2 Impacts of Climate Change in the Arctic: The BALANCE 
Project

The research described in this paper is undertaken by the Institute for 
Geoinformatics (IFGI) as a member of the BALANCE consortium. 
BALANCE (Global Change Vulnerabilities in the Barents Region: Link-
ing Arctic Natural Resources, Climate Change and Economies)
(www.balance-eu.info) is an EU-funded project whose aim is to assess im-
pacts on the Barent Sea Region’s environment and society caused by cli-
mate change. A major goal is to assess the vulnerability of the Barents Sea 
Region to climate change based on a common modelling framework for 
major environmental and societal components (BALANCE 2002). The 
area under consideration is presented in figure 1. Although the BALANCE 
investigations are generally limited to the northernmost parts of Fenno-
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scandia and Russia, the BALANCE modelling approach itself and the in-
tegration of the ocean model requires taking the enlarged area into ac-
count.

Fig. 1. BALANCE study area 

A regional climate model developed by the Max-Planck Institute for 
Meteorology in Hamburg, with a 6-hour temporal resolution for a period 
of 140 years and a spatial resolution of ½°, is the driving force of all other 
terrestrial, marine and socio-economic models. In combination the model-
ling framework will provide data about the changes that the Barents region 
will undergo in the next 100 years and identify areas and systems that will 
be especially vulnerable to climate change.  

3 Web-Based Impact and Vulnerability Assessment Using 
Multi-Criteria Evaluation: The BALANCE ADSS 

The Institute for Geoinformatics develops an online Assessment and Deci-
sion Support System (ADSS) grounded on the research undertaken and 
Coverage data produced by the project partners to offer information to the 
stakeholders of the Barents region about future climate trends and ex-
pected changes. The ADSS places emphasis on impact and vulnerability 
assessment for people active in the local renewable resource industries for-
estry, fishery and reindeer herding and corresponding policy makers in the 
different countries. It shall raise awareness about possible climate change 
impacts on their environment and their way of live and support decisions 
concerning possible adaptation and mitigation strategies. To achieve this, 
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the ADSS will provide means for a quantified, spatially distributed and in-
teractive impact and vulnerability assessment using multi-criteria evalua-
tion methods and map algebra for use cases defined for the different stake-
holder groups. 

3.1 What Is Impact Assessment of Climate Change and How to 
Quantify It? 

Impact can be seen as a function of the sensitivity for a certain change and 
the actual exposure (or risk). The sensitivity is herein seen as the “[..] de-
gree to which a system will respond to a given change in climate, includ-
ing beneficial and harmful effects” (McCarthy, Canziani et al. 2001), e.g. 
if a system is exposed to a certain change but is not sensitive to it, then 
there is no impact, and vice versa. Possible impacts (PI) are e.g. changes in 
temperature, water regime, and vegetation cover as well as changes in the 
socio-economic situation like the rate of employment. To be able to show 
possible impacts of climate change within the ADSS, it is necessary to 
quantify these factors, which is rather unproblematic when having values 
on a metric scale like mentioned above, but complications can occur when 
using nominal or ordinal values. 

3.2 What Is Vulnerability to Climate Change and How to 
Quantify It? 

The vulnerability assessment extends the described above static impact as-
sessment. As defined by the Intergovernmental Panel of Climate Change 
(IPCC) it combines the sensitivity of a system with systems’ possibility to 
cope with the resulting change. It is a function of the stated above possible 
impact and a systems adaptive capacity. Adaptive capacity is the degree “.. 
to which adjustments in practices, processes, or structures can moderate or 
offset the potential for damage or take advantage of opportunities created 
by a given change in climate..” (McCarthy, Canziani et al. 2001). There-
fore in the BALANCE ADSS, the quantification of vulnerability (V) will 
be done by subtracting a systems quantified adaptive capacity (AC) from 
the quantified possible impact (PI):  

V = PI - AC 

This will be done only for plain systems like described in the following 
use case, which can be parameterised by the user rather than overall vul-
nerability (see e.g. (Metzger, Leemans et al. 2004)). 
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3.3 The Use of Multi-Criteria Evaluation 

Multi-criteria evaluation (MCE) is a methodology from the decision sup-
port domain, where decision alternatives are ranked based on a number of 
aggregated criteria (attributes) that can influence a decision. Within the 
ADSS, possible impacts (PI) are used as criteria for the evaluation of given 
areas (grid cells) concerning climate change impacts and their vulnerability 
to climate change.  

To be able to compare and combine criteria, an initial standardisation of 
variables is required. Standardisation can be done using common opera-
tions such as ‘linear scale transformation’ and ‘score range transforma-
tion’. These methods transform the current values of a criterion (e.g. 
°Kelvin) to a nondimensional scale with values from 0 to 1. The impor-
tance of a criterion (generally in comparison with others) can be defined 
by a criterion weight (Malczewski 1999). 

For an impact assessment, the standardised and weighted PI can be 
combined. A typical MCE method to combine criteria is weighted linear 
combination (WLC), where the weighted criteria are aggregated into a sin-
gle map (Malczewski 1999). For vulnerability assessment, the standardised 
possible impacts and their corresponding adaptive capacities are combined 
in the formula named above by subtracting the adaptive capacity from the 
possible impact. Additionally a user defined factor weighting can be ap-
plied for the adaptive capacity. 

3.4 An Example Use Case: Summer Warming 

The ADSS is based on a number of different use cases for the groups 
named above. As the conditions for the inhabitants of the four selected 
countries (Sweden, Norway, Finland and north-western part of Russia) can 
differ widely in terms of economic wealth and technical devices, separate 
use cases and information pages are specified per country. 

The following (simplified) use case has been created for the sectoral in-
terest group “reindeer herders”. This profession is mainly taken by indige-
nous people in the different countries under consideration, e.g. the Saami
in Sweden and the Nenet in north-west Russia. The use case is build from 
the preliminary results of the BALANCE project partners. The research is 
still ongoing, for further information see (Keskitalo 2004). 

"Vulnerability to rising summer temperature of reindeer herders in Swe-
den”

Reindeer herders in Sweden are sensitive for summers that are too hot, 
as they make reindeer suffer and might cause death among the young off-



772      Nicole Ostländer and Lars Bernard 

spring. The mean July temperature is the chosen indicator for the rising 
summer temperature, as it appears to be the warmest month in northern 
Sweden where the reindeer herders have their summer pastures. While a 
July mean temperature below 20°C (threshold: minimum, PI = 0) is con-
sidered as positive, a mean temperature above 26° is considered as intoler-
able (threshold: maximum, PI = 1). A full grown forest where the reindeer 
can hide from the heat is beneficial and can counterbalance the problem of 
the rising summer temperature to a certain extent. Therefore, the availabil-
ity of forest (which in the short term is dependent on country-specific poli-
cies rather than climate change) is considered as an adaptive capacity.

Figure 2 shows the calculations that have to be carried out for each grid 
cell, when executing this use case performing scale range transformation 
and vulnerability calculation for the following two Coverages 
1. mean July temperature in common grid with attribute values (between 

20 and 26) in °C and  
2. forest fraction per common temperature grid cell with attribute values 

from 0 (= no forest cover) to (1 = 100% forest cover) 
and with a weighting of 50% for the adaptive capacity. 

4 Service Architecture and Service Chaining 

For the BALANCE ADSS a service infrastructure is being developed, that 
includes information management services and processing services 
(ISO/TC-211&OGC 2002) and allows MCE as described above. 

Fig. 2. Calculations performed for use case “summer warming”  
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4.1 Components of Service Architecture 

The following web services are part of the ADSS architecture: 
The terrestrial, marine, hydrologic and climatologic modelling results 
needed for the vulnerability and impact assessment are offered through 
Web Coverage Service (WCS) interfaces (OGC 2003c). 
The data portrayal is done through the Web Map Service (WMS) inter-
face, which might not necessarily belong to a WMS, but could also be 
part of a Coverage Portrayal Service (CPS) that fully implements the 
WMS interface (OGC 2002).  
A Web Map Algebra Service (WMAS) is currently being developed that 
offers nested algebraic operations on 1..n Coverages requested from 1..n 
Web Coverage Servers through the WCS interface. The algebraic opera-
tions are based on the Map Algebra proposed by (Tomlin 1990). The 
functions shall include automatic resampling and interpolation.  
A Statistical Information Service will be developed. It shall produce a 
statistic report describing the result of a specific getCoverage request. 
Examples are the minimum and maximum values, standard deviation, 
mean and weighted mean of an attribute. This information is important 
for attribute standardization and user information and can not be re-
quested through the current WCS interface. 
Finally a thick client will be developed for service chaining and user in-
teraction. The client can request the statistical calculation service, inter-
pret the result and generate a corresponding request for the WMAS and 
a request for a WMS. Furthermore it will guide the user through the ser-
vice chain encoded in the client.  
The two processing services will implement SOAP (Simple Object Ac-

cess Protocol) messaging and have WSDL (Web Service Description Lan-
guage) descriptions to allow a subsequent integration into executable ser-
vice chains and UDDI (Universal Description Discovery and Integration) 
registration. The WMAS additionally implements a WCS interface for the 
following reason: In the current conceptualisation, the WMAS can store 
the result Coverage and return a reference (ID) instead. This reference will 
be used by the thick client to request and display the result Coverage using 
a Coverage Portrayal Service or a Web Map Service. This procedure al-
lows service chaining in a loosely coupled web service infrastructure and 
might furthermore be beneficial in case of long processing times.  
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4.2 Service chaining 

To explain the service chaining, the use case “summer warming” is run 
and chained exemplary in the following 3 steps (see also figure 3).  

Step 1 (statistical information about area of interest): The user starts the 
ADSS client and chooses the predefined use case “summer warming”. 
For this use case two Coverages are available, the mean July tempera-
ture and the forest Coverage. The user defines an area of interest with a 
Bounding Box (BBOX) and the client requests statistical information 
for the two Coverages. The client interprets and presents the service’s 
response to the user.
Step 2 (geoprocessing): According to the presented information, the user 
accepts or changes the predefined temperature threshold values (min 20° 
and max 26°) and sets the adaptive capacity of the forest criterion to 
50%. The client sends a request to the WMAS, which defines an alge-
braic expression to be solved using the two getCoverage requests. The 
WMAS requests the mean July temperature with the range 20 to 26°C 
and the forest Coverage and executes the algebraic expression. The ser-
vice returns a reference ID to the client that can be used to request the 
processed image with a getCoverage request.  
Step 3 (portrayal): The client requests the Coverage through the WMS 
interface using a CPS (OGC 2002). The user can navigate through the 
resulting vulnerability map and restart the geoprocessing with different 
settings if needed. For an overview over the whole service architecture 
and chain, see figure 3.

Fig. 3. ADSS architecture and use case service chain
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5 Conclusions and Future Work 

It is expected that the findings of the GI research undertaken in Balance 
can be transferred to the field of emergency and disaster management, as 
the concept of MCE and map algebra can be used for e.g. assessing the 
risk for earthquakes (Rashed and Weeks 2003) or landslides, and help fire 
fighters to detect hot spots. The proposed concepts can therefore be seen as 
beneficial for emergency and disaster management. Additionally the 
BALANCE results may serve as input to the upcoming INSPIRE imple-
menting rules for network services (EC 2004). Especially the drafting of 
implementing rules for the mentioned INSPIRE transformation services
and INSPIRE invoke “spatial services” services may benefit from the 
BALANCE work.

To allow service chaining, that is independent from specific (thick) cli-
ent applications and not restricted to user-defined transparent chaining, fu-
ture work will consider the description of service chains (e.g. by using the 
Business Process Execution Language for Web Services, BPEL4WS) that 
can be executed with an appropriate workflow management service (e.g. 
the Oracle BPEL Process Manager1). This requires a WSDL description of 
all involved web services. Approaches towards descriptions of existing 
OGC Web Services undertaken taken by OGC (see e.g. (OGC 2003a; 
OGC 2003b)) may serve as a starting point. Moreover, future work needs 
to consider the portrayal of field information encoded as Coverages pro-
vided by a WCS and the preparation of legends. The planned prototypical 
implementation of the described geoprocessing services and the testing of 
an appropriate service chain for the described use case will help to prove 
the defined concepts as well as it will help to identify the future research 
needs.
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Abstract

Accuracy and relevance are properties that are often mentioned in context 
with usability and quality of data. The use of GIS and mobile GI services 
in spatial planning and management requires accurate and relevant data. 
For usage of spatial data in time critical situations, e. g. disaster manage-
ment, this is especially true. Decisions must be made in short terms, within 
hours or minutes. Such situations do not leave any time to evaluate 
whether the data used for decision making are "accurate" or "relevant". 
This evaluation has to be done before. The use of inaccurate or irrelevant 
data, however, can lead to decisions that are inadequate or in the worst 
case harmful.  

Increasingly, spatial data are provided via the Internet, and through 
wireless connections. This is potentially a great chance for GI services in 
general, but especially for time critical, spatial decision making. An impor-
tant question that arises is how accuracy and relevance of data can be 
evaluated, a  difficult task taking into account that data come from various 
sources, are distributed over several servers, and provided by different data 
producers. Such an evaluation is important because users must have confi-
dence in the data. They must be sure that they use information that is reli-
able and adequate in a given situation. This requires not only a syntactical 
control, but especially an understanding of the semantic content of infor-
mation.

The paper pursues these thoughts by investigating methods and tech-
niques to search for specific spatial data sets and simultaneously evaluat-
ing the relevance of data. “Fitness for use” can be examined - to a certain 
extent - using metadata. But metadata have shortcomings as they describe 
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a fixed number of properties not taking into account adequately data se-
mantics. Ontologies - an approach propagated currently within the frame-
work of the semantic web (Fensel 2004) - are aimed at the identification of 
relevant data sets.  

1 Introduction 

It is a special property of geographic information models that these differ, 
even if they represent the same objects. Users of geographic information 
tend to act in contradiction to other scientists. The latter try to develop 
"common" models of the reality that are unique and accepted in general. 
Providers of geographic data specify fairly different models for same ob-
jects depending on their notion and with regards to their specific applica-
tion, point of view and understanding of the reality (Giger and Najar 
2003). Taking into account this fact, accuracy and relevance are terms that 
are not assessable in general: the same object, represented in different 
ways, is possibly relevant for one application, but not for the other. Accu-
racy and relevance, however, depend on a specific view of the reality that 
is consistent within one geospatial information community. This kind of 
"subjectivity" has to be considered properly when evaluating accuracy and 
relevance of spatial data sets. 

Accuracy has been chosen to be one of the data quality parameters that 
are, for example, part of the metadata standard defined by ISO 19115. The 
ISO standard mentions that consistent methods of reporting data quality 
will not be enough to assure consistent evaluation of data set quality, be-
cause the quality information reported for a geographic data set will also 
depend on a consistent application of standardized methods for measuring 
the quality of geographic information (ISO TC211 2004). This means that 
such measuring methods are required - but which method to measure "ac-
curacy" or "relevance" of data is available and adequate? Another aspect is 
mentioned by ISO: The results of one method of measuring quality may 
not be readily comparable to another although each is valid (ISO TC 211 
2004). This points to the fact that data can be relevant for one application, 
but lack relevance for another. Concerning the measurability of relevance 
exists obviously a gap. This paper aims not at proposing such a measuring 
method, but to discuss some steps for a pathway to deal with the problem. 

Accuracy shows different facets, such as spatial, thematic, and semantic 
accuracy (Guptill and Morisson 1995). Relevance of data concerns espe-
cially semantic accuracy. Many metadata standards define specific proper-
ties of data in a manner that enable users to evaluate fitness for use. Qual-
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ity parameters are important, but are useless if they cannot be interpreted 
correctly, which means in direct relationship to semantics.  

For disaster management this means that data must meet conditions that 
are specific for a (one) disaster situation. The crux is that in time critical 
disaster situations no time is left for users to look on data quality proper-
ties, or metadata. When spatial information is needed within a few minutes 
to save lives or to avoid large damages, the data must be available in time, 
and users must be sure that they can trust the data. 

The research question that arises is how an automatic evaluation of 
relevance of data can help in time critical situations to increase the reliabil-
ity of data. This makes formal ontologies an interesting approach to sup-
port data and object identification. The usefulness of domain ontologies for 
mobile GIS has been shown in (Pundt and Bishr 2002), and the aspect of 
automatically controlling relevance is an add on that is important for disas-
ter management in particular. 

2 Heterogeneity and Relevance  

From an etymological point of view, relevance is a term used to describe 
the correctness of a theory or even the ability of a theory to explain spe-
cific things or processes. If there is information that supports the explana-
tion of things or processes, this information is considered as relevant. This 
means that relevance underlies objective, but also subjective criteria. If 
something is relevant, or not, is in many cases dependent from the person 
that explains and interprets a thing or process. This makes apparent that 
relevance is a term that only makes sense within a specific context. The 
same information might be relevant in one context, but useless, or irrele-
vant, in another. To conclude, the evaluation of an information concerning 
its relevance requires  
1. to define the context in which the information is used, and 
2. to evaluate the relevance of information (only) within this context 

Spatial data sets are collected by geospatial information communities 
(GICs). They collect data for specific purposes, specific to the tasks that 
are carried out by such GICs. The GICs define real world objects using 
classes, entities, attributes, properties, relationships, uses, etc.. They de-
scribe these aspects using their specific terminologies. This means that the 
database objects reflect specific semantics, not necessarily clear and under-
standable to users outside that information community. We face the well 
known problem of semantic heterogeneity that occurs when there is a dis-
agreement about the meaning, interpretation or intended use of data (Xu 
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and Lee 2002). Semantic heterogeneity has been classified in previous 
years into schematic, syntactic, and semantic heterogeneity. Schematic 
heterogeneity refers to the categorization of real world features in a certain 
context; here, features are represented as classes which have attribute 
structure and are arranged in hierarchies, in other terms schemata. Features 
are captured and represented as objects with thematic and geometric de-
scriptors, which is the syntactic aspect. When such features are used, they 
attempt to relate database objects to the context world view of a specific 
geospatial information community, which is the semantic component 
(Bishr 1997, Pundt and Bishr 2002). The semantic heterogeneity has vari-
ous facets that are summarized in figure 1. 

Fig. 1. Facets of semantic heterogeneity 

Figure 2 shows a model of relevance for geospatial data. It enlightens 
the fact that the same objects can be represented differently. Information 
about the differences must be included in the data models to make them in-
terpretable.

Semantic heterogeneity

formalization heterogeneity
(differences concerning notations, programming languages)

language heterogeneity
(discrepancies between natural languages)

representation heterogeneity
(differences in the definition of classes, objects, attributes, 
 relationships, uses)

conceptualisation heterogeneity
(differences between geospatial information communities)

context heterogeneity
(differences concerning domains and applications)



Evaluating the Relevance of Spatial Data in Time Critical Situations      783 

Fig. 2. A model of relevance for geospatial information 

Interpretation should be carried out by the computer, which is due to the 
two following aspects: 
1. Disasters afford decision making in very narrow time slots. Human in-

terpretation of metadata costs time that is not available in disaster situa-
tions.

2. Semantics of data are often not considered adequately within metadata 
sets because metadata are limited concerning the model that underlies 
them. But using data without considering semantics adequately can lead 
to wrong or even harmful decisions. 
The conclusion so far is that, if spatial data are used in disaster man-

agement, an automatic support to identify relevant data sets is needed. 
This requires the inclusion of metadata that are readable and interpretable 
automatically. Additionally, the consideration of data semantics is re-
quired. Ontologies - developed in artificial intelligence to facilitate knowl-
edge sharing and reuse - provide a machine-processable semantics of in-
formation sources that can be communicated between different agents, 
software and humans (Fensel 2004). Both, metadata and ontologies, can be 
formalized using XML grounded languages to make them machine-
processable.
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3 Formal Ontologies  

Utilizing geospatial data held in different commercial and public sectors is 
still a hard problem. Experts estimate that there is a growing market poten-
tial for the use of geographic data, while at the same time, adequate infor-
mation about their content and availability is still missing (Greve 2002, 
cited in Vögele and Spittel 2004). On the one hand, this concerns the 
availability of metadata for spatial data sets. On the other hand this con-
cerns the increasingly growing interest in ontologies. Being on the way 
toward the semantic web, ontologies are seen in a very pragmatic manner: 
converting machine-readable into machine-understandable information by 
providing well-defined meaning for the content distributed within the 
WWW, which is the main goal of an ontology (Vögele and Spittel 2004). 
If computers become able to understand information, they should also be 
able to evaluate, to a certain extent, the relevance of the data in a given 
disaster situation.  

Fig. 3. Categorization of ontologies and relevant objects (Basic model from 
Fonseca, Egenhofer et al (2002), modified) 

Taking into account semantic heterogeneity as described briefly before, 
ontologies act as an interface between different domains (Visser et al 
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2002). This requires a communication process and a resulting consensus 
between different actors. These must develop common, in this case disas-
ter management specific, ontologies. They can be based on existing on-
tologies of certain information communities, or existing object catalogues. 
In numerous cases completely new ontologies must be designed. In all 
such cases, ontologies represent a shared and common understanding of 
some domain that can be communicated between people and applications 
(Broekstra et al 2000, Fensel 2004). Such a common understanding re-
quires semantically enriched data models that enable users to assess data’s 
fitness for use in a comprehensive manner (Pundt 2002). They help to 
identify only those spatial data sets that are usable in a specific context. 
Such ontologies help to avoid situations that we face at daily work again 
and again: Search engines, as powerful as they are, return too often too 
large or inadequate lists of hits. What is needed is machine-processable in-
formation that can point a search engine to the relevant pages, or data sets, 
and can thus improve both, precision and recall (Berendt et al 2002). For 
such purposes modeling techniques are required that are superior to those 
that are used in general, such as entity-relationship- (Chen 1976) or object-
oriented modeling (Rumbaugh et al 1998). These considerations must nec-
essarily lead to the hypothesis that ontologies are the means that support 
the access to and sharing of spatial information, including the evaluation of 
relevance.

To make ontologies usable within a GIS or modeling framework, a 
proper design and formalization of ontologies is required. The design 
phase includes a decision to which category an ontology belongs. Fonseca, 
Egenhofer et al (2002) provide a categorization of ontologies that has been 
adapted for the case of disaster management. Figure 3 shows that there is 
not only one general ontology, but various, and that the ontology belongs 
to a category that describes its universality or degree of relation to a spe-
cific domain. A general ontology of geometric objects describes the ob-
jects concerning their spatial extent and geometric form. A specific domain 
ontology describes the objects including their semantics, the latter defined 
in a language of a geospatial information community. It is such a domain 
ontology that gives the objects a meaning within a specific context.  

Currently, XML-based languages are used in many different application 
areas to design ontologies. The World Wide Web Consortium (W3C) pro-
posed these languages to provide formalized specifications of conceptual 
models (it was Gruber (1993) who defined an ontology as a “specification 
of a conceptualization”). The RDF (Resource Description Framework) and 
OWL (Web Ontology Language) are under development at the W3C. 
Both, RDF and OWL (as well as DAML + OIL which is, in a certain 
sense, a stage between the two others) were already used for ontology gen-



786      Hardy Pundt 

eration in the spatial domain (see, for example, Pundt and Bishr 2002, Hart 
et al 2004, or Redbrake and Raubal 2004). 

At this stage it is clear that it is not intended to argue for the develop-
ment of "an (one) ontology for disaster management". As mentioned 
within the discussion of figures 2 and 3, this would not represent ade-
quately the various different possibilities to model one and the same spatial 
object, or class of objects. In other terms: no ontology will eliminate se-
mantic heterogeneity.  

But ontologies can help to overcome the problems that occur due to se-
mantic heterogeneity. The only way to support information access and 
sharing is to make data sets understandable for humans, as well as com-
puters. This goal is supported via formal ontologies. In future an increasing 
number of ontologies will appear, especially domain ontologies that cap-
ture the knowledge within a particular domain (e. g. electronic, medical, 
mechanic, traffic, urban and landscape planning, or disaster management). 

4 Conclusions and Next Steps 

The aim of the paper is to focus the attention on the relevance and there-
fore the reliability of spatial data used in disaster management. It discusses 
briefly a currently popular approach to model data for usage via networks, 
formal ontologies. Such ontologies support intelligent data discovery, to-
gether with metadata, and enable data providers to model spatial data, their 
properties, quality parameters, relationships, and potential uses (Wilde and 
Pundt 2004). XML grounded and W3C conformant standard languages 
such as the Resource Description framework (RDF) and the Web Ontology 
Language (OWL) enable data providers (specific GICs) to formalize on-
tologies for their domains. 

The next step to be done must bridge theory and practice. This would 
include the development of concrete domain ontologies for disaster man-
agement. Domain ontology, however, would mean a specific domain 
within disaster management. Floods, earthquakes, hurricanes, and other 
disasters are examples, for which specific ontologies are required. Up to 
now it is not clear, if such disaster categories are specific enough. Perhaps, 
more concrete and detailed ontologies are needed to represent different 
flooding or earthquake types, for instance. An unanswered question is, 
whether such ontologies are usable in general, or if regional and local spa-
tial properties must be included. This would even underline that not one, 
but various ontologies are required for the numerous and very different po-
tential disaster situations. The availability of semantic reference systems 
will play an important role within this framework (Kuhn and Raubal 
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2003). This requires much work on ontologies by data providers, but this 
would enhance extremely the reliability of data used. It would improve 
qualitatively the decisions that are based on such data, and support the 
transparency of decisions for members of different information communi-
ties. The use of standardized languages would contribute to interoperabil-
ity and would mean that not only data, but also ontologies can be "reused". 
The current activities to realize the semantic web within the W3C and the 
computer science community (Fensel 2004, Mc Guiness and Van Har-
melen 2004, W3C 2004) along with results from this first international 
symposium on Geoinformation for Disaster Management (Gi4DM) should 
motivate to deal more concretely with ontology based data modeling. Tests 
must focus on ontology-based data set identification, simultaneously ac-
companied by the evaluation of relevance of data, in disaster  situations. A 
test scenario could include two or more spatial data sets that contain data 
potentially usable within a disaster simulation framework. GIS-based 
simulation models require data that must be available in time when a deci-
sion in a disaster situation has to be made. Under defined test conditions 
the simulation results will give significance whether the underlying data 
were usable, or not. If the results are transparent and support significantly 
a fast and reliable decision, the ontology-based data identification was suc-
cessful, because only relevant data were delivered for the specific task. 
Such scenario-based tests haven’t been carried out until recently, however, 
the methods and techniques are there to start with them. 
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Abstract

This paper will examine where uncertainty may lie in the knowledge dis-
covery process through the use of case studies in disaster management, in 
turn leading to a discussion of what future action is required to address the 
uncertainty that may lie within knowledge obtained through these tech-
niques. We describe our approach to address three types of issues: accu-
racy, efficiency, and usability. Typically, data mining techniques have 
higher false positive rates than traditional data exploratory methods, mak-
ing them unusable in real-time systems. Also, these techniques tend to be 
inefficient (that is, computationally expensive) during the steps of a 
knowledge discovery process, particularly during training and evaluation. 
This prevents them from being able to process data and detect anomalies, 
hot-spots, or patterns in real-time applications. Finally, disaster manage-
ment applications require large amount of training data and are signifi-
cantly more complex than traditional GIS applications. These problems are 
inherent in developing and deploying any real-time data mining based sys-
tem, and although there are trade-offs between these three groups of issues, 
each can generally be handled separately. The paper concludes by present-
ing the key design elements for supporting a real-time knowledge discov-
ery process and group them into which general issues they address. 
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1 Introduction 

There is now a growing trend towards the application of knowledge dis-
covery processes (KDD) to scientific data, including real-time data mining 
of large volumes of data sources.  While these processes have traditionally 
been used for intrusion detection applications, in the past few years this 
situation has started to radically change.  For instance, current examples of 
their use in disaster management include: 

Spatial data (find spatial features such as eddies and fronts to detect cy-
clones and fires); 

Temporal data (find temporal anomalies to detect a priori unknown 
events such as road collisions); and 

Spatio-temporal data (the most complex area in KDD - examples would 
be disease correlation between SST/AVHRR data, and association 
rules in similar catastrophes). 

At the same time, however, there is increasing concern about the uncer-
tainties that may be inherent in these techniques and their effects upon the 
ultimate knowledge gained.  There are in fact several steps associated with 
knowledge discovery, ranging from assembling the raw data, pre-
processing it, transforming the data, recognizing anomalies or patterns, and 
finally interpreting the results. Clearly, uncertainty has the potential to be 
present at any of these stages, just as it can reside in any of the various 
stages of applying spatial data for decision-making in a disaster manage-
ment situation. 

While there is a well-established research agenda for the treatment of 
uncertainty in spatial data, there does not appear to be a similar, compre-
hensive approach to dealing with uncertainty in all stages of the knowledge 
discovery process.  Certainly, some researchers are studying uncertainty in 
individual stages, such as in data mining (that is, in pattern recognition), 
but there does not appear to be a unified approach to dealing with uncer-
tainty from start to finish (that is, from turning raw data into information 
and then to knowledge). 

These difficulties can be grouped into three general categories: accu-
racy, efficiency, and usability. Typically, data mining techniques have 
higher false positive rates than traditional data exploratory methods, mak-
ing them unusable in real-time systems. Also, these techniques tend to be 
inefficient (that is, computationally expensive) during the steps of a 
knowledge discovery process, particularly during training and evaluation. 
This prevents them from being able to process data and detect anomalies, 
hot-spots, or patterns in real-time applications. Finally, disaster manage-
ment applications require large amount of training data and are signifi-
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cantly more complex than traditional GIS applications. These issues must 
be addressed in order to be able to deal with uncertainty in the a real-time 
knowledge discovery process.  

In this paper we discuss these issues inherent in dealing with uncertainty 
when developing real-time data mining systems, and present an overview 
of our research, which addresses these issues. These issues are independent 
of the actual data mining techniques and models used, and must be over-
come in order to implement a knowledge discovery process for disaster 
management applications, which require large amount of training data and 
are significantly more complex than traditional GIS applications. 

Fig. 1. Observed precipitation at 12:05 on 19 September 2001 (source: KNMI, 
2004) 

Supervised inductive learning method (Rao and Raao 1993) has been 
used for both anomaly detection and misuse detection at the same time. A 
single model was used for training a set of data that contains both normal 
records and records corresponding to floods. The learned model can detect 
anomalies and misused rates concurrently. In order to evaluate this com-
bined approach, observations have been gathered into a number of small 
clusters. This was carried out to simulate the real world process of devel-
oping and discovering new anomalies and incorporating them into the 
training set. The results contain the misuse rules for the observations that 
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are known in the training data, anomaly detection rules for unknown ob-
servations in left-out clusters, and rules that characterize normal behaviour. 
Figure 2 illustrates some of the results. 

Fig. 2. Error maps artificial neural networks trained 00:00h-00:15h 
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2 Efficiency

In current applications of data mining to disaster management applications, 
techniques are performed off-line because the difficulties of learning algo-
rithms in processing tremendous amounts of environmental data. There is a 
clear need to respond to new data analysis challenges posed by the over-
whelming volume and high resolution data sets generated today, with re-
motely sensed data from Earth Observation Systems alone projected to 
yield 1 terabyte per day, and therefore, more than can be analysed by con-
ventional means. Besides, the environmental data sets are showing a high 
variability in data formats, scale and content. They are also getting more 
complex, due to, in part, to the high dimensionality of these data. Effective 
KDD processes should happen in real-time, as anomalies take place, to 
improve policy decision, strategic planning, and research on global climate 
change, natural hazards, and land degradation, among others. 

In contrast to off-line KDD processes, a key objective of real-time KDD 
processes is to detect anomalies, hot-spots, or patterns as early as possible. 
Therefore the efficiency of the detection model is very important to be 
taken into account. Data mining techniques are performed using off-line 
data, and they implicitly assume that when an event is being discovered all 
observations related to the event have been gathered in a database. As a 
consequence, if we use these models in real time without any modification, 
the event will be only detected once complete information about this event 
has been recorded and been processed, and all features (e.g. the temporal 
and spatial statistics features ) are computed. Moreover, the volume of an 
event string is very high, making the detection of patterns severely de-
layed.  

From the perspective of cost analysis, the efficiency of a KDD process 
is its computational cost, which is the sum of the time delay of the features 
detected by system. Based on the feature detection approaches discussed in 
the previous section we can categorize features used within a KDD process 
into 4 cost levels: 

Level 1 features can be computed from the first observation (e.g. 
source);
Level 2 features can be computed at any point during the capture of the 
observations (e.g. state);
Level 3 features can be computed at the end of the capture of the obser-
vations, using only information about the connection being examined 
(e.g. the total number of bytes sent from source to destination);
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Level 4 features can be computed at the end of the data capture, but re-
quire access to data of potentially many other prior observations. These 
are the temporal and spatial features and are the most costly to compute. 
In practice to conveniently estimate the cost of a rule, a cost can be as-

signed as being 1 to the level 1 features, 5 to the level 2 features, 10 to 
level 3, and 100 to level 4. These cost assignments are very close to the ac-
tual measurements obtained via extensive real-time experiments. However, 
we have found that the cost of computing level 4 features is linearly de-
pendent on the amount of observations being gathered by a KDD process 
within the time window used for computation, as they require iteration of 
the complete set of recent observations. 

In the domain of disaster management applications, these four different 
levels of costs can be used to compute features, as discussed in the previ-
ous section. Features of costs 1, 5, and 10 can be computed individually 
and features of costs 100 can be computed in a single lookup of all the ob-
servations in the past. With the above costs and goals in mind, the follow-
ing multiple rule set approach can be used to generate: 

multiple training sets T 1-4 using different feature subsets. T1 uses only 

cost 1 features. T2 uses features of costs 1 and 5, and so forth, up to T4 , 
which uses all available features; 
rule sets  R 1-4   that are learned using their respective training sets;  

a precision measurement pi that is computed for every rule, except for 

the rules in  R4;
a threshold value that is obtained for every single class which deter-
mines the tolerable precision required in order for a classification to be 
made by any rule set, except for R4.
In real-time execution, the feature computation and rule evaluation is 

proceed by computing all cost 1 features used in R1 for the observation be-

ing examined. After that R1 is evaluated and a prediction pi is made. This 
computation continues for all rules, until a final prediction is made. 

In our experiments, the same data sets from the previous section were 
used for the evaluation. In summary, this approach can reduce the compu-
tational cost by as much as 80% without compromising predictive accu-
racy, where the cost for inspecting an observation is the total computa-
tional cost of all unique features used before a prediction is made. If 
multiple features of cost 100 are used, the cost is counted only once since 
they can all be calculated in a single iteration through the table of recent 
observations.
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3 Usability 

A number of possible definitions of usability are available in the literature, 
and the needs of usability have been compared and contrasted with broader 
data-related activities of providers and users of geoinformation. For exam-
ple, one official definition of usability is given by the ISO 9241-11 stan-
dard on Display Screen (VDU) Regulations, Use of Ergonomics for Pro-
curement and Design. In this definition, usability comprises " the extent to 
which a product can be used by specified users to achieve specified goals 
with effectiveness, efficiency, and satisfaction in a specified context of 
use, where: 

Effectiveness measures the accuracy and completeness with which users 
achieve specified goals; 
Efficiency measures the resources expended in relation to the accuracy 
and completeness with which users achieve goals; 
Satisfaction measures the freedom from discomfort, and positive atti-
tudes towards the use of the product." 
Usability elements outline the features and characteristics of the product 

that influence the learnability, effectiveness, efficiency and satisfaction 
with which users can achieve specified goals in a particular environment 
(Hunter et al. 2002). Therefore, the context of use of real-time KDD proc-
esses will determine the types of users, tasks, equipment, and the physical 
and social environments in which a product will be used.  

A data mining-based task is significantly more complex than a tradi-
tional GIS. The main cause for this is that data mining systems require 
large sets of data from which to train. The first step of a real-time KDD 
process will be about find out relevant data that can be mined for particular 
purposes. Environmental data sets are usually from different sources and 
they are collected for multi-purpose use, having different spatial and tem-
poral scales, accuracy, and map thematic classes. 
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n.f. not found               - not applicable 
1  There are four different levels: a) ‘Initial’ (not built an actual ‘internet’-clearinghouse); b) ‘Proto-

type’ (a built ‘Internet-application’, however not completely operational); c) ‘Developing’ (clear-
inghouse with only access to metadata files), d) ‘Mature’ (clearinghouse with access to the ‘real’ 
data).  

2 Number of data sets: based on the information given by the ‘webmaster’ of the clearinghouse or it 
has been counted. 

3 Number of visitors: based on the information given by the ‘webmaster’ of the clearinghouse or read 
from the ‘counter’ available at web page. 

Table 1. Overview of the National Clearinghouses for Geo-Information (17 
March 2000) (Crompvoets 2000) 

4 Conclusions

Having the right environmental data set is not sufficient for helping to 
frame and monitor policies required for improving the state of the envi-
ronment. Neither for responding to a variety of complex issues and their 
interrelations concerning the support for sustainable development and 

Country
name

Address Web-page Phase des-
cription1)

Year, first
Implementation
version

Number
of data
sets 2)

Number of
visitors per
month 3)

Standard Language
5)

Europe
Belgium http://www.vlm.be/OC/welcom

e1.htm (Flanders)
Prototype 1998 150 n.f. CEN TC/287 Dutch

(English)

Denmark http://www.daisi.dk/
http://www.geodata-info.dk/

Developing 1997 180    104 CEN TC/287 Danish/
English

Germany http://www.ddgi.de/
http://www.atkis.de/

Developing 1997 2 657 n.f. CEN TC/287 German/
English

Finland http://www.nls.fi/ptk/infrastruct
ure/index.html

Initial - - n.f. - Finnish

France http://www.cnig.fr/ Developing 1995 105  1 082 NF52000 French

Hungary http://www.fomi.hu/hunagi/ Initial - -    52 - English/
Hungarian

Ireland http://www.tcd.ie/Geography/G
IS/Geoid/

Developing 1999 237       152 other English

Italy http://195.110.158.111/index.ht
ml

Initial - - 492 - Italian/
English

Luxembourg http://www.etat.lu/ACT/acceuil
.html

Initial - - n.f. - French

The Nether-
lands

http://www.ncgi.nl/ Developing 1995 1 533 1 070 CEN
TC/287

Dutch

Austria http://www.ageo.at/ Initial - -   615 - German

Poland http://www.wloc.ids.pl/wodgik/
sieci/gispol/edzia_g.html

Initial - -      69 - English/
Polish

Portugal http://www.cnig.pt/ Developing/
Mature

1994 4 263 1 725 CEN TC/287 Portuguese
(English)

Russia http://www.fccland.ru/ Initial - -      249 - Russian/
English

Slovenia http://www.sigov.si:81/index-
1.html

Developing 1997 407   535 CEN TC/287 Slovenian

Spain http://mercator.org/aesig/ Initial - - n.f. - Spanish

Czech
Republic

http://labgis.natur.cuni.cz/cagi/ Prototype 1998 120 n.f. CEN TC/287 Czech

United
Kingdom

http://www.ngdf.org.uk/ Developing 1999 2 103   2 250 ISO TC/211 English

Iceland http://www.hi.is/pub/gis/ Initial - -   269 - English

Sweden http://www.uli.se/ Developing 1998 2 398   550 other Swedish

Switzerland http://www.sogi.ch/ Initial - - n.f. - French/Germ
an/English
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processes such as those related to global concerns, regional disparities, and 
local implications. We need to go beyond the delivery of data to the deliv-
ery of information and knowledge derived from these data. Therefore, data 
mining methods and tools are the fundamental importance for disaster 
management applications. Without a systematic effort to generate real-time 
data mining solutions, the environmental databases being created today 
will be greatly under-exploited, and our efforts to develop a data-
information-knowledge-decision strategy will be considerably diminished.  

In this paper, we have outlined the breadth of our research efforts to ad-
dress important and challenging issues of accuracy, efficiency, and usabil-
ity of real-time knowledge discovery processes. We have applied feature 
extraction and construction algorithms for environmental data (i.e., when 
both normal and anomaly data sets are given)  Further research work is 
needed to discuss approaches to reduce computational cost and improve 
the efficiency and usability of the real-time data mining techniques.  
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Abstract

In Russia, a Unified System of Emergency Response (RSER) one of the 
parts of which is Russia’s FAAE Branch System of Emergency Response 
has been created.  

To provide scientific and technical support for the tasks on evaluation of 
consequences for the environment and the population in case of crisis 
situation at NPP, in 1996 IBRAE RAS has established the Technical Sup-
port Centre (TSC) for the Crisis Centre (CC) of REA Concern. IBRAE 
RAS TSC is part of the system to render assistance to nuclear power plants 
in radiation hazardous situations.

Since 1999 a united Technical Crisis Center (TCC) has been operating 
at IBRAE RAS on a twenty-four hour basis to support the Situation Crisis 
Center of FAEA (former Minatom) and crisis centers of the Russian Min-
istry for Emergency Situations (EMERCOM) and Rosenergoatom Con-
cern.

In recent years TCC experts have worked through a number of requests 
related to real incidents at nuclear-hazardous facilities throughout the 
world. Within the scope of everyday activity, the check-up of TSC worka-
bility is under way through exercises and trainings.  
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The report represents the examples of practical approbation for the ac-
tivity of FAAE and CC of  REA Concern in their interaction with TSC 
during the exercises and actual incidents.  

1 IBRAE RAS’s Emergency Response Activities 

The issue of managing man-caused accidents or emergency situations is of 
equal importance to Russia and other industrial countries. To manage dif-
ferent-type emergencies in Russia, a unified Emergency Response System 
(RERS) has been established, the Agency-level Emergency Response Sys-
tem (AERS) of the Federal Agency for Atomic Energy (Rosatom) being 
one of its components. The AERS ensures efficient emergency response on 
federal, branch and facility levels. Since 1993, IBRAE RAS has become 
an active participant of various activities within the AERS framework, the 
attached-to-IBRAE Technical Crisis Center (TCC) [1] representing an im-
portant element of the emergency response system in case of emergencies 
at nuclear- and radiation-hazardous facilities. 

Estimates and forecasts of accident progression, effects on personnel, 
population and environment as well as elaboration of recommendations on 
anti-damage and protective measures are important components of the 
whole emergency response system. For this purpose the activities aimed at 
developing information-simulation and expert systems for decision-
making and scientific and technical support of measures on population and 
territory protection in case of radiation and/or chemical emergency have 
been rapidly developed at IBRAE. Such work is based on wide practical 
experience of leading IBRAE’s specialists in nuclear physics, physics of 
reactors, radiation safety, radiation protection and radioecology collected 
when assessing and eliminating emergency implications at the Chernobyl 
NPP (1986), Siberian Chemical Complex (1993), PA “Mayak” (1957), nu-
clear weapons testing grounds and nuclear submarine accident in Chazhma 
Bay Primorskiy Region (1985). 

To date the hardware, software and procedure complex developed at 
IBRAE comprises the following components: 
• Databases describing radiation-hazardous facilities and regions of their 

location including population, environmental components and infra-
structure;

• Databases on radiological scenarios of potential accidents; 
• Computer systems to simulate radionuclide spreading in the atmosphere; 
• Computer models for radionuclide migrations in soils and water sys-

tems; 
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• Computer models for radionuclide migrations via the chain: soil – plant 
– animal – human being; 

• Software to estimate internal and external exposure doses; and 
• Cartographic databank and Geographical Information System (GIS) for 

sites of radiation-hazardous facilities and regions of their location. 
The major part of the above computer models has been developed using 

GIS-technologies providing large opportunities for visualization and on-
line displaying of simulation results Fig.1. 

All computer systems and databases operate within a network. TCC is 
equipped with up-to-date communication facilities providing for rapid and 
effective interfaces with other participants of the emergency-response pro-
cedure including data acceptance and transfer and holding audio- and vid-
eoconferences. 

The main activity of IBRAE’s TCC consists in rapid response on inquir-
ies on estimating potential implications of incidents capable of producing 
radioactive contamination of the environment or/and exposure of popula-
tion. Every year TCC’s experts process about 30 inquiries coming from the 
Emercom’s Crisis Situation Management Center, Rosatom’s Situation & 
Crisis Center and Rosenergoatom Emergency Crisis Center, some exam-
ples being listed below: an estimate of potential consequences of destruc-
tion of radiation-hazardous facilities due to an earthquake in Turkey; esti-
mate of radionuclide release and population exposure doses caused by the 
accident at nuclear fuel fabrication plant in Tokaimura (Japan); a forecast 
of radiological implications of incident at ‘Volsung-3’ NPP (South Korea); 
a forecast of potential radiological consequences of destruction of some 
NPPs and research reactors during bombing in Yugoslavia, and so forth. 

High-level of IBRAE’s TCC expertise is maintained via participation of 
the TCC experts in a variety of trainings and exercises. Since 1996, over 
10 large-scale national and international exercises with TCC participation 
have been performed including those at Russian nuclear power plants 
(Smolensk NPP, Novovoronezh NPP, Kalinin NPP, Balakovo NPP, Kursk 
NPP and Bilibino NPP), 2 national-level exercises at Saclay Nuclear Re-
search Center (France) in 1996 and in 2000, international exercise at Ar-
menian NPP, and others. During those exercises TCC experts performed 
real-time estimates of the radiological situation on basis of incoming in 
formation and elaborated recommendations on protection of population 
and environment. 

When developing scenarios and performing exercises with IBRAE 
TCC’s participation, new approaches and up-to-date technologies are 
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Fig. 1. An example of a computer system for decision-making support 

widely used. For example, a new procedure of full-scale simulation of ra 
diological consequences of accidents has been recently developed using 
GIS-technologies.
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2 Programs of Full-scale Simulation of Accidents 

When running trainings and exercises focused on population and environ-
ment protection in a case of radiation accident, one faces a problem of con-
formity of the developed scenario of accident and its consequences to 
those of real accidents. An increasing-over-time information flow compris-
ing of different type of data represents a characteristic feature of expected 
real situations. Such information includes: the results of measurements in 
the environment and doses to population, source term estimate data, results 
of calculations using different models, characteristics of affected territo-
ries, population, agriculture, etc. Simulation of a variety of data by partici-
pants of trainings and exercises is of crucial importance for scientific sup-
port of the decision-making process. However in today’s real practice only 
a simplified approach is applicable in most cases providing for the use of a 
limited data amount under the relevant scenarios generated using a single 
deterministic model in order to avoid data contradictions. 

Under a full-scale simulation of the radiological consequences, integrity 
is assumed for methods and procedures on preparing for exercise partici-
pants all types of data on emergency consequences for environment and 
population, namely: dose rates, data of spectrometric and radiometric 
measurements of air, soil and surface water contamination, aero-gamma-
survey data, contamination of agricultural production, foodstuff, wild flora 
and fauna, data on doses dosimetric examination of population and per-
sonnel (radioactivity in the thyroid gland, whole body counting and indi-
vidual external exposure dosimetry). The following data are also prepared: 
information on the source term, characteristics of the affected territories, 
meteorological data and their forecasts, agriculture-related data and some 
economic characteristics of the region. It is only in such a way that one 
would be able to create as-real-as-possible conditions to analyze and esti-
mate radioactive contamination of the environment components and popu-
lation dose commitment with due regard for dynamic, spatial and individ-
ual variability, statistical peculiarities and possible protective measures. 

The procedure of full-scale imitation of the radiological consequences 
of accidents was realized in the form of computer systems tested during 
many trainings and exercises [2]. A tabletop exercise in Saint Petersburg 
(1993) was one of the first steps of using full-scale simulation technolo-
gies. It was for the first time that for the exercise purposes huge data arrays 
were prepared simulating the results of measurements in the environment 
and dosimetry examinations of population at the intermediate and remote 
phases of large-scale terrestrial contamination.  

The exercise’s participants were supplied with that information in the 
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form of “dynamic databases” in compliance with the developed sce-
nario: the experts directly used such data when preparing recommenda-
tions on population protection and territory remediation. Already the early 
exercise’s results confirmed efficiency of the used approach for trainings 
of experts. Further development of the procedure of measurement result 
simulation made it possible to create the “PARIS” Code designed to gen-
erate measurement databases; see Fig. 2. In the “PARIS” Code 8 types of 
spectrometric, radiometric and dosimetric measurements are modeled over 
any time interval after radioactive contamination of the territory depending 
on contamination level and countermeasures to be implemented [3]. 

Comparison of simulation results using contamination parameters simi-
lar to the Chernobyl-origin contamination in Bryansk region with the re-
sults of “practical” measurements showed their satisfactory agreement. 
That system was also used when preparing “Poliarnye Zori-95” exercise at 
Kola NPP. Integrated use of databases simulating real measurements, GISs 
and up-to-date information-visualization facilities made it possible to en-
hance considerably the interfaces between experts, decision-makers, 
pressmen and population. 

Fig. 2. Computer code to simulate consequences of radiation accidents 

The full-scale simulation procedure was developed further during prepa-
ration of French national exercise “Becquerel” (1996) [4]. It is under that 
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exercise that the “Envelope” computer code was tested for the first time; 
see Fig. 3. The “Envelope” Code installed at a laptop computer includes a 
GIS of the exercise area supplemented with pictures of individual areas, a 
database on equipment and radiation situation characteristics depending on 
time and location. The user may move over the region and query in real-
time conditions performing at any area measurements of: dose rate and ra-
dionuclide composition of air and soil contamination. The results of meas-
urements, depending on gage capabilities, time, area and local peculiarities 
of contamination, are displayed on monitor or are saved to an individual 
file. Thus it was for the first time that radiation survey teams faced a close-
to-reality situation during the exercise. Obtaining radiation situation-
related information in situ depended directly on on-line data analysis and 
rapidity of response of the involved services. The “Becquerel” exercise re-
sults have demonstrated that, even under a high level of communication-
facility development, the problem of opportune transfer and interpretation 
of radiation situation data still remains topical. 

Within the frames of “Aragats-99” exercise at Armenian NPP held by 
IAEA, in addition to the mobile radiation survey simulation system, the 
“ARMS-ARAGATS” system was developed to simulate readings of sen-
sors of a real Automated Radiation Control System (ARCS). The system 
emulates readings of 8 sensors in real-time conditions. 

During the exercise the system simulated ARCS sensor readings that 
provided a possibility for the experts to estimate changes in the radiation 
situation in real-time conditions and work through the processes of data 
transfer to decision-makers authorized to take protective measures. 

Thus full-scale simulation of radiological implications of radiation acci-
dents represents an indispensable element of trainings and exercises, the 
computer systems developed on this basis being an efficient tool to train 
specialists on radiation situation identification and estimation of emer-
gency implications. 
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Fig. 3. Training computer system for radiation survey teams 

3 Integration of Different Software Modules 

Developed at IBRAE, forecasting software complexes - simulating the ra-
diation situation at both the acute accident phase with radionuclide release 
to atmosphere and the late post-accident phase with migration of radionu-
clides via water, soil and food chains - operate on basis of a unified bank 
of digital maps (DMB). The DMB uses a specially developed classification 
of layers, objects and parameters. Information is stored within inner format 
of ‘MapInfo’ GIS, being also duplicated in ‘Mif-Mid’ open exchange text 
format of the system. 

Forecast results are issued in the form of various reports but also as in-
dividual cartographic layers in 'Mif-Mid’ exchange format of the ‘Map-
Info’ GIS. The latter allows visualizing forecast results on digital maps and 
transferring them from one forecasting system to the input of another sys-
tem. For example, forecast data for surface contamination obtained using 
‘Trace_Mi’ calculated module may be transferred to the input of ‘Kassan-
dra’ forecasting module dealing with radionuclide migrations via water 
media. An example of visualizing on digital map of forecast data on con-
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tamination of a lake system due to radioactive cloud deposition is demon-
strated in Fig.4.  

Using such data ‘Inter’ forecasting module allows predicting dose 
commitment and radiation risk for nearby population at late phases of a ra-
diation accident involving, for example, consumption of water and fish. 

Thus, though every of the software has been developed by different de-
signer teams, the use of integrated classifiers and data storage and ex-
change formats allows their easy integration into a unified software-
forecasting complex. 

The above approach has been fully implemented when developing soft-
ware of the mobile complex supporting work of radiation safety experts. 
Here under a single shell not only forecasting modules, but also measuring 
and information-reference modules have been integrated forming thereby a 
unified calculated-information medium for managing emergency implica-
tions. When developing multifunctional software complexes, such ap-
proach of using unified databases and databanks along with standard data 
presentation formats allows saving much time and money, avoid duplica-
tion and, ultimately, discrepancy between input data typical for the cases 
when every individual software module operates using its own database. 

Fig. 4. An example of displaying the results of simulation of a lake-system con-
tamination by 137Cs
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4 Conclusions 

Within the scope of everyday activity, the check-up of TSC workability is 
under way through exercises and trainings. The items of interaction with 
FAAE of Russia, REA Concern and Russia’s EMERCOM CDCS in case 
of emergency occurrence at NPP, research reactors and other ionizing ra-
diation sources are developed during trainings. 

The report represents the examples of practical approbation for the ac-
tivity of FAAE and CC of REA Concern in their interaction with TSC dur-
ing the exercises and actual incidents. Apart from the work in stationary 
conditions, the modes to support the FAAE operative group being at the 
place of exercises have been developed, including those to transfer the data 
via different communication links in field environment. 
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Abstract

The Centre for Remote Sensing and Geographic Information Services 
(CERSGIS), a self-supporting, no-profit organization within the University 
of Ghana is an implementing agency an European Union supported project 
for “Establishing Mapping and Monitoring System for Development Ac-
tivities in Ghana (EMMSDAG)”. The current EDF-funding cycle of three 
years covers  the “Rural Phase” of the EMMSDAG”. The goal of the Rural 
Phase of the EMMSDAG is an on-line multi-functional/multi-application 
ArcGIS-driven government-owned data sets on social infrastructure facili-
ties for rural community development projects and impact monitoring and 
evaluation. Five frontline government institutions are the primary stake-
holders of the EMMSDAG – Ministries of Finance and Economic Plan-
ning, Local Government and Rural Development, Project Monitoring and 
Evaluation Unit of the Office of the President, National Development 
Planning Commission and House of Parliament. These are to be connected 
on-line through wide area network for direct use of the data resources of 
the EMMSDAG Laboratory at the CERSGIS.  

The project should facilitate widespread use (by government and non-
governmental organizations, donors, investors and the private sector in 
general) of the GIS-driven socio-economic databases to be sustainably 
maintained by CERSGIS.

It will be the primary task of CERSGIS to assist potential and real users 
in defining profitable/practical uses of the data for problem-searching/de-
fining and problem-solving. The National Disaster Management Organiza-
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tion (NADMO) will be one of the expected users of the EMMSDAG’s 
data resources.  

1 Potential and Real Disasters in Ghana 

Seismic-Based Disaster 

Historical records of earth tremors in Ghana indicate that the national capi-
tal (Accra) in particular and the country in general are vulnerable to earth-
quakes. The epicenter of the tremors experienced so far is in the Atlantic 
Ocean. Intensities of the tremors have however not reached catastrophic 
level, but the recent Indian Ocean experience has awakened the country as 
a whole to a potential seismic-based disaster. There is an on-going TV-
program (Build it Right) which is awakening the public to the need to an-
ticipate seismic-based disaster and to prepare for it henceforth.  

Urban Flash Floods 

The greater part of the Ghanaian urban landscape is of informal housing 
development. About tow-thirds of the city of Accra is of informal devel-
opment. The worse part is the slum landscape. Flash floods are serious in 
the lowland built-up areas, and have become a rainy season dilemma to 
National Disaster Management Organization (NADMO).

Fires (Bush and Domestic/Indudtrial) 

Domestic and industrial (including market) fires are becoming frequent. 
Loss of properties is heavy. It is mostly associated with markets, slum and 
near-slum housing areas. The Fire Service usually arrives late either be-
cause of inaccessibility or late communication. In several cases water for 
quenching the fire will be in short supply.  

Though bushfires are dry-season occurrences mostly in the savanna, the 
forest zone is not spared in places where grass and other herbaceous fire-
prone vegetation occur. The victims to bush fires include small farming 
settlements, wildlife parks and commercial farms. The introduction of for-
estation with single specie fire-prone plants has brought with it fire-caused 
disasters. The teak plantations particularly are serious victims to the dry 
season bush fires 
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Deforestation

This disaster falls into two types – biodiversity depletion and stream 
drought. The Forest and Savanna Ecosystems are under severe threat from 
deforestation. Depletion of the fresh waters of Ghana is now a recognized 
disaster associated with deforestation.   
   Among the causes of deforestation surface mining is very serious, and its 
disastrous side is the geographic spread of the small scale concessions 
throughout the country associated largely with watershed areas of the 
country’s fresh-water streams. The most fragile yet precious watersheds 
plant and animal communities are coming under threat. A countrywide 
degradation lies in waiting as mining concessions are being issued to in-
vestors under the country’s poverty reduction program.  

There attention directed to large-scale commercial farming for export 
diversification is another disaster trigger development activity. The flip 
side of this sub-sector development of the country’s agriculture is where 
soil loss will accelerate in the uplands with the corresponding sedimenta-
tion of the water bodies. The Volta Lake, which generates about four-fifth 
of the country’s electricity power is loosing its storage capacity to siltation, 
which is basically being caused by the bush fires and large-scale semi-
mechanized agriculture. The country now suffers from dry-season hydro-
power generation capacity reduction.  

Epidemiological Risks 

Malaria, other widespread insect-borne and water-borne diseases are the 
main cause of the high mortality rates, but the HIV/AIDS, Bruli Ulcer are 
adding to the disastrous situation in the Health Sector. In some localities 
water blindness and guinea worm have reduced the labor force to near-zero 
agricultural productivity.  

Potable Water Shortages  

Potable water shortage in towns is becoming chronic and overshadows 
even more chronic dry-season rural water shortages. The disaster associ-
ated with this have different dimensions. Some large boarding schools of 
educational towns (Cape Coast in particular) are compelled by the water 
shortages to close down until storage dams return enough water from the 
early rains. Substantial part of the low-income urban household budget can 
go into water buying from tankers, which themselves are not free from 
contamination during the delivery process. The health risk side is the 
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prevalence of cholera, etc. the high medical bills of which exert very heavy 
burden on the national budget. 

Rural water shortage is a disaster in many ways including which are ma-
ternal and child health problems and low productivity of the women. It en-
trenches the poverty cycle.  

Food Security / Food Safety

Thanks to CNN and other global information media to the stereotypic pic-
tures on the TV-screen of hunger-associated sub-Saharan Africa. The 
situation is very real in communities even few kilometers from the African 
cities and within the cities. Far away from the cities in the most deprived 
communities seasonal food shortages may occur, associated with crop fail-
ure through drought, fire, floods. In Ghana this type of disaster may be lo-
calized because there will be at the same time some food-surplus localities 
because of favorable conditions. Intra- and inter-country food availability 
disparities occur and are even more real in the conflict countries.   

Food safety is another area of potential economic as well as health dis-
aster. The producing and exporting country can suffer economic losses if 
safety measures are compromised. The health hazard from fruit and vege-
table contamination can be catastrophic. To safeguard such possible occur-
rences there is now a paradigm for fruit and vegetable products safety 
regulations under which product origin and route traceability is becoming 
a subculture in international trade. 

Oil and Gas Spillage 

Ghana is not an oil and gas producing country yet even though sub-marine 
prospecting is seriously going on within its Atlantic front and part of the 
Volta and Tano River Basins. Of recent development however is the West 
African Gas Pipe Line from Nigeria across the eastern coastline of Ghana, 
which has in-shore wetlands including Ramsar sites of international impor-
tance. There must be anticipatory measures to cope with any possible 
spillage, when it occurs.

Transportation (Road and Volta Lake) Accidents 

Ghana is rated as one of the highest road accident countries; currently 
there is an initiative for the development of Road Accident Information 
System by the Ministry of Road and Transport with the Police and Fire 
Services as stakeholders.  
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Volta Lake transport is very important for the lake-shoreline communi-
ties, yet periodic accident occurs with several casualties.  

Political Refugees 

Refugee is becoming a menace in the sub-region for several reasons in-
cluding social and environmental problems associated with cultural prac-
tices of the affected population. Ghana has been centripetal to refugee 
movement from Liberia and Côte d’Ivoire and Togo. The host localities 
that embrace the refugee settlements have mixed stories to tell. Of particu-
lar concern as a potential disaster, but not yet researched into, is the possi-
bilities for cross-border small arms transfer into the host countries.  

Plastic Waste Disposal 

This plastic technology has come with it widespread, difficult-to-control 
garbage management which is a real threat to health and environment as a 
whole. The “take-away” sub-culture and shopping into polythene bags are 
today’s major environmental enemy. The numerous plastic waste dumps 
appearing in the urban and rural landscapes are serious danger to urban 
drains and the fresh water wetlands. Among the causes of urban flash 
floods is the choking of the drainage channels by plastic garbage.  

2 Information for Disaster Management 

The Information and Communication Technology Resources 

The Information and Communication Technology can be utilized as part of 
the disaster management kits. In nearly all the cases the following are to 
recognized as part of the information management outfits:  

Media facility – FM-Radio, Television 
Global Positioning System for point and line measure of the sources and 
coverage of the  events and mapping for monitoring and interventions.  
Mobile phones which can allow rural communities otherwise inaccessi-
ble to reach the outside world within and outside the borders of the 
country 
Web-based map management for informing world-wide the event occur-
rence and progress. 
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Spatial data infrastructure which supports dissemination of adequately 
geo-referenced information for pre-event, during- event and post event 
management.
All these help in information management of the most important ques-

tion concerning who and where are affected by the event? But long term 
disaster management planning will require demographic, housing and in-
frastructure maps in relation to the risk zones.  

Ghana’s telecommunication space is fairly adequately resourced by the 
private sector space phone operators. Most parts of Ghana are now being 
served with mobile telephones. This has facilitated communication of 
events to nearby FM-Radio stations spread throughout the country. What 
exists at the moment needs improvement but it has facilitated timely inter-
vention of some flood, fire and motor accident cases.  

Evidence of Use of Spatial Information

Over the past three to four years CERSGIS has been responding to re-
quests from government and governmental organizations, the public sector 
in general, some maps and associated databases which give indication of 
the public awareness about the need to build up some databases for the 
management of natural and human disasters. Among the various demand 
for maps the following are significant: 

Spacefone Ltd: Countrywide Mobile phone Service Development maps 
at district level for the ten administrative regions 
Ministry of Local Government: Accra Hydrological basins map for 
flood control planning. 
EU/ACP Pesticide Initiative Project: Traceability Information System 
for Pineapple Export to the EU market 
IITA-STCP: Kokoo Kuapa Union Members’ cocoa crop production in-
formation system for ethical and environmental conditions consideration 
under the Fair Trade 
UN-HABITAT- Water Resources Commission: Sustainable water sup-
ply to Accra from the Weija Lake of the Densu Basin – GIS capacity 
building for multiple uses and protection of the Lake and the Densu 
River system. 
Water Resources Commission: Coastal wetlands/Ramsar sites degrada-
tion monitoring GIS. 
Ministry of Science and Environment: Space image-based maps for 
Weija Lake shoreline vegetative buffer planning to stem the pollution of 
the storage dam. 
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Highway GIS-driven base map for accident information system devel-
opment. 
Noguchi Memorial Medical Research Institute: Malaria Surveillance 
system – Development of the map system; GIS-Capacity building for 
Parasitic disease control management. 
Volta River Authority/Department of Fisheries: Volta Lake Fisheries 
communities monitoring of bad fishing practices; Lake transport acci-
dent reduction planning. 
IUCN-World Wildlife Conservation: National Parks database for biodi-
versity conservation of Kyabobo Park. 
UNESCO/Government of Netherlands: Mole National Park conserva-
tion planning database. 
The Ghana Aids Commission: Demographic Map system for monitoring 
HIV/AIDS in selected townships. 

3 The EMMSDAG Structure 

The Framework 

The structure of the project for “Establishing Mapping and Monitoring 
System for Development Activities in Ghana (EMMSDAG),” is schema-
tized in the diagram at the next page. It has been explained already that it 
is currently the “Rural Phase,” with the map compilation scale at 1:50 000, 
and on the projection of the 1;50 000 Topographic Map series of the Sur-
vey Department of Ghana.    

Progress with the Present Phase of EMMSDAG 

The Project commenced officially in May 2004 with the digital conversion 
of the Ghana Statistical Service (GSS) Population and Housing Census 
Enumeration Area Map (EAM) of the 2000 Census. The conversion will 
be completed in April. Parallel to the map conversion is the activity for the 
conversion of Census Locality data in ACCESS to be linked to the map.  
The district assemblies are involved in defining the administrative bounda-
ries with the collaboration of CERSGIS. Space image maps are being used 
as part of the materials for the assembly-consulted jurisdictional boundary 
mapping. The output is a geocoded settlement map showing the adminis-
trative and electoral boundaries of the district assemblies. 
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Fig. 1. CERSGIS conceptual framework for the EMMSDAG operations
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All the other data sets will be linked to this settlement base map. The 
present phase is at a compilation scale of 1/50 000. It is taken as the Rural 
Phase.

Add-on for Disaster Management in the Urban Sphere 

Talking about disaster the major population centers are of major concern 
because of numbers. The Urban Phase of the EMMSDAG will be suitable 
for urban disaster management information system development. The map 
compilation will be at township scale at 1: 2,500. The same range of data 
sets being developed for the present EMMSDAG will needed for the Ur-
ban Phase. The Local Government administrative structure map system 
will have to be compiled, which implies that the Metropolitan and Munici-
pal structure will be recognized. Demographic map system based on the 
Census Locality data will be developed as a primary data layer for spatial 
analysis at the neighborhood level (street level, area committee/electoral 
area level, town council/area council level and sub-metro/munici-
pal/district assembly level).  

On-line Data Availability 

The envisaged on-line accessibility of the EMMSDAG database will pose 
data management challenges to the CERSGIS. It requires a team of highly 
skilled spatial information management technicians and professionals for 
the database management, network management, system designing for 
specific problem solution, demand-driven map conceptualization and pro-
duction, web-based map posting for mass education, etc. 

There is no doubt that CERSGIS has daunting task ahead, which it is 
developing itself for. Its independence and self-supporting status allows it 
to collaborate/partner for knowledge and skill sharing, and this will give it 
the opportunity to experiment too with methodologies and techniques as 
and when positive partnership will allow.  

7 The EMMSDAG Infrastructure

The information flow from the EMMSDAG system at CERSGIS offices in 
Legon, and the clients analyzing the data at the focal institutions. 
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Fig. 2. Data Exchange Traffic 

8 Conclusion 

The EMMSDAG initiative will solve part of the data shortage problem and 
make the core spatial data sets in the database available for widespread use 
by the public including the stakeholders/institutions of the National Disas-
ter Management Organization. However, it is the rural phase of 
EMMSDAG which is currently being put in place. The urban phase is still 
waiting for funding.  

The media situation in the country is very active. Countrywide mobile 
phone service is available. Internet services are available also. But there 
must be good and reliable geographic database especially on population 
distribution to which all the disaster types and scenarios can be analyzed. 
The EMMSDAG is likely to assist other mapping initiatives to reduce the 
current data shortage disaster. At that stage all the resources of the infor-
mation and communication technology now available will be adequate for 
building disaster anticipation information system in Ghana.  
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Abstract

In the Sahel region the unfavourable climatic conditions and the natural re-
sources degradation are recognised to be the main constraints affecting the 
agricultural productivity; nevertheless more complex and less evident 
causes of food insecurity of population groups need to be investigated. 

The analysis of biophysics and socio-economic dynamics acting in dis-
advantage areas is considered a basic element to put in action effective 
programs for the prevention and management of food crisis. The availabil-
ity of effective and timely information during the development of agricul-
tural season is strategic for the evaluation of famine warning level: it con-
stitutes a support to the planning activity of decision makers. 

In this context a schedule for food crisis prediction has been designed as 
an operational framework enabling to integrate different tools to produce 
appropriate information to define and monitoring the risk zones during the 
whole agro-pastoral season. The spatial extension and the importance of 
the population touched can be timely estimated in order to define the ac-
tion plans to minimize the crisis damage. 

An analysis module, a plugin of the free Geographic Information Sys-
tem VisualCarte, has been developed aiming at increasing the Sahelian Na-
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tional Services’ responsibility in emergencies management and at encour-
aging their involvement in the long-term resources planning for crisis pre-
vention.  The plugin PRVS (Structural Vulnerability Mapping Procedures) 
enables the elaboration of thematic maps through indicators of vulnerabil-
ity and the creation of scenarios about the current vulnerability. 

A structural frame of reference for the identification of vulnerable zones 
and populations at regional and national level is made available: homoge-
neous areas and administrative units are classified according to theirs pro-
ductive capacity related to the economic structure of productive system. As 
consequence the monitoring of negative events can include their evaluation 
according to the incidence in the context of structural vulnerability.  

The plugin PRVS can process different data type. The use of real or es-
timated data allows to assess the impact of unfavourable conditions on the 
primary productivity during the rain fed season. The estimation of the ca-
pability of the primary sector to sustain a given population leads to the 
identification of self-sufficient, surplus or deficit areas. 

By means of integrated analyses tools and seasonal forecast, the early 
assessment of current vulnerability may occur. The continuous availability 
of reliable information for the mapping of vulnerability satisfy the needs of 
the various institutions involved in crisis prevention and natural resource 
management.

The work described in this paper has been conducted by Ibimet - CNR 
in collaboration with Agrhymet Regional Center within the SVS (Suivi de 
la Vulnérabilité au Sahel) project funded by Italian Cooperation.  

The program’s objective is the strengthening of regional and national 
capacities of CILSS countries (Permanent Interstate Committee for 
Drought Control in the Sahel) in the crisis prevention and in the poverty 
reduction. Methodologies for vulnerability analyses have been pointed out  
to support different users with appropriate information. Furthermore envi-
ronmental monitoring for the assessment of zoning associated with climate 
change is also included in the objective of the program.  

1 Introduction 

The collaboration between Ibimet – CNR (Institute of Biometeorology of 
the National Research Council - Italy) and the ARC (Agrhymet Regional 
Center - Niger) started ten years ago pursuing the development of an Early 
Warning System for the identification of zones under food risk. 
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This partnership was born to meet the needs of the various institutions 
concerned with crisis prevention and natural resources management in nine 
CILSS (Permanent Interstate Committee for Drought Control in the Sahel) 
countries of the Sahelian Region.  

During this period a three years project, called SVS (Vulnerability 
Monitoring in the Sahel) funded by Italian Cooperation, has been designed 
in order to consolidate the experiences acquired by the former project 
AP3A (Early Warning and Agricultural Productions Forecast Project). 

The SVS project aims at supplying Institutions operating in the domain 
of food security with updated information, as well as providing them with 
instruments allowing them to increase their capacities in the analysis proc-
ess of food vulnerability. 

The activities that were carried out led to the dissemination of a set of 
tools and information to be integrated with the different methodologies 
utilized in single country’s policy formulation. 

The main end users are the Technical National Services and new prod-
ucts and methodologies have been designed to improve their skills in the 
production of information for decision makers and in order to increase 
their responsibilities in defining and operating food security programmes.  

A set of tools for the monitoring of the agro-pastoral season has been set 
up together with procedures for the structural vulnerability representation. 
These tools can be combined in a food vulnerability analysis, so called 
schedule for food crisis prediction: a process in which high importance is 
given to the sequence through which each tool is coherently used in the 
crisis monitoring according to the scale analysis (national, regional or lo-
cal).

In the context of food security, the schedule for food crisis prediction 
finds a new operational framework: the phase foreseeing its transfer to the 
National services guarantees its sustainability. Moreover it finds a possibil-
ity of combinations with other methodologies actually adopted at national 
and regional level.   

Considering the difference of needs of each country, it is necessary to 
run a process of validation: a first testing occurred in Niger, Burkina Faso 
and Mali during the 2004 season in order to define its constrains or to sug-
gest possible improvements.  The validation implies a cross check of sce-
narios produced by the analysis with the data collected by National Early 
Warning Services. 
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2 Methods 

Following the numerous food crises that occurred from the seventies and 
the famine which took place in 1973 and 1984, food security became a 
main topic in Sahelian Africa. 

In the region the unfavorable climatic conditions and the natural re-
sources degradation are recognized to be the main constraints affecting the 
agricultural productivity; nevertheless more complex and less evident 
causes of food insecurity of population groups need to be investigated.  

The analysis of biophysics and socio-economic dynamics acting in 
study areas is considered a basic element for the prediction of food crisis.  

In this context the software Visualcarte was implemented for the dis-
playing of thematic cartography and also for the management and the 
analysis of georeferenced data. The main goal Main of the tool is to pro-
vide policy-makers with useful information for timely emergency interven-
tions and long-time development plans. 

The software Visualcarte has been implemented through the design of 
PRVS (Procedures for the Representation of Structural Vulnerability), a 
plug-in to analyze and to elaborate the main issues of food structural vul-
nerability. Its functions also allow to generate and compare different cur-
rent scenarios according to variations concerning the food availability and 
accessibility. 

2.1 The Study Area 

The study area includes the following countries of the Sahelian region be-
longing to CILSS committee: Mauritania, Senegal, the Gambia, Guinea 
Bissau, Mali, Burkina Faso, Niger and Chad. Geographically they are lo-
cated between 28° and 4° North latitude and -20° and 25° East longitude. 

One of the main characteristics of the region is the strong discrepancy 
between the population growing rate and the natural resources that brings 
about a high pressure on the environment with heavy and fast land degra-
dation. The agricultural production is mainly consists of cereals (sorghum 
and millet) used for household’ feeding purpose. Cash crops are diffuse in 
areas characterized by high water availability due to the favourable rainfall 
regime or to the presence of great rivers (Senegal, Niger). 
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2.2 The Indicators 

The analysis that aims at the identification of vulnerable zones is organized 
in two complementary phases. 

The structural evaluation aims at defining a frame of reference through 
statistical analysis over a defined period of observation (in this study 1985-
2002). The current study considers the progressive development of a phe-
nomenon, in other words its time dimension. The significance of the cur-
rent analysis depends on the structural frame of reference. 

According to the convergence of evidences principle, meaningful analy-
sis about the food vulnerability can be processed by identification of dif-
ferent factors as signals of food risk. The combination of these parameters 
can give a more accurate description of the context of food insecurity af-
fecting areas and population. 

In order to identify and characterize the determining factors involved in 
the manifestation of crisis, many indicators have been chosen for the defi-
nition of the Sahelian structural frame. Homogeneous areas have been i-
dentified according to the productive system and the coping strategies 
adopted by the local populations. In the proposed approach this aspects are 
considered fundamental for the evaluation of the regional capability to face 
food crisis. 

The knowledge of main phenomena acting on a land system allows the 
investigation of the effects of negative events on the food self sufficiency 
of the population. 

The description of main indicators applied in the structural study is re-
ported.

The productive system identifies the kind of agriculture or pastoral ex-
ploitation of the land. This indicator points out the productive constraints 
due to the limited natural resources or productive factors. 

The cereals balance quantifies the capacity of the productive system to 
sustain the population living in a given area. The productions of cereals, 
cash crops and livestock are converted on the basis of their exchange pos-
sibility with a reference cereal at market prices. The food needs are esti-
mated according to the rural population and to the national official con-
sumption rates. The difference between the exchange value of the whole 
food production and the cereals demand allows the classification of surplus 
or deficit administrative units. The index representing the percentage value 
of food satisfaction is defined Virtual Ratio of Cereals Needs Coverage 
(VRCN).

The agriculture pressure is the indicator that compares the agriculture 
sustainability with the exploitation induced by farmers’ activities. The 
productive attitude is based on climatic and pedologic factors determining 
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respectively the rain fed crops’ cycles and the productive capability of the 
soil. The land’s exploitation is evaluated according to the degree of occu-
pation of soils unapt to agriculture practices.  The location of villages, as 
well as theirs demographic distribution, allows the estimation of the area 
needed for rural activity: the comparison between the effective cultivated 
area and the cultivable area is carried out for the indicator assessment. The 
agriculture dynamics represent the trend of crop yield related to the evolu-
tion of cropped areas. Together with the agriculture pressure, this indicator 
can characterize the vulnerability dynamics: they give a description of the 
nature and intensity of the exploitation of natural resources. 

2.3 Data Processing Project 

Within the project activities of AP3A a system for the management of 
thematic maps was designed. It was funded by the Italian Cooperation. 
Main objective of the software Visualcarte was the dissemination of statis-
tical and geographic data contained in the databases SAT (Structural 
Analysis System) and SAC (Current Analysis System). 

To complete its functions the software Visualcarte was extended with a 
new plug-in. PRVS is a tool developed in the Visual Basic® environment 
with the use of the ActiveX library MapObjects2© (ESRI). The new plug-
in displays the maps of all vulnerability indicators, that define the struc-
tural context of the Sahelian regions. Moreover it allows to process the 
current analysis for the VRCN indicator. 

Once installed the PRVS plug-in gives access to the thematic maps of 
structural analysis and for all this data it allows different choices: the dis-
play, reclassification and querying. It is also possible to create new indica-
tors on a geographic basis. Regarding the current analysis, two kinds of 
vulnerability representations are available. 

The Scenarios making tool allows the computation of VRCN indicator 
at administrative level. The use of demographic data and the population 
growth rates enables the predictions for upcoming years. With this analysis 
it is possible to perform simulations of geographical areas that will be vul-
nerable and make assumptions on main vulnerability causes.

The Sensitivity analysis aims at calculating the VRCN resulting from the 
variation of one or more parameters in term of availability and access to 
food in relation to the structural characteristics of administrative units.   
Based on actual or assumed changes in production and prices of cereals, 
cash crops and livestock, the analysis enables to determine the primary 
production sector that will impact most on the food balance.  It allows 
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identification of vulnerable areas according to variations of food accessi-
bility for all the administrative units of a chosen country. 

The first analysis produces data concerning the capability of each ad-
ministrative unit to sustain the resident population: in other words it de-
scribes the effects of the manifestation of a risk on the food security level 
of each unit. The second analysis may highlight for each unit the most im-
portant risk factor between relative variations of productive potential of 
crops or livestock and variations of agricultural and livestock prices.

The analysis procedures are designed to guide the users through the dif-
ferent steps for the choice of the required parameters. The designed wizard 
allows the insertion of statistical, demographic and economic data. If up-
date data are not inserted, the analysis process will run with values referred 
to the historical dataset produced by the National Services. 

Below, the kinds of interface representing the final request of the two 
tools are described. 

In the Scenarios making interface only data concerning the simulation 
year can be updated: the system supplies two options for compiling data. 
In fact the scenario making command provides tradable production values 
for average, below average or above average production conditions (aver-
age values and 25 or 75 percentile). Prices (expressed in the most spread 
money: FCFA) and productions values can be further decreased utilising 
the reduction factors usually applied for the computation of production 
costs and of losses production (determined for example by pests). In the 
computation the animal husbandry are considered according to the live-
stock exploitation rate.  

In the Sensitivity analysis tool, the interface gives the possibility to in-
sert the percentage values representing the variation of production or the 
price that user wants apply to the VRCN estimation. 

The final products of the described analysis are tabular and graphic out-
puts in which the computed VRCN is expressed in a desegregated way for 
each kind of agricultural production. In order to facilitate the comparison 
with the frame of reference, the system also reports the values concerning 
the structural VRCN.

When performing the Scenarios making process, the updated VRCN 
values and the structural VRCN are reported for the administrative units 
chosen through the wizard. The Sensitivity analysis shows the result for all 
the administrative units of the chosen country: moreover it reports the dif-
ferences of applied variations relative to the structural VRCN. 

For both the analysis the system allows the saving of processed results 
by creating a theme in *.shp format. In this way the user is able to geo-
graphically display the vulnerability assessment. 
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Therefore the current analysis can be represented by maps that can eas-
ily highlight dynamics of vulnerability. These maps constitute an impor-
tant tool for the different actors involved in the decision-making process.

3 Conclusions 

The aim of the schedule for food crisis prediction is the enhancement of in-
formation contained in the databases produced by the Statistic National 
services and the strengthening of the National Service’s capacities to  pro-
duce information useful in the interventions aimed at the food security. 
The importance of this methodology is function of its potential use within 
planning strategies and analysis at national and sub-national level. 

In the schedule, PRVS plug-in constitutes a fundamental tool: it enables 
the evaluation of impacts determined on the productive systems by nega-
tive events through an analysis summarizing the results obtained during 
the entire schedule process.   

The schedule for food crisis prediction found a real application in the 
National Services’ activities during the 2004. In Mali, Niger and Burkina 
Faso PRVS was run in order to supply information to be checked with 
usual monitoring methodologies. The vulnerable areas that were deter-
mined by this process were confirmed to be the same geographic entities 
estimated sensible to food crisis by the National Early Warning Systems. 

Considering that first data about the yield estimation are usually proc-
essed at the end of September and according to the prices dynamics 
evaluation, PRVS can supply current vulnerability analysis starting this 
month. 

The free distribution of the PRVS tool via CD-Rom to the interested 
Technical Services makes it an instrument of easy and spread diffusion and 
utilization.

Since it was designed for a large number of users, its has a multilingual 
user interface in order to guarantee its dissemination in different countries. 

The distribution of the PRVS plug-in implies a technical support in all 
the steps, methodologies and tools foreseen by the schedule for food crisis 
prediction, guaranteeing its operational use.

References

AP3A (Project) (2000) Cadre de Référence Préliminaire de la Vulnérabilité Struc-
turelle dans les Zones Agricoles du Burkina Faso, Mali, Niger et Sénégal, 
AGRHYMET-OMM-Coopération Italienne, mars 2000 



Vulnerability Assessment for Food Crisis Management      827 

AP3A (Project) (2000) Potentialité Agricole en fonction des sols et de la climato-
logie – Résultats des analyses au Burkina Faso, Mali, Niger et Sénégal,  
AGRHYMET-OMM-Coopération Italienne, mars 2000 

AP3A (Project) (2000) Approche méthodologique pour l’intégration de l’élevage 
dans la caractérisation des zones d’insécurité alimentaire structurelle au Bur-
kina Faso, Mali, Niger et Sénégal, AGRHYMET-OMM-Coopération Ita-
lienne, juin 2000 

AP3A (Project) (2001) Le contexte de la Vulnérabilité Structurelle par Système de 
Production dans les pays du CILLS, AGRHYMET-OMM-Coopération Ita-
lienne, novembre 2001 

Bacci L, Maracchi G, Senni B (1992) Les stratégies agro-météorologiques pour 
les pays Sahéliens, IATA-CeSIA, juillet 1992 

Chambers R (1989) Editorial Introduction: Vulnerability, Copying and Policy, 
IDS Bulletin, no 2, vol. 20 University of Sussex, Brighton 

Di Vecchia A, Vignaroli P, Djaby B (2002) Les crises alimentaires et les systèmes 
de prévision au Sahel, Actes de la Réunion annuelle du Réseau de Prévention 
des Crises Alimentaire au Sahel, Bruxelles décembre 2002 



Using Remote Sensing Data for Earthquake 
Damage Assessment in Afghanistan: The Role of 
the International Charter 

Joseph Maada Korsu Kandeh1, Abdul Wali Ahadi1 and Lalit Kumar2

1 UNDP AIMS, P.O. Box 5, Foreign Ministry Rd., Kabul, Afghanistan. 
 Email: joseph.kandeh@undp.org   
2 Department of Ecosystem Management, School of Environmental Sci-

ences and Natural Resources Management, University of New England, 
Armidale NSW 2351 Australia. 

 Email: lkumar@une.edu.au 

ABSTRACT 

Afghanistan is located in a zone of high-seismic activity. Given the rugged 
and mountainous nature of the country and the location of villages, towns 
and cities, there is propensity for widespread death and destruction due to 
landslides whenever an earthquake occurs.   

Use of satellite imagery by humanitarian agencies in Afghanistan in 
preparation for and response to natural and man-made disasters has been 
very limited, mostly to International organizations such as the United Na-
tions.  Earth Observation Satellites (EOS) due to their vantage position 
have demonstrated their ability to rapidly provide vital information and 
services in a disaster situation.  EOS has been used in emergency situations 
where the ground resources are often lacking. 

The perception amongst humanitarian agencies and civil protection au-
thorities in most developing countries is that the cost of satellite imagery is 
not cheap.  With limited budgets available for purchasing satellite data, 
they tend to opt for less expensive solutions such as interagency survey 
teams to assess damages.  The rugged and mountainous nature of Afghani-
stan and the lack of roads in most parts of the country, survey teams are 
most often hampered, leading to delays in delivery of information from the 
field to the decision makers. 

Recent earthquake in the Hindu Kush of the country in April 2004 wit-
nessed the triggering of the International Charter for free delivery of satel-
lite imagery.  
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Image analysis and interpretation of both pre and crisis data did not 
show observable features of damages.  The damage assessment maps were 
used by the humanitarian community for decision-making. 

Availability and access to space technology in addressing natural disas-
ters have been the main obstacles facing developing countries particularly 
those poor countries without their own space programs.  This problem has 
been solved through the introduction of The International Charter for ma-
jor disasters.  However, knowledge about the Charter is not common 
knowledge in most developing countries; Disaster Management Authori-
ties, the Academic Institutions, humanitarian agencies and the affected 
communities have very little idea about the availability and access to free 
satellite imagery.   There is need for a massive awareness campaign to 
educate decision makers about the International Charter and the potentials 
of using space technology in addressing problems relating to disaster man-
agement and the environment.  The skills to process satellite imagery and 
integrate it with other GIS layers are lacking in most developing countries; 
there is need to embark on a massive capacity building exercise to ensure 
optimization of the benefits of the technology.  The Charter needs to find 
innovative ways of quickly sending value added information products to 
disaster management authorities instead of relying on in-country skills in 
image processing. 

This paper elaborates on the experiences gained working with images 
received from the International Charter, and the immense pressures from 
the humanitarian community for rapid delivery of information.  

1 Introduction 

Natural disasters are extreme events within the earth's system that result in 
death or injury to humans, and damage or loss of valuable goods, such as 
buildings, communication systems, agricultural land, forest, natural envi-
ronment etc (Van Westen, 2002).  Alexander (1993) distinguished between 
a disaster from a hazard when the disaster occurs in a populated area, and 
brings damage, loss or destruction to the socio-economic system. 

Afghanistan is located in a zone of high-seismic activity. Given the rug-
ged and mountainous nature of the country and the location of villages, 
towns and cities, there is always a high propensity for widespread death 
and destruction whenever an earthquake, landslide, mudslide, avalanche, 
or flooding occurs.   

According to the EM-DAT International Disaster Database 
(http://www.cred.be/), about 1,919 people have been killed, and a total of 
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76,550 made homeless due to yearly flooding since 1972.  Landslides and 
avalanches have also made their mark on the lives and properties of Af-
ghans; 1,373 people have been affected with 799 killed.   The Red Cross 
estimates that since the early 1980s, natural disasters in Afghanistan have 
killed an estimated 19,000 people and displaced 7.5 million people 
(IFRC/RC, 2002).

Decades of War and civil conflict, as well as environmental degradation, 
have all contributed to increasing vulnerability of the Afghan people to 
natural disasters.    Several assessments by the humanitarian agencies in 
Afghanistan have revealed significant shortcomings in the areas of water, 
sanitation, health, security and natural resource management. 

Furthermore, the high level of poverty, lack of livelihood and income 
generating opportunities, chronic health problems, and poor state of the in-
frastructure all add to the burden of natural disasters on the people of Af-
ghanistan.  The Government of Afghanistan is so weak it relies heavily on 
the humanitarian community particularly the UN in responding and man-
aging major natural disasters.  There is lack of coordination amongst gov-
ernment departments, and clear-cut strategy for disaster management in the 
country. 

The success of disaster management depends largely on availability, 
dissemination, and effective use of information for decision-making.  The 
information needs will vary depending on the users, and the scale, but gen-
erally will include information on weather and climate, all elements at risk, 
socio-economic and demographic data, and past information on previous 
disasters depicting their location, characteristics, extent, and impact.  Since 
the overthrow of the Taliban Government in 2001 which, witnessed the re-
turn of the United Nations and International Non Governmental organiza-
tion into the country, disaster management data are being generated by 
multiple users, stored in different formats and media, making it extremely 
difficult to bring the data together to support disaster management activi-
ties.

Lack of critical and timely information for disaster reduction is typical 
of developing countries particularly those emerging from decades of war 
and civil conflict; Afghanistan is not an exception.   Reliable information 
in a timely manner saves lives and properties as actionable decisions are 
made that lead to fore warning of populations, provision of relief and mak-
ing communities resilient and knowledge based. 

Space technologies have proved to contribute unique and significant so-
lutions in disaster management: disaster mitigation, disaster preparedness, 
disaster relief and also disaster rehabilitation. Space technology based so-
lutions have become an integral part of disaster management activities in 
many developed and some developing countries  
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(http://www.oosa.unvienna.org/SAP/stdm/index.html). 
In Afghanistan, use of satellite imagery by humanitarian agencies in the 

country in preparation for and response to natural and manmade disasters 
has been very limited. The humanitarian community generally assumes 
that the cost of satellite imagery is not cheap.  With limited budgets avail-
able for purchasing satellite data, they tend to opt for less expensive solu-
tions such as interagency survey teams to assess damages.  The rugged and 
mountainous nature of the country and the lack of roads in most parts of 
the country, survey teams are most often hampered, leading to delays in 
delivery of information from the field to the decision makers.    

In March 2002, an earthquake measuring 6 on the Richter scale occurred 
in the Northeast part of Afghanistan killing about 1000 people 
(http://earthquake.usgs.gov/activity/past.html).  For the first time in Af-
ghanistan, satellite imagery was used to assess damages as over 35,000 
people were affected. 

Recent earthquake in the Hindu Kush of the country (5th April 2004) 
witnessed the triggering of the International Charter1 for free delivery of 
satellite imagery. AIMS2 requested a set of satellite imagery through 
UNOSAT covering both pre and post earthquake periods.  Pre disaster im-
agery was immediately released, but it took over a week before crisis data 
could be taken and delivered.  Problems of availability of cloud free im-
ages and too much snow cover delayed delivery of crisis data.  

The objectives of the satellite imagery received from the International 
Charter for Major Disasters were as follows: 
1. To provide information on damage assessment as a result of the 6th April 

2004 earthquake through the use of satellite imagery, 
2. To show the extent and impact of the earthquake on lives and properties, 
3. To inform the key players of disaster management in Afghanistan, the 

Government of the Transitional Islamic Republic of Afghanistan and the 
humanitarian community of the role of the International Charter, 

4. To educate key players of disaster management in Afghanistan, the 
Government of the Transitional Islamic Republic of Afghanistan and the 
humanitarian community of the potentials of satellite imagery in dam-
age assessment, 

5. Provide a decision support system for Government Authorities and the 
Humanitarian Agencies in addressing rescue, relief, rehabilitation, re-
construction and mitigation. 

                                                     
1  The International Charter for Major Disasters 
2  Afghanistan Information Management Service (AIMS) is a United Nations De-

velopment Program (UNDP) project building information management capac-
ity in Government Institutions in Afghanistan. 
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The methodology used is shown in figure 1. 
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Fig. 1. Schematic representation of the methodology 

Using ERDAS IMAGINE 8.4, both pre and post earthquake images (crisis 
data) were pre-processed, rectified and a change detection map derived.  In Arc-
View GIS 3.2a, the change detection map, and the pre, and post earthquake im-
ages were each overlaid with the following GIS layers; major fault lines, popula-
tion density, settlements, Topographic datasets (1:50K), Slope and Aspect maps to 
produce damage assessment maps. 

2 Results 

Table 1 shows that since 2000, about 9 major earthquakes have occurred in 
Afghanistan, of which 8 occurred in the northeast of the country.  The 
most disastrous earthquake was in March 2002 where about 1000 people 
were killed and over 35,000 affected. 

Table 2 shows the turn around time in the delivery of satellite image fol-
lowing the request for data.  Table 2 shows a considerable delay in the de-
livery of satellite imagery particularly the crisis data after the occurrence 
of the earthquake (05/04/04) and the request of the imagery from the Inter-
national Charter.  The delay in delivery imagery consequently resulted in 
the late delivery of processed value added disaster damage maps for deci-
sion-making.   
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Image analysis and interpretation of both pre and crisis data did not 
show observable features of damages.  Change detection performed also 
did not reveal any structural change.  The change maps overlaid with the 
other GIS layers such as Major Fault Lines (1:6,000,000), Slope and As-
pect Maps generated from DEM (90 x 90m), Topographic dataset 
(1:50,000), Settlements, Population Density, and ground surveys produced 
a number of value added products.   

The damage assessment maps were widely distributed and used by the 
humanitarian community for decision-making relating to planning of relief 
assistance.   

No. Date Scale
(Richter)

Killed Affected Total  
Affected

Lat. Long.

1 19/01/00 6.3    36.2 70.4 

2 25/02/01 6.1    36.4 70.9 

3 01/06/01 4.9 4 0 270 35.1 69.38 

4 03/03/02 7.2 150 3,500 3,500 36.543 70.424 

5 25/03/02 6 1,000 35,000 35,200 36.011 69.371 

6 12/04/02 5.8 65 6,000 6,150 35.88 69.25 

7 29/03/03 5.9 1   35.976 70.585 
8 05/04/04 6.6 3   36.512 71.029 
9 10/08/04 6    36.456 70.775 

TOTAL 1,223 44,500 45,120     

Table 1. Earthquake Statistics, 2000-2004 
Source: (http://earthquake.usgs.gov/activity/past.html) 

Disaster damage maps overlaid with major fault lines (Figure 2) and 
slope maps proved valuable inputs to the development of disaster man-
agement plans ranging from national plans to sub-national levels particu-
larly in an earthquake prone country.  50 Km Buffer analyses (Figure 3) 
showed less densely populated settlements, which according to reports 
from the limited ground surveys were barely affected by the earthquake.  
Lack of baseline data makes comparability of damage assessment maps to 
pre-disaster phase extremely difficult except if local knowledge and 
ground truthing is used for validation.  Change detection analysis (Figures 
4 and 5) of images taken in 2003 and those taken few days after the earth-
quake of 6 April 2004 showed little or no structural changes. 
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The mountainous and rugged terrain makes most areas inaccessible ex-
cept by Donkeys, which might take weeks to get there.  Due to its vantage 
position, EOS provided crucial data, which would have taken quite a while 
due to the inaccessibility of the areas to vehicles. 

Data Type Imagery Specification Date Image 
Taken

Receipt Date 
by AIMS 

Pre-crisis SPOT  HRG 2 (12000 
by 12000) 5m, 
level 1 A proc-
essing

18/10/03 9-Apr-04 

Pre-crisis SAC  MS Image – 120 
m Resolution 

6/10/01 15/04/04 

Pre-crisis SAC  Pan Image – 35 
m Resolution 

6/10/01 15/04/04 

Pre-crisis IRS-P6  LISS-3 Medium 
Resolution MS 
24m 

26/03/04 15/04/04 

Crisis IRS-P6  LISS-4 High 
Resolution 5m, 
PAN

14/04/04 16/04/04 

Crisis IRS-P6  LISS-4 High 
Resolution 5m, 
PAN

14/04/04 16/04/04 

Crisis SPOT  HRG 1 PAN 
(24000 by 
24000) 2.5m, 
level 1 A proc-
essing

17/04/04 21/04/04 

Crisis SPOT  HRG 1 MS (Im-
age Corrupt) 

17/04/04 21/04/04 

Table 2. Data turn around time 



836      Joseph Maada Korsu Kandeh, Abdul Wali Ahadi and Lalit Kumar 

Fig. 2. Major Fault Lines overlaid with USGS Earthquake Data 

Fig. 3. Settlements within 50 Km Buffer around the Epicenter of the 6 April 2004 
Earthquake 
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Fig. 4. Change detection between SPOT image taken in 2003 and IRS image taken 
on 14 April 2004 

Epicenter

Epicenter
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Fig. 5. Spatial variability between SPOT Pan and IRS Multispectral 

Epicenter

Epicenter
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3 Conclusion 

Though there has been a remarkable improvement in the turn around time 
in delivery of space data, there are still notable delays in image data acqui-
sition and delivery particularly due to problems of availability of cloud 
free images and too much snow cover.  Most disaster management authori-
ties in developing countries lack the infrastructure to access, process and 
deliver operational products.  Lack of near real time data to monitor, assess 
and map the extent and impact of natural disasters has also hampered dis-
aster management authorities in responding in a timely manner. The spatial 
and temporal resolution of the imagery provided by the Charter makes it 
difficult to monitor and assess the damage if the earthquake occurred in a 
built-up area with high population density.   

Availability and access to space technology in addressing natural disas-
ters has been the main obstacles facing developing countries particularly 
those poor countries without their own space programs.  This problem has 
been solved through the introduction of The International Charter.  Knowl-
edge about the Charter is not common knowledge in most developing 
countries; there is need for a massive awareness campaign to educate deci-
sion makers about the Charter and the potentials of using space technology 
in addressing problems relating to disaster management.  The skills to 
process satellite imagery and integrate it with GIS are lacking in most de-
veloping countries; there is need to embark on a massive capacity building 
exercise to ensure optimization of the benefits of the technology.  The 
needs of the users are varied, and most often the users themselves do not 
know what they want.  Data and information providers, and disseminators 
need to be fully aware of user requirements when space technology based 
applications are developed. 

It is often assumed that disaster reduction information once acquired 
would be disseminated to the affected communities and the operational de-
cision makers.  A simple mechanism should be designed to ensure that in-
formation based on the needs of the users at the various levels is dissemi-
nated in a timely manner. 
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Abstract

Nowadays, 2D GISs are common and their related theories, concepts and 
models like for geometrical modeling and spatial relationships of objects 
are also well addressed and investigated. Most of the tasks related to 2D 
GIS applications are quite straightforward and relatively easy to handle. 
2D GIS spatial analysis such as proximity analysis or proximity computa-
tion, network analysis, overlay function, neighborhood function, metric 
measurement and other analytical operations are also well understood and 
well researched by the GIS community. However, problem started to sur-
face once we move towards 3D domain, i.e. to add an additional dimension 
to the current 2D GIS situations such as in spatial data modeling, analysis 
and application. Manipulating and handling spatial objects become more 
complicated as we move toward 3D. This paper attempts to address one of 
the problems in 3D analytical operation, i.e. 3D proximity analysis.  

As we know that vertical component of spatial data directly interacts 
with the X and Y from the planimetric plane and makes the description of 
an object even harder to define. Data structure that supports object genera-
tion, preserves and maintains relationship with the neighboring objects is 
important in the 3D geometrical modeling.  Several researchers in this 
problem domain have stated that 3D conceptual model, topological rela-
tionships, data collection, and spatial analysis might comprise a wide spec-
trum of questions and needs a lot of efforts to realize the solution.  Al-
though advancement in computer graphics have benefited to community in 
terms of 3D visualization and display but some other critical aspects like 
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3D spatial modeling together with the semantics information and spatial 
operators are hardly addressed, defined, and implemented commercially.  

The commercial GIS packages that able to handle 3D datasets are rather 
limited to surface analysis and visualizing them in 3D.  GIS accepts the 
fact that 2.5D GIS involves a single height attached to the planimetric po-
sitions (X, Y) whereas real or “true” 3D GIS should able to handle data like 
planimetric data with multiple heights, e.g. solid objects. Some advanced 
3D tasks such as 3D overlay functions, and network functions are not 
available in some commercial GIS software, for examples, ERDAS’s 
Imagine VirtualGIS, Intergraph Inc’s GeoMedia, PCIGeomatics’s Geo-
matica where they provide excellent tools for 3D visualization and 3D tex-
ture models. The systems also provide some operations like surface gen-
eration, volume computation, image draping, and terrain inter-visibility 
can be carried. However, “true” 3D operations are hardly available. Inevi-
tably, many issues need to be investigated.  

To move on to the 3D GIS, the third dimension must not be constrained 
by the single XY plane only. Considering the 3D analysis is the core com-
ponent of the 3D GIS, therefore, an investigation that involves data input 
and 3D analytical operation will be addressed in this paper. Other aspect 
such as databasing is out of the scope. The developed analytical operations 
have been tested using real datasets that cover Universiti Teknologi Ma-
laysia (UTM) main campus. 

In general, managing disaster scene is quite demanding and needs rapid 
spatial information on the spot where some of the required information is 
in the form of 3D display of a spatial query and analysis.  This paper dis-
cusses the development of proximity analysis that is the 3D buffering. The 
corresponding algorithms that work for most of the spatial primitives, i.e. 
point, line, and polygon in 3D will be discussed.  We tested our buffering 
approach by using photogrammetrically captured datasets.  Finally, the pa-
per provides outlook to the proposed work towards the development of ad-
vanced 3D analytical solutions in 3D GIS domain. 

1 Introduction 

At the moment, commercial GIS packages that able to handle 3D datasets 
are rather limited to surface analysis, and 3D visualization only. Example 
of such analyses like triangulation based surface analysis (or TINs) by Ab-
delguerfi, et al (1998) and surface visualization (Batty, 2000; Berry, et al.
2001; Comer, 2000). All these analyses are 2.5D in nature and it does not 
involve true 3D volumetric datasets. Topological relationships of the 2.5D 
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datasets is basically has no major different compared with the 2D counter-
part. 3D GIS needs 3D datasets and should be able to analyze the data 
within the 3D environment (e.g. 3D spatial analysis).  That is the main rea-
son why 2.5D GIS fails to produce real 3D spatial information. Some ad-
vanced tasks such as 3D overlay functions, and network functions are not 
available in some commercial GIS packages like ERDAS’s Imagine Virtu-
alGIS, Intergraph Inc’s GeoMedia, PCIGeomatics’s Geomatica. These sys-
tems are only able to provide excellent tools for 3D visualization and 3D 
texture models (Zlatanova, et al. 2002). Such systems also able to perform 
certain surface analysis using like surface generation, volume computation, 
image draping, and terrain inter-visibility. However, true 3D analytical op-
erations are hardly available from these commercial packages. 

The use of 2.5D representation of surfaces has some disadvantages for 
modeling true 3D datasets - lack of volumetric capability (Bernhardsen, 
1999) as well as solid modeling (Bajaj, et al. 1996; Boissonnat, 1984). On 
the other hand, simple and efficient surface generation can be useful for 
tasks that do not require extensive 3D capability or functions.  For exam-
ples, slope and terrain analysis (De Floriani, et al. 1998), line of sight, to-
pographic feature classification and drainage networks (Yu, et al. 1996).

Some applications in meteorology, geology, geoscience, and urban 
planning require three-dimensional modeling and representation. Several 
existing systems attempt to represent and model the phenomena by using 
existing 2D tools and obviously some of the objects could not be analyzed 
fully. This paper describes the possible 3D analytical operation, i.e. 3D 
buffering for simple primitives objects like points, lines, and polygon sur-
faces. The discussion on the algorithms forms major part of this paper.  To 
map the 3D dataset in a true three-dimensional space would not be difficult 
nowadays due to the advancement in computer graphics. However, to de-
scribe its spatial model and relationship is another great challenge because 
the 3D topological model for 3D objects is still insufficiently studied. The 
topological aspect of the constructed buffering objects is not part of the 
paper. The proposed method has been tested with real datasets of the Uni-
versiti Teknologi Malaysia (UTM) campus. 

2 3D Buffering: A Vizualization Tool of Geospatial 
Primitives

3D buffering zone could be defined as an operation to generate proximity 
information of a spatial object, for instance, phenomenon along linear fea-
tures or polygon features in a three-dimensional space. The operation 
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could be considered as one of the 3D analytical functions for 3D GIS. In 
GIS, such analytical tool is useful for analyzing spatial objects. User may 
want to know the shortest route from one point to the other, the distance 
between two places, or within an area of a housing estate, etc. These kinds 
of demands need of an analysis tool. This project deals with:  
1. Develop algorithms for 3D buffering tool as a framework for 3D ana-

lytical solution for 3D GIS. The module consists of three main compo-
nents respectively to the 3D geospatial primitives, i.e. point, line, and 
polygon, and 

2. Test the developed tool using the real datasets (UTM campus). 
Other aspect of 3D analytical operations such as topology and database 

technology are out of the scope. 
In the next section, each of the buffering objects will be studied in de-

tailed (i.e. how to construct them geometrically) based on the geospatial 
primitives (point, line, and polygon).  To initiate the object model for buff-
ering zone, the approach of the buffering object for each of the primitives 
will be mentioned.  Later, all the mathematics that follows and the ex-
pected buffering result will be highlighted. On the other hand, the struc-
tures of each of the geospatial primitives need to be identified. This is due 
to the construction of the geospatial primitives affects the development of 
a buffering object model. Fig. 1 shows the structural model of the 3D geo-
spatial objects. 

Fig. 1. Geospatial object 

Visualization is crucial in any decision making process including for 
managing the chaotic situation like huge gas pipeline burst, etc. Here, the 

point

line

surface

point

line

polygon 

construc
t
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buffering tool could be utilized to estimate the extent of the damage based 
on the simple object primitives.  

From Fig. 1, points, lines, and a surface form a polygon, whereas a line 
consists of points. However, a point remains the same structure. After 
identifying the formation of each of the geospatial primitives, the buffering 
object modeling are easier to be performed since the scope of the modeling 
are narrowed into three buffering model. There are point (for point, line, 
and polygon), line (for line and polygon), and surface (for polygon) buffer. 
Yet, the final buffering model for the geospatial primitives is not that su-
perficial as mentioned before. Therefore, the detailed studies about the 
solid buffer model for point, line, and polygon will be discussed in the fol-
lowing sections. 

2.1 3D Point Buffering 

Point is defined as single coordinate triplets (x, y, z) in 3D. Points are used 
to represent objects that are best described as shape- and shapeless, single-
locality features (Rolf, 2000). The point only consists of node feature. 
Therefore, its buffering zone generated by a fixed distance produces a 
sphere in three-dimensional space. Consequently, the point itself appears 
in the center of a buffering zone (see Fig. 2). 

The method to generate a sphere begins with the creation of polygon 
surface. The same approach adapted by ESRI (1998) where the implemen-
tation of the PolygonZ to create a solid buffering object (sphere). The Po-
lygonZ is a one of the spatial features appears within the ESRI’s shapefile 
library. The Polygon represents the plane surface, whereas the Z ensures 
the Polygon occupied in the three-dimensional space.  The research im-
plements the PolygonZ to create surfaces due to the lack of curve surface 
appears within that shapefile library. Therefore, joining all related polygon 
surfaces creates a sphere.  

Fig. 2. Sphere created from a point 

Origin 

Circle

Polar
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Again Fig. 3 shows the construction of circles for 3D point buffering, 
whereas Fig. 4 shows the method to create a sphere.  

Fig. 3. Method to create circles 

Fig. 4. Method to create sphere 

The construction of the main circle appears in the first step. Later, there 
are five circles are created on upper and lower side of the main circle, re-
spectively. The PolygonZ are built using four points (two at upper points 
and two at lower points) from the two consecutive circles. This process is 
repeated until the surfaces are patched completely and the whole sphere is 
created. 

The method to generate the buffering zone for point has been described 
and their corresponding algorithm is in the following section.  

Polar

XO,YO,ZO Main circle 

Origin 

Polar

5 rings
interval

5 rings
interval
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2.1.1 The Mathematics for Point Buffering 

This section gives a detailed description of the point-buffering algorithm. 
The problem definition is as follow: 

Consider a coordinate point O(x, y, z) as an origin for the buffering 
zone, then calculate the array of the input coordinates, say H, of heights 
H(x, y) for each interval ring from a sphere. The purpose of calculating 
H(x, y) is to divide the radius into 5 equal parts. This will maintain the 
same height distance between two successive circles. Later, the array H(x,
y) will be used to combine with the 2D point sets of circle, (xi, yi). From 
that combination, a complete point sets for each circle is prepared to per-
form further geometrical construction in three-dimensional. The method to 
calculate the H is given in the Fig. 5.   

Fig. 5. Calculate the height array, Hi

iH   = ×±
5
irz       (2.1) 

where Hi denotes the array of height respective to the ring from the 
sphere (see Fig 5); z is the coordinate value from origin; r is the buffer 
length; i is the array number; ±  are for the upper ring and lower ring, re-
spectively.  

The height of each ring changes simultaneously with the buffer length. 
After calculated the height, we need to define precisely the buffer length 
corresponding to the Hi. Therefore, the buffer length for each ring, respec-
tive to the Hi is: 

Refer to the Phytagoras Teorem,

Fig. 6. Calculate the buffer length array, ri

Main circle 

ri

Hi

r
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irH i ×=
5

       (2.2) 

( )
2

2

5
×−= i

H
rr i

i     (2.3) 

where ri denotes the array of buffer length corresponding to the Hi (see 
Fig. 6). From the equation 2.3, ri is calculated. This array determines the 
size of a circle. Therefore, to perform calculation for generating point sets 
for a circle is denoted below:  

( )jij rx θcos×=      (2.4)

( )jij ry θsin×=      (2.5)

Upper ring : 

×+= irzzi 5
                  (2.6)

Lower ring: 

×−= irzzi 5
            (2.7)

where r is the buffer length from origin; i is the number of ring from 1 to 
5 for both upper and lower ring; j is the angle from 00 to 3600; ri is the 
buffering length corresponding to the upper and lower ring k; xj, yj, zi are 
the coordinates for ring i. 

For the polar point, 
  xp    =    xo       (2.8)
xp   =    yo       (2.9)

Upper polar point: 
zp(upper)    =     zo  + r      (2.10)

Lower polar point: 
Zp(lower)    =     zo   - r      (2.11)

where xo, yo, zo are the coordinates for the origin; xp, yp, zp(upper)/(lower) are
the processed coordinates for each ring. 



3D Buffering: A Visualization Tool for Disaster Management      849 

The first idea of creating the point sets for the rings is to prepare the in-
put array to construct the point buffering zone. Thus, it strongly depends 
on the insertion order of the point sets. Starting from the main circle (see 
Fig. 4), either moving up or down to the successive circle (optional), both 
of them need to be joined to form a surface of point buffering surface. Fig. 
7 shows the formation of the surface starts from the main circle to the suc-
cessive upper circle. 

Fig. 7. Point buffering surface 

Suppose that we assume the processed datasets for each circle is de-
noted to xi, yi, zi, where i is the incremental number starts from 0o to 360o,
representing the moving angle of a arc. 

The array for the joint is: 
( ) ( ) ( ) ( )[ ]111111 ,,, ++++++= jiijiijiijii zyxzyxzyxzyxA (2.12)

where A denotes the point buffering surface (inline to the ESRI’s Arc-
View shapefile - PolygonZ) joined by 4 points from 2 successive circles. 
However, there is a slightly different in the both of the polar section. Since 
both of the upper and lower polar consist of only a single point, each sur-
face are formed by three points.  

The array for the joint at polar section is: 
( ) ( ) ( )[ ]polarPolarPolariiiiPolar zyxzyxzyxA ,, 5115 ++=  (2.13) 

Joining all the surfaces from the processed datasets completes the point 
buffer zone. This section is a vital section because the implementation will 
be re-used in the line buffer modeling.  

2.2 3D Line Buffering 

Two end nodes together with zero or more internal nodes define a line. 
Another phrase like polyline, arc or edges are also being used in GIS. Rolf 
(2000) had mentioned line data are used to represent one-dimensional ob-
jects such roads, railroads, canal, rivers and power lines. Refer to the Fig. 

Point buffering 
surface Main circle

Upper successive circle
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1, line is a combination of both nodes and edge. The straight parts of a line 
between two successive vertices (internal nodes) or end nodes are called 
line segments. Therefore, in order to line buffer in 3D space, the joined 
components of a single line need to be identified (i.e the nodes and 
edge(s)), see Fig. 1. 

As mentioned in the section 2.1, point buffering output is a sphere, 
whereas the line buffering output is a cylinder. Since nodes appear in the 
line segment, adding the point buffering zone into the line buffer model 
becomes a necessity. Fig. 8 shows the method to create a line buffering 
output. 

Fig. 8. Method to create line buffer 

2.2.1 The Mathematics for Line Buffering 

This section gives a detailed description of the line-buffering algorithm. 
The problem definition is as follows. 

A series of input coordinate point, Pi  forms a center line as the origin of 
a buffering zone. At the initial step, our goal is to create a cylinder for each 
line segment. Two rotated circle need to be created by using two consecu-
tive nodes from a line segment.  
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The mathematics of the rotation follows: 

θ YZ   =   Tan –1  (
y
z

∆
∆ )     (2.14)

θ XZ   =   Tan –1  (
x
z

∆
∆

)     (2.15)

θ XY   =   Tan –1  (
x
y

∆
∆

)      (2.16) 

where θ XY, θ XZ, θ YZ are the rotated angle for XY, XZ, and YZ plane 
respectively. 

The rotated circle should be 90o (perpendicular) toward the line. Fig. 9 
shows the result after having three steps of rotation. 

Fig. 9. Final rotated circle 

After calculating the angle (θ ) for each plane, the plane circle will be 
rotated using that processed angle. Firstly, we rotate the plane circle to-
ward the x-axis. It is followed by the y-axis and z-axis rotation, subse-
quently.  

( )irx
iYZ cos)( ×=      (2.17) 

( ) ( )YZiYZ iry θcossin)( ××=     (2.18) 

( ) ( )YZiYZ irz θsinsin)( ××=       (2.19) 

(a) rotation to the x-axis

(b) rotation to the y-axis

(c) rotation to the z-axis
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where
iYZx )( i, iYZy )( ,

iYZz )(  are rotated coordinates for YZ plane (see 
Fig. 9(a)).

Rotation towards the x-axis will maintain the location of the x-
coordinate value for each point. Therefore, the x-coordinate value applies 
the formula to generate a circle (see Equation 2.17 and Fig 10), whereas 
the rest applies the rotation angle ( )YZθ (the first phase of rotation towards 
the x-axis). 

.

Fig. 10. Rotated circle towards x-axis 

Moving on, the results will be manipulated for the 2nd rotation, which 
towards the y-axis. Before entering this step, the latitude and longitude of 
the points from the circle need to calculated (see Equation 2.21 & 2.22). 

B             =   { }ii zx ,θ      (2.20) 
LongB     =   B   +   (θ XZ )                               (2.21) 
LatB        =   cos-1  ( Yi  / r )          (2.22) 

( ) ( )LatBLongBrx
iXZ sincos)( ××=     (2.23) 

( )LatBry
iXZ cos)( ×=         (2.24) 

( ) ( )LatBLongBrz
iXZ sinsin)( ××=      (2.25) 

where B is the angle for each ii zx , ; LongB is the longitude of ii zx , ;
LatB is the latitude of ii zx , ;

iXZx )( ,
iXZy )( ,

iXZz )( are the coordinates af-
ter the rotation of the y-axis (see Fig. 9(b)).  

Rotation towards the y-axis maintains the location of the y-coordinate 
value for each point. This is because the y-coordinate value applies for-
mula to re-generate a circle (see Equation 2.17 and Fig 11) after the lati-
tude was calculated, whereas the rest applies the rotation angle ( )XZθ  to 
re-define the circle (the 2nd phase of rotation). 

Original plane

Rotated
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Finally, it is followed by the third phase of rotation (for the z-axis). Re-
fer to the equation 2.16, it gives the angle for the XY plane (z-axis rota-
tion). However, that is not the final rotated angle. The second phase of ro-
tation already served a partial portion of rotation ( )XY

'θ  towards the z-
axis. It needs to be substrated by the rotation angle of z-axis ( )XYθ  (after 
applying the second phase of rotation) in order to get the actual rotation 
angle ( )XY

"θ . Fig. 11 shows the reason that equation 2.16 needs to be final-
ized in further equation (see equation 2.26). 

(a) First phase of rotation (x-axis)                             (b) Second phase of rotation

Fig. 11. Two phase of rotation (x-axis and y-axis) 

( ) ( ) ( )XYXYXY '" θθθ −=      (2.26) 

Figure 12 devotes the result after the subtraction of  ( )XY
'θ  by ( )XYθ .

Fig. 12. Third phase of rotation (z-axis) 
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The latitude and longitude of the points from the circle need to compute 
(see Equation 2.28 & 2.29) after ( )XY

"θ  is calculated. The purpose of cal-
culating the longitude is to locate the point and perform the third phase ro-
tation toward the z-axis, whereas the use of latitude is to create circle be-
fore rotation. The final mathematics of the line buffering follows: 

A             =   { }ii yx ,θ      (2.27) 
LongA     =    A   +   ( )XY"θ                                     (2.28) 
LatA       =   cos-1  ( Zi  / r )                                   (2.29) 

( ) ( )LatALongArx
iXY sincos)( ××=     (2.30) 

( ) ( )LatALongAry
iXY sinsin)( ××=              (2.31) 

( )LatArz
iXY cos)( ×=      (2.32) 

where A is the angle for each ii yx , ; LongA is the longitude of ii yx , ;
LatA is the latitude of ii yx , ;

iXYx )( ,
iXYy )( ,

iXYz )( are the coordinates af-
ter the rotation of the y-axis (see Fig. 9(c)). 

Two rotated circles are the core components of a cylinder. The cylinder 
is created by joining that two successive circles that will cover the origin 
(line segment) inside. Recall the properties of a line, which it consists of 
two nodes and an edge itself for a single line segment. Those two nodes 
are used to generate point buffering. Once the cylinder is created, the 
spheres (points buffer zone) need to be connected with the cylinder to be-
come a complete 3D line buffering. As what had mentioned in the section 
2.1, the method for sphere was given. Therefore, in the following stage, we 
need to remove the unnecessary internal sphere’s surface covered inside 
the cylinder. Fig. 13 shows the result after both point and line buffering 
zone is connected. 

Fig. 13. Side view of line buffering 

Internal segment 
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Fig. 14 denotes the method to remove internal segment of line buffering 
zone.

Fig. 14. Method to remove internal segment 

This method implements the Teorem Phytagoras as mentioned in Fig. 6. 
Suppose that 2 buffering zone for both point and line were created. We 
need to calculate the distance between the origin of sphere 2 and the tan-
gent of sphere 1, which is H. r denotes the buffering length, whereas As 
denotes the distance between the origin of both sphere 1 and 2. Therefore, 
the mathematics to derive the H follows: 

( ) ( ) ( )( )2
21

2
21

2
21 zzyyxxAs −+−+−=    (2.33) 

( ) ( )( )22 AsrH +=      (2.34) 

The algorithm implements the H as the limit for distance comparison. 
The distance between two points from sphere 1 and the origin of sphere 2 
that exceed H, it will not be removed. The same situation applies for the 
distance between points from sphere 2 and the origin of sphere 1. Fig.15 
gives the final result of line buffering. 

Fig. 15. Method to remove internal segment 
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With the combinations of the spheres and cylinders that produce a line 
buffering zone is the best approach model. Comparing to the model men-
tioned by Kim et al. (1998), the absent of sphere in the line buffering 
model make the approach incomplete. This is due to start node and end 
node does not produce the buffer zone Moreover, the interval nodes that 
create the buffer zone exceed the buffer length (see Fig. 16). 

Fig. 16. Weakness of Kim, et al’s model 

2.3 3D Polygon Buffering 

A polygon feature is represented by some arc/node structure that deter-
mines an area’s boundary. With at least three or more nodes joining to-
gether consecutively and return to the starting node define a polygon. To 
perform geometrically a buffering operation towards a polygon in three-
dimensional space, the joined components of a single polygon need to be 
identified, which are the nodes, edge(s), and a surface, see Fig. 1. 

2.3.1 The Mathematics for Polygon Buffering 

To generate the surface buffer works in the first place. Thus, the buffering 
surfaces consist of an upper surface and a lower surface as shown in Fig. 
17.

Beyond line buffering zone

Line buffering zone 

Center 
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Fig. 17. Buffering surface 

The buffering layers are expanded upper and lower starting from the 
center of polygon, respective to the buffer length. Both of them should be 
parallel to the main polygon. To define these polygons buffer, the vector’s 
cross product is used. This vector produces a result that is perpendicular to 
the main polygon (v and u). For vectors u and v, the cross product is de-
fined by (see Fig. 18): 

( ) ( ) ( )
( ) ( ) ( )xyyxzxxzyzzy

xyyxxzzxyzzy

vuvuzvuvuyvuvux

vuvuzvuvuyvuvuxvu

−+−+−=

−+−−−=×
ΛΛΛ

ΛΛΛ

 (2.35) 

This can be written in a shorthand notation that takes the form of a de-
terminant (see equation 2.36). 

Fig. 18. Vector (u x v) 

Here, the (u x v) is always perpendicular to both u and v, with the orien-
tation determined by the right-hand rule. 

polygon

Buffering surface 

u
v

vu ×
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zyx

zyx

vvv
uuu
zyx

vu

ΛΛΛ

=×      (2.36) 

Some of the mathematics are illustrated below (refer to Fig. 18). The 
vector u (A) and v (B) need to be compute in the early step (see Fig. 19 
and Equation 2.37 to 2.40). The purpose of computing those vectors is to 
find out the vector scale [ |NX|, |NY|, |NZ| ]. Later on the vector scale are 
used to compute the point sets that form the polygon.  

Fig. 19. Vector for polygon P 
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rNxx xoc ×+=       (2.43) 

rNyy yoc ×+=       (2.44) 

rNzz zoc ×+=       (2.45) 

where ccc zyx ,, are the processed coordinates for the point C. 

Fig. 20. Upper polygon buffer CDE 

Next, point D and E will be calculated (see Fig. 20) by using the same 
equations start from 2.37 to 2.45. From the Fig. 20, three points (C, D, and 
E) create a polygon. The polygon becomes an upper polygon of a buffer 
model. However, the complete polygon buffer shouldn’t appear as Fig. 20 
only. The lower polygon surface needs to be computed (see Fig 17). The 
only difference between the upper and lower polygon buffer is the direc-
tion determine by the right hand rule. Both of them are directed to the op-
posite direction based on the main polygon.  Therefore, identity that in-
volves the cross product includes: 

uvvu ×−=×       (2.46) 

Refer to the right-hand rule, -v x u refer to the lower surface buffer, 
which is opposite to the Fig. 21. 

Fig. 21.: Vector for polygon P(upper), and Q(lower) 
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Refer to the identity, some minor changes must be done starts from the 
equation 2.42. The mathematics for the lower buffer surface follows: 

ΛΛ
=− ABAB       (2.47) 

rNxx xoc ×−='       (2.48) 

rNyy yoc ×−='       (2.49) 

rNzz zoc ×−='       (2.50) 

Fig. 22. Upper surface buffer CDE & lower surface buffer C’D’E’ 

Recall that a polygon is a combination of point line and surface. The 
polygon buffering zone should implement point and line buffer model. Af-
ter the upper and lower polygons buffer are defined, the line (cylinders) 
and point (sphere) buffering objects need to be combined.  However, the 
internal segment between line buffer and the polygon buffer are still ap-
pears within the model. The unnecessary internal segment needs to be re-
moved. The same approach (as shown in section 2.2.1) is used for remov-
ing them. 

Fig. 23: Combination of cylinder and surface buffer 

After the internal segment of sphere was removed (mentioned in the 
section 2.2.1), there is no intersection between the sphere (point buffer) 
and the box (polygon buffer). Thus, attention is given into the internal 
segment between cylinder (line buffer) and box (polygon). To remove all 
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the internal segment of line buffer, we just need to focus on the intersec-
tion between both models. First, we need to concentrate on the cylinder 
and the point O (refer to the Fig. 24), which is the point opposite to the 
cylinder and it is being a part of the main polygon.  

Fig. 24. View from above 

Either the third point that creates a polygon is O, O’, or even O” from 
the Fig. 24, the representation remains the same as in Fig. 25.  

Fig. 25. Method to remove internal segment 

The cylinder is divided into two segments, which are the internal and 
external part. The main problem is to determine where the internal is and 
the external segment. Refer to Fig. 26, d is the distant limit. The distance 
between cylinder segment and O (from the polygon) that exceeds d are 
identified as external segment. 

Fig. 26. Calculate distance between OA, OB, and OC 
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The distance of OA, and OC will be computed. Both of them are in the 
same situation because the surface of circle is perpendicular to the line AC. 
Points A and C are the upper and lower point of the circle (see Fig. 26).  

Fig. 27. View from above 

Therefore, there is a condition that needs to be fulfilled in order to re-
move the internal segment of the cylinder. That is the distance of either 
OA or OC is the benchmark of that condition. If any distance from the cir-
cle to point O is less that OA or OC, then it should be the internal part of 
the cylinder and need to be removed. Finally, Fig. 27 shows the processed 
result.

3 Experiments and Discussions  

In this project, we use the C++ language to create a software module called 
3D Buffering Tools and test it with the real dataset (UTM campus).  The 
data was captured using digital photogrammetric system (Leica-Helava).  
Our 3D buffering module / software works with ArcView.  The input is in 
ASCII format and the result is in the shapefile (*.shp). Fig.28, Fig. 29, and 
Fig. 30 show the snap shots of the interface and output.

Fig. 28. 3D Buffering Tool’s menu interface 
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Fig. 29: (a) Point, (b) Line & (c) Polygon buffering tools’ data input interface 

     (a).           (b).      (c).  

Fig. 30. (a) Point-, (b) Line-, and (c) Polygon-buffering output 

4 Conclusions 

The 3D buffering methods were discussed. The entire algorithm relates to 
the geometrical modeling, the mathematics, the expected outputs are pre-
sented. From this research, the new tools, procedures and methodologies 
related to the 3D buffering have been developed and could be applied for 
visualizing some forms of disastrous and chaotic situations. Dynamic dis-

(a) (c)(b)



864      Chen Tet Khuan and Alias Abdul Rahman 

play of the situation could form one of the aspects that need further atten-
tion for real disaster application. However, more focuses on the develop-
ment of 3D analytical operation for 3D GIS are needed as well in the fu-
ture. Any geometrical modeling involving the 3D analysis needs to be 
investigated. Moreover, current 3D GIS need topological information to 
represent the objects and its spatial relationships. Finally, system develop-
ers need to adopt true 3D in all aspects of system development unlike the 
current available GIS software.  
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1 Introduction

The fire at London’s King’s Cross St. Pancras underground station on No-
vember 18, 1987, resulted in 31 fatalities, more than 60 severe injuries, 
and major structural damage to the station. Disasters such as this not only 
affect lives, as well as physical structures, but they also impact upon the 
immediate street level environment in ways that considerably reduce the 
speed of emergency response.  The complex internal structures of the 
buildings and the restricted number of access points at the street level also 
render speedy escape and rescue particularly difficult in any emergency.  
When disasters occur within complex multi-level structures, a short period 
of time (e.g. 5 minutes) may lead to significant changes in the disaster en-
vironment within which trapped people need to escape and emergency ser-
vices personnel have to operate (Kwan and Lee, in press).  In this respect, 
the efficiency and effectiveness of the emergency services is critical, and 
directly related to their disaster and emergency management. 

Preparedness is a key component of disaster and emergency manage-
ment, and can play a significant factor in the event that emergency re-
sponse efforts become necessary.   Unfortunately, information from com-
parable incidents is usually unavailable and the way that some emergency 
scenarios evolve is unknown.  Cova (1999) describes how Spatial Decision 
Support Systems (SDSS) can provide an effective tool for emergency ser-
vices to monitor, identify, and mitigate vulnerabilities, ultimately improv-
ing and enhancing an organisation’s level of preparedness for incidents.   
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London's King's Cross is going through a period of major change that 
will help to transform the area into a distinctive part of a world city. By 
2015, approximately £4 billion will be invested into the area, developing it 
into the largest integrated transport hub in Europe. In addition, the area 
will benefit from the creation of 1,800 new homes, 30,000 jobs, and major 
business opportunities.  This paper introduces a prototype SDSS designed 
to evaluate, revise, and contribute to emergency services preparedness of a 
major disaster within the London King’s Cross redevelopment.  Specifi-
cally, the framework of an evacuation model incorporating current social 
systems, and network and infrastructure systems, as well as initial evacua-
tion scenarios will be discussed.  These will be coupled via an integration 
link interface to a GIS, controlled and implemented through a Graphical 
User Interface (GUI) which displays the current state of the evacuation 
process, allowing the user to request information or run the simulation.  
Results from this study will facilitate the coordination, implementation, 
and allocation of health and emergency resources during future emergen-
cies or disasters.  It is anticipated that the SDSS will be of use to emer-
gency medical service administrators, medical and public health profes-
sionals, and other community policy makers and planners who must 
prepare for future mass trauma events. 

2 Disaster and Emergency Management 

Disaster and emergency management has historically focused on the im-
mediate and urgent aspects of an incident i.e. response and post-disaster 
recovery. However, there is a growing awareness that disaster and emer-
gency management is much more complex and comprehensive than tradi-
tionally perceived (Gunes and Kolel, 2000).  Although the primary func-
tion of emergency services is to protect life and property, this involves 
more than just crisis-reactive responses to emergencies.  It also incorpo-
rates methods to avoid problems in the first place and preparing for those 
that will undoubtedly occur.  Disaster and emergency management can be 
defined as the discipline and profession of applying science, technology, 
planning and management to deal with extreme events, that can injure or 
kill large numbers of people, cause extensive damage to property, and 
widespread disruption to society (Kreps, 1991).   Disaster and emergency 
management processes can therefore be separated into four distinct com-
ponents, each critical to ensuring the success of emergency response. 
These component activities are mitigation, preparedness, response and re-
covery, which can be perceived as a cyclic process (Fig. 1).  According to 
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Quarantelli (1997); Cova (1999); ESRI (2002); Nakanishi et al. (2003); 
and Gerrad 2004, these are described as: 
1. Mitigation involves activities such as risk assessment to accomplish 

steps that will limit or, in some cases, eliminate the effects of an emer-
gency. Preventing an incident or minimizing its effects involves plan-
ning and prevention activities at many levels. These activities can be as 
systemic as community health monitoring or as targeted as identifying 
and limiting access to buildings or information. Mitigation measures are 
carried out through changing policy or operational procedures (i.e. alter-
ing the normal routine), or by physical actions (i.e. reinforcing or relo-
cating structures, posting security guards). 

2. Preparedness measures are crucial for risks that can not be sufficiently 
mitigated. These measures limit the loss of life and property and en-
hance response.  Advanced planning is used to identify and evaluate 
risks, develop emergency procedures, ensure coordinated interagency 
response and inter / intra-agency communications, define a clear chain 
of command, conduct training, etc. 

3. Response activities are those conducted immediately after an event to 
assist victims, stabilise the situation, and limit secondary damage.  

4. Recovery starts after an emergency has ended, and continues until all 
systems return to normal or better. Typically this is a two step process.  
Short-term recovery returns vital life-support systems to minimum oper-
ating standards. Long-term recovery may continue for a number of years 
after a disaster. 

3 Successful Emergency Response Depends on 
Preparedness 

The National Institute for Occupational Health and Safety (NIOHS, 2004) 
describes why the emotionally charged, chaotic environment in the imme-
diate aftermath of a major disaster should not be the test bed for evaluating 
emergency response resources or procedures.  Strategic planning and man-
agement well before the event, along with standardised systems and proce-
dures, are key to efficient emergency response.  Preparedness is the crux of 
effectiveness, and emergency management provides a classic example of a 
situation where modelling and simulation can be used to anticipate unex-
pected outcomes. 
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Fig. 1. Emergency and disaster management process, with examples during each 
phase where GIS plays a role (adapted from Cova, 1999) 

The distinctive characteristics of major disasters make the case for sce-
nario analysis of emergencies especially strong.  The multiple hazards in-
herent in major emergency situations requires a flexibility from the re-
sponse community that can only come through anticipation; especially as 
major disasters can take so many different forms and evolve in so many 
different ways. The response community may be called upon to carry out a 
very wide range of different activities as crises arise and develop.  Effec-
tive emergency response necessitates the capabilities and resources to be 
put in place in advance to deal with the widest range of possible outcomes. 

The NIOHS (2004) continues to emphasise that, because major disasters 
are rare and the scenarios medical care responders face are without prece-
dent, emergency service organisations get little or no ‘real world’ practice 
in managing them.  In this context, scenario based planning assumes added 
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value.  Moreover, it is also important to develop a response strategy that 
can meet the needs of an emergency or disaster, as well as to evaluate or-
ganisational operating procedures where possible.  Although using an 
emergency response strategy during smaller-scale events, limited in scale 
and complexity, will never be directly comparable to a major disaster, the 
experience gained makes it more likely they can be applied effectively 
when they are most needed.  Whilst no disaster situation is entirely pre-
dictable, the more prepared emergency response services are to deal with 
expected hazards, the more attention and energy they will be able to devote 
to handling unanticipated issues as they arise.  

Taken together, this argues that emergency planners might benefit 
greatly from a computer based decision support tool which can be used to 
examine the effects of different assumptions or contingencies. 

4 The Role of a SDSS 

SDSS are explicitly designed to provide the user with a decision-making 
environment that enables the analysis of geographical information to be 
carried out in a robust, yet flexible manner (Densham, 1991).  Fundamen-
tally, SDSS involve the coupling of GIS and analytical / decision models 
to produce systems especially able to cope with spatial problems (Batty 
and Densham, 1996).  They are designed to aid in the exploration, structur-
ing, and solution of complex spatial problems such as the evacuation proc-
ess (de Silva, 2000).  The aim is to support decision making by employing 
quantitative approaches with the use of geographic information that is 
stored in a manipulable form within the GIS.  A primary advantage is the 
consequent ability to display the critical information related to an incident 
on maps, satellite images, or digital terrains in relation to time (Mond-
schein, 1994). 

Densham (1991), describes a typical SDSS as having four components: 

1. Analytical tools enabling data investigation;  

2. Decision models enabling scenario based investigations; a 

3. Geographic / Spatial database enabling storage and analysis of geo-
graphic information; and a  

4. User interface providing easy access to components 1, 2, and 3, as well 
as an attractive and comprehensive display of the output.  
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Computer simulation offers an efficient way of modelling evacuations 
within the SDSS because it allows the model to incorporate what is likely 
to be realistic behaviour as opposed to making concessionary assumptions 
for the sake of easy computation; necessary when using many analytical 
models (de Silva, 2000).  It is crucial to ensure that evacuation plans are 
based on realistic assumptions.  

Work in the design and application of tools formulated on automata 
methodologies has been at the forefront of computer simulation research 
(Benenson and Torrens, 2004).  Two classes of automata tools, cellular 
automata and multi-agent systems, have been particularly popular; their 
use has dominated research literature.  Both classes of tool offer significant 
advantages for general simulation, and pedestrian simulation specifically.  
Of particular interest to our research is the agent-based approach, which 
seeks to represent individual actors (or groups) in a given system. Agents 
may interact with each other and / or with an environment.  The simulation 
of escape panic presented by Helbing et al. (2000) treats every member of 
a crowd as thinking and reacting individuals rather than an identical parti-
cle, which generates some interesting observations. 

5 A Prototype SDSS for Kings’ Cross Emergency Services 

In the context of the previous discussion, the aim of research is to create a 
prototype KXSDSSES (King’s Cross Spatial Decision Support System for 
Emergency Services) to evaluate, revise, and contribute to emergency ser-
vices preparedness of a major disaster within the London King’s Cross re-
development.  KXSDSSES is designed for contingency planning before an 
emergency or disaster evacuation, rather than for real-time emergency 
management use.  Similar to the general constituents of a SDSS outlined 
by Densham (1991), and the Configurable Evacuation Management and 
Planning Simulator (CEMPS) discussed by de Silva and Eglese (2000), it 
is anticipated that the KXSDSSES will consist of the following four main 
components: 
1. A multi-scalar evacuation model which incorporates current social sys-

tems (pedestrian simulations) and network and infrastructure systems 
(route optimisation) consisting of the required dynamic analysis and de-
cision modelling components; 

2. A GIS component which includes the spatial database and geographical 
analytical tools; 
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3. An integration link interface which consists of mechanisms developed 
for dynamic communication and data and information exchange be-
tween the GIS and evacuation model; and 

4. A user interface which displays the current state of the evacuation proc-
ess and allows the user to request information or run the simulation. 
Some of the deliverables that the completed KXSDSSES will produce 

include, but are not limited to (NB: the time frame for this study is the 
immediate post-event i.e. less than 24 hours): 
1. What quantity of patients with event-related injuries / conditions could 

be expected from varying degrees of emergency? 
2. How will patients with event-related injuries / conditions arrive at on-

site medical care delivery? 
3. Depending on the type and degree of incident, where should the on-site 

medical care delivery be located? 
4. How many ambulances are required, and where should they be sta-

tioned?
5. What mode of alternative transportation (i.e. other than ambulances) 

might be appropriate for varying incident types / scales (e.g. mini buses, 
coaches, etc)? 

6. What are the shortest / quickest transport routes to non-on-site medical 
care delivery depending on the type and severity of injuries e.g. burns, 
toxic inhalation, neurological, etc? 

7. What is the estimated time between dispatch and patients’ arrival at 
points of non-on-site medical care delivery? 

6 The Multi-Scalar Evacuation Model 

Models exist for various purposes, but even models for the same purpose 
employ different theoretical concepts of physical or social processes; dif-
ferent numerical algorithms for solving applications of the theoretical con-
cepts; and different programming languages, file types, data sources, etc, 
to execute the model (Johnston, 2001).  A wide range of models are cur-
rently accessible, some better than others because of their superior resolu-
tion (encapsulating finer detail of the phenomena), greater efficiency, etc.  
However, from a user’s perspective there remain considerable limitations 
of implementing a pre-existing model, even if it is for the same location or 
purpose.  Indeed, models of the King’s Cross area already exist, and in 
some instances it might be possible to combine components to construct a 
model that addresses a particular scenario spanning several processes.  
Nevertheless, this is not an approach that will be adopted by this study.  
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Primarily because of the assumptions and purpose these models were cre-
ated for, but also because of the current advancements in computer simula-
tions that these models lack, let alone the difficulties associated with in-
corporating second-hand models.  

The evacuation model proposed will allow for a broad spectrum of sce-
nario outputs to be generated by integrating several pedestrian simulation 
programs.  Specifically, current pedestrian simulation programs such as 
buildingEXODUS, Simulation of Transient Evacuation and Pedestrian 
movementS (STEPS), and Myraid, will be coupled with the network 
analysis and route optimisation of ArcLogistics™ Route within ArcGIS 9 
(Dangermond, 2002).  ArcGIS 9 provides extensive built-in capabilities of 
analysis tools in addition to standard data storage, manipulation and repre-
sentation tools required for a SDSS.  In short, the SDSS will link together 
the topographical support and analysis provided by ArcLogistic™ Route, 
to determine the distribution of patients to medical care, whilst the simula-
tion programs will imitate the dynamics of a pedestrian evacuation process 
in detail.    ArcGIS 9 will be used for storing information and providing 
the display facilities required by the simulator. A link interface will be de-
signed to integrate the evacuation model with the GIS, while a user inter-
face will encompass the various decision support and scenario generation 
functions that will aid the evacuation planning process.  It is anticipated 
that the SDSS will evaluate the outcomes of scenarios ranging from a fire, 
to an explosion, or CBRN (Chemical, Biological, Radioactive, or Nuclear) 
terrorist attack, arising from interactions between individuals and the envi-
ronments in which they find themselves.   

6.1 Social System: Pedestrian Simulations 

In terms of the social system incorporated into the evacuation model, there 
is much to consider.  Developing theories of crowd movement complexi-
ties can be used to both drive and evaluate emergency scenarios and repre-
sent an important analytical cutting edge of current urban and transport 
science.  In academic terms, this is part of a shift away from aggregate, 
static conceptions of how cities are structured to a concern with the more 
detailed and varied micro-scale dynamics that characterise cities (Batty et
al., 2003).  Such models are based on the premise that unusual and impor-
tant behaviours, and outcomes emerge when interactions between the indi-
viduals involved with an event accumulate to a degree where distinct 
changes occur in how people react (Batten, 2000).  Crowding is a phe-
nomenon that generates panic, flight, sometimes mass hysteria, all of 
which are very relevant to highly concentrated spatial events requiring 
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rapid exit or entrance from or to high-capacity facilities (Canetti, 1962).  
Mathematical models of these kinds of event are in their infancy.  Most are 
based on fine-scale traffic models with the focus shifted to pedestrians, of-
ten called ‘agents’.  Batty et al., (2003) explain that even within this 
emerging paradigm, very different approaches to simulating pedestrian 
movement have been adopted at different geographical scales.  In confined 
spaces of tens of square metres, models based on social force and fluid 
flow (Still, 2001; Helbing, 1991; Henderson, 1971) have been used to pre-
dict the onset of panic situations at confined events such as football 
matches and music concerts (Helbing et al., 2000).  For events related to 
elongated areas associated with flow order, queuing theories have been 
adopted (Lovas, 1994).  For buildings and urban spaces such as shopping 
malls, event simulation based on task scheduling, often using cellular 
automata, has been applied (Baer, 1974; Dijkstra et al., 2002; Burstedde et 
al., 2001; Kirchner and Schadschneider, 2002).  For areas measured in 
square kilometres, accessibility models which simulate decisions between 
competing attractions have been developed (Borgers and Timmermans, 
1986).  Recently, methods which embody properties of self-organisation 
characterising how crowds form and disperse have become significant 
(Vicsek et al., 1995; Helbing et al., 1997).  Within these examples the den-
sity of flows to measure crowding and vulnerability to accidents is empha-
sised.

Clearly, the accuracy of predicting evacuee behaviour and the detail re-
quired for modelling this behaviour depends on whether the simulator uses 
a micro, meso or a macro modelling approach. Micro simulations access 
individual parameters e.g. aggression, agility, size, frustration, etc.  How-
ever, this method involves a much higher degree of validation. One of the 
main criticism for microscopic techniques is the problems of analytical in-
tractability which is best described by the "little old lady" effect (see 
Crowd Dynamics, 2004).  This kind of model building is also very expen-
sive, in terms of both time and expertise to interpret the results. Con-
versely, macro simulations use flow equations to average evacuee or entity 
behaviour, for which there is a wide body of science associated.   The bulk 
of pedestrian planning and design, evacuation and contingency planning, 
and building codes of practice are based on macroscopic models. Accord-
ing to Crowd Dynamics (2004) they are applied because, by and large, 
they are proven to work.  Meso simulations are a compromise between the 
two approaches by averaging behaviour among groups of evacuees. The 
choice among the three approaches very much depends on the trade-offs 
that must be made in order to maintain realistic computing power when 
processing large amounts of data. However, flexibility for scenario genera-
tion increases as the micro approach becomes more and more detailed (de 
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Silva, 2000).  The social system incorporated within the evacuation model 
of KXSDSSES will include simulations at different scales to produce a 
spectrum of evacuation outputs for evaluation.  For example, Myriad is a 
hybrid of a number of different modelling systems. It includes elements of 
microscopic and macroscopic (e.g. Intelligent Space/Space Syntax) tech-
niques (Crowd Dynamics, 2004). 

6.2 Network and Infrastructure System: Route Optimisation 

At present the review of network analysis and route optimisation programs 
has been curtailed.  Traditional route optimisation software depends on 
Euclidean or as-the-crow-flies distance measurements to determine ideal 
route sequencing (Shivaram, 1999).  This can be extremely inaccurate and 
often results in gross underestimates of time and travel distances.  ArcLo-
gistics™ Route has been identified for use as the network and infrastruc-
ture systems within the SDSS because it applies street logical topology-
based networks that include variables such as underpasses, one-way 
streets, speed limits and turn restriction conditions (Dangermond, 2002).  
The ability to visualise the interrelation between logistical and topographic 
factors provides better interpretation of data and improves the decision-
making process with optimisation techniques, this results in more practical 
efficient route planning. 

6.3 Initial Scenario Assumptions 

The initial scenarios modelled within KXSDSSES will be based on the 
London Underground Limited (LUL, 2000) engineering standard for sta-
tion planning.  These are: 1) Train on fire in station; and, 2) Fire within the 
station structure.  Over time, scenarios involving an explosion or CBRN 
terrorist attack will be incorporated into the SDDS. 

Although there may be scope for passengers to be evacuated by train, 
according to LUL (2000) this should not be relied upon as a means of es-
cape. Consequently, the train on fire in station scenario will be defined as a 
train on fire in the busiest platform being considered, where the busiest 
platform is that with the greatest total of passengers on the train plus pas-
sengers on the platform.  Evacuation capacities are calculated for evacua-
tion routes from each platform in turn, until the point in the station at 
which evacuation routes from different platforms merge.  At this point, it 
is assumed that the train on fire is at the busiest platform feeding into that 
evacuation route.  It is assumed that ‘down’ escalators are stationary, and 
can be used as stairs in the ‘up’ direction.  ‘Up’ escalators are assumed to 
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be working, however, one up escalator for each change in level is assumed 
to be unavailable, even as a fixed staircase. Lifts will obviously not be 
used in emergency evacuations.  The evacuation model will be calculated 
for the busiest period in the traffic week, and all passengers within the sta-
tion are assumed to be on platforms at the start of the evacuation (as this is 
the worst case). 

The number of people to be evacuated from the busiest platform being 
considered is given by the number of passengers on the train after a gap in 
the service of one cancelled train, plus the number of passengers waiting 
for that train. The maximum number of passengers on the train will be 
practically crush capacity (individual load data has been provided by 
LUL).  The normal train service (with no cancellations) is assumed on all 
other platforms, and the first train to arrive at any platform after notifica-
tion of the incident will not have time to prevent the train doors being 
opened.

The fire in station scenario is defined as a fire in the most capacious 
route in the station, were the most capacious route is therefore assumed to 
be unavailable for emergency evacuation.  Similar to scenario 1, it is as-
sumed that ‘down’ escalators are stationary, and can be used as fixed stairs 
in the up direction.  ‘Up’ escalators are assumed to be working, however 
one up escalator for each change in level is assumed to be unavailable, 
even as a fixed staircase. Lifts shall not be used in emergency evacuations.  
Evacuation capacities will also be calculated for the busiest period in the 
traffic week, and a normal train service shall be assumed at each platform.   
All passengers within the station are assumed to be on platforms at the 
start of the evacuation (as this is the worst case).  Finally, the number of 
people to be evacuated is the normal boarding and alighting loads on each 
platform, supplied by LUL.

7 The Current State of KXSDSSES 

At the time of writing, KXSDSSES is in development.  At the moment the 
authors are currently evaluating the various pedestrian simulation pro-
grams available in relation to their robustness, scalability, and integration 
possibilities with ArcGIS 9.  Incorporating the SDSS into ArcGIS 9 will 
provide an opportunity to build upon our knowledge and expertise gained 
during the development of a demonstrator produced with the Environ-
mental Systems Research Institute (ESRI) Inc., for their 2004 user confer-
ence plenary.  Additionally, potential contributions of expert and local 
knowledge / advice, as well as data contributions are being sought.  Spe-
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cifically developers and contractors involved with King’s Cross redevel-
opment are being approached for AutoCAD or Microstation floor plans, 
and any previous pedestrian movement analysis and research conducted 
for the associated facilities and current redevelopment.  At present, LUL 
has supplied all 2 & 3-Dimensional architect drawings of their new and 
renovated facilities, which will provide the preliminary framework for the 
evacuation model (Fig. 2).  Furthermore, local emergency medical service 
administrators, medical and public health professionals, and other commu-
nity policy makers and planners who must prepare for future mass trauma 
events have been approached to participate in the KXSDSSES Advisory 
Panel.  The advisory panel is actively supported by Inspector Michael 
Burnham of the British Transport Police who states that one of the main 
benefits of participating would be to assist all the statutory responders in 
meeting their future obligations under the UK Civil Contingencies Act 2004. 

Fig. 2. 3D view of the King’s Cross St. Pancras underground stations renovated 
main, and new western and northern ticket halls (maroon areas, Allies and Morri-
son, 2004) 

8 Conclusion 

Emergency and disaster preparedness is a significant factor in the outcome 
of emergency services response efforts.  Unfortunately, information from 
past incidents is usually unavailable and the way that some emergency 
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scenarios evolve is unknown.  Thus, a SDSS can be used by emergency 
services to monitor emergency preparedness by identifying and mitigating 
vulnerabilities, ultimately improving and enhancing an organisation’s level 
of emergency preparedness.   

The KXSDSSES will couple current pedestrian egress simulation pro-
grams with the network analysis and route optimisation of ArcLogistics™ 
Route to evaluate, revise, and contribute to emergency services prepared-
ness of a major disaster within the London King’s Cross redevelopment.  It 
is anticipated that results will be used by emergency medical service ad-
ministrators, medical and public health professionals, and other commu-
nity policy makers and planners who must prepare for future mass trauma 
events.
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Abstract

Virtual 3D city models provide important information for different aspects 
of disaster management. In this context, up-to-dateness of and flexible ac-
cess to 3D city models are of utmost importance. Spatial Data Infrastruc-
tures (SDI) provide the appropriate framework to cover both aspects, inte-
grating distributed data sources on demand. In this paper we present 
CityGML, a multi-purpose and multi-scale representation for the storage 
of and interoperable access to 3D city models in SDIs. CityGML is based 
on the standard GML3 of the Open Geospatial Consortium and covers the 
geometrical, topological, and semantic aspects of 3D city models. The 
class taxonomy distinguishes between buildings and other man-made arti-
facts, vegetation objects, waterbodies, and transportation facilities like 
streets and railways. Spatial as well as semantic properties are structured in 
five consecutive levels of detail. Throughout the paper, special focus is on 
the utilization of model concepts with respect to different tasks in disaster 
management.

1 Introduction

Virtual 3D city models provide important information for different aspects 
of disaster management. First, they memorize the shape and configuration 
of a city. In case of severe destruction of infrastructure e.g. caused by 
earthquakes, immediate access to this reference data allows to quickly as-
sess the extent of the damage, to guide helpers and last but not least to re-
build the damaged sites. Second, 3D city models enable 3D visualizations 
and facilitate localization in indoor and outdoor navigation. Augmented 
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reality systems provide helpers with information that is visually overlaid 
with their view of the real world. Such systems need 3D city models in or-
der to compute the positions and occlusions of the overlay graphics. Third, 
3D escape routes inside and outside of buildings can be determined with 
an appropriate city model. Fourth, in flooding scenarios 3D city models al-
low to identify even affected building storeys.  

In the context of disaster management, up-to-dateness of and flexible 
access to 3D city models are of utmost importance (Zlatanova and Holweg 
2004). Spatial Data Infrastructures provide the appropriate framework to 
cover both aspects, integrating distributed data sources on demand (Groth 
and McLaughlin 2000). However, the prerequisite is syntactic and seman-
tic interoperability of the participating GIS components (Bishr 1998).  

Syntactic interoperability can be achieved by using the XML-based Ge-
ography Markup Language (GML3, see Cox et al. 2004) of the Open Geo-
spatial Consortium (OGC). GML3 is an XML-based abstract format for 
the concrete specification of application specific spatial data formats. It is 
open, vendor-independent, and based on ISO standards; it can be extended 
and specialized to a specific application domain; and it explicitly supports 
simple and complex 3D geometry and topology. Furthermore, GML is the 
native data format of OGC’s Web Feature Service (WFS), a standardized 
web service that implements methods to access and manipulate geodata 
within a spatial data infrastructure (Vretanos 2002).  

Semantic interoperability presumes common definitions of objects, at-
tributes, and their interrelationships with respect to a specific domain. 
However, no common semantic model for 3D city models has been estab-
lished yet. In the following we present CityGML, a multi-purpose and 
multi-scale representation for the storage of and access to 3D city models. 
It has been developed during the last two years by the Special Interest 
Group 3D of the initiative Geodata Infrastructure North-Rhine Westphalia 
(GDI NRW). The data model behind CityGML is based on the ISO stan-
dard family 191xx. The implementation is realized as an application 
schema for GML3.  

CityGML covers the geometrical, topological, and semantic aspects of 
3D city models. The class taxonomy distinguishes between buildings and 
other man-made artifacts, vegetation objects, waterbodies, and transporta-
tion facilities like streets and railways. Spatial as well as semantic proper-
ties are structured in five consecutive levels of detail (LoD), where LoD0 
defines a coarse regional model and the most detailed LoD4 comprises 
building interiors resp. indoor features. Included thematic objects, which 
are especially relevant for disaster management, are different types of digi-
tal elevation models, building features like rooms, doors, windows, balco-
nies, and subsurface constructions. 
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The paper concludes with first results of the ongoing evaluation project 
“Pilot 3D”, in which six groups from Germany including the munici-
palities of Berlin, Hamburg, Cologne, Düsseldorf, and Leverkusen imple-
ment the CityGML application schema and exchange 3D city models. 

2 Related Work 

3D city modeling is an active research topic in distinct application areas. 
Different modeling paradigms are employed in 3D geographical informa-
tion systems (3D GIS, Köninger and Bartel 1998), computer graphics 
(Foley et al. 1995), and architecture, engineering, construction, and facility 
management (AEC/FM; Eastman 1999). Whereas in 3D GIS the focus lies 
on the management of multi-scale, large area, and geo-referenced 3D mo-
dels, the AEC/FM domain addresses more detailed 3D models with respect 
to construction processes (Kolbe and Plümer 2004). Computer graphics 
concentrates rather on the visualization of 3D models.  

The representation of geometry and topology of 3D objects has been in-
vestigated in detail by Molenaar (1992), Zlatanova (2000), Herring (2001), 
Oosterom et al. (2002), Pfund (2002), and Kolbe and Gröger (2003; 2004). 
The management of multi-scale models was discussed (among others) by 
Coors and Flick (1998), Guthe and Klein (2003), Gröger et al. (2004).  

The ISO standard ISO/PAS 16739 ‘Industry Foundation Classes’ (IFC, 
Adachi et al. 2003) is a semantic model for buildings and terrain which has 
been developed in the AEC/FM domain. It defines an exchange format and 
contains object classes for storeys, roofs, walls, stairs, etc.. Nevertheless, 
since IFC is lacking concepts for spatial objects like streets, vegetation ob-
jects or water bodies, it is not appropriate for the representation of complex 
city models. Similar problems arise with respect to ‘green building XML’ 
(gbXML 2003), an AEC/FM standard for building energy and environ-
mental performance analysis, and ‘Building-construction XML’ (van Rees 
et al. 2002), a standard for the mapping of construction taxonomies.  

LandXML/LandGML is a standard for land management, surveying and 
cadastre, providing a semantic model for parcels, land use, transportation 
and pipe networks (LandXML 2001). Although LandXML supports 3D 
coordinates, it does not comprise volumetric geometries. Buildings are 
only represented by their footprints. Further concepts for 3D man-made 
objects are missing. 

Computer graphics (CG) standards like VRML97 (1997) and its succes-
sor X3D model only the appearance of 3D objects. They do not provide 
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concepts for the representation of thematic aspects, attributes, and interre-
lationships of the graphical objects.  

Since thematic information are crucial for disaster management, CG 
standards are not sufficient. AEC/FM standards concentrate on man-made 
constructions and are lacking concepts for the representation of natural ob-
jects. Furthermore, none of the discussed AEC/FM and GIS standards sup-
ports multi-scale models resp. multiple levels-of-detail (LoD). 

3 CityGML: Unified 3D City Modeling 

CityGML is a profile of GML3, which implements an interoperable, multi-
functional, multi-scale and semantic 3D city model. This section presents 
the highlights of CityGML, starting with general concepts in the first sec-
tion. CityGML covers the thematic objects which are relevant for city 
models, including transportation objects like streets or traffic lights, or 
vegetation objects. However, in this section the focus is on the most im-
portant components of city models, on the building model and on the Digi-
tal Terrain Model. Both are discussed in detail.

Initially, CityGML is specified using the graphical Unified Modeling 
Language (UML) (see Booch et al. 1997). From UML diagrams, the XML 
schemas are derived by applying the transformation rules given in Cox et 
al. (2004). Thus, CityGML may be processed by standard GML3 readers. 

3.1 General Concepts 

CityGML implements several novel concepts to support interoperability, 
consistency and functionality.  

3.1.1 Levels-of-Detail 

CityGML supports different Levels-of-Detail (LoD), which may arise from 
independent data collection processes and are used for efficient visualiza-
tion and efficient data analysis. In one CityGML data set, the same object 
may be represented in different LoD simultaneously, enabling the analysis 
and visualization of the same object with regard to different degrees of 
resolution. Furthermore, two CityGML data sets containing the same ob-
ject in different LoD may be combined and integrated. 

CityGML provides five different LoD, which are illustrated in Fig. 1.
The coarsest level LoD0 is essentially a two and a half dimensional Digital 
Terrain Model, over which an aerial image or a map may be draped. LoD1
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is the well-known blocks model, without any roof structures or textures. In 
contrast, a building in LoD2 has differentiated roof structures and textures. 
Vegetation objects may also be represented. LoD3 denotes architectural 
models with detailed wall and roof structures, balconies, bays and projec-
tions. High-resolution textures can be mapped onto these structures. In ad-
dition, detailed vegetation and transportation objects are components of a 
LoD3 model. LoD4 completes a LoD3 model by adding interior structures 
like rooms, interior doors, stairs, and furniture. 

LoD0 LoD1 LoD2 

LoD3 LoD4 

Fig. 1. The five Levels-of-Detail (LoD) defined by CityGML 

The different LoD are also characterized by accuracies and minimal di-
mensions of objects. In LoD1, the positional and height accuracy of points 
may be 5m or less, while all objects with a footprint of at least 6m by 6m 
have to be considered. The positional accuracy of LoD2 is 2m, while the 
height accuracy is 1m. In this LoD, all objects with a footprint of at least 
4m by 4m have to be considered. Both types of accuracies in LoD3 are 
0.5m, and the minimal footprint is 2m by 2m. Finally, the positional and 
height accuracy of LoD4 must be 0.2m or less. By means of these figures, 
the classification in five LoD may be used to assess the quality of a 3D city 
model data set. Furthermore, the LoD category makes data sets compara-
ble and thus supports the integration process of those sets.  
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3.1.2 Geometric-Topological Modeling 

Spatial properties of thematic objects in CityGML are represented by a 
geometrical-topological model, according to the well-known Boundary 
Representation (Foley 1995). For each dimension, there is a geometric-
topological primitive: a zero-dimensional object is a node, a one-
dimensional an edge, a two-dimensional a face, and a three-dimensional a 
solid. A solid is bounded by faces, a face by edges, and an edge by nodes. 
An edge is restricted to be a straight line, and a face must be planar, i.e. its 
boundary and all interior points are forced to be located in one plane. 
Edges, faces and solids may be aggregated to CurveGeometries, Surface-
Geometries and SolidGeometries, respectively (Kolbe and Gröger 2003). 
These geometries are used to define the spatial properties of application 
objects. The primitives and the aggregates are implemented using the 
GML3 geometry and topology classes, similar to the two-dimensional 
‘Simple Topology’ profile of the standard ISO 19107 (Herring 2001). 

The primitives node, edge, face, solid, and the aggregates must satisfy a 
number of integrity constraints, which guarantee consistency of the model. 
The interiors of the primitives must be disjoint, and if two primitives 
touch, the common boundary must be a primitive of lower dimension 
(Herring 2001). These constraints assure a clean topology without any re-
dundancy. Since solids must be disjoint, the computation of volumes of 
solids does not yield erroneous results, which would be the case if solids 
overlap.

3.1.3 Coherent Semantic-Geometrical Modeling 

Another feature of CityGML is the coherent modeling of semantics and 
geometrical/topological properties. On the semantic level, real-world enti-
ties are represented by application objects, for example buildings, includ-
ing attributes, relations and aggregation hierarchies (part-whole-relations) 
between objects. On the spatial level, geometric-topological objects are as-
signed to semantic objects, which represent their spatial properties. Thus, 
the model consists of two hierarchies, the semantic and the geometric-
topological, were the corresponding objects are linked by relations. The 
advantage of this approach is, that it can be navigated in both hierarchies 
and between both hierarchies. 

3.1.4 Closure Surfaces and Subsurface Objects 

A novel concept in CityGML is the ClosureSurface, which is employed to 
seal objects, which are in fact open, but must be considered as closed to 
compute its volume. An airplane hangar is an example for such an object. 
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ClosureSurfaces are special surfaces which are taken into consideration 
when needed to compute volumes  and are neglected, when they are irrele-
vant or not appropriate, for example in visualizations. 

The concept of ClosureSurfaces also is employed to model the entrances 
of subsurface objects. Those objects like tunnels or pedestrian underpasses 
have to be modeled as closed solids in order to compute their volume, for 
example in flood simulations. The entrances to subsurface objects also 
have to be sealed to avoid holes in the digital terrain mode (see Fig. 2).
However, in close-range visualizations the entrance must be treated as 
open. Thus ClosureSurfaces are an adequate way to model those entrances. 

Fig. 2. Passages are subsurface objects (left). The entrance is sealed by a virtual 
ClosureSurface, which is both part of the DTM and the subsurface object (right) 

3.1.5 References to Objects in External Data Sets 

CityGML objects often are derived from or have relations to objects in 
other databases or data sets. For example, a building may have been con-
structed from a two-dimensional footprint in a cadastre, or may be derived 
from an architectural model. The reference of a 3D object to its corre-
sponding object in an external data set is essential, if an update must be 
propagated or if additional data, for example the name and address of a 
building’s owner, is required. In order to supply such information, each 
CityGML thematic object may have External References to corresponding 
objects in external data sets (see Fig. 3, upper right part of diagram). Such 
a reference denotes the external information system and the unique identi-
fier of the object in this system. Both are specified as Uniform Resource 
Identifier (URI), which is a generic format for any kind of resources in the 
internet.
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3.1.6 Dictionaries and Code Lists for Attributes 

Attributes, which classify objects often have values which are restricted to 
a number of discrete values. An example is the attribute roof type, whose 
attribute values are saddle back roof, hip roof, semi-hip roof, flat roof, pent 
roof, or tent roof. If such an attribute is typed as string, misspellings or dif-
ferent names for the same notion obstruct interoperability. In CityGML, 
such classifying attributes are specified as Code Lists or Dictionaries. Such
a structure enumerates all possible values of the attribute, assuring that the 
same name is used for the same notion. In addition, the translation of at-
tribute values into other languages is facilitated.  

3.2 The Building Model 

The building model is the core of CityGML. It allows the representation of 
thematic and spatial aspects of buildings, building parts and accessories in 
four levels-of-detail, LoD1 to LoD4. The UML diagram of the building 
model is depicted in Fig. 3. The pivotal class of the model is Ab-
stractBuilding, which is specialized either to a Building or to a Building-
Part. Since an AbstractBuilding consists of BuildingParts, which again are 
AbstractBuildings, an aggregation hierarchy of arbitrary depth may be re-
alized. Since AbstractBuilding is a subclass of the root class CityObject,
the relation to the ExternalReference (see section 3.1) is inherited. In 
LoD1, the spatial extent of an AbstractBuilding is given by a SolidGeome-
try, which in this case is a simple block. A Building may be part of a 
BuildingComplex, which has at least one main building. 

A crucial issue in city modeling is the integration of buildings and the 
terrain. Problems arise if buildings float over or sink into the terrain, which 
is particularly the case if terrains and buildings in different LoD are con-
sidered. To overcome this problem, the TerrainIntersection curve of a 
building is introduced. This curve denotes the exact position where the ter-
rain touches the building, and is represented by a closed ring surrounding 
the building (see Fig. 4 for an example). If the building has a courtyard, 
the TerrainIntersection curve consists of two closed rings. This informa-
tion can be used to integrate the building and a terrain by ‘pulling up’ the 
surrounding terrain to fit the TerrainIntersection curve. By this means, the 
curve also ensures the correct positioning of textures. Since the intersec-
tion with the terrain may differ depending on the LoD, a building may 
have different TerrainIntersection curves for each LoD. 
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Fig. 3. UML-Diagram (Booch et al. 1997) of CityGML’s building model 
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In a LoD2 building, it is possible to distinguish the bounding surfaces as 
own thematic objects. These surfaces may be classified as Roof, Wall or 
Floor Surfaces. The geometry of these surfaces, however, is shared with 
the SolidGeometry that defines the whole building. An opening in a build-
ing is modeled by a ClosureSurface; this concept was already discussed in 
sec. 3.1. The geometry of a LoD2 building is given by SolidGeometries,
and additionally by SurfaceGeometries, which represent surfaces that are 
part of the building, but do not bound the solids of the building. The over-
hanging part of a  roof is an example for such a surface.   A LoD2 building 
also may have BuildingInstallations, for example chimneys, balconies or 
outer stairs. The geometry type of a BuildingInstallation is not restricted. It 
is specified by a ObjectGeometry, which is the super class of the aggre-
gates CurveGeometries, SurfaceGeometries and SolidGeometries. In con-
trast to BuildingParts, BuildingInstallations are smaller and only accesso-
ries, but not a constituent part of the building. 

Fig. 4. TerrainIntersection curve for a building (left, black) and a tunnel object 
(right, white). The tunnel’s hollow space is sealed by a triangulated ClosureSur-
face

In LoD3, buildings additionally may have Openings such as Windows
and Doors. The class Opening is a sub class of CityObject, thus the refer-
ence to objects in external data sets is inherited. As discussed in section 
3.1, the accuracy requirements of LoD3 are much higher than those of 
LoD2.

LoD4 complements LoD3 by adding interior structures of buildings 
such as Rooms, which are bounded by Ceiling-, InnerWall- and Inner-
FloorSurfaces. Rooms may be aggregated to a GroupOfRooms, and may 
have BuildingFurnitures and interior BuildingInstallations. A Building-
Furniture is a movable part of a room, such as a chair or furniture, while a 
BuildingInstallation is permanently connected to the room. Examples are 
stairs or pillars. Doors are used in LoD4 to connect rooms topologically: 
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the surface that represents the door geometrically is part of the boundaries 
of the solids of both rooms. 

 Note that all these objects inherit the references to objects in external 
data sets. Important data sources for LoD4 models are IFC data sets (c.f. 
section 2), which can be converted accordingly (Benner et al. 2004). 

As discussed in section 3.1, the different accuracy requirements of 
LoD1 to LoD4 have to be applied to the building model as well.  

3.3 The Digital Terrain Model 

An essential part of a city model is the terrain. In CityGML, the terrain 
may be specified as a regular raster or grid, as a TIN (Triangulated Irregu-
lar Network), by break lines or skeleton lines, or by mass points. These 
four types are implemented by using standard GML3 elements. A TIN 
may either be represented as a collection of triangles, or implicitly by a set 
of 3D points, where the triangulation may be reconstructed by standard 
methods (Okabe et al. 1992). A break line is a discontinuity of the terrain, 
while skeleton lines are either ridges or valleys. Both are represented by 
3D curves. Mass points are simply a set of 3D points.  

In a CityGML data set, these four terrain types may be combined in dif-
ferent ways, yielding a high flexibility. First, each type may be represented 
in different levels-of-detail, reflecting different accuracies or resolutions. 
Second, a part of the terrain can be described by the combination of multi-
ple types, for example by a raster and break lines, or by a TIN and break 
lines and skeleton lines. In this case, the break and skeleton lines must 
share the geometry with the triangles. Third, neighboring regions may be 
represented by different types of terrain models. To facilitate this combina-
tion, each terrain object is provided with a spatial attribute denoting its ex-
tent of validity. This extent is represented by a 2D footprint polygon, 
which may have holes. This concept enables, for example, the modeling of 
a terrain by a coarse grid, where some distinguished regions are repre-
sented by a detailed, high-accuracy TIN. The boundaries between both 
types are given by the extend attributes of the corresponding terrain ob-
jects. This approach is very similar to the concept of TerrainIntersection
curves introduced in section 3.1. 
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4 Application of CityGML for Disaster Management

CityGML was designed as a data model and exchange format for the mul-
tifunctional utilization of 3D city models. In the following, we discuss the 
specific use of key concepts for disaster management tasks. 

4.1 General Modeling Aspects 

The coherent semantic modeling of the spatial and thematic properties of 
3D objects and their aggregations is one of the most important features of 
CityGML. Object classes have thematically rich attributes which allow for 
specific queries like ‘What are the buildings with more than 10 storeys 
above ground?’ or ‘Where are buildings with flat roofs which are large 
enough that a helicopter could land on them?’. Since the terrain model may 
consist of neighbored or nested patches having different resolutions, high 
resolution DTMs for e.g. regions with high flood risk may be embedded 
into large area DTMs at low resolution. 

Since the geometry of all 3D objects must be represented by at least one 
closed solid, the computability of volumes and masses is always facili-
tated. For example, in flooding resp. fire scenarios it could be estimated 
how much water resp. smoke or gas will flow into a tunnel, pedestrian pas-
sage, or a building. The estimation of masses from volumes is also inter-
esting for planning the removal of debris after an incident. 

The possibility to provide external references can be used to associate 
any CityGML object and its parts with data sets of other applications like 
facility management systems or the cadastre, which is important to deter-
mine the owner of a building. By using external references it is also possi-
ble to relate BuildingInstallations (c.f. section 3.2), which are relevant for 
disaster management like hydrants or fire protection doors with databases 
that hold the technical data about these. 

4.2 Building model 

In flood situations resp. simulations, the representation of storey heights 
above and under ground allows to determine to which degree buildings are 
affected. This information is especially useful for planning evacuations 
and for damage assessment by aid organizations and insurance companies. 
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Back room 

Living room 

Hallway 
Entrance door

Passage 

Doorway 

Fig. 5. Building interior (left) and accessibility graph (right) derived from topo-
logical adjacencies of room surfaces for the determination of escape routes 

Building interiors are modeled by rooms. Their solids are topologically 
connected by the surfaces representing doors or closure surfaces that seal 
open doorways. This adjacency implies an accessibility graph, which can 
be employed to determine the spread of e.g. water, smoke, gas, and air, but 
which can also be used to compute escape routes using classical shortest 
path algorithms. The edges of the accessibility graph can be marked by the 
corresponding distances and types of connection like normal door, fire pro-
tection door, open doorway etc. (see fig. 5). 

5 Pilot 3D: First Implementation and Evaluation 

The ‘Pilot 3D’ is a testbed of the GDI NRW in which CityGML is cur-
rently evaluated by five project teams. The teams consist of participants 
from academia, software manufacturers, and the cities Berlin, Hamburg, 
Düsseldorf, Cologne, Leverkusen, and Recklinghausen. In order to keep 
the implementation simple, only building models and DTMs in levels-of-
detail 1 and 2 are included. Furthermore, only object geometries are ex-
ported – topology will be added in the future. Fig. 6 gives an impression of 
the contents and the structure of CityGML data files.   
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<?xml version="1.0" encoding="UTF-8"?> 
<CityModel>   <!-- declaration of namespaces omitted here due to limited space --> 
   <gml:boundedBy>   <!-- extent of this dataset -->
      <gml:Envelope srsName="EPSG:31466">    <!-- Gauss-Krüger 2nd meridian -->

<gml:pos srsDimension="3">2571000.0  5677000.0  41.8</gml:pos>
<gml:pos srsDimension="3">2573000.0  5679000.0  213.7</gml:pos>

</gml:Envelope>
</gml:boundedBy>

   <siteMember>
      <Building gml:id=“Building0815">
         <externalReference>  <!-- This is a reference to the German cadastre ALKIS --> 
            <informationSystem>http://www.adv-online.de</informationSystem>

<externalObject>
<uri>urn:adv:oid:DEHE123400007001</uri>

</externalObject>
</externalReference>
<function>31001_1010</function> <!-- this code means residential house -->
<yearOfConstruction>1985</yearOfConstruction>
<roofType>3100</roofType>              <!-- this code means saddleback roof --> 
<measuredHeight uom="#m">8.0</measuredHeight>
<lod2SolidProperty>                  <!-- building geometry for Level-of-Detail 2 -->

            <gml:Solid srsName="EPSG:31466">     <!-- Gauss-Krüger 2nd meridian --> 
<gml:exterior>

<gml:CompositeSurface>
<gml:surfaceMember> <!-- first roof face --> 

<gml:OrientableSurface orientation="+">
<gml:baseSurface>

                              <gml:Polygon>
                                 <gml:exterior>
                                    <gml:LinearRing>
                                       <gml:pos >2571013.0  5678371.0  64.2</gml:pos>
                                       <gml:pos >2571018.4  5678375.5  64.2</gml:pos>
                                       ..........................  
                                    </gml:LinearRing>
                           ...... end tags of the elements above  

<gml:surfaceMember>
                        <!-- second roof face --> …………. 

</gml:surfaceMember>
                           ...… further faces (walls, floor)            
         </lod2SolidProperty>
     </Building>

</siteMember>
       …… further Buildings 

<loD2TerrainMember>
       …… here comes the digital terrain model for Level-of-Detail 2 

</loD2TerrainMember>
</CityModel>

Fig. 6. Excerpt from a CityGML dataset containing buildings and a digital terrain 
model in level-of-detail 2 (LoD2) 
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6 Conclusions and Further Work

CityGML provides substantial information for urban disaster management 
tasks. Spatial objects and terrain models are represented by their geometry, 
topology, appearance, and semantic resp. thematic properties. The ability 
of maintaining different levels of detail makes it suitable for small to large 
area utilization. Since GML was designed by the OGC to serve as the 
standard exchange format for spatial data infrastructures, processing of 
CityGML is immediately supported by corresponding web services like the 
Web Feature Service (WFS), Web Catalog Service (WCAS), and Web 
Coordinate Transformation Service (WCTS). 

The availability of data is steadily increasing as more and more munici-
palities decide to build up virtual 3D city models. In the SIG 3D of the 
GDI NRW we are currently working on the required methods and work-
flows in municipalities to generate and maintain LoD1 and LoD2 models 
in conjunction with cadastre. In the long-term, 3D cadastres could provide 
the main elements for 3D city models (Stoter and Salzmann 2003). LoD3 
and LoD4 models currently are only available for selected areas resp. 
building complexes. Their automatic acquisition is still a topic of current 
research. However, the semantic properties of buildings and their parts as 
supplied by CityGML play an important role for e.g. the development of 
procedures for the automatic reconstruction of 3D building models from 
aerial images (Fischer et al. 1998). 

Future work will focus on the development of more detailed models for 
roads, waterbodies, and vegetation. Above, concepts for the representation 
of history in the sense of a timeline and concurrent (planning) versions 
shall be integrated. On the international level, CityGML will be further 
discussed within the European Spatial Data Research organization (Eu-
roSDR) and the Open Geospatial Consortium in the next months. It is in-
tended to evaluate CityGML regarding practical issues with respect to big 
city models, interoperability to AEC/FM, and possible extensions to GML 
in the future. Finally, it would be interesting to discuss possible extensions 
of CityGML for the domain of disaster management.   
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Abstract

This paper tackles the need of enhanced population data for disaster man-
agement and aid delivery studies in developing countries. It analyses the 
usefulness of a set of spatial data layers, including medium resolution sat-
ellite imagery, for population density estimations in rural Zimbabwe. The 
exercise conducted on a 185 x 185km area at a grid cell size of 150m al-
lowed us to develop a methodology that can be extended to the whole of 
Zimbabwe.

The surface modelling of population density was implemented by inte-
grating 4 main variables: land use, settlements, road network, and slopes. 
During the modelling procedure, pixel weighting values were allocated ac-
cording to pre-defined decision rules. In a final step the district population 
counts of the recent Zimbabwean census were distributed among all pixels 
of the relevant district according to the pixel weighting values. The result-
ing land use information and population data can be linked to vulnerability 
and food insecurity. 

In order to be transferred to other countries, the modelling procedure 
needs to be adapted to case specific characteristics, the determination of 
which requires a certain level of local / expert knowledge. In addition, pas-
sive sensors might not provide sufficient cloud free satellite data for re-
gions lying within the moist tropics. 
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1 Introduction 

Population data is crucial information for disaster management, early 
warning systems and emergency actions. Population density data for de-
veloping countries seem to be an easily accessible asset to the unexposed 
researcher but are in fact a scarce resource. In developing countries popu-
lation censuses have started to be conducted only in the second part of the 
20th century (Vallin 1992). Censuses are typically carried out every 10 
years and in less prosperous countries often supported by donor institu-
tions. They are usually elaborated by national statistical offices and made 
available to the public in aggregated form as national statistical yearbooks. 
Aggregated statistical information at country level, often referred to as 
secondary data, is also available through international organisation and 
commercial yearbook atlases. 

Population data in developing countries are also recorded in the frame 
of development aid projects and in the aftermath of disasters for needs as-
sessment estimation. These surveys are limited in extent by the geographi-
cal coverage of the disaster or the development project. The information 
generated usually targets certain aspects of population but lack the spatial 
and temporal continuity and coverage of traditional censuses. Due to the 
surveys’ specific application there is no strategy to (1) update the informa-
tion or (2) make it available to wider user groups. Hence, these data tend to 
remain with the institutions that carried out the work. 

To address geographically based processes such as those related to agri-
culture, environment, disasters or communities’ vulnerability/poverty es-
timations, population data need to be available at finer scale units than 
those available from censuses. In addition they should be in a format more 
amenable for modelling. The research community has developed tech-
niques to disaggregate population information to finer spatial units, typi-
cally the raster grid cell. The raster format containing population counts is 
also referred to as population density representation and is increasingly 
used for disaster management, early warning and rapid response to crises.  

Research is currently being conducted to improve population distribu-
tion accuracy and develop spatial units in an attempt to model population 
attributes. This paper focuses on improvement of the spatial resolution of 
population datasets available at district levels over Zimbabwe. It (1) uses 
country specific information layers, (2) evaluates the use of medium reso-
lution satellite imagery and map based data for a population density esti-
mation made available at a grid size of 150 meters. The methodology is 
developed over a region in Zimbabwe that includes the capital Harare. 
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2 Background 

Population data from censuses are commonly made available per political 
unit. The datum includes the graphical representation of the administrative 
unit that constitutes the spatial reference system and the associated attrib-
ute. The attribute reports the value that can be expressed as total popula-
tion or urban / rural population of that unit. Countries are subdivided in a 
hierarchical system of administrative units up to 4 levels deep: country, re-
gions / provinces, counties / districts, and municipalities / communes that 
make up the administrative hierarchy.  

Administrative borderlines are not usually designed to represent geo-
graphical phenomena. Therefore, on choropleth population maps, the 
populations seem to be homogenously distributed over the area of the ad-
ministrative unit, notwithstanding possibly significant variations in real 
population densities. The dasymetric mapping approach aims to delimit 
regions with similar population densities by applying ancillary data (Men-
nis 2003; Langford and Unwin 1994). Dasymetric mapping of populations 
at large and medium scale has been successfully applied in developed 
countries by using land use / land cover information stemming from earth 
observation data (Langford et al. 1991; Holloway 1999; Chen 2002; Men-
nis 2003; Lo 2003; Liu 2004).  

Population data associated with vector boundaries are difficult to proc-
ess. Therefore, researchers often disaggregate these data into grid cells of a 
finer spatial unit for the following reasons. Grid data format provides uni-
form scale, even if the original administrative units cover different areas. 
Grid cells are easy to perform computation on, which is of particular im-
portance for analysis within a GIS framework. Grid cells are particularly 
useful in a number of decision support applications implemented when 
population estimations have to be computed for areas that intersect the 
administrative units for which population data are made available. In fact, 
raster data can be re-aggregated to accommodate any aerial arrangement, 
making population counts particularly easy to carry out.  

The first global population density estimation in raster format was ini-
tially developed under requests from international agricultural research in-
stitutes (Deichmann 1996). Since then other raster based global population 
densities have been produced (Sutton et al. 2003), of which Landscan 
(Dobson 2000) has received the most attention because it is available and 
has been updated up until 2002. Unfortunately it has no qualitative meas-
ures attached to it and the model used in disaggregating the data is not 
documented. Potential errors within Landscan include the integration of 
the Nighttime lights dataset. These data tend to underestimate the popula-
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tion density of urban centres and to overestimate the population density of 
suburban areas (Sutton et al. 1997). Exclusion areas are calculated by digi-
tal slope and by the global land cover map of the world; two datasets, for 
which no accuracy measures are attached. Also, Landscan uses a more lim-
ited measure of administrative boundaries and population counts than the 
Global Population of the World, an alternative global population database 
in gridded format.  

The global population density datasets are invaluable. They are used to 
provide preliminary estimates of casualties in the aftermath of natural dis-
asters such as earthquakes, tropical storms or large floods. Also, in the ab-
sence of better population figures, these datasets are used in the assessment 
of slow onset disasters, namely droughts or epidemics, that are typically 
geographic specific. The demand for more precise population density data 
at a finer scale remains unmatched.  

Converting point values or polygon values into grid format is referred to 
as surface modelling. A commonly used technique in population modelling 
is smart interpolation. Smart interpolation for population density estima-
tion is based on two major steps. (1) The calculation of a grid based popu-
lation potential and (2) the allocation of population numbers, usually avail-
able at a certain administrative level, to the gridded population potential. 
The population potential estimation relies on a series of variables including 
the location and size of urban settlements, and thematic data layers such as 
those depicting national parks, protected areas and inaccessible areas that 
are supposedly not populated. Smart interpolation has been used to pro-
duce the global population database Landscan. Landscan was developed 
by allocating census counts at 30" X 30" cells through a "smart" interpola-
tion based on the relative likelihood of population occurrence. The alloca-
tion to cell is based on weighting computed from slope categories, distance 
from major roads, and land cover. The weighting is undertaken by type, 
with exclusions for certain types. The Nighttime lights of the World are 
weighted by frequency.  

Improvement of the smart interpolation techniques relies on the avail-
ability of fine scale data that are country specific, and Earth Observation 
data. Aerial photography and earth observation imagery were already 
tested for population density mapping in the 1980’s. Remote sensing tech-
niques have been applied in order to improve or overcome census short-
comings in developing countries’ censuses (Adeniyi 1983; Olorunfemi 
1984). Coarse resolution imagery has been used in improving global popu-
lation density assessments (Eldvige et al. 1997), and medium resolution for 
zone based estimations (Lo 2003). Harvey (2002) specifically tested esti-
mations of population numbers from satellite imagery. With the availabil-
ity of very high resolution imagery, formal settlements such as cities and 
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informal settlements such as refugee camps can be assessed for population 
density (Giada et al. 2003a; Giada et al. 2003b). A recent overview of 
techniques used for counting population in cities is provided by Mesev 
(2003).

This study addresses the use of medium resolution imagery for zone 
based estimates of population densities in developing countries. It aims at 
further developing methodologies that allow the relatively rapid generation 
of information on population distribution at a fine scale that is required for 
improved disaster management.  

The study area extends over 185 x 185 km, coinciding with the coverage 
Landsat TM scene path 170 and row 72 (Fig. 1).

Fig. 1. Study area within Zimbabwe, the white box indicates the extent of Fig. 5 
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It includes the economic centre and capital Harare, and makes up part of 
the most productive agri-ecological zone of intensive farming in Zimbab-
wean’s Highveld and Middleveld (Vincent and Thomas 1960). The study 
area covers commercial private farmland as well as government owned 
land, referred to as communal land1. The study is therefore representative 
of the land cover and land use diversity in Zimbabwe. Within the study 
area are three million people, accounting for 25% of the overall Zimbab-
wean population, living on an area of 33206 km2, that is, 12% of the total 
land cover. The methodology devised and tested within the study area will 
eventually be applied to the whole of all Zimbabwe. 

3 Methodology 

We model the distribution of population within each district of our study 
area in Zimbabwe by creating a continuous surface of population density at 
a grid cell size of 150 m. The methodology for surface modelling of popu-
lation data relies on combining information from a number of information 
layers listed in Table 1.  

The input data were available as explicit digital information, with a spa-
tial and attribute component, and data layers that required information ex-
traction to provide delineation of spatial units and associated attributes. 
The ready to use information layers included the administrative borders of 
Zimbabwe at district level with associated population counts, protected ar-
eas, urban areas available as polygons, the road network available as lines, 
and towns, available as point data. The raster information layers include 
the 1 km land cover and digital elevation model derived from the SRTM 
(Shuttle Radar Topography Mission) elevation dataset. Two data sources 
required information extraction. Satellite imagery needed to be classified 
into land cover / land use classes, while maps were processed to extract 
specific features such as village location.  

All data layers required pre-processing that included the standardised 
transformation into a common geographical projection. A selection of sig-
nificant data layers was processed in order to allow their input into the 
smart interpolation model.  

                                                     
1  In southern Africa ‘communal land’ generally refers to an area of land owned by 

the State, which confers certain use rights (for cultivation, livestock grazing, 
timber harvesting, settlement, etc.) to rural populations that do not hold individ-
ual proprietary deeds. Many such areas in Zimbabwe are used for traditional 
agro-pastoral farming activities. 
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Dataset Format / Reso-
lution / Scale  

Date Coverage / 
Size

Theme ex-
tracted

Source

Population 
Census data  

District level 2002 Countrywide Population per 
district 

CSO Zim-
babwe 

Administrative 
subdivision of 
the country 

Polygons 2002 60 Districts District
boundaries 

Survey-
General Zim-
babwe 

Urban areas Polygons NA Areas of 8 
main cities  

City areas HIC  

Protected areas Polygons NA CountrywideProtected ar-
eas

Survey-
General Zim-
babwe 

Road network Lines  2002 Countrywide  HIC 
Settlements Point NA CountrywideTowns DCW 
Elevation Raster / 

approx. 90 m 
(3 arc seconds) 

2002 SRTM Slope  USGS  

GLC 2000 Raster / 1 km  2000 CountrywideSelected land 
cover classes 

JRC

Landsat ETM Raster / 15 m 
& 30 m 

2002 
/2003 

24 images Land cover / 
Land use 

LANDSAT  

Maps 1:250,000 1973- 
1995 

34 maps Villages Survey-
General Zim-
babwe 

Woody cover 
map 

Paper map  
1:1 000,000 

1998 1 sheet Woodland 
(Photointer-
preation) 

Zimbabwe 
Forestry 
Commission 

CSO  – Central Statistical Office 
HIC  – Humanitarian Information Centre 
USGS  – United States Geological Survey 

Table 1. Data layers used for modelling population densities within the study area 

The modelling procedure produced a weighting value for each pixel in 
the study area according to the relative probability of population numbers 
living within the pixel area. The weighting values permitted the redistribu-
tion of one population value per district to a number of grid cells within 
this district.

3.1 Pre-Processing 

Pre-processing consisted of scanning maps, geo-coding all information 
layers in a common geographic projection, and then conversion of the data 
into raster format.
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Zimbabwe is covered by two UTM zones making standard UTM diffi-
cult to use. The national geographic projection and the most common pro-
jection for mapping Zimbabwe as a whole country, is the Transverse Mer-
cator projection based on the Modified Clarke 1880 spheroid (Mugnier 
2003). Therefore all the data were re-projected into this coordinate system. 
The re-projection of the satellite images was carried out after the classifi-
cation in order to avoid information loss. After the re-projection all vector 
layers were transferred into raster layers of 15 m pixel size, fitting with the 
panchromatic band of Landsat ETM. 

3.2 Information Extraction 

Information extraction was performed on scanned maps in order to extract 
the location of villages, and on satellite imagery in order to produce a land 
cover map for the area.  

3.2.1 Processing Map Data 

The objective of processing the scanned topographic maps at a scale of 
1:250,000 was to extract the location of small settlements. Villages and 
buildings indicating the centres of settlements, such as schools and hospi-
tals, are represented within these maps as black dots and rectangles of 
slightly different size (Fig. 2, top left).  

A combination of feature recognition and image processing algorithms 
allowed for the extraction of these objects. First we identified black fea-
tures of a defined size within the scanned maps by applying the mathe-
matical morphological methods of erosion and dilation. This resulted in the 
production of a binary file (Fig. 2 top right). Following this, we separated 
erroneously selected objects such as fragments of black labelling based on 
their shape and shape / size combinations (Fig. 2 bottom left). Fig. 2 shows 
the working step results for a cut-out of the study area, where mining sym-
bols printed in the same colour as the village dots, hampered the extraction 
procedure. The extraction process resulted in the identification of 6823 set-
tlements within the study area.  
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Fig. 2. Processing stages of the extraction of human settlements from the scanned 
maps. The figure shows the original data (top left), the features extracted from the 
map (top right), the extracted features classified - for which villages are coded as 
small circles (bottom left) and the village location superimposed on the original 
map in order to check for validity (bottom right) 

3.2.2 Processing Satellite Imagery 

Two Landsat ETM scenes were used in the exercise. The dry season image 
(Aug 03, 2002) was used for the classification process, whilst the scene re-
corded at the end of the wet season (May 02, 2003) was used for validation 
purposes. 4 major land use classes were produced that included intensive 
small scale farming on communal land, large scale commercial farming, 
woodland, and land unsuitable for population. The classification process 
used object oriented image analysis tools available in the software package 
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e-cognition Definiens. The classification process was based on data from 
the Landsat ETM multi spectral band with 30m and the panchromatic 
band 8 at 15m resolution (Fig. 3a). The NDVI calculated from the TM 
band 4 and TM band 3 was used as an additional channel. The image was 
first segmented at two different levels. The first level was used to identify 
relatively small objects of similar spectral characteristics such as large 
fields in commercial farm areas (Fig. 3b). Typical feature characteristics 
for object differentiation are shape, mean reflection values in a certain 
band or their standard deviations. The second segmentation level was used 
to identify larger regions with similar general land cover patterns (Fig. 3c). 
Each object at this level included a number of sub-objects stemming from 
the first segmentation level. The differentiation process at level 2 is pre-
dominantly based on the type and characteristics of the sub-objects in-
cluded combined with the sum of the area covered by sub-objects of the 
same class. The classification procedure required frequent verification and 
supervision supported by the Landsat image of the wet season and the 
woody classification map. 

We identified 23 land cover classes based on segmentation level 1, 
which were converted into 8 land use classes derived from segmentation 
level 2. For integration into the model these 8 classes needed to be aggre-
gated resulting in 4 final land use types (Fig. 3d). The division into these 
final classes relied on local and expert knowledge relating to the main vari-
ances in population densities that exist between intensive small scale sub-
sistence agriculture, large scale commercial farming, bush and woodland, 
and non-populated areas.  

3.2.3 Geo-Processing

Geo-processing consisted of processing and sometimes merging the input 
layers into information layers to be used in the smart interpolation model-
ling exercise. 4 final input layers were derived comprising land use, human 
settlements, road network, and slope classes.  
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Fig. 3. Landsat imagery classification, study area extract including commercial 
farms and communal land [scale approx. 1:500,000]. 3a: Original Landsat 
3b: Level 1 segmentation resulting in 23 classes, 3c: Level 2 segmentation and ag-
gregation of level 1 into 8 classes, 3d: Aggregation of classification results into 4 
classes for integration into the model 
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3.2.4 Land Use 

The classification of different land use types is based on medium resolu-
tion satellite imagery (Landsat ETM) of the dry season in 2002, enhanced 
by ancillary information stemming from medium satellite imagery from 
the end of the wet season in 2003 (Landsat ETM), a woody cover map 
from 1998 and the GLC2000 2. The classification of the study area resulted 
in 4 main rural land use classes, each accounting for a specific average 
population density: (1) intensive subsistence small scale farming, which is 
the predominant use of communal land, (2) large scale commercial farm-
ing, (3) bush and woodland not (recently) used for agricultural purposes 
and (4) areas not suitable for human settlements.  

3.2.5 Human Settlements 

The human settlements layer merged information from three data sources 
that have been allocated to 4 hierarchy levels. (1) A polygon vector file - 
that includes the 8 most important Zimbabwean urban areas. This layer 
provided information on the urban extent of the cities Harare and Chi-
tungwiza for the study area, classified as hierarchy level 1. (2) The settle-
ments from the Digital Chart of the World (DCW), coded as point infor-
mation and classified as level 2 when large or district capitals (only two 
present in the study area) and as level 3 if towns. (3) Smaller settlements, 
typically villages that where not available from DCW, were derived from 
the 1:250,000 topographic maps and coded as level 4. 

The settlements available as single pixel (level 2, 3 and 4) were buffered 
to produce an associated area corresponding in size to the relevant hierar-
chy level. Towns of level 2 where buffered with a 1500 m radius, those of 
level 3 with 600 meters and the villages extracted from the map with 100 
meters.  

3.2.6 Road Network 

Information on the road network is based on a dataset from the Humani-
tarian Information Centre of the UN in Zimbabwe, last updated in 2002. 
The roads were classified into two groups, primary and secondary roads. 
The class allocation was carried out by considering tarmac quality, which 
is included in the dataset, and level of road traffic. All roads missing at-

                                                     
2  Global Land Cover 2000 database. European Commission, Joint Research Cen-

tre, 2003, http://www.gvm.jrc.it/glc2000 based on SPOT VEGETATION satel-
lite images.  
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tribute information were classified as secondary roads. The primary and 
secondary roads were buffered by 300m and 150m respectively, based on 
the assumption that population density close to roads increases and the 
concerned area is correlated with the road importance.  

3.2.7 Slope 

Slope information was calculated from the SRTM elevation dataset. This 
dataset is produced at 90 meter resolution. We use the CGIAR-CSI (Con-
sortium for Spatial Information) SRTM data product on which a number of 
processing steps have been applied in order to represent the elevation val-
ues as continuous surfaces. The SRTM dataset served as the foundation for 
computing the slope, based on a 3 by 3 neighbourhood around each pixel. 
The results were divided into three classes of slopes with < 10 degree, 10 –
 20 degree and > 20 degree. 

The resulting land use classification was available at 15m grid cells, cor-
responding to the resolution of 15m of the panchromatic band 8 of the 
Landsat ETM scene. All other vector and raster layers were also converted 
into raster grid files of 15m resolution. 

3.3 Smart Interpolation 

Modelling of the population density was carried out by allocating weight-
ing factors to the pixels of each input layer, according to a number of deci-
sion rules. The process of weight allocation is summarised in the decision 
tree diagram of Fig. 4. The first rule relies on the land use class input lay-
ers. The weight zero was allocated to all pixels within the land cover class 
representing areas unsuitable for hosting populations. All other pixels, 
unless they are in the vicinity of the buffered areas of roads or human set-
tlements, were allocated weight 1 for bush and woodland, weight 2 for 
large scale farming and weight 8 for small scale intensive farming. 

In the second decision step, weighting values for all pixels lying within 
the defined vicinity of roads and human settlements were assigned. If the 
pixel was close to transport infrastructure, then it obtained the weight 5 or 
20 respectively, according to whether the transport line crossed a wooded 
area or any type of farm land. The weighting values allocated to pixels 
within or close to settlements depend on the hierarchy class of the settle-
ment. Pixels associated with class 2 (small cities) and class 3 (towns) re-
ceived a weighting of 60, while those related to class 1 (villages) received 
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a weighting of 203. All weights allocated to pixels in consideration to their 
vicinity to a road network and human settlements were overlaid and 
summed up.  

The last decision rule took into account the interrelation between popu-
lation density and terrain. It has applied to all pixels lying within areas of a 
certain degree of slope. If the slope value is between 10 and 20 degrees the 
pixel weighting value was halved. If the slope was steeper than 20 degrees 
then it was halved again. After giving consideration to the degree of slope, 
each pixel received its final weighting value. For example, a pixel lying 
within the land use class ‘large scale farming’, in the vicinity of a road and 
close to a village located on a slope of 13 degrees would have received the 
value: (20 + 20) / 2 = 20.  

Following this allocation procedure, the population counts at district 
level available from the Zimbabwean Census of 2002 were distributed ac-
cording to the weighting value pw of each pixel according to Eq. 1. 

pop (i,j) [D] = aD * pw (i,j) (1)

In Eq. 1 pop(i,j) [D] is the number of estimated people living within the 
area of pixel (i,j) that is lying within district D, aD is a constant computed 
for district D, and pw (i,j) is the weighting factor of pixel (i,j) received 
from the model (Fig. 4). The constant aD is computed by dividing the over-
all population number of district D by the sum of the weighting values of 
all pixels within district D (Eq. 2). 

aD = 

}][),(),({

][

Djijipw

Dpop (2)

In Eq. 2 pop [D] is the census population of district D and pw (i,j) is the 
weighting value of pixel (i,j). Hence, the sum of the estimated population 
values for all pixels within a district area is equal to the census value of the 
same district. For those districts of which only part of the area is overlap-
ping with the study area the number of population considered in the model 
(pop [D]) was computed according to the proportion of the area lying 
within the study area, assuming a homogeneous population distribution.  

                                                     
3  Large cities corresponding to human settlements class 1 obtain a unique popula-

tion density value that is based on the average population of the entire city. 
Population density estimations within cities require a different model and will 
be addressed in future work. 
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Following the modelling process, the pixels were aggregated to a raster 
layer with 150 m resolution. A lowpass filter was applied to smooth differ-
ences between adjacent pixel values.
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+

-

-
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Fig. 4. Decision tree diagram used to assign weighting values to pixels (pw) 
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4 Results and Discussion 

The resulting population density estimation for a part of the study area is 
shown in Fig. 5. The figure also shows the equivalent area as a choropleth 
map representing population counts at district level and as the Landscan 
2002 population dataset. Light grey values represent low, and dark grey 
values high population densities. The figure highlights the advantage of 
having population densities in grid format and at finer resolution. The 
choropleth map provides single counts for large areas, thus averaging areas 
with high and low population densities. Landscan inevitably provides 
coarse results. The outcome of the population modelling exercise at the 
fine resolution of 150 m reflects typical population density patterns in 
Zimbabwe, for example communal land with high densities and commer-
cial farm land with low population densities. 

Combining different sources of input data to provide weighting for 
population assessment is an empirical and error prone exercise. The input 
datasets are of different quality and the errors accumulate when merging 
the dataset. Errors introduced into the model applied for this study can be 
linked with a number of sources. First, the location accuracy of human set-
tlements within the DCW is probably low. The DCW are in fact derived 
from 1:1,000,000 maps. The quality of the topographic maps and the den-
sity of mapped villages vary with different years that they have been up-
dated. The automatic dot detection allows for false hits and inevitably 
misses some villages. The location of some villages may also have 
changed since the production of the map.  

Medium resolution Landsat imagery provides valuable information to 
identify land cover. The pixel size is in general sufficiently small for dis-
tinction to be made between fragmented communal land used intensively 
by subsistence agriculture and large scale commercial farm areas. The 
combination of satellite images recorded during dry and wet seasons as-
sists in the identification of irrigation schemes and regions with little vege-
tation accounting for areas with the likelihood of high population pressure.  

The object oriented classification procedure proved effective and effi-
cient in processing large datasets, such as a full Landsat ETM scene. The 
image segmentation at two different levels as a base for a land use classifi-
cation of 8 classes proved to be most appropriate and allowed a clear dis-
crimination of the main Zimbabwean land use systems.  

Additionally the ETM imagery with a 15 meter panchromatic band can 
be used to identify the spatial outline of larger towns. Densities within ur-
ban areas will have to be addressed with very high resolution imagery. 
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Fig. 5. Population distribution as choropleth map (top), population density in the  
Landscan 1km dataset (centre), and in the resulting 150m dataset of this study  
(bottom) [scale approx. 1:800,000]. The black box in the bottom map indicates the 
extent of Fig. 3 

The global availability of the Landsat imagery makes it a unique dataset 
for use in population density studies in developing countries. In moist trop-
ics however, the use of active sensors has to be considered in order to 
solve the problem of permanent cloud coverage. 

The availability of a 90 meter resolution digital elevation model is criti-
cal for at least two reasons. It allows computation of the slope gradient, 
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which is strongly correlated with population densities, and thus identifies 
areas that are not suitable for hosting any population. Also, population 
density may vary with the elevation. For example, in Zimbabwe, the high-
lands are favoured areas of settlement due to climate and geological condi-
tions.

At last, the selection of weighting factors allocated in the modelling 
process is based on subjective local and expert knowledge. The modelling 
result, the final population density estimation, remains very difficult to 
evaluate. Research findings related to the creation of continuous popula-
tion surfaces in developed countries are often cross-checked with small 
enumeration units (Langford et al. 1991; Eicher and Brewer 2001). In 
Zimbabwe, population data for the smallest administrative unit, the ‘ward’, 
are available but they are often incorrect and the ward boarders are con-
tinuously being changed for political reasons. An alternative method of 
evaluation could be to get the census’ population counts before the data are 
aggregated into administrative units. This would require the cooperation of 
the relevant statistical institution and their willingness to provide the data 
for research purposes.  

5 Conclusions 

This paper tackles the need of enhanced population data for disaster man-
agement and aid delivery studies in developing countries. It analyses the 
usefulness of a set of spatial data layers, including medium resolution sat-
ellite imagery, for population density estimations in rural Zimbabwe. The 
exercise conducted on a 185 x 185km area at a grid cell size of 150m al-
lowed us to develop a methodology that can be extended to the whole of 
Zimbabwe.  

The surface modelling of population density was implemented by inte-
grating 4 main variables: land use, settlements, road network, and slopes. 
A central determinant for estimating population numbers was the type of 
land use, which was successfully obtained from Landsat imagery by apply-
ing object oriented classification techniques. The location of small human 
settlements was only available on paper maps requiring the automatic ex-
traction of printed symbols. Feature recognition algorithms based on 
mathematical morphology and size / shape relationship proved to be useful 
tools for solving this problem. During the modelling procedure, pixel 
weighting values were allocated according to pre-defined decision rules 
and based on the characteristics of the 4 input layers. In a final step the dis-
trict population counts of the recent Zimbabwean census were distributed 
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among all pixels of the relevant district according to the pixel weighting 
values.

Due to the lack of any calibration data, the results of the exercise are 
difficult to evaluate. The error range is determined by the quality of the in-
put layers, unavoidable faults in the feature extraction or classification 
procedure and by the choice of the weighting values, which are based on 
local and expert knowledge. However, a comparison with the Landscan 
dataset from 2002 clearly demonstrates the advantages of the applied 
methodology. 

In most developing countries recent data about land use, infrastructure 
and population at fine scale are poor. The method applied for this study is 
a relatively quick way to extract information from and add value to data-
sets that are normally available, also for developing countries. The meth-
odology elaborated and the tools implemented are therefore of general im-
portance for population density estimations at fine resolution in those 
countries. The results can feed into early warning or alert systems and sup-
port decision making in order to enhance disaster management and hu-
manitarian aid activities. Finally, land use information and population data 
can also be linked to vulnerability and food insecurity. Therefore, mapping 
land use and population data is essential in order to come up with needs 
assessments in the case of drought or other disasters. 

However, population distributions are determined by physical, socio-
economic and historical factors that are country specific. Hence, in order to 
be transferred to other countries, the modelling procedure needs to be 
adapted to case specific characteristics, the determination of which re-
quires a certain level of local / expert knowledge. In addition, passive sen-
sors might not provide sufficient cloud free satellite data for regions lying 
within the moist tropics.  
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Abstract

Disaster management depends on large volumes of accurate, relevant, on-
time geo-information that various organizations systematically create and 
maintain. In The Netherlands municipalities are an important party in the 
safety management chain when accurate geo-information is concerned . As 
opposed to municipalities in many other countries Dutch municipalities not 
only carry out central government policies but also have several policy ar-
eas in which they operate autonomously. Hence Dutch municipalities have 
a wealth of geo-information. This is why in the safety management chain 
Dutch municipalities are often referred to as the fourth column besides the 
police, the fire department and medical care. However, due to the munici-
pal autonomy the geo-information is structured and described in as many 
ways as there are municipalities. This results in a situation in which the 
semantics of geo-information is not even always clear to the producer and 
whereby formal semantics are almost never available. On the other hand 
following several large scale disasters such as the fire in a pub in Volen-
dam and the exploded fireworks factory in Enschede Dutch government 
has decided to reorganise disaster management in The Netherlands in so 
called safety regions. These regions consist of several municipalities. Thus 
this development increases the demand for easily accessible and readily 
available relevant, standardized and accurate geo-information from mu-
nicipalities on a regional level.  

Working from the same municipal autonomy that has created the de-
scribed difficulties Dutch municipalities have organised themselves to 
found DataLand. DataLand is the non-profit on-stop-shop for municipal 
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geo-information. The mission of this initiative is to make the municipal 
geo-information widely accessible. In fulfilling its mission DataLand to-
gether with its participating municipalities standardizes the registrations 
and formalizes the semantics so that third parties know what information 
they get. Also DataLand actively monitors the data quality. 

This paper will focus primarily on how DataLand as a one stop shop of-
fers a solution to the problem of data management between the different 
columns involved in disaster management. The paper will demonstrate 
how challenges for data management, data collection, translation, integra-
tion, classification and attributes schemes, temporal aspects (up-to-date-
ness, history, predictions of the future) are tackled by using simple, low 
cost IT solutions. Also the paper will describe how open communication is 
of overriding importance in creating co-operation between different insti-
tutions involved with disaster management. Secondly how this solution 
works in practice will be demonstrated by discussing the results of a real-
life, real-time test that DataLand recently conducted together with the Re-
gional Rescue Service Rotterdam-Rijnmond (RHRR) over the course of a 
year. This experiment not only showed the improved response time of this 
rescue service body but also for the first time gave clear insight in the user 
needs of disaster management bodies with regard to municipal geo-
information. In closing the paper will reflect on the lessons learned in de-
veloping a one-stop-shop for municipal geo-information. This is important 
as the concept of a one-stop-shop to facilitate smooth data flows between 
different partners involved in disaster management is also feasible for 
other parties involved in disaster management. 

1 Introduction 

Disaster management depends on large volumes of accurate, relevant, on-
time geo-information that various organizations systematically create and 
maintain. In The Netherlands municipalities are an important party in the 
safety management chain when accurate geo-information is concerned . As 
opposed to municipalities in many other countries Dutch municipalities not 
only carry out central government policies but also have several policy ar-
eas in which they operate autonomously. Hence Dutch municipalities have 
a wealth of geo-information that is not available on other levels or in other 
institutions. Dutch municipalities are the sole source for much of The 
Netherlands administrative geo-information such as addresses, floor space, 
and dimensions of the house. In other words: data that objectively describe 
a building. Besides the fact that municipalities have important disaster 
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management and prevention tasks, this wealth of information is why in the 
safety management chain  

Dutch municipalities are often referred to as the fourth column besides 
the police, the fire department and medical care.  

There is however a price to be paid for municipal autonomy: the geo-
information gathered and registered by the municipalities is structured and 
described in as many ways as there are municipalities. This results in a 
situation in which the semantics of geo-information is not even always 
clear to the producer and whereby formal semantics are almost never 
available. This situation renders the information very inaccessible and dif-
ficult to use for parties outside the municipality.  

The difficulties that external parties that need the information to carry 
out their tasks already experience when one municipality is concerned take 
are brought to a new level when the latest development in disaster man-
agement in The Netherlands is concerned. Following several large scale 
disasters such as a devastating fire in a pub in Volendam and an exploded 
fireworks factory in Enschede, Dutch government has decided to reorgan-
ize disaster management in The Netherlands. The former organization on a 
local level is being replaced by a regional disaster management organiza-
tion. These so called safety regions encompass a multitude of municipali-
ties. Naturally this development increases the demand for readily accessi-
ble, standardized and accurate geo-information from municipalities on a 
super municipal level.  

Working from the same municipal autonomy that has created the de-
scribed difficulties Dutch municipalities have organized themselves to 
found DataLand. DataLand is the non-profit on-stop-shop for municipal 
geo-information. The mission of this initiative is to make the municipal 
geo-information widely accessible. As such the initiative is proving to pro-
vide a welcome solution for parties involved in disaster management when 
it comes to accessing municipal geo-information. In fulfilling its mission 
DataLand together with its participating municipalities standardizes the 
registrations and formalizes the semantics so that third parties know what 
information they get. Also DataLand actively monitors the data quality. 

This paper will focus primarily on how DataLand as a one-stop shop of-
fers both a technical and an organizational solution to the problem of data 
management between the different columns involved in disaster manage-
ment. In the second section the history of this municipal initiative will be 
briefly described. Thirdly a closer look will be taken at the organizational 
challenges that DataLand faced – and still faces - in disclosing municipal 
information for external parties. The fourth section will focus on the tech-
nical issues involved in realizing disclosure and interoperability of the 
data. This section will also expand on the relevance of metadata in the 
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process. The fifth section will zoom in on how DataLand has demonstrated 
its clear added value for the disaster management chain over the course of 
a one-year real life test. In closing the epilogue will reflect on which les-
sons can be learned from the DataLand initiative, as the concept of a cen-
tral point of data distribution in disaster management is widely applicable.  

2 DataLand: A Brief History 

Municipalities in The Netherlands come in various sizes, the largest mu-
nicipalities being the home over 100.000 citizens each. Among these mu-
nicipalities are of course Amsterdam, Rotterdam, Den Haag and Utrecht 
but also municipalities such as Apeldoorn, Emmen and Groningen. Alto-
gether this group consists of close to 30 municipalities. Because of their 
size these municipalities see themselves confronted with similar chal-
lenges. Hence they meet at a regular basis. 

Already in the late 1990’s the problem of accessibility, standardization 
and interoperability – or rather: lack thereof – was addressed in these 
meetings as an increased demand for municipal administrative geo-
information was noted on the one hand, whereas on the other hand central 
government started several initiatives to realize a central geo-information 
infrastructure in The Netherlands.  

At the time already many municipalities, small and large, were busy try-
ing to get their own geo-information service in order digitally. The Nether-
lands Association of Municipalities, the VNG, made in inventory in spring 
1997 which showed that local governments with up to 70,000 citizens 
spend increasingly more on informatisation. Compared to 1996 there was 
an 18% increase in 1997 in investment in information, communication and 
technological (ICT-) aids. Of the total score of investments in local gov-
ernment informatisation, approximately 30% are invested in geo-
applications such as taxes, charges and Cadastre1.

Taking into account the political importance of the concept of municipal 
autonomy against the various developments in the field, the municipalities 
were faced with the choice to either provide a solution for the accessibility 
and interoperability issues from their own autonomy or to await further ac-
tions of central government. The municipalities decided to take up the 
challenge themselves rather than to wait for central government. In taking 
up the challenge themselves they voiced a clear ambition to hit two birds 

                                                     
1 Jellema, M. (1999). Geo-information chains present local governments a new challenge, 21st

UDMS Symposium. 
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with one stone. In the first place the municipalities wanted to created a 
central point of distribution for municipal administrative geo-information 
data of all municipalities in The Netherlands thus answering to the market 
demand. Secondly this central distribution point should support munici-
palities in organizing their data for accessibility and interoperability. On 
the basis of these two ambitions the initiative could easily evolve into a 
bottom up contribution to the national geo-infrastructure planned at the 
central governmental level.

Over the course of a year the different terms and conditions such as pri-
vacy restrictions and other legal pitfalls were mapped and a business plan 
was developed. In April 2001 DataLand was founded. Over the course of 
three years DataLand has managed to become the one stop shop for mu-
nicipal geo-information, distributing data over more than 4.000.000 ob-
jects. This is 75% of the available data. This steady growth has mainly 
been due to pro-active account management, no frills management and a 
solid business plan. 

3 Organizational Challenges 

In realizing its ambitions, DataLand faced a number of organizational chal-
lenges as well as technical challenges. This section will briefly discuss the 
three most important organizational challenges that played a role in the de-
velopment of this central distribution point: 

municipal autonomy 
history of failed initiatives 
ownership issues 

3.1 Municipal Autonomy 

As was discussed previously Dutch municipalities enjoy a relatively large 
measure of autonomy in forming local policies and in running the munici-
pal administration. This has lead to a situation in which geo-information 
data are registered in as many different forms using almost as many differ-
ent standards as there are municipalities. In itself standardization does not 
conflict with the concept of municipal autonomy. However, historically 
this situation has grown and in shaping up DataLand it has proven a chal-
lenge to demonstrate that co-operation and common standardization does 
not interfere with municipal autonomy. On the contrary: co-operation in 
this field strengthens the position of municipalities in the field of govern-
mental information management.  
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The fact that the DataLand initiative is firmly rooted in the concept of mu-
nicipal autonomy has proven a crucial success factor and has been a prime 
unique selling point in the marketing strategy. The municipal autonomy is 
further more reflected in the self-sustaining business model of DataLand. 
While it is beyond the scope of this paper to discuss the business model in 
detail, it is worth noting that the business model of DataLand ensures that 
municipalities not only own DataLand and thus govern its course, but also 
they share in the revenue that is generated. 

3.2 History of Failed Initiatives 

Although DataLand is the first initiative in its sort in the field of geo-
information, the idea to create central distribution points for municipal 
administrative information is far from new. Over the years many initiatives 
have seen the light of day, and despite the fact that there are several very 
successful initiatives there are of course also the failures that cost money. 
“Once bitten, twice shy” as the saying goes. The concern for a potential fi-
nancial loss is aggravated by the economic recession in The Netherlands 
that of course also takes its toll on the budgets of municipalities. 

One way of facing this challenge is to prove success. Now that Data-
Land has proven its added value for example in the disaster management 
chain and now that the first strategic successes are a fact municipalities are 
decidedly more enthusiastic about participation and realize their participa-
tion on more than solely economic grounds. Another way in which Data-
Land has faced this challenge is to make participating municipalities part 
of the success by sharing the – albeit modest – revenues. The revenues are 
modest because following European directives and Dutch law it is not pos-
sible to make a profit with governmental information as the taxpayer has 
already paid for this information. Thus the selling price DataLand uses for 
the information does not reflect the actual value of the information. It only 
reflects the cost of distribution.  

3.3 Ownership Issues 

Within municipalities geo-information has more than any other field 
grown into a field that has many collectors of data. The municipal tax de-
partment for example gathers administrative geo-information for tax pur-
poses, while the Geo-information department gathers similar information 
to support e.g. spatial planning. The information gathered at different de-
partments within the municipal organization is similar, but not the same. 
From a technical point of view it would be an easy statement to simply 
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match the different databases, do quality checks etc. and so construct one 
database with the correct information that is accessible for those who need 
the information. The municipal reality however is slightly more complex 
as the exercise of matching databases and centralizing information imme-
diately brings ownership issues into the equation. If there is one database, 
who owns the information? Who is responsible for the information? Who 
will manage the distribution of the information? Who will guard the qual-
ity of the information? Of course behind these questions there are financial 
motivations and clear political and power related issues. Precisely these 
ownership issues have proven hard to tackle.  

While DataLand does not provide consultancy in this field, in terms of a 
yearly quality monitor DataLand does give insight to municipalities in how 
their peers organize their data. Also because of the active account man-
agement DataLand is able to direct questions of municipalities to other 
municipalities that are further advanced. In this way DataLand supports the 
allocation of ownership within municipalities without actually getting in-
volved in individual municipalities. 

The municipal autonomy, the history of failed initiatives and the owner-
ship issue are three of the most important organizational issues that are 
fundamental to understanding the complexity of the Dutch geo-
information situation and thus to the difficulties that disaster management 
bodies face when they want to access this information. In describing how 
DataLand faced these challenges to build a central distribution point that 
works, some insight has been given to how DataLand is a solution at an 
organizational level to facilitate accessible and available geo-information 
as a backbone for sound disaster management. The organizational level 
however is only one side. The other side is technology. 

4 Technical Challenges 

In the third section the main organizational challenges have been outlined. 
Besides several organizational challenges it will be clear that with a multi-
tude of standards the technical challenges to realize a central distribution 
point with accessible and useable data are potentially enormous. Especially 
when once again the autonomy of Dutch municipalities are taken into ac-
count. This section will take a closer look at the technical issues involved 
in realizing disclosure and interoperability of the data. Special attention 
will be given to the importance of metadata in this respect. 

Developing a system for the distribution of data over millions of build-
ings proved to be relatively simple. Getting the data in the system proved 
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the hard challenge, because there is a clear need for standardization in or-
der for a database to function.  Also the users of the information distrib-
uted by municipalities via DataLand need to know and understand the in-
formation they get.

The two most important closely related instruments with which Data-
Land faced the challenge of creating uniformity of and insight in data are: 
a pre-programmed query 
metadata 

As described previously different departments gather similar but slightly 
different administrative geo-information in Dutch municipalities. Due to 
its tasks inevitably in nearly every municipality the tax department is the 
department that has the best geo-information data in terms of accuracy and 
actuality. The reason for this is that as this is the department that sends out 
the invoices for real estate taxes the control of the data is actually done 
every year by the citizens. Because if a tax invoice is incorrect a complaint 
will be made, thus providing the accurate data to the department. 

Virtually all Dutch municipalities use a standard exchange format for 
their taxation process. This exchange format contains nearly all data that 
DataLand distributes centrally. Hence this exchange format provided a ma-
jor opportunity for DataLand to facilitate simple distribution of data from 
municipalities to DataLand.  

A query was pre-programmed that extracts the data for DataLand from 
the multitude of data that the exchange format contains. The query is dis-
tributed free of charge to all municipalities. It is also available as a free 
download on the website www.dataland.nl. The data extracted by the 
query can be burned on a CD or zipped in an e-mail and be send to Data-
Land. The frequency of distribution from the municipalities to DataLand is 
six-monthly.  

While this pre-programmed query does provide a good instrument to fa-
cilitate the distribution process from municipalities to DataLand, it is not 
in itself an aid towards the much-needed insight in the data that the mu-
nicipalities distribute.

That is why the query contains an obligatory field for metadata. Meta-
data are information about information, data about data. For DataLand 
metadata are the instrument to create accessible information. When a mu-
nicipality distributes its information to DataLand it is obliged to fill out the 
metadata field in the software, thus giving DataLand insight in which reg-
istration was the source for the data, which standard was used etc.  

It needs to be noted here that whereas metadata are the instrument for 
DataLand to gain insight and to provide the users of information with the 
same insight, metadata do not realize a de facto standardization of the data. 
It does however allow for interoperability.
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The quality monitor fuels a further move towards bottom up standardi-
zation that DataLand conducts every year. This monitor shows municipali-
ties which standards are used by most municipalities for which data thus 
allowing for municipalities to make an informed choice when reorganizing 
their data. Over the course of several quality monitors a clear move to-
wards voluntary, bottom-up standardization is demonstrated.  

A pre-programmed query containing an obligatory field for metadata are 
the instruments that DataLand employed to meet the challenge of different 
standards and different administrations. As this pre-programmed query and 
the metadata in themselves are instruments that establish clear insight in 
the data, they do not provide de facto standardization. However, the annual 
quality monitor that DataLand conducts supports de facto standardization. 
The uniform insight in the data that is created by using metadata and the 
central accessibility that is established through  

DataLand have proven to contribute to the quality of disaster manage-
ment.

5 DataLand and Disaster Management 

Reasoning from the argument that disaster management bodies need a 
wealth of geo-information to carry out their tasks effectively DataLand as-
sumed that a central distribution point for municipal administrative geo-
information should have a clear added value. To see if this assumption was 
correct DataLand decided to conduct a real life experiment.  

Over the course of 2003 DataLand cooperated with several municipali-
ties in the province of South Holland and the Regional Rescue Service 
Rotterdam-Rijnmond (RHRR). InAxis - the national committee for the 
stimulation of governmental innovation, subsidized the project. The goal 
of the project was fivefold: 
1. to create a real life pilot environment in which distribution of municipal 

administrative geo-information to the RHRR takes place via DataLand; 
2. to test the use of these data in real life situations with the RHRR; 
3. to realize an improved service of the RHRR by facilitating their access 

to high quality data; 
4. to gain insight in the qualitative and quantitative advantages of central 

distribution of data for disaster management; 
5. to demonstrate the usability of this form of cooperation between mu-

nicipalities and disaster management bodies for other municipalities and 
other regionally and nationally operating disaster management institu-
tions.
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The project started by making an inventory of the wishes of the RHRR 
in relation to administrative geo-information. The most important wishes 
were:
1. accuracy 
2. actuality 
3. accessibility 
4. interoperability 
5. availability 

It should be noted that in terms of accuracy the demands of disaster 
management bodies are clearly higher than the quality that is necessary for 
the tax department. The margin of failure that is acceptable for disaster 
management bodies is much smaller, seeing that an inaccuracy can ulti-
mately cost human life.  

Having said that, the central availability of a wealth of data to the 
RHRR was a glass that was half full rather than half empty. In the present 
situation the RHRR only had some information of 4 out of the 40 munici-
palities in its safety region. To obtain the necessary data the RHRR had to 
actively seek contact with all municipalities in their safety region. Besides 
the small amount of data of very few municipalities that the contacts pro-
duced, another problem of course again was that the information of the re-
sponding municipalities was delivered to the RHRR in various standards. 
Hence the data had to be processed before being useable. Through coop-
eration with DataLand the RHRR not only had more information of nearly 
all the municipalities in its safety region at its disposal but also the data 
came standardized and in a format that was directly useable. This already 
was a clear added value of this new form of cooperation. 

Concrete added value was furthermore shown in a real life accident 
when over the course of the project a gas explosion on the border of two 
municipalities took place in the safety region of the RHRR. As this acci-
dent took place exactly on the border of two municipalities prior to coop-
eration with DataLand the data with regard to the location, surface etc. 
would have been very hard to access – if they would have been available at 
all. The different standards, lack of uniformity and hence lack of interop-
erability would have meant virtual unavailability of the data and thus a less 
efficient and less effective disaster management service. Due to the coop-
eration with DataLand the RHRR had a significantly quicker response time 
and was better prepared both in terms of manpower and material for the 
situation at hand.  

The exchange of data between DataLand and the RHRR was relatively 
easy to establish by using a standardized exchange format, which naturally 
included the metadata thus allowing for swift implementation of the data in 
the current systems of the RHRR. 
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The concrete results of this project have been widely disseminated, as 
the project was one of the first to clearly demonstrate the added value of 
close cooperation between parties involved in the disaster management 
chain. Also the RHRR is now a client of DataLand, thus underlining the 
importance of a central distribution point to its peer institutions. 

The experiment has shown that cooperation between municipalities and 
disaster management bodies through one central distribution point has 
clear added value in terms of availability, accessibility, accuracy and inter-
operability of the data. Moreover the experiment has shown that this form 
of cooperation leads to a shorter response time and more efficient planning 
process in the event of a disaster.

6 Epilogue 

Over the past two decades it has become increasingly clear that local gov-
ernments maintain a great number of external business relations with other 
organizations, as part of their own geo-information service. This paper has 
demonstrated that in this respect local governments are providers as well 
as users of information. In this respect we mainly focused on the role of 
the municipal government as a provider of information for disaster man-
agement bodies. It has become clear how the Dutch situation of relatively 
autonomous municipalities has given rise to a situation in which the geo-
information that is of vital importance for the functioning of disaster man-
agement bodies is barely accessible. A clear need has appeared for closer 
cooperation between municipalities on the one hand and between munici-
palities and disaster management bodies on the other hand. 

We have shown how by organizing central accessibility in the form of 
DataLand Dutch municipalities have hit two birds with one stone. On the 
one hand the market demand and the demand of disaster management bod-
ies is met through the central organization of the data. The experiment that 
was conducted with the RHRR has clearly shown the added value of cen-
tral and direct accessibility of high quality data for the performance of this 
disaster management body. On the other hand the annual quality monitor 
that DataLand conducts supports the standardization processes within mu-
nicipalities. The paper has described how a pre-programmed query con-
taining an obligatory field for metadata are the instruments that DataLand 
employed to meet the challenge of different standards and different ad-
ministrations. As this pre-programmed query and the metadata in them-
selves are instruments that establish clear insight in the data, they do not 
provide de facto standardization. However, the annual quality monitor that 
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DataLand conducts supports de facto standardization. The uniform insight 
in the data that is created by using metadata and the central accessibility 
that is established through DataLand has proven to contribute to the quality 
of disaster management.  

Taking into account the different disasters that have taken place in The 
Netherlands over the past years there is a clear need for closer cooperation 
between municipalities and disaster management bodies. Firmly rooted in 
the autonomy of the Dutch municipalities DataLand provides municipali-
ties with the possibility to take up their responsibility of disaster manage-
ment. As this paper has clearly shown solely technical solutions do not do 
justice to the complexity of the organizational situation. The DataLand ini-
tiative has achieved its success because it addresses both the organizational 
and the technical issues underlying the organization of geo-information for 
high quality disaster management. 

From the development of DataLand we feel that at least three important 
lessons can be learned on a more general level for cooperation in the safety 
management chain.  

Firstly there is the lesson of the value of close cooperation between par-
ties involved in disaster management in which there is a clear understand-
ing of and recognition of the role and position of every party in the safety 
management chain. Over the years the role of municipalities in The Neth-
erlands in disaster management has sometimes been underestimated. How-
ever, following several large-scale disasters it has become clear that mu-
nicipalities are a link in the safety management chain that is equally 
important as the fire department or medical care. The safety management 
chain is no exception to the rule that a chain is only as strong as its weak-
est link.

The second lesson to be learnt from the DataLand initiative is that when 
one of the columns in the safety management chain decides to make in-
formation available to the other columns via a central distribution point, 
there is a clear need for active account management, firm project manage-
ment and clear communication about the ambitions of the innovation. In 
other words: one should not buy into the myth of a scenario in which a 
central distribution point on the basis of its added value is self-selling and 
will grow organically. An innovation – even a relatively simple one such 
as the creation of a central distribution point to enable easy re-use of al-
ready existing information – implies a change in current patterns of work 
and cooperation. Change in times of economic recession and high work 
pressure is rarely welcome. Thus (pro-) active marketing and active ac-
count management are necessary tools for the implementation of an inno-
vation, no matter how obvious the innovation or its added value are. Inno-
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vation needs to be sold in its early stages until the time that the parties in-
volved consider what once was an innovation as a normality.  

This statement leads to the third lesson that can be learned from the 
DataLand story. An additional link in the safety management chain must 
be able to continuously demonstrate its added value to the parties involved. 
Without clear added value there is no ground to build on.  

These are just a few of the lessons that can be learnt from the develop-
ment of the DataLand initiative. Through this paper we have tried to share 
these lessons and our experiences as we feel that the concept of a central 
distribution point for the distribution of information that is needed by 
many parties in the safety management chain is widely applicable. It can 
be concluded that in The Netherlands this central distribution point deliv-
ers a clear and positive contribution to the improvement of the quality of 
disaster prevention and management. 
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Abstract

The ability to navigate a 3d virtual environment in real-time has a high 
priority in connection with different applications for disaster management. 
This paper presents GRIFINOR – a platform for applications within this 
area. As a part of GRIFINOR, three new innovations have been promoted. 
They are presented in this paper as well. In many situations it is important 
that geoinformation can be accessible for queries within a very short time-
frame (minutes). Questions about spatial reasoning and volumetric calcula-
tions in connection with different types of simulation has been very de-
pendent on a priori models and very fast computer graphics hardware and 
software. It is also essential that the features of the model become real ob-
jects with attributes etc. Urban 3d models have traditionally been built as 
wire frame models. This makes it very difficult and in some situations im-
possible to attach geoinformation to the spatial structure in a way so that it 
is useful for real-time navigation in 3d. These wire frame models are not 
suitable for either a connection to a spatial database or for spatial queries. 
Centre for 3D GeoInformation at Aalborg University, is developing a sys-
tem that handles 3D data structures as objects with facilities to support 
real-time geovisualization. The need for a new concept in this area has 
been one of the major motivations for the development of GRIFINOR. In-
stead of dealing with simple geometry in a CAD-based environment, 
GRIFINOR is developed to support object-oriented technology. 
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1 Introduction 

Access to information through the use of a geographic interface such as a 
map, has been promoted and developed for many years as Geographic In-
formation System or GIS. This technology has influenced the way people 
work, understand and communicate about matters that have a spatial rela-
tion. The concepts of GIS was first coined in the 1960´s by geographers 
that were able to store, manipulate, query and visualize information on a 
computer and in a realistic geographical context [1-3]. This meant building 
a computational representation of a map (in 2d) and making relations to 
tabular data. The representation is based on the model of 1 to n layers of 
geographical features or raster. To be able to work with these layers inter-
actively, it is necessary that they refer to the same geographic datum and 
projection, and that the geographic coordinates refer to the same coordi-
nate system. This puts a lot of constrains on the whole concept of GIS. 
Therefore it is not possible to represent real (global) 3d space within the 
original concept of GIS. There has been many suggestions to the solution 
of this conceptual problem, but they all build on projected and local sys-
tems [4-7]. 

Another important issue is the fact that access and query for real-time 3d 
visualization rarely is possible in commercial GIS products. In real life 
situations such as disaster management, where time is crucial, the issue be-
comes even more essential. There is a need for solutions that can minimize 
the amount of time from question is asked and to answer is visually dis-
played for the user. This type of communicative challenge can be dealt 
with in many different ways. There have been a few very interesting initia-
tives for new concepts within communication of information through mul-
timodal and multidimensional systems with geographical capabilities [8-
10]. These initiatives focus mainly on user interface and less on real-time 
communication as an issue for system optimization. A new concept should 
focus on the implications for object generation, object storing and object 
query and visualization. 

To facilitate these fundamental system needs and raise the general level 
of comprehension for spatial information of various kinds, we suggest a 
technology that allows access to geographically referenced information 
through three-dimensional graphics. This is done by linking information to 
a location in a virtual model of the real world. Any type of information can 
be linked this way. 

In order to actually implement such a technology, it is crucial to define a 
general platform for a solution. The solution suggested here minimizes the 
number of conceptual and technological problems, while keeping the tech-
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nology general for adding new features to the system. The vision of a vir-
tual representation of our planet that would enable a person to explore and 
interact with any natural and cultural information gathered about the Earth 
addresses an abundance of problems, which would be too overwhelming to 
cope with. Efforts have been carried out for years attempting to find a suit-
able solution for such a technology, referred to as Digital Earth[11-13]. In 
contrast to this approach, which attempts to define the way different in-
formation can be visually presented, we define a fundamental technology 
that provides a base for an arbitrary number of smaller applications fo-
cused on visualization of specific information. This solution provides a 
modularized approach towards Digital Earth. 

2 GRIFINOR 

The griffins are legendary creatures – half eagle and half lion. Griffins are 
powerful - and so is GRIFINOR. They can fly across vast areas, but can 
also walk on the ground, if necessary. Griffins belonged to the Gods. Their 
appearance inspired respect, and even though they looked malevolent, they 
were actually here to do good. Their main task was to guard or protect, and 
they had sufficient skills to carry out this mission autonomously. 

Griffins are still here with us. Leaning out from buildings and from the 
top of roofs, they watch us. Even as protectors of Gods house – the 
churches – we can see them as part of the ornaments, providing a message 
from above. As such, Griffins were used to express visual messages to 
people – as spatial models – as sculptures. GRIFINOR has inherited this 
feature of expressing itself visually, and when used in geovisualization, the 
link between the past and the future is established. GRIFINOR is therefore 
a digital griffin. It is here to foster and navigate our digital world and fur-
ther to provide a visual perspective of our environment. GRIFINOR can 
fly even higher than its legendary predecessors and has the whole globe 
within its field of vision. 
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Fig. 1. The logo for GRIFINOR system 

2.1 System Definition for GRIFINOR 

GRIFINOR is a platform for different sorts of applications. A system for 
3D geovisualization is, in contrast to an ordinary GIS system, which at 
most handles surfaces and 2D objects with height information, a system 
that can store, retrieve, analyze, simplify, generate, and visualize spatial 
data that are generic 3 dimensional. Furthermore it allows user interaction 
with these data. GRIFINOR will be able to handle "soft" real-time de-
mands as well as being application and device adaptable - that is the sys-
tem will be module based and object oriented so it can be adapted to 
PDA's, PC's, mobile units and so on, without requiring alterations to the 
code of the applications. GRIFINOR is collaborative so that more than one 
user per session can experience and interact in the same virtual world. It is 
build around one or more database technologies, used in a scalable and dis-
tributable system, in which large amounts of data will be present (magni-
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tudes of about one TB), powerful server hardware and fast 3D graphic 
hardware. GRIFINOR is part of a research project and for that reason the 
users are not specified ahead of time. The user group is potentially vast 
from system- and application programmers and administrators to users of 
applications in GRIFINOR. 

3 System Architecture 

GRIFINOR has four main structures that can be described individually. 
This is the GeoDB (2D geographic relational database) that supports the 
construction of 3D objects, the object database (ODB), the viewer (with 3 
different viewing platforms) and finally the applications of GRIFINOR. 
This system architecture can be observed in figure 2. 

3.1 GeoDB 

The purpose of geographical database (GeoDB) is to store and serve geo-
graphic data as a source for generating content of GRIFINOR system. This 
should facilitate development of generators that can be reused with a 
minimal effort for any corresponding data that will be later loaded into 
GeoDB. Another reason for GeoDB is to keep data readily available as op-
posite to having them stored on multiple media (DVD-ROM, CD-ROM, 
tapes) archived on different places, in different folders, in various formats 
and coordinate systems. An instant and uniform access encourages per-
forming small tests with data in much shorter period of time whenever 
necessary. This increases efficiency of a development based on the data. 
By GeoDB is understood mechanism for storing and retrieving data in con-
trast to a mechanism for data processing (e.g., enhancing, generating, in-
terpolating, transforming etc.). Although certain processing capabilities are 
needed for querying these should be general and proved solutions, which 
in turn leads to a decision on technology that can be utilized by GeoDB. 
Geodb should be based on established relational database management 
system (RDBMS), in order to provide standard set of tools for data ma-
nipulation. Re-use of a standard technology is expected to be easier for 
others when accessing and loading data for GRIFINOR, as well as when 
GRIFINOR should be deployed at new sites. This expectation is based on 
the fact that a broad community has experienced RDBMS in practice for 
decades now. RDBMS has evolved into mature and robust data manage-
ment solution; backed with SQL standard and with several commercial and 
open products intensively used in production level of many businesses. 
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This would provide GRIFINOR with a promising foundation for commu-
nication with others. 

Fig. 2. The system architecture of GRIFINOR 

3.1.1 Object Construction 

The different geodata will be used as source for the construction of objects. 
This process is one of the essential parts of the concept behind 
GRIFINOR. Even though there are several data in the GeoDB that have a 
z-value, there are generally no spatial representation in 3 dimensions for 
the data. This representation has to be created for the system. In this spe-
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cific project, there will only be created 3d objects for a few specific object 
classes. 

3.1.2 Objects 

The system of objects for GRIFINOR can be described as follows. The 
central object is Terrain, which is generated with information from differ-
ent digital height models. These height models are based on interpolated 
GRID’s produced either from photogrammetric methods or from airborne 
laserscannings. The terrain becomes the basic element of the geographical 
model. All other objects must relate and connect to this representation. On 
top of the terrain four different groups of objects are generated. They are: 
Structures (such as: buildings, bridges, masts, chimneys or windmills), 
Vegetation (such as: trees, bushes, grass, fields and tree groups or forests), 
Roads (such as: urban roads, main roads, secondary roads, paths and rail-
ways) and finally Property (cadastre). These object classes will be the 
main focus and are at the same time the main objects in the two applica-
tions we will develop within GRIFINOR. 

A lot of effort has been put into the semi-automatic construction of 
buildings [14]. Through this process, it has been possible to reconstruct 
more than 85% of the buildings in a test area. Work on the sub-division of 
the buildings into property-units is still going on [15]. 

3.2 Object Database (ODB) 

The ODB handles the persistent low-level storage of dynamic objects in 
the GRIFINOR system. An actual system is composed of a network of 1-N 
ODB servers distributed on the Internet. The system features unique dis-
tributed spatial indexing algorithms and persistent data structures opti-
mized for efficient 3d level-of-detail queries. The ODB is unique for 
GRIFINOR due to the fact that there are no commercial solutions that can 
perform the needed tasks. Further documentation of the ODB will soon be 
made available. 

3.3 Viewer 

The GRIFINOR Viewer is based on Java technology, which provides the 
flexibility of running on various different platforms such as: MacOS X, 
Linux, and Windows, directly from a web browser. Future PDAs and cell 
phones with sufficient hardware should be able to run the Viewer as well 
with minor modifications. Beside the traditional platforms, such as desktop 
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computers and PDA’s, we will be able to port the viewer to more immer-
sive display types, such as panorama. This will also be a part of the devel-
opment of GRIFINOR. 

3.4 Applications 

As the first application to use the GRIFINOR system, we will develop spe-
cific tools to query and visualize information from the Building and Dwell-
ing Register and Danish National Cadastre in a viewer. As test area for the 
development will be used an average sized Danish municipality with a 
substantial urban area in Northern Jutland. The second application will be 
more focused on the spatial search and find functionalities. Here we will 
use the intended navigational tools and combine these with very simple 
spatial queries, so it becomes possible to do a virtual travel from one posi-
tion to another in the model. 

4 Specific New Technologies in GRIFINOR 

During the development of GRIFINOR, some specific new innovations 
have been made. In this paper we will describe three of these. The first one 
is the indexing method, which is called Index for Distributed Spatial Ob-
ject (DSO). The second new technology featured here is Topographic sur-
face representation indexed using global grid and the third is Geo-
embedded visual navigation.

4.1 Index for Distributed Spatial Object (DSO-Index) 

The DSO-index is a distributable data structure suitable for indexing 3d 
objects on world scale, suitable for progressive LOD queries for visualiza-
tion. DSO-index is based on an octree-like data structure. The physical ex-
tends of the top node are somewhat bigger than the Earth or the planet it is 
applied to. In each octree node it is possible to assign a set of objects 
through distributed object pointers. Child octree nodes are optional and 
also marked by explicit distributed pointers. The use of distributed object 
pointers for both the index tree and the objects grants the possibility of dis-
tributing data on as many servers as desired. Since all nodes and objects 
are directly or indirectly referenced from the top node, this node acts as a 
reference to the world, and multiple versions of the world can be created in 
the same system by making multiple top nodes. 
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As an integral part of the concept, it is necessary to define a method for 
calculating a LOD-measure for 3d objects – e.g. the average triangle size 
or the precision of the object. A method for relating the LOD-measure of 
the 3d objects (or specific detail of 3d objects) to the level in the tree must 
also be defined in such a way that it follows the subdivisions of octree (a 
length measure is halved for each subdivision, an area measure is square-
rooted, and a cubic measure is cubic-rooted). In effect this provides a 
mapping between the LOD objects and the relevant node in the global oc-
tree structure. 

Identification of the exact node, into which a 3d object should be in-
serted, can therefore be calculated without the presence of the data that 
constitutes the index data structure. The actual storing and insertion is per-
formed according to the distributed object storage system, which can either 
traverse the tree explicitly to locate the insertion node or it can adhere to a 
preset (possibly also hierarchical) distribution policy. 

When used for visualization, the index allows for querying the visually 
most important objects at a given viewpoint and dynamically altering the 
fidelity of the visualization according to the capabilities of the hardware 
and the network as well as user preferences. This is an important feature in 
a real-time system running on limited bandwidth connections since it is 
possible after a relatively short time to show a coarse representation which 
is progressively being refined over a possibly much longer time into the 
view of the final fidelity. At anytime the user is free to move to other 
places where new information is determined to be more important and thus 
gets higher priority for download. 

Technically, since the tree structure is given implicitly, it is possible to 
identify which nodes are relevant to the visualization and which are not, 
without actually loading them. However, the depth of the tree at various 
places is not known in advance since it is data driven, so if only the client 
is capable of executing queries, only one level in the tree can be expanded 
for each query. If more levels are desired, a server capable of executing 
partial queries is needed as well as an octree node distribution policy, 
which increases the likelihood of a node and its child nodes being stored 
on the same server. To optimize communication efficiency with servers, 
queries to the same server can be grouped into multi-object queries and 
multi-sub-query queries. Additionally, objects can be cached locally and 
clients can form a peer-to-peer network to relieve object servers. For opti-
mization of the visualization, the octree structure can be utilized for view 
culling.
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4.2 Topographic Surface Representation Indexed Using Global 
Grid

This provides a solution for a spatial indexing around the globe. The core 
concept is to have an algorithm, which transforms more complex three-
dimensional indexing into a simpler and established linear (one dimen-
sional) index. At the same time it exploits 2.5 dimensional indexing con-
cepts, which are used in currently planar geographic solutions, and relate 
them to a spherical surface in order to facilitate global geographic applica-
tions. This provides a general approach that can be used with any existing 
DBMS technology with indexing capabilities. 

The indexing transformation uses a method that divides three-
dimensional space through a tessellation marked off on the unit sphere us-
ing a geometric approach known as global grid. An original global grid, 
based on concepts of Voronoi tessellation, has been devised and imple-
mented. This facilitates proximity spatial queries around planet's surface. 
A set of algorithms for processing basic spatial queries has been also 
elaborated.

The result is an unambiguous tessellation, which means that no data de-
scribing the geometry of the tessellation scheme are necessary. This fea-
ture is similar to the regular property of raster data. Such property enables 
to identify a linear order among the units of the spatial tessellation. This 
can be used directly with existing DBMS indices. Moreover the unambi-
guous tessellation exists for an arbitrary number of levels with different 
resolution of the tessellation. It is convenient for applications with multiple 
level of detail (LOD), which is critical for an interactive visualization. 

A terrain data representation that exploits the LOD capabilities of the 
global indexing algorithm is coupled with the solution. The representation 
of the terrain surface does not store topology of the surface explicitly but 
uses a surface reconstruction algorithm at run-time. This provides flexibil-
ity in storing terrain data. Flexibility means; possibility to distribute stor-
age on many places which constitute the same terrain model; elimination 
of dealing with topology neither across borders of individual tessellation 
cells (tiles) nor between LOD; and providing a generic data representation 
that is suitable for an analytical application in contrast to a data representa-
tion devoted to visualization purposes only.[16, 17] 

4.3 Geo-Embedded Visual Navigation 

In the subject of global visual navigation, works presenting concrete solu-
tions convenient for an implementation are lacking. By providing a simple 
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mathematical solution, we aim at facilitating adoption of similar naviga-
tions in other global systems for interactive geographic visualization. In 
traditional navigation, up is related to models based on flat approximation 
of the surface. The globally applicable navigation algorithm induces a 
practical value by estimating of the gravitational up vector at any given 
position of the user in relation to the globe and aligning the view accord-
ingly. This means that on a local scale, navigation can appear to work like 
a traditional flat navigation algorithm, which the user might already be fa-
miliar with, but this navigation just works on the whole globe instead of a 
restricted flat space. On a global scale it is more apparent that the naviga-
tion works differently, simply because it is more obvious that the world is 
spherically represented. We try to address this improvement by explaining 
a possible use of the proposed navigation. 

Similar to navigation of planar maps, the user can, for example, look 
over a 3D area, which is actually part of a spherical model; looking down 
one could zoom-in and zoom-out and pan to any side. The proposed navi-
gation also allows to raise the view up, look to the sides and survey in a 
three dimensional context with streets and buildings surpassing the terrain. 
Heading to a particular direction one can move forth and back following 
certain elevation level. The user can also move further from the surface 
and if more global issues are at interest. At this global point of view it be-
comes apparent that moving forth or back, the navigation actually has to 
follow spherical shape of our planet in order to preserve the user's eleva-
tion level. This provides a natural experience for humans and offers a vis-
ual navigation and perception at many scales [18]. 

5 Conclusions 

The presented technologies for GRIFINOR will make it possible to de-
velop applications within the area of disaster management that can utilize 
both distributed servers in real-time 3d geovisualization and combine these 
new functions with analytical tools, as we know them from more tradi-
tional GIS. This result is reached by using true geographic and global 
modeling. Further research and development within these matters will be 
done before the solutions are fully applicable. 
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Abstract

This paper presents a decision support system integrated in a GIS with the 
aim of  managing optimal navigation of emergency medical vehicles in ur-
ban areas.  The focus is particularly on individuation of the shortest route 
for ambulance facilities.  We do not simply propose a solution to the calcu-
lation of the shortest route in the traditional terms of distance to be traveled 
but rather the individuation of a route bearing in mind the set of factors 
that can cause delayed ambulance response.   For this purpose, an “expert 
system” is integrated with the traditional algorithms for calculating the 
shortest route (such as Dijkstra’s algorithm).  To build the expert system, a 
set of rules is deduced from observation of the behavior of ambulance 
drivers, and a model of the urban road network is built in order to  apply 
the algorithm calculating the shortest route.  We thus aim to provide a de-
cision support tool that can maximize emergency service vehicle response, 
an evidently critical factor with a life or death impact.  Finally, we stress 
the theoretical and practical difficulties of interaction among two such dif-
ferent tools as the “expert system” and a mathematical method calculating 
the “shortest route”.

Key words: expert systems, shortest route, medical emergencies 
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1 Introduction 

Although the concept of risk in urban environments is primarily associated 
with factors of an environmental nature (land shifts, insufficient coastal pro-
tection and erosion, seismic risk, etc.) or the presence of industrial plants 
and their incumbent risks (pollution, transport of hazardous materials, etc.), 
inefficiency of the emergency services is also an important potential risk 
factor that can often entail the loss of human lives.     

Medical emergencies are not in themselves a purely urban risk.  The need 
to come to the aid of a person in need of medical care can arise anywhere 
regardless of location.  Nevertheless, the large concentration of people in a 
city means on the one hand that such needs will arise more frequently and 
on the other, that in the urban environment events may occur that could 
hamper the timeliness of the response.   All this applies even to the ordinary 
activity of a medical emergency service, let alone to such circumstances as 
calamities or exceptional events (earthquakes or terrorist attacks are just 
two of the myriad possibilities), that again have a greater impact in urban 
environments and are more likely to cause injury to people and damage to 
property.   

An ambulance service must set up a network of centers to cover such 
emergencies, generally subdivided into several hierarchical levels in order 
to be able to assure different levels of assistance.  It must also be able to 
rely on the availability of suitable vehicles, as well as on a network of op-
erative central exchanges, answering to a single national telephone number 
(118 in Italy, 911 in the U.S.A.), that can coordinate the available resources 
and the strategy.  A failure at any of these levels can impair the efficiency 
of the service, sometimes with dramatic consequences.   

In this paper, we focus on what happens from the time when the ambu-
lance departs from the station up to when the medical attendants come into 
actual contact with the patient.   
The time factor plays an essential role in this phase, indeed it can appropri-
ately be taken as an indicator of the standard of the service.  The regional 
Apulian law, for example, specifies 8 minutes as the time limit for urban 
calls (time from when the central exchange  receives the call to when the 
ambulance arrives at destination).  However, in many cases this time limit 
seems far from satisfactory.    

It can be concluded from the survival probability rates individuated for 
the various “links” in the “chain of survival” (Cummins, Ornato, Thies, 
Pepe, 1991) formulated for cardiac arrest, that the third link in the chain, in 
other words early defibrillation, is the one that has the greatest impact on 
reducing the mortality rate.  The time between the cardiac arrest and the 
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early defibrillation (and hence the time between recognition of the event 
and the arrival of the medical attendants), should be less than four minutes 
(Petrino, Aprà,Sardoni 1998). In some Italian areas the mean time for inter-
vention is down to 6-7 minutes but in most cases it takes much longer.  In 
Bologna, a city with a venerable tradition in the medical emergency field, 
the mean time for intervention is currently  8 minutes and 35 seconds.  
Bearing in mind that it takes an average of one and a half minutes for the 
call to be processed and another minute and a half to reach the patient after 
the ambulance has arrived at destination, this means that the time rises from 
8 to 11 minutes.  This shows how critical the time factor is and that the time 
established by the Apulian law, like the standard achieved in many other 
Italian areas, is insufficient.   

The time factor is not the only indicator providing a measure of the effi-
ciency of an emergency medical service.  The ratio between the number of 
deaths and the number of interventions is another possibility, or else the 
percentage of interventions per unit (Adenso-Diaz, Rodriguez 1997). How-
ever, apart from its objective importance, the time factor is easy to under-
stand and is the one which is generally brought to the attention of public 
opinion when assessing the efficiency of the service (Zaki,Cheng 1979). 

Essentially, it is possible to minimize intervention times in two ways:   
by means of appropriate location of the emergency vehicles over the ter-
ritory;   
by individuating the route enabling the ambulance to reach the site of 
the event in the shortest possible time.   
In the literature, the greatest attention has been devoted to the first of 

these aspects, largely in the form of searching for models  allowing indi-
viduation of the optimal location, in the given surroundings, of the ambu-
lance stations to ensure response to all calls within a given time  (Revelle 
1991).
On the contrary, we are going to concentrate on the second of the two as-
pects, by describing the building of a Decision Support System based on a 
GIS.

2 The Problem of the Shortest Route and the Proposal of 
the DSS 

Calculation of the shortest route is highly important in many different ap-
plications pertaining to network analysis, especially those having to do 
with transport.  Over the years, the work done by researchers in various 
different disciplines such as operative research, management sciences, ge-
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ography, transport engineering and computer science, has led to the formu-
lation of various algorithms for calculating the shortest route  (Dijkstra 
1959; Goldberg-Radzik 1993). 

Given two nodes on a network, an initial and a final one, it is possible to 
individuate the best route along the points of the same network, in order to 
reach the second node starting from the first, while minimizing the value of  
a variable associated with each element of the network.  The latter variable 
is typically “distance”, but the other possibilities include “cost” (time or 
monetary cost) associated with the points on the network.  The variable can 
be expressed as a function of given attributes of the network (generally size) 
and the flow through each point on the network.  In this case the term is the 
“cost function”.

In the transport systems engineering field, by implementing these algo-
rithms on a graph representing a real transport network, it is possible to in-
dividuate the minimum cost route for traveling from one point to another 
along the network.  To take into account the phenomenon of traffic conges-
tion of the roads the flows thorough each point in the network need to be es-
timated. This estimation can be made using d/o interaction models.   

However, an approach of this kind entails the need to know a large quan-
tity of data about the physical characteristics of the network and the trans-
port demand, data which are not always available.  Moreover, it seems to be 
difficult to take into account the great fluctuations of the traffic throughout 
the 24 hours, on the one hand, and a large series of events and circum-
stances that can cause delay, and that are not included in the cost function 
calculations, on the other.  

For all the above reasons, we have preferred to adopt a cognitive ap-
proach to solving the problems.  In other words, we have made recourse to 
“expert knowledge”, in the sense of the knowledge possessed by those 
who have to face the problems of managing emergency services on a daily 
basis, and have based our system on their experience.  In particular, we 
consider that the approach to the problem of the shortest route should in-
volve acquisition of the knowledge possessed by ambulance drivers.  This 
knowledge is poorly structured and of declarative type.  A typical way to 
manage such knowledge is by using an “expert system” based on rules of 
the “if-then” type. 

It is then necessary to deal with the problem of interaction between a 
typical method for solving problems based on structured knowledge (the 
algorithm for calculating the shortest route) and a typical method for repre-
senting non structured (or poorly structured)  knowledge, like the expert 
system.    

In our experimentation, carried out in the territory belonging to the Bari 
Municipal area, the knowledge was acquired by means of semi-structured 
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interviews, during which a sample of ambulance drivers was asked what 
criteria they adopted when choosing the route, and to indicate the route 
they would take to reach given points and why.   Analysis of the answers 
given allowed a list of the elements conditioning the choice of route to be 
made.  The study sample consisted of seven drivers covering seven differ-
ent areas.

The aim of the interviews was to explore the methods for choosing the 
route adopted by the ambulance drivers.  These were heuristic, in other 
words their methods were based on their own experience and practice.    
They were used as a basis for formulating a hypothesis for building an ex-
pert system aiming to simulate human reasoning, by means of a knowledge 
base expressed in terms of “production rules”.   

First of all, the interviews allowed us to individuate the elements in-
volved in the choice of the route.  These are:   

the presence of heavy traffic flows; 
the width of the roads; 
the presence of priority lanes; 
the presence of traffic lights; 
the presence of level crossings; 
the presence of street markets; 
the presence of bus stops along the routes; 
the presence of the double parking phenomenon; 
the presence of schools; 
the local control exerted by traffic wardens; 
the conditions of the road surface. 
Regarding the first element, it is clear that the presence of a high num-

ber of vehicles traveling on the road can hinder the passage of the ambu-
lance.  This phenomenon fluctuates during the day, congestion being gen-
erally more severe during peak hours on working days and less of a 
problem at night and during the weekend and bank holidays.    

The width of the roads is important for ambulance drivers not only be-
cause it is presumed that the wider the road the lower the saturation point, 
but also because it is easier for the driver to maneuver on a wider road.  
The ambulance driver sample we questioned judged the possibility of in-
vading the opposite lane to be particularly important, because the traffic is 
frequently heavy only in one direction. For this reason, the absence of a 
hard shoulder between the carriageways is considered a very good thing.   

The presence of a priority lane is another reason why one road may be 
preferred to another.  All the drivers in our sample hoped the number of 
roads with priority lanes would be increased, although they complained 
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that they are also used by buses and that other drivers do not leave the pri-
ority lane clear as they should.   

Ambulances are theoretically required to respect the highway code and 
therefore stop at the traffic lights.  Still, this does not always happen and 
traffic wardens normally turn a blind eye.  However, crossing when the 
lights are red is in any case a problem because the driver is obliged to slow 
down greatly for safety reasons and above all because queues of traffic 
form up at the traffic lights that can pose an immovable obstacle to the up-
coming ambulance.   

Level crossings are frequently an element inducing drivers to avoid 
routes where they are present, because an ambulance driver cannot run the 
risk of finding the crossing closed and having to turn back.  Nevertheless, 
in some cases it may be possible to see whether the crossing is closed from 
a distance and select the route accordingly.  Not all level crossings are at-
tributed the same degree of “danger”, which depends on the quantity of 
railway traffic conveyed.  On most minor railways, for instance, the level 
crossings are generally open on holidays and during the night hours.     

Street markets obviously make the roads they occupy unusable when 
they are open, and also hamper circulation in the nearby roads.  They are 
considered as one of the worst problems of road circulation.   

The double parking phenomenon is important above all because it nar-
rows the roads.  The ambulance drivers pointed out the case of the Borgo 
Murattiano in the city of Bari, theoretically a two-lane carriageway, which 
is in fact reduced to a single lane because of this phenomenon, with all the 
difficulties this entails (the ambulance cannot overtake the cars in front 
queuing at the lights).   

The presence of a school creates difficulties during the hours of entry 
and exit from school, due to the large number of people (children, adoles-
cents, adults) and vehicles (especially those of parents taking or collecting 
their children) milling around in front of the school.   

The presence of traffic wardens is seen as a positive factor, as they can 
regulate the traffic and assist the passage of ambulances by directing the 
traffic to draw aside.  Finally, a poor road surface obliges the ambulance to 
proceed more slowly.   

On the basis of the results of our interviews, we were able to hypothe-
size a method for individuating the best route by simulating the ambulance 
drivers’ reasoning.   In the first place it was assumed that the drivers had a 
mental map of the city, in which the city was subdivided into zones, and 
that for each of these zones they had in mind one or more “approach” 
routes of a more or less fixed type.  These were chosen a priori following 
the line of reasoning delineated above.  As a general rule, we can say that 
ambulance drivers essentially follow the main route where possible.  The 
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choice of one approach route rather than another is made according to  a 
set of rules, that generally take into account the day of the week and the 
time of day. The rules and approach routes we extracted from the inter-
views were used to implement a preliminary model of the intelligent mod-
ule by means of an expert system shell, “Exsys”, that serves to individuate 
the best approach route. Figure 1 shows an excerpt of the decision tree 
used.

Fig. 1. Decision tree

Once the zone where the call originated has been reached, the problem 
arises as to how to reach the precise point of need.  Herein it was assumed 
that the shortest route in terms of distance to be covered would be chosen, 
according to an assessment of its advisability or suitability.  If the new 
route has no “inadvisable” branches it is selected, otherwise the search 
continues.  In the case of several “inadvisable” routes the least inadvisable 
is chosen.

The calculation of the shortest route must be made using one of the 
common algorithms, such as Dijkstra’s algorithm, used in the “Network 
Analyst” extension of the “Arcview” software by the ESRI. To assess the 
“advisability” of the branch, a series of rules extracted from the interviews 
are used (see figure 2). 
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Fig. 2 Examples of rules 

Essentially, if one of the conditions individuated is present then a degree 
of membership i is assigned to the fuzzy set “advisability”.  An analysis is 
then made of the i according to a series of fuzzy multicriteria, so that the 
final degree of membership of the branch to the set of advisable branches 
is equal to =Min( i).

If 0<= <=0.3 the branch is considered inadvisable.
This system can interact with a GIS for management of an emergency 

medical service. 
Below, we describe the system architecture (see figure 3). 

1) If:
-there’s a priority lane 
Then:
-The road is advisable ( i=0.9) 

2) If: 
-the road is broad, 
Then:
- The road is advisable [ i =(L-2.5)/4] 

3) If: 
-the road is middle-sized 
Then:
-the road is on the average advisable [ i =(L-2.5)/4] 

4) If: 
-the road is narrow 
Then:
- The road is unadvisable [ i =(L-2.5)/4] 

5) If: 
-at th end of the road there are traffic lights 
Then:
-the road is on the average unadvisable ( i=0.6) 

6) If: 
-along the road there is a FS level crossing  
Then:
- The road is advisable ( i=0.2) 

7) If: 
- along the road there is a no-FS level crossing 
-it’s a weekday, 
-it’s the daytime 
Then:
- The road is advisable ( i=0.3) 
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Fig. 3  Architecture of the system 

It consists essentially of a GIS and an Expert System.  The user, in this 
case an operator of the 118 exchange, dialogs with the system via the GIS. 
The Expert System serves to identify the approach route and to assess the 
degree of advisability of the branches.   

The GIS consists of the road network of the city associated with a data-
base with the length and name of each road (length Database), a database 
with the attributes according to the criteria of choice used by the drivers 
(criteria of choice Database).  The road network and associated database 
enable individuation by the user of the point where the call originated.  At 
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DATABASE  CRITERI DI SCELTA

PERCORSO DI AVVICINAMENTO

NETWORK
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SISTEMA ESPERTO PER LA VALUTAZIONE DEL
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“SCONSIGLIABILITA’” DEL PERCORSO

BASE DI CONOSCENZA

MOTORE INFERENZIALE

PERCORSO INTERNO ALLA ZONA

SCONSIGLIABILITA’
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this stage the shortest route is calculated with the “Network Analyst”. Us-
ing the data extracted from the “criteria of choice Database”, associated 
with the arches belonging to the route calculated with the “Network Ana-
lyst”, the expert system assesses the degree of advisability of each branch.  
If none of the branches results inadvisable, the route is considered suitable 
and highlighted on the GIS map.  If not, then the first node of the branch 
considered “inadvisable” is taken as the starting point for a new route with 
the same destination as the previous one.  The cycle is repeated iteratively 
until solution but comes to a halt if an “inadvisable” route is chosen.    

3 Use of GIS to Manage Medical Emergencies 

Below, we outline the use of GIS technology to manage emergency medical 
services.

The user of such a system is defined as the Central Exchange of the 
emergency number 118. All requests for intervention reach these central ex-
changes, organized by province, that have the task of translating the re-
quests into operative action, coordinating the resources available to the 
Emergency System.  From the operative standpoint, the operator of the Cen-
tral Exchange answers the call, eliciting a series of answers to pre-set ques-
tions, assesses the severity of the case and accordingly assigns the case a 
code.  The nearest ambulance to the site is then called up, communicating 
the degree of severity of the case.  The Central Exchange operator remains 
in constant contact  both with the caller and with the ambulance.  In this 
way the medical attendants can be kept informed of the evolution of the 
situation, and the ambulance driver can gain further indications as to the site 
of the event while the ambulance is in motion.    

In fact, the Central Exchange is often able to provide the ambulance 
driver only with a very general indication of the point where the patient is 
located, and more detailed, precise information only becomes available as 
the call continues (reference points for operators unacquainted with the 
zone, or details serving to individuate the exact point where the person to be 
assisted is to be found).   

The operator has a digital map on the computer monitor, which shows 
where the ambulance stations are located and the current availability of ve-
hicles.  As soon as the ambulance leaves, the station warns all operators that 
that vehicle is no longer available, or that no vehicle is free at the given sta-
tion.

The importance of the Exchange as the centre of coordination of the ac-
tions of assistance is obvious.  The operators are continually aware of the 
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availability of ambulances and can respond to a request for assistance in the 
best way, within the limits of the availability of resources. 

This is the scenario in which our proposal of a GIS for management of 
this crucial service is inserted.   Construction of such a GIS requires a 
model of the city transport network to be built.  We have used the model 
built by Ernesto Ciani (Binetti,Ciani 2002).  The network model alone al-
lows calculation of the shortest route, in terms of the distance to be traveled, 
using software such as “Arcview” with the “Network Analyst” extension.  
Interaction with a module such as the one we describe would enable an am-
bulance driver to select the best route, when receiving an emergency call.  
Clearly, this would provide an indication not an imperative, although we 
hope it would prove to be reliable.  The driver might nevertheless be aware 
of supervening elements making the route inadvisable (road works, unfore-
seen events).  Contingent circumstances may always arise preventing the 
user from being able to use the indications provided by the System.   
The implementation of a demand model and a demand-supply interaction 
model  could make it possible to individuate the accessible areas for each 
ambulance station, thus providing a tool for  better location coverage by the 
stations.

The GIS requires a database to be created detailing the characteristics of 
all the hospital facilities and one detailing the features of the road network, 
both of which are essential for correct functioning of the expert module.   

Finally, the GIS can manage an archive of the interventions made, de-
tailing the characteristics of each (time, duration, place, type).   

4 Conclusions

In this study we propose the hypothesis of a DSS based on a GIS for the 
management of an emergency medical service.  In this context, the prob-
lem of the individuation of the shortest route has been dealt with in a non 
traditional manner, by creating an Expert System that can simulate human 
behavior.   In this way we aim to create a flexible tool that can provide re-
liable results in real time.  The method proposed has been judged by opera-
tors in the sector to be a valid approach.  Future experimentation in field 
will validate its true efficacy and efficiency.   
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Abstract

This paper discusses GIS and disaster preparedness and management 
by a public safety agency at the scale of a small metropolitan area or 
jurisdiction within a larger metropolitan area.  After briefly review-
ing the local, South Florida, context, the paper focuses first on the 
agencies experiences with mostly Federal GIS programs – ALOHA, 
CATS/JACE and HAZUS-MH – geared to managing natural and 
man-made disasters.  The next portion of the paper focuses on an 
evolving enterprise GIS within the public safety agency that has in-
cluded projects related to: use of GIS technology for critical incident 
response; homeland security; and incorporating and anticipating 
wireless technology in data collection, and distribution.  The paper 
concludes with lessons learned and recommendations in terms of 
both technology and organizational imperatives.

1 Introduction 

One of government’s most important jobs is to protect its citizens from 
crime, terrorism, and natural disasters.  Furthermore, it is expected to do so 
in an increasingly effective manner, to reduce costs, and to improve inter-
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governmental cooperation though professional collaborations, joint data 
sharing, and obtaining economies of scale by combining efforts.  This pa-
per describes the emergence of the Broward County, USA Sheriff’s Office 
(BSO) as a “full service” public safety agency, their experience with geo-
informational technology, and its current and planned GIS operational 
agenda.

Broward County, Florida, USA is located on the southeast coast of Flor-
ida. It lies at the center of the Miami-Fort Lauderdale-West Palm Beach 
metroplex, an area encompassing some 4.5 million permanent residents 
(which often swells to over 7.0 million people seasonally).  The county is 
bordered on the east by the Atlantic Ocean and elsewhere by Palm Beach, 
Hendry, Collier, and Miami-Dade Counties. There are approximately 1.7 
million permanent residents located on 409.8 square miles of developable 
land (the remainder of the total 1,205 square miles is primarily the Ever-
glades Preserve).  There are 28 municipalities in the County.  

BSO is responsible for providing public safety to all of Broward's unin-
corporated areas as well as contracted services to 14 municipalities, the Ft. 
Lauderdale/Hollywood International Airport, Port Everglades (the 12th

busiest container port in the U.S.), and the Broward County Mass Transit 
system.  Moreover, in 2003, fire rescue, emergency services, and E911 
communications responsibilities were added to the Sheriff’s office as the 
result of a merger.  Finally, the Broward County Sheriff is the co-chair to 
the Florida Regional (Broward, Miami-Dade, and Monroe counties) Do-
mestic Security Task Force.  

The GIS Unit was established in 2002 with the end goal of providing ef-
ficient and effective integration of disparate crime and other disaster and 
emergency management databases and operational models.  These include: 
providing Emergency 911 dispatch, law enforcement, detention, probation, 
fire rescue, emergency medical services and Homeland Security.  The 
range of uses creates a disparate set of requirements leading to concerns 
over the timeliness and integrity of the data.  Additionally, the variety of 
potential end-users ranges from GIS specialists to disaster-relief volunteers 
with no technical background. Since that time, the GIS Unit has explored 
new uses for GIS technology that supports public safety responses to both 
man-made and natural disasters.  

This paper is structured as follows.  First, the U.S. GIS and public safety 
context is briefly described.  Second, the GIS software tools currently em-
ployed by BSO are reviewed in terms of both capability and experiences.  
Third, existing practices and evolving technologies within the BSO GIS 
Unit are described.  Lessons learned and recommendations for further im-
plementation of the Enterprise GIS within the GIS Unit of BSO conclude 
this paper.
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2 Literature Review 

The majority of the GIS and public safety literature often takes the form of 
speculative inquiry into the potential use and advantages of GIS.  The fol-
lowing section outlines these statements in an effort to provide a frame-
work for discussion of BSO’s GIS Unit which follows.   

The Department of Homeland Security’s Information Analysis and In-
frastructure Protection’s budget request acknowledges the importance of 
the use of GIS in emergency response.  This budget line is stated for pur-
poses of “mapping threat information against our current vulnerabilities, 
and the development and maintenance of a complete and accurate mapping 
of the Nation’s critical infrastructure and key assets.” 

The Federal Geographic Data Committee (FGDC) is an interagency 
committee composed of representatives from the Executive Office of the 
President, Cabinet-level and independent agencies. Currently, the FGDC 
is developing the National Spatial Data Infrastructure (NSDI) in coopera-
tion with organizations from State, local and tribal governments, the aca-
demic community, and the private sector. The NSDI encompasses poli-
cies, standards, and procedures for organizations to cooperatively produce 
and share geographic data. 

In one of FGDC’s publications, an emphasis is placed on the “impor-
tance of the implementation of a comprehensive national spatial data infra-
structure, interoperability of the systems that process this information, and 
commonality of the processes that collect, manage and disseminate geo-
spatial information.”  However, there are methodological concerns that 
need to be addressed to achieve assurance of data and technology accessi-
bility and interoperability.  These include: having national data standards 
to set a framework for providing data that is immediately useful for Home-
land Security; consistent and standardized road data for Emergency 911 
(E911) capabilities; and having current and accurate data on the Nation’s 
critical infrastructure accessible to relevant agencies. 

Cutter, Richardson and Wilbanks (2003) argues that one of the top areas 
of concentration for the national policy officials and geographic research-
ers on Homeland Security is the geospatial data and technologies infra-
structure.  Priority action items to promote this endeavor include establish-
ing “a distributed national geospatial infrastructure as a foundation for 
homeland security” to simultaneously serve multiple needs, including “lo-
cal government, planning, environmental protection, and economic devel-
opment.” 

The World Trade Center attacks demonstrated the importance of having 
GIS as a foundation in emergency response.  Langhelm (2002), the GIS 
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Coordinator for the Federal Emergency Management Agency (FEMA), 
addressed the supporting role GIS had as “invaluable in the response and 
recovery efforts in disasters in recent years.” Much of the initial work fo-
cused on search and rescue with an operation staffed by 25 people working 
24-hour operations over two GIS nodes. After the initial support, Lang-
helm continues, “GIS products supported decision-making” and this al-
lowed officials to “see the site in a completely different perspective.”  

A variety of difficulties arose during the post-9/11 recovery effort that, 
perhaps still, adequately describes the problem context for the use of GIS 
in public safety applications.  These included: the availability of office 
space, power, web connectivity, data access and inadequate staffing; data, 
particularly building addressing issues, since there were many occurrences 
of multiple street addresses; and data unavailability about subsurface infra-
structure.

3 Technology - Software 

This section examines the three software programs that BSO has imple-
mented to analyze and respond to emergency situations.  The programs are 
able to examine both man-made and natural events.  Each software pro-
gram has capabilities to both gauge the effects of an event as they occur as 
well as the ability to create scenario event analysis.  

3.1 ALOHA 

The U.S. Environmental Protection Agency (EPA) and National Oceanic 
and Atmospheric Administration (NOAA) use a plume-dispersion model 
called Aerial Locations of Hazardous Atmospheres (ALOHA) (e.g., EPA, 
2002).  ALOHA’s database includes a chemical library about the physical 
properties of approximately 1,000 common hazardous chemicals.  The air-
modeling program is used to predict the spread of chemical vapors, creat-
ing a footprint that can be overlaid on other pertinent GIS layers, allowing 
users to track the chemical's gas cloud or "plume" in order to determine its 
potential impact on nearby population centers.

ALOHA program is designed to be easy to use.  Inputs required 
are:  city, time, and date of the liquid spill; the selection of the 
chemical from the program library; current weather conditions, in-
cluding the direction and speed of wind and other variables that 
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would affect the dispersion of the plume; and a description of how 
the chemical is escaping from containment.  

The results may be displayed graphically using an ESRI-based exten-
sion, called ALOHA Conversion Analysis and Summary (ACAS), de-
signed to integrate the plume-modeling results directly into ArcGIS.  This 
allows the user to analyze the plume model data automatically within 
ArcMap to diagram potential scenarios.  Data output may also include 
graphs showing predicted chemical concentrations at any location of con-
cern downwind of a release and the dose of chemical to which people at 
that location may be exposed to. 

ALOHA Implementation by the BSO 

ALOHA initially was offered to BSO in 1992. The impetus was the need 
for a tool in the event of a chemical leak at Port Everglades as well as its 
close proximity to the Fort Lauderdale International Airport.  The program 
was a stand-alone application that allowed prediction of the footprint - 
shown on a scaled grid – of a gas cloud after an accidental chemical re-
lease. It was intended to be easy to use by those unfamiliar with chemi-
cals, emergency responses, or GIS.  

The software was utilized to create several scenario events.  During the 
scenario events, several limitations were identified. Despite improvements 
to ALOHA between 1995-2003 such as improvements in dispersion and 
source, (1995 - version 5.2.1), updated information on chemicals (2002 - 
ALOHA 5.2.3), and inclusion of flammable explosives (2003 - ALOHA 
5.3), the product had limited use. Although BSO could generate footprints 
depicting a chemical dispersion, it does not include any direct connection 
to GIS. The footprint must be exported from ALOHA into ArcView 3.x 
utilizing an ALOHA extension in this GIS product. 

Since the intention was to provide BSO personnel with a user-friendly 
tool to measure chemical dispersions with GIS capabilities, the program 
proved to be difficult since BSO personnel lacked GIS training and at that 
time there was no GIS Unit established at BSO.  Another limitation with 
ALOHA was its ability to assess and predict ‘man-made’ explosions. 
Based upon the lack of interoperability between GIS and the inability to 
assess and predict the consequences of a ‘man-made’ explosion, BSO has 
turned to utilizing the CATS/JACE program.
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3.2 CATS/JACE  

Developed under the guidance of FEMA and The Defense Threat Reduc-
tion Agency (DTRA), the Consequences Assessment Tool Set 
(CATS)/Joint Assessment of Catastrophic Events (JACE) software pro-
vides powerful disaster analysis in real time with a rich set of information 
integrated from a variety of sources (e.g., DTRA, 2004). The software is 
deployable for actual emergencies with capabilities including contingency 
and logistical planning as well as consequences management. 

The CATS program integrates hazard prediction, consequence assess-
ment and emergency management tools with critical population and infra-
structure data.  It uses tools and data to both: (1) predict the hazard areas 
caused by natural phenomenon, inadvertent human actions and intentional 
hostile events, including chemical, biological, radiological, nuclear and 
explosive incidents, earthquakes, and hurricanes; and (2) help estimate col-
lateral damage to facilities, resources, and infrastructure and creates miti-
gation strategies for responders.

The CATS system provides for a multitude of events.  Information is in-
cluded within the software for nuclear, biological and chemical hazards as 
well as for hurricanes, storm surges, and earthquake events. The software 
provides a user-friendly graphic interface and predefined event scenarios.  
A variety of skill levels are anticipated.  The GIS interface enables the user 
to combine and manipulate multiple layers of information to assess af-
fected persons, property and infrastructure. 

3.2.1 CATS/JACE Implementation by the BSO 

BSO acquired CATS/JACE software in 2002.  The impetus was the prepa-
ration for natural or man-made disasters.  The GIS Unit has aggressively 
tested this software utilizing ArcView 3.x as the operating systems.  
CATS/JACE has enabled BSO personnel to combine multiple layers of in-
formation such as aerial photography, census block demographics, location 
of first responders (i.e., fire stations), hazards, and casualty probabilities to 
determine total number of persons affected.   Of particular interest is the 
spatial component, which helps to answer the geographic-related ques-
tions: (1) what geographic areas will be impacted based upon time, place, 
chemical/explosion, weather and release, (2) what populations will be im-
pacted and may need to be notified, (3) what adult living facilities and/or 
schools may need to be evacuated, and, (4) what hazardous sites are 
nearby. 

The implementation of CATS/JACE has provided the BSO with the 
program it needs to effectively manage emergency situations.  The soft-
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ware allows for the organization of resources in response to a broad range 
of events.  As the software is fully integrated into the department, its effec-
tiveness will be fully realized. 

Despite the usefulness of the CATS/JACE program, it is not able to 
closely analyze natural hazards.  The common occurrence of major 
weather events in South Florida has generated the need for additional 
software that would allow for an intensive analysis of these events.  The 
HAZUS program was chosen for this task. 

3.3 HAZUS-MH 

In the early 1990’s, FEMA sponsored a study by the National Institute of 
Building Sciences (NIBS) for the express purpose of considering how 
earthquakes might affect the nation and what methods of mitigation might 
be useful. These studies resulted in the development of the Hazards U.S. 
software (HAZUS).  The early versions of HAZUS were intended to pro-
vide accurate loss estimations in the event of seismic activity. 

The program has evolved into Multi-Hazards HAZUS (HAZUS-
MH) (e.g., FEMA, 2004).  This software acts as a loss estimation and 
risk assessment program covering earthquakes, hurricane winds, and 
flooding.  By modeling the physical world of buildings and structures and 
then subjecting it to the complex consequences of a hazard event, users can 
implement this tool to prepare for a natural disaster, respond to the threat, 
and analyze the potential loss of life, injuries, and property damage. 

In the HAZUS-MH program three levels of intensity or detail can be 
employed, with each level based upon the quality and detail of the initial 
data input.  A user choosing the level of implementation would likely base 
the decision on the funds available for data gathering and input, as well as 
the level of detail required in the output.   

Level 1 Analysis:  HAZUS software was created with a default database 
of information for each region of the U.S.  These data are highly general-
ized and their accuracy is only provisional.  The data within the level 1 da-
tabase include the number of buildings in the area and their value, basic 
population characteristics, costs of building repair, and basic economic 
data.

Level 2 Analysis:  This analysis is the standard level of implementation 
of the HAZUS software.  While the input requirements expected from the 
user are greater, a far more extensive and accurate set of analyses and out-
puts can be provided.  Costs can still be limited by the amount of informa-
tion that is collected, but – as before – the greater the input, the greater the 
output.  Local data inputs would include details of local building condi-
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tions and construction, local soil conditions, flood areas and local eco-
nomic data. 

Level 3 Analysis:  This level showcases the flexibility of the HAZUS 
program by permitting customization.  For example, customized analysis 
may be applied to examine threats to high-potential loss facilities such as 
dams, nuclear power plants or military installations.  Specialized data 
structures and methodologies can be deployed. 

3.3.1 HAZUS-MH Implementation by the BSO 

HAZUS-MH served a practical use for BSO during Hurricane Jeanne, 
which struck South Florida on September 26, 2004. Utilizing wind swaths 
generated from FEMA’s HURREVAC 2000 software program, BSO over-
laid the wind swaths within HAZUS to determine what essential facilities 
(fire-rescue stations, police stations, and shelters) may be impacted. BSO
updated the essential facilities information as it relates to public safety fa-
cilities to better assess damage to these facilities as well as to determine 
how many people would be utilizing designated shelters. 

However, the use of HAZUS was limited since the data in the 
program has not been significantly updated with the local data.  Im-
porting information on building stock, essential facilities, land use, 
and economic data would greatly improve the usefulness of the out-
put. If South Florida emergency responders are to maximize the use 
of HAZUS, it will require extensive coordination and cooperation 
among other entities.  Working with Broward, Miami-Dade, and 
Palm Beach counties as well as the South Florida Water Manage-
ment District (SFWMD), BSO is looking to develop a South Florida 
Regional HAZUS Work Group to provide the data needed to cus-
tomize HAZUS for Level 2 and Level 3 Analyses.  

4. Evolving Enterprise GIS 

This section examines three evolving projects within BSO’s GIS Unit.  
These are:  the supply of GIS data to officers in the field for critical inci-
dent response situations; planning for Homeland Security initiatives; and 
implementing the Wireless Technology - Federal Communication Com-
mission (FCC) Phase II. 
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4.1 Use of GIS technology for Critical Incident Response 

In 2000, the Sheriff challenged his agency to develop a portable visualiza-
tion tool to combat school violence, crimes and other emergencies.  BSO 
subsequently equipped 1,600 road patrol deputies, supervisors, dispatchers, 
SWAT teams, and school resource deputies with a portable compact disc 
(CD) that contained, among other things, street/parcel maps, detailed floor 
plans, aerial photos, and interior pictures of 125 public and private elemen-
tary, middle, and high schools in the agency’s jurisdiction.  

GIS was used to map all strategic locations around schools, utilizing the 
best and most currently available map layers, including aerials.  The data 
are a combination of computerized addresses that are geo-coded to a spe-
cific building, office, or space on a campus.  In cooperation with the Bro-
ward County School Board, floor plans were obtained and photos were 
taken on campus and from the sky, via a BSO helicopter.  Every piece of 
information that schools store in their databases can be digitized and ap-
plied to a GIS system to provide public safety personnel with a visual de-
piction of what is facing them prior to their arrival at a critical incident. 

In any critical incident, knowing whom to call, where to respond, and 
how to gain access is crucial.  Even if the deputy is not familiar with a 
given school campus, he/she will be able to access street/parcel level maps, 
detailed floor plans, aerial photographs and interior photos. Primary and 
secondary perimeter points and staging areas are pre-designated so that su-
pervisors and dispatchers will instantly know the best places to send re-
sponding emergency units.  The program includes predetermined com-
mand post locations, the closest spot to land a helicopter and a place for 
parents to gather. A list of all other police agencies and hospitals is also in-
cluded, as well as hazardous materials information.  

Response to the CD has been favorable.  Tactical response experts say 
the CD has proven invaluable in the event of a violent incident on campus, 
but it will inevitably be useful in other situations, as well.  For example, if 
a school’s security system detects midnight intruders, deputies will know 
how to best approach and apprehend the burglars.  If a young student is 
missing, deputies will have emergency after-hours contact numbers for 
school officials.

However, significant hurdles remain.  Updating the information as it 
evolves currently requires the creation and redistribution of the CD to the 
officers.  This method is time consuming and limits the frequency of pro-
viding updates.  As part of the evolving Enterprise GIS, the BSO is im-
plementing ESRI’s ArcIMS (ESRI, 2004) platform.  This platform, re-
ferred to as a ‘thin-client’ solution, provides Internet capabilities to the 
Department’s GIS Unit.  The web-based mapping interface will allow BSO 
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to collect, store and update the information in a timely manner.  The sys-
tem will also allow users to edit features such as setting up primary com-
mand posts or helicopter pad landing zones.  The Internet functionality is 
being combined with wireless access for the first responders’ laptops. The 
officers’ computers are equipped with Verizon Wireless CDMA 1xEVDO 
cards.  With a live connection, the users can access the most recent data 
available to the department. 

4.2 Homeland Security 

The GIS Unit is advocating the development of a Strategic Technology 
Plan for Homeland Security.  This plan is intended to address the imple-
mentation factors needed to fully utilize the GIS potential.  In its early 
stages, a ‘Technical Homeland Security Work Group’ would address the 
following factors. 

Assess the security implication of sharing critical infrastructure 
data.  Of particular concern are the federal and local sources of geospatial 
information.  Geospatial data and information are useful for identifying 
various geographical features of U.S. locations and facilities, as well as 
characterizing their important attributes.  Although these agencies produce 
and publicly disseminate such information for a wide range of beneficial 
purposes, the risk also exists that some types of geospatial information 
could be exploited by terrorists.  One of the issues needed to be addressed 
is developing security measures to provide this information solely to first 
responders.

Assess the usefulness of geospatial information for the purpose of 
Homeland Security. This would require the development of matrix indices 
depicting which GIS layers are mission critical and to establish procedures 
regarding data coordination, data updating, and data sharing between in-
ternal/external entities. 

Increase interoperability of resources to better regionalize responses to 
emergencies and homeland security – this will require the establishment of 
data/mapping standards, utilizing best practices in regards to technology 
and coordination efforts. 

The GIS Unit is also working to develop a ‘thin-client’ mapping appli-
cation that utilizes CATS/JACE within a web environment (ESRI’s Arc 
IMS platform).  The intent is to allow first responders to access the infor-
mation in the field rather than be relayed the information indirectly by ra-
dio dispatch.  Also, first responders will have the visual information 
needed to deploy resources quickly and effectively.
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4.3 Next Generation: Wireless Technology - FCC Phase II  

The GIS Unit is also examining how to best utilize GIS for Emergency 911 
response, particularly in the face of new federal legislation requiring the 
ability to determine the exact latitude and longitude location of wireless 
E911 calls. 

The public safety community, embodied by several national level pro-
fessional organizations –National Emergency Number Association 
(NENA), Association of Public-Safety Communications Officials (APCO), 
and the National Association of State 911 Administrators (NASNA) -- 
united in 1994 to officially lobby the FCC for service parity between exist-
ing wire line E911 systems and wireless services.  They requested wireless 
subscribers have the same level of service currently provided to wire line 
subscribers.  The result of their efforts was the FCC’s “Notice of Proposed 
Rule Making” (NPRM), or FCC Docket # 94-102.   

The magnitude of the technical challenge became evident to the com-
munications industry, as well as the 9-1-1 specialists, who were not previ-
ously involved, as soon as the NPRM was released for comment.  The re-
sult of these comments led the FCC to release a “Report and Order” that 
identified several phases of implementation, occurring over a specified 
time, to allow appropriate technological adjustments to bring wireless ser-
vice up to par with wire line service. 

The FCC’s wireless E911 rules require wireless carriers to begin trans-
mission of enhanced location information in two phases. Phase I requires 
carriers to transmit a caller’s phone number and general location to a Pub-
lic Safety Answering Point (PSAP). Phase II requires more precise loca-
tion information to be provided to the PSAP. 

To make sense of FCC’s wireless Automatic Location Identification 
(ALI), the call location must be located and plotted on a map.  Plotting the 
location, along with the existing streets and addresses, electronic serial 
number (ESN) boundaries, and similar “background” information, will al-
low the call taker to quickly determine the location of the call. The back-
ground information should include the street centerlines, railroads, water 
features, ESN areas, city boundaries, county boundaries, emergency ser-
vice agency locations, and other information. 

A recent National Emergency Number Association (NENA) Critical Is-
sues Forum identified key concerns of GIS technology in the PSAP as be-
ing data quality, integration, and data maintenance. 

At BSO, the GIS Unit has developed a GIS infrastructure that will sup-
port Phase II.  Working in cooperation with Motorola, BSO is currently re-
searching potential mapping applications associated with Phase II. For ex-
ample, the ability to transmit Phase I wireless 911 cell tower and sector 
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coverage areas, as well as Phase II wireless E911 call locations on a dep-
uty’s laptop which also could also show map layers such as streets, par-
cels, waterways, and aerial photography.  

The next component to add to Phase II is the potential of integrating 
tools like ALOHA or CATS within an E911 Wireless Dispatch Mapping 
program that can be utilized by BSO’s first responders.  The goal is to lo-
cate the E911 caller’s location on screen and obtain the required informa-
tion where these tools can be deployed such as overlaying a chemical 
plume dispersion layer in relationship to the E911 call and the area of im-
pact.

5 Lessons Learned and Recommendations 

The overall mission of the BSO is to develop an interoperable enterprise 
GIS that efficiently and effectively uses geographic technology to protect 
and serve the people of Broward County.  To that end, the goal of the GIS 
Unit is to continue in enhancing mapping technologies that support BSO’s 
ability to effectively address natural disasters, accidents, and other types of 
major emergencies, including terrorist incidents.  These best practices help 
in creating an enterprise solution in designing a geospatial infrastructure 
needed to prepare, respond, mitigate, and recover from both man-made and 
natural disasters.  The success lies in terms of integrating various geospa-
tial technologies, disparate databases into the business process to create a 
'one-stop' interface to query, map, and report information efficiently and 
effectively. 

To date, BSO’s GIS infrastructure includes the development of a com-
prehensive Enterprise GIS Data Warehouse containing nearly 8.5 million 
records from disparate databases.  Integrating the GIS Data Warehouse 
with ArcSDE, ArcIMS, and ArcObjects, the agency has a ‘one-stop’ shop 
for querying, analyzing, and mapping public safety information quickly 
and efficiently.

Clearly, BSO has had a long history with computerized programs and 
software solutions to deal with both man-made and natural disasters.  They 
have emerged from an organization that relied on stand-along programs 
(such as ALOHA) to an organization that seeks an integrated GIS capable 
of responding anywhere or anytime.   

To optimize the Enterprise GIS in the near future, the organization is 
considering a number of important issues.    
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Develop an Infrastructure that is Interoperable - Policy to 
Promote Integration 

Many government agencies and other organizations have been creating and 
maintaining spatial data for decades, making the United States the most 
geo-data rich country in the world.  However, much of this data is trapped 
in information silos isolated within departments and organizations. To im-
plement homeland security without costly replication of data will require 
the type of data integration provided by GIS as well as agreements that in-
ventory and allow access to data by many jurisdictions in a controlled 
manner.

Manage Access to Data - Policy to Promote Data Quality 

The creation of accurate and consistent data standards must be kept to in-
sure the veracity of the data provided.  Effective response by safety per-
sonnel can only be assured when they have accurate information to act 
upon. 

Develop Standard Operating Procedures to Better Regionalize 
Responses to Emergencies and Homeland Security - Policy to 
Promote Data Sharing/Updating 

The ability to provide data to everyone who needs it is of utmost impor-
tance.  At the same time, the ability to secure and protect sensitive data 
cannot be overlooked. 

Increase Awareness and Capacity to Use these Tools through 
Training and Technical Assistance Workshops

The potential benefits of GIS can only be realized if the personnel in-
volved are properly trained to use it.  Understanding the benefits of the 
system will increase the level of interest among potential users.  

Build Relationships 

Data coordination and emergency response planning efforts have an added 
benefit.  These activities build relationships between people in agencies, 
departments, and organizations.  An old bromide of emergency manage-
ment is that "people at the scene shouldn't be exchanging business cards."  
The process of gathering data develops relationships between people who 
would not necessarily have any reason to interact except in an emergency. 
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Develop Thin-Client Solutions (Technology) 

The implementation of Internet accessibility coupled with wireless access 
will greatly enhance the potential of the system.  The advantage of this 
system includes connectivity to the latest data, capacity to receive a 
broader range of information, ability to collaborate with others, and the ca-
pability of providing data updates to the GIS Unit.  

An accurate analysis of the current BSO systems for disaster manage-
ment is difficult, due to the fact that the majority of the work completed 
thus far has been “scenario” analysis, and not an actual event.  Lacking the 
ability to compare the results with real quantified losses or impacts indi-
cates that the system is operating in a speculative mode.  The system must 
continue to put its faith in the algorithms developed by the software crea-
tors.  Refinement of the systems to reflect local conditions will need to oc-
cur as event analysis occurs. 

The lessons to be gleaned from the analysis of this system are many.   
On purely technological grounds, the analysis of the available tools and 
methods is critical.  The integration of these departments and the ability to 
incorporate GIS into a multitude of uses effectively and accurately is 
equally valuable.  As the opportunity to respond to large-scale emergencies 
arises, we will be better equipped to evaluate and transform our technol-
ogy. 
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Abstract

The POIRE project focused on making the information demand of crisis 
managers and disaster fighters more explicit by a stepwise refinement of 
their need for relevant information. A five step analysis was used to define 
the basis questions for each working process defined to be activated during 
crisis management and disaster fighting. Maps appeared a valuable method 
for communicating the answers on the raised questions. Maps that look 
more like PowerPoint sheets than GIS based presentations. The presenta-
tion of the core information implies focus on what to show and what to 
omit. The huge amount of data to be effectively searched in moments of 
crisis, requires a smart information retrieval instrument. An instrument that 
opens data by location, object, actor, process and organization. The classic 
item and pull down menu driven GIS tools need extensions for non GIS 
users. Ontology based menus can probably fulfill this requirement. Manag-
ing the sudden tsunami of data requires support of information manage-
ment and intelligent post processing of logged data. Distinction between 
‘must know’ and ‘might need to know’ needs implementation. Information 
should ideally be available within three mouse clicks. GIS technology can 
also contribute on managing the huge amount of distribution and monitor-
ing of workload. By providing a common operational picture (SITPLOT) 
and features for having both overview and drill down functionality, users 
receive a powerful set of information processing tools enabling them to 
execute their jobs effectively. The merging of SCADA and GIS mecha-
nism promise this functionality. Last but not least, clickable maps that 
open position located documents and vice versa (G-linked documents) 
provide the information process tools required. One might think that ICT is 
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the “Haarlemmer Oil” lubricant that solves all information processing 
problems. One should however bear in mind, that ‘ease of use’ and not a 
tsunami of functionality is the factor of success. 

1 Orientation regarding Information Retrieval 

1.1 Stepwise Refinement towards Using GIS 

Information is defined as data with a meaning for its users. A meaning that 
is most probably derived from the working process the information user is 
involved in. Therefore, one could state that if information demand derived 
from working processes is appropriately met, shown data is most likely 
meaningful for its users. In the POIRE1 project we have adopted this para-
digm and defined information demand by using a five-step mechanism 

Twynstra Gudde . These steps are: 1) Information Demand Definition 2) 
Identification Information Objects 3) Defining Information Flow including 
Sources, Messages and Recipients 4) Rules of information Engagement 
and 5) Preferred presentation.

First of all we modelled the working processes and defined the basic 
questions raised on discussing the question “What would you primarily 
want to know when executing this process?” We listed the seven or eight 
most important questions, all beginning with “What, Where, How, Who, 
When”

1.2 Information Demand Rules 

The following example shows how we handled this process. The working 
process is “Public Communication”. The main questions to be answered 
and part of the press release and internal information distribution are listed 
below.

Main questions presented in relation to public communication are: 
What is confirmed information?  
Which information can be communicated? 
Do we have reliable information about the situation and effects for the 
population?  
Where is detailed information available?  

                                                     
1  POIRE Project Operational Information Regional Firebrigades. 
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Which information is already known (media; streets)? 
How are you to be informed on developments? 
Which effects are most likely to be dealt with? 
Which behavior advice ought to be communicated? 
Most organizations involved in disaster management are used to include 

the answers to these questions in a text-based press release. Only occa-
sionally we see the inclusion of a photo, map or a video. This is surprising, 
when we consider the ICT possibilities and the power of maps and images 
at transferring a message. It is even more surprising when we consider the 
power of maps for overcoming language problems in a multi-cultural soci-
ety. The participants of the POIRE meetings decided to utilize maps as an 
instrument and designed a basic communication map to be included in the 
press release.  

1.3 Geo-Information Based Communication 

The map shown below indicates major information to be communicated 
parallel to the press release. The evacuated area along with the barriers set 
by the police is indicated. Here a set of basic, well-known and explicit 
signs should be used, because in a disaster and crisis situation ambiguous 
communication is not allowed. Furthermore, the temporary accommoda-
tion is indicated on the map. The text of the press release is added to com-
plete the message. The used map is a simple sample. For reference and lo-
cation purposes of the public, a standard town map with streets, houses and 
green areas is used. Important here is the grey-lining of the neighbouring 
district. In this manner the relevant district X is highlighted expressing the 
message “only meant for district X”. In most GIS applications this is a 
standard feature using ‘transparency’  

1.4 Modern ICT Integrates 

The fast increase of ICT in our homes and the integration of TV and 
PC/Internet applications might show us how to communicate about disas-
ter in the near future. Using SMS and MMS techniques in combination 
with dynamic geo-referencing techniques, the persons located in the dis-
trict and those living there, can be alerted by sending them SMS/MMS 
messages with maps and/or messages like the one shown below. 
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Present at ienummer
© Twynstra Gudde

Public Communication

Evacuated

Accomodat ion 
Sports hall

District  XInformation 0573-454545

Press Release:
This morning at  10:00 hrs

a big fire raged in the X district
Some asbestos was released

The area has been sealed.
Inhabitants are accommodated.

In the nearest sports hall 
the Dwingel 

Information can be achieved
at 0573-454545

Fig. 1. Communicating the disaster and evacuation  

1.5 Scale & Local Knowledge 

The example shows how process oriented information is composed and il-
lustrated. The working process was the main trigger for retrieving informa-
tion, but other triggers are also quite likely. Think about the object oriented 
approach, indicating an object and trying to find the relevant information 
about it. In the example shown this might have been the contact informa-
tion of the sport hall manager, the hall’s capacity and the catering firm to 
be hired, due to a pilot agreement available. Often data is also searched 
and opened by location. Just indicating an area and requesting the number 
of known inhabitants, known risk locations etc. is a common occurrence. 
Due to scale enlargement the following question appears to be more fre-
quently applicable. “Which organizations can be approached for providing 
mental care, damage survey, environmental control etc.”, becomes more 
and more a relevant question.  

Relevant because emergency room operators cover a large area; Charac-
teristics of an area which they do not automatically know by heart, due to 
being born and/or living there. 
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1.6 Opening Data 

Basically, we see four ways of opening data sources in disaster manage-
ment information systems: 

by location/object, 
by process, 
by task/actor, 
and by organization.  
The question presents itself whether this means that GIS can extend 

these information retrieval capabilities or not. One could say that GIS sys-
tems are perfectly able to register and retrieve data by organization, 
task/actor and by process if such data is geo-referenced. By geo-
referencing we mean giving indications about the persons taking care of a 
certain task, about the organization to be approached in a certain area. 
Processes regarding “who does what” are not easily linked to an area. Here 
the interfacing with process oriented information systems like a WFM 
(Work Flow Management) system is more likely. 

1.7 Predefined & Toolbox GIS 

The second issue is coping with flexibility versus the pace of information 
retrieval and finding relevant matches on search queries. In the POIRE 
project the participants concluded that both functionalities should be sup-
ported. Flexibility, as currently provided by the standard GIS tools, is 
needed for high-end users with thorough know-ledge of GIS, DIS and 
WFM systems. Such systems require thorough skills of its users and 
knowledge of data sources. Information retrieval in disaster situations, 
however, must not only depend on the availability of the GIS profession-
als. Disaster applications should provide functionality for “pre-baked” in-
formation products on-demand such as maps, checklists etc. Firemen, 
medics and police officers as well as trained information professionals 
should be able to use a button based control board for retrieving informa-
tion as provided in a SCADA (Supervisory Control and Data Acquisition) 
system. This gives its operator direct access to all relevant data in the pre-
ferred format. Data acquired from several sources, combined in one over-
view, with detail information, three mouse clicks away. It is quite probable 
that this is both location-based, text-based, and/or process-oriented data. 
Most likely, these predefined information views also make up the basis for 
more situation specific views to be built by the information professional. 
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1.8 Onthology Based Menus 

Finally we should point out that finding focus and balance, building and 
equipping these tools and button board-based applications are among the 
biggest challenges for the ICT/GIS industry and information managers. 
Application environments like MS Office and GIS tools show that enlarg-
ing the number of possible features results in a slowdown on ease-of-use 
and performance, which in the end leads to decreased use. Dynamic menus 
that are different and adapt to the described situation and corresponding 
use, are considered to be the appropriate tools for finding focus and bal-
ance. Onthology techniques might help us out regarding this challenging 
topic.

Present at ienummer
© Twynstra Gudde

Onthology-based menus

Decision making

Public Self Support
Crowd Control

Public Communicat ionGovernmental Communicat ion

Disaster Area
Management

Disaster Fight ing
Status Plot

Plans

Fig. 2. Example of an onthology-based menu 

Using these menus users are encouraged to think about other relevant is-
sues to be dealt with. These menus, however, should be compact and spe-
cifically user role-oriented. 
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2 Information Management Mechanisms to be Supported 

2.1 Effective User Interface 

A series of information management mechanisms must be supported by 
Crisis Management Information Systems (CMIS), mechanisms like valida-
tion, interpretation, filing, distribution and opening large amounts of data, 
the relevancy of which is yet to be determined. Historic data, knowledge 
how to handle situations, accessing knowledge networks in search for rele-
vant aspects to keep in mind, all these information processing activities 
must be supported in a CMIS. And the system requires a simple and effec-
tive user interface.

Present at ienummer
© Twynstra Gudde

Debris hits neighbourhood

Report Area 

2
3

4
7

6

1

5

Fire, 6 wounded

Car onfire, 3 wounded Fire

Collapse Shopping Mall

Police Station on fire, X wounded

Hospital on fire, X wounded
Fire, Debris

Crater, 6 wounded

incident

?

Fig. 3. Debris hits neighborhood, overview by SITPLOT 

Most CMIS systems used in the Netherlands focus on data processing 
and presentation of the large amount of interrelated data using the presen-
tation capabilities of a GIS. Yet crisis and disaster fighters are no GIS pro-
fessionals. Maps should fit the users need to present overview and should 
provide possibilities to show detail on some relevant issues. This requires 
the possibility to focus, omitting irrelevant data or grey-lining them. And 
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at the same time, the perspective of various users and their specific focus 
should not result in inconsistent presentation and, even worse, inconsistent 
or ambiguous interpretation. The example above shows us a map meant to 
give an overview of a disaster of some importance. In a village neighbor-
hood a series of fires and damage due to debris have been reported. 

2.2 Information Management Issues 

For reasons of information management a series of information manage-
ment tasks should be supported. Basically, a logging register should be 
implemented, logging text, drawing data, geographical data, voice, and 
video. This data should be tagged intelligently, so that quick and intelligent 
retrieval becomes possible. Time must be included in all registered data in 
such a way that the log enables a movie presentation of the changes in in-
formation. Preferably, the geographical position should also be included 
thus enabling geographical access. This requires intelligent linking to the 
data put in and recorded, or direct intelligent post processing with an ex-
treme high rate of correct interpretation. Data logged from certain sources 
or referring to persons and/or organizations about from which is known 
where they are situated, can be geo-referenced quite easily. But the ques-
tion remains of course whether to geo-reference the logged data to the lo-
cation/area it refers to, the location where the reporter is and/or, for in-
stance, the distribution area of the organization involved. Anyway, disaster 
experts told us that they want to validate the machine-intelligent linking 
anyway, without raising a workload that distracts them from the initial tar-
get of crisis and disaster fighting.  

Intelligent distribution is a third issue to be supported. When a calamity 
occurs in a certain spot, the system should be able to analyze all the people 
involved and to be notified.  

2.3 Three Mouse Clicks Away 

During disaster and crisis situations quick and effective retrieval of data is 
a valuable asset. Obtained data should be stored quickly in such a manner 
that retrieval in several ways is possible. Information that requires distribu-
tion after/before registering should be distributed either in total to those 
who “must know” and to those who might “need to know”. Stored infor-
mation should, from a user perspective, be easily found. Basically, the user 
should be able to address the searched data set by just defining a series of 
search words by clicking on three menu-bars or three onthology-based 
click points. Search engines, both geographically, theme-based and smart 
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process/theme-oriented menus should support this requirement. This is a 
major challenge for both information managers and analists, as well as the 
software builders. 

3 Presentation of Core Information on the Basis of GIS 

3.1 Alerting 

The process of alerting the public presents a series of questions to be an-
swered. Questions like: “In which area do we have and want to alert the 
public?”, “Which target groups require which way of alerting?”, “What 
confidential information of the police force extends or changes the evalua-
tion of disaster picture?” But also questions as: “Which communication fa-
cilities are available, working and will possibly gain effect?”  

And of course the definition of the message to be sent in terms of: 
what is going on (situation), 
what is the public supposed to do and not to do, 
what are the possible consequences of the disaster, 
which activities are carried out by the emergency services, 
where to obtain more information, 
how the public is informed constantly. 
The figure below shows a GIS based plot in which the coverage area of 

the alert sirens is plotted. This way emergency workers know the likely 
penetration of their alerting sirens. On the map special attention groups 
like elderly and disabled persons in the clinic are shown. The capacity 
numbers give a first impression of the amount of possible aid to be organ-
ized. The also plotted school with 200 schoolchildren and the quarter with 
a lot of native speakers (Arabic) indicates extra activity to be deployed re-
alizing full attention of those being there. This map shows indicative and 
basic data plotted on a town map level. Mouse-over functionality provides 
instant extra information for the operator. 
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Fig. 4. Sample situation Alerting the public  

3.2 Contamination 

The process of contamination handling raises a series of questions to be 
answered. Questions like: “In which area do we have contamination and 
which emergency vehicles/staff are present in that area and thus contami-
nated?” But also questions like: 

what is the contamination character, 
what is the contamination volume and intensity, 
who knows how to handle, to treat those contaminated, 
which precautions can be taken, 
what are the possible effects of the contamination, 
what can be done to prevent further outbreak and effects/casualties, 
which might be the political and publicity effects, 
which capacity for decontamination do we have. 

The answers to these questions can partially be shown on a map. Contami-
nation area, vehicles and staff present as well as their location is plotted 
above. A direct link to a contamination knowledge database or network 
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should also be facilitated. A network of known lessons, measures, effects, 
treatments etc. should be shown in an onthology network, thus supporting 
the operators/coordinators in carrying out a quick and effective response to 
the situation. This can be considered as a predefined overlay of applicable 
geo-information and knowledge structures to be launched if necessary. 
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Fig. 5. Sample situation Contamination  

3.3 Hazard chemical spill 

In this situation a series of questions have to answered. Questions like: 
which spill and chemical material is involved, 
where can/have we gauges or sniffers present, 
which concentrations and volumes are registered, 
which danger might hit the public, 
which areas are most likely contaminated, in which order and intensity, 
what are the chances of escalation, 
which chain effects might occur (water system, sewer), 
which possible spread might have occurred before the sealing of the 
source.
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Fig. 6. Sample situation Hazard Chemical Spill  

There are a series of questions to be addressed and answered. A series of 
answers can easily be plotted on a map, thus being a powerful communica-
tion instrument. In the map above we chose for indication of the evacua-
tion area, the sealing of this area by roadblocks. The planned locations for 
the gauges/sniffers in a first and second ring are plotted as well. The possi-
ble variation of the hazard, due to winds, is plotted too. Combination of 
this information with the projected relief location shows that the standard 
disaster relief location for this area cannot be used. 

4 Problem/Workload Oriented Visualization 

4.1 Common Operational Picture 

Within a disaster situation two major topics are to be dealt with. First of all 
consistency of information (no different content of the same ob-
ject/subject) and overview of the situation and ongoing/planned activities. 
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Provision of this Common Operation Picture (COP) is a major task for 
geo-information. Standard GIS systems can provide the functionality to 
draw the COP. Dynamic functionality enables its user to log the changes in 
the COP and to rehearse the flow of events or to simulate a planned opera-
tion. If the contingency plans are predefined in the same formats as the 
CMIS event and workload monitor, planned and actual situation, as well as 
planned and actual operations can be presented and monitored. Somehow 
this might be applicable for those activities that are standardized and pre-
dictable. But functionality supporting improvisation based upon training 
and skills should also be present.
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Fig. 7. Mechanism regarding facilitating planned/actual 

4.2 Overview and Drill Down Functionality in One Package 

At first one would tend to show all operations and all details of the current 
situation. After some time, users require layers to be switched on and off 
depending on their needs. This requires however constant navigation. As 
in SCADA systems, (SCADA stands for Supervisory Control and Data 
Acquisition) users really want two principles to be joined into one applica-
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tion. Overview on the whole situation, events and activities based on ex-
ceptions to the planned situation as well as possibilities to drill down on 
certain issues and topics based upon located/observed deviation. Disci-
pline-oriented layers can of course contribute to this way of working. Ba-
sically, only exceptions to the planned/expected situation and new events 
are interesting. An example of this principle is shown below. 
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Fig. 8.Mechanism on facilitating planned/actual  

The figure shows a two columns approach of data presentation. On the 
left side the onthology structure of the issues relevant. On the right side the 
COP. Both views are detailed in a specific part. The COP zoomed in on 
the incident spot area, providing more detail in which the objects can be 
consulted by mouse over, popping up identifying information. The ‘Public 
communication’ aspect is drilled down, unfolding the composed commu-
nication message and proposed media channels (to be) activated. Clicking 
on the media buttons activates for instance an online video in a special 
window.
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4.3 Signaling 

By supporting the coordinating emergency services staff GIS/WFM sys-
tems could easily help them to monitor the tidy execution of tasks. One 
could do this by just making to-do/job lists and check marking and moni-
toring them regarding status as planned, issued, executed. A geographical 
positioning would enable analysis and presentation on possible collision of 
job execution in one spot. The analysis can easily be performed by the op-
erators, although smart analysis could simplify the job for them as in air 
traffic control. Possible overload of certain emergency services can be 
spotted as well if allocation and dispatching are monitored. Here modern 
ICT technology provides tracking and tracing of emergency vehicles on 
worker level following their GSM or GPS/Gallileo transponders. Basi-
cally, areas too crowded with emergency units or black spots with no cov-
erage must be observed at first level.  

5 Approach and Operational Procedures Managing 
Disaster Fighting 

5.1 Intelligent Document Access 

Most crisis and disaster management information systems include a digi-
tized version of the so-called disaster generic contingency plans, specific 
object fighting and accessibility plans as well as the more generic disaster 
management plans. In this first generation CMIS systems these plans are 
digitized straight forward. A Word or PDF version of the document is at-
tached and in most cases also accessible by pull-down menus. Menus that 
require its users to know where data is stored and how to address it. One 
could consider this as one-to-one digitalization. More and more CMIS sys-
tems are upgraded and the content of the disaster management and fighting 
plans are I-mapped. With I-mapping we mean the meaningful apportion of 
the text in compact parts that represent a certain topic and that cover pref-
erably no more than the viewable part of the window in which they are 
presented to the user. Therefore, the meaningful compact data can be ac-
cessed quickly and header and content are congruous with each other.  
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5.2 G-Linked 

The next generation CMIS systems should contain G-linked data. The data 
is not only I-mapped, but also geographically positioned. This means that 
this document, and especially its I-mapped fragments, should be able to 
show the service/administrative area or object they refer to by just clicking 
a map symbol. Vice versa indication or selection of an area or object 
should expose the relevant documents and their relevant content. The an-
swers to questions about authority, responsibilities and (dynamic, resource 
depended) assigned service areas are included in the data structure and its 
I- and G-links. 

Fig. 9. Example of G-linking 

This way of thinking also applies to task management and task execu-
tion. Fighting a disaster implies constant issuing of tasks and monitoring 
their execution. If a disaster is enormous, the principle of division of tasks 
into geographical units and disciplinary aspects is necessary. This is called 
“hakken in vakken , zagen in lagen” and can be translated into “chopping 
in compartments, sewing in layers”. This implies that a series of activities 
is possibly executed at the same moment in the same geographical spot. 
Coordination, therefore, is required both regarding the aspects and the lo-
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cation of which geographical information systems can provide a quick 
overview of possible jostling. What is more, activities should preferably be 
positioned and linked to objects, subjects and/or areas. In this manner 
analysis of conflicts can be performed quite easily.  

6 Wrap-Up 

6.1 Lessons Learned 

The POIRE project taught us that not system possibilities should determine 
how CMIS systems should be designed and built, but that investing in ex-
plication of information demand and information support on the job pays 
off. Using the geographical option contributes enormously to the quick use 
and effectiveness of information usage. GIS and SCADA-alike functional-
ity should be integrated into the CMIS systems. Demand for frequently 
used information should be predefined and be retrieved by just pushing a 
button. Symbol sets form a powerful interface in a meaningful presentation 
of information. Dual GIS functionality linked with text and data can pro-
vide a powerful tool in effective retrieval and linking information. Ease of 
use and intelligent geo-linking are two mechanisms to be developed in 
CMIS systems.  

6.2 To keep in Mind 

If the development of the described functionality results in more buttons, 
more menus, more navigation, the use of such functionality would require 
more skills and know-ledge. All resources that are quite likely scarce 
whilst coordinating disaster fighting. The challenge remains to include the 
functionality on a logical, easy to use basis. All superfluous mouse clicks 
and/or keyboard input should be avoided. Ease of use rules. 
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Abstract

The ability of an agency or group of agencies to manage any disaster rather 
than just react to crises is critically dependent on the immediate availabil-
ity and flow of geographic information to responders in the field for deci-
sion support. Such information can include location of emergency man-
agement facilities, state of transportation routes, presence of population 
centres, susceptibility of environmental and habitat zones, scenario and 
simulation models etc. 

However, in order that such information fits the needs of the responders 
we need to move beyond location-aware computing in which primarily the 
location of the user is considered. In particular, individual information 
needs optimized on the basis of location, user, goals and tasks allow for the 
determination of situation-adapted information solutions. This chapter dis-
cusses the potential of task-centred adaptation of geographic information 
for effective disaster response. It examines issues such as content adapta-
tion, concepts of domain, utility and task-related optimization. The ulti-
mate goal is to achieve task-specific delivery of appropriate geographic in-
formation to those in the field who are responding to an emergency 
situation

1 Introduction 

Human and environmental security (together defined as “sustainability”) 
have emerged to become a foremost concern of the 21st Century. The es-
sence of this approach to development is a stable relationship among hu-
man activities, environmental change and human vulnerability. Unfortu-
nately, there has been a rapid rise in the number of disasters and severity of 



998      Nosakhare Erharuyi and David Fairbairn 

their impacts over the last few decades (UNDP 2004), an indication of  a 
failure of human and environmental security. Therefore, if we are to build 
and maintain liveable communities, a major challenge is the search for ef-
fective and efficient ways and methods of planning for, responding to and 
recovering from disaster. This make the understanding and handling of ap-
propriate geographic information critical. 

Geographic Information (GI), easily accessible in real time and capable 
of being shared amongst users through different emerging technologies 
(particularly mobile technologies), is essential for a wide range of Federal, 
State, Local and privately-owned agencies responsible for disaster man-
agement tasks. The ability of an agency or group of agencies to manage an 
emergency rather than just react to crises depends critically on the imme-
diate availability and flow of task-centred geographic information.  

No longer is the question of whether or not geographic information can 
be used in disaster management relevant: its value has been shown in dis-
aster preparedness activities such as risk identification, risk assessment, 
awareness-raising and warning, preparing risk maps, and carrying out 
‘what-if’ scenario analyses (Erharuyi & Fairbairn 2003; Gui-lian et al. 
2000; Gunnes & Kovel 2000; Hall 2002). However, a significantly impor-
tant requirement is that field responders, engaged in emergency response, 
benefit significantly from geographic information to support response de-
cisions.

How do we enable access and optimum use of GI by field personnel, so 
they can handle information about response decisions, resource allocation 
and other conditions at their location? We propose that this challenge can 
be facilitated through advances in task-centred adaptation of geographic 
information i.e. the use of knowledge about user tasks and situation to 
package content with reference to contexts meaningful for specific users. 
We examine issues such as content adaptation, concepts of domain and 
utility, and task-related optimization. 

2 Geographic Information and Disaster Response 

The identification and adoption of spatial data infrastructures (SDIs) by 
key strategic bodies around the globe, as a mechanism for effective spatial 
data service delivery, has potential to benefit disaster management. This 
benefit is enhanced at a personalised level if we can use the infrastructure 
to access and interact with task relevant digital geographic information in a 
user-specific and adaptive way.  
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Although the underlying cause of disaster may vary, the approach to its 
management is the same. Disaster Management encompasses a wide range 
of activities that can be grouped into pre-, during, and post-disaster phases 
and each of the phases can make use of GI from a variety of sources., User 
requirement analysis studies for emergency management, and recommen-
dations from various response exercises have shown the importance of GI 
in disaster management (Baldegger & Giger 2003; Hall 2002; Meissner et 
al. 2002). However,  an important requirement needing further attention is 
how GI can be optimised to accommodate situational contexts and put in 
the palm of field workers engaged in disaster response during the incident.  

It has been proposed that response activities can be facilitated and bene-
fit significantly from advances in mobile and adaptation technologies 
(Erharuyi et al. 2003; Fairbairn & Erharuyi 2004). Within the information 
science community, content adaptation measures have been developed 
(Brusilovksy 1996; Chalmers et al. 2001; Franti et al. 2002; Reichenbacher 
2003; Wai & Francis 2002). However, some of the measures are limited 
and are applied to geographic information solely in order to provide it in a 
particular format, limited scale or for adjusting the bit rate of compressed 
video streams and reducing resolution. These approaches, apart from being 
techno-centric one-size-fits-all, mainly concentrate on the aspect of the 
data at the expense of the model of activities implicit in the application and 
the requirements of the purpose for which the data will be used. 

We believe there is a need to refocus geographic information adaptation 
to a more problem solving process, asking questions such as; what are the 
activities we use it for? what are the tasks that constitute an activity or 
phase in disaster management? what actions do we need to perform within 
a task? Geographic information is produced and used by people to support 
better informed and faster decision making, but this potential can only be 
exploited fully if it accommodates user expectations/work flow and de-
creases cognitive overhead. The ability of geographic information to ac-
commodate user-defined objectives/goals and activities translates as its 
utility. Therefore an adaptation approach with a focus on user’s tasks and 
actions will facilitate effective and unambiguous communication between 
geographic information providers and seekers. 

3 Concepts of Adaptation 

According to Holland (1992), the first attempts at technical description and 
definition of adaptation came from biology.  In that context, adaptation de-
fines any process whereby a structure is progressively modified to give 
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better performance within its environment. It can involve the fitting, 
changing, modifying or selecting of some structure to suit a different pur-
pose or new environment. The concept of adaptation has a critical role in 
fields as diverse as psychology, economics/optimal planning, machine 
control, artificial intelligence and computational mathematics. 

The adaptation process is largely characterised by a mixture of operators 
acting on structures. So adaptation, whatever its context, involves a pro-
gressive modification of some structure by operators to perform well in the 
environment confronting it. While the structure is largely determined by 
the field of study, each field of study is typified as much by its perform-
ance measure as by its operators. Table 1 outlines some fields and their 
corresponding structures, operators and performance measures. 

It is important to state that among the specific difficulties resulting from 
situations that require an adaptation process are;  

The largeness and complexity of the structure, such that there are many 
feasible sub-structures to be tested and as such it is difficult to determine 
which sub-structures are responsible for good performance.  
The performance measure is a complicated function (for example it is 
likely to be non-linear) with many inter-dependent parameters that may 
vary over time and space. 
The variable characteristics of the environment.  

FIELDS STRUCTURES OPERATORS PERFORMANCE 
MEASURE 

Geoinformatics spatial objects attributes, con-
straints, affor-
dances, task 

Utility

Genetics chromosomes mutation, re-
combination 

Fitness 

Control policies Bayes’ rule, 
successive ap-
proximation  

Error function 

Physiological 
psychology 

cell assemblies synapse modi-
fication 

Performance rate 

Game theory strategies rule for itera-
tive approxima-
tion of optimal 
strategy

Payoff

Artificial Intel-
ligence

programs learning rules Comparative effi-
ciency

Table 1. Outline of fields, structures, operators and performance measures 



Task-Centred Adaptation of GI to Support Disaster Management      1001 

3.1 Adaptation in a GI Context 

Adaptation of geographic information can be seen as an optimization proc-
ess that enables the provision of objects of high utility that satisfy a user’s 
current situational context. Adaptation of GI can be carried out at data 
level, at the communications level, at the task-specific level, at the plat-
form level etc. For example, GI can be adapted to a special format, adapted 
for transmitting over wireless network, adapted to specific device etc.  GI 
is produced and used by people to support better informed and faster deci-
sion making: this potential can only be exploited adequately if the purpose 
(tasks) for which the user needs the data is taken as an important interven-
ing variable (operator) for the optimization process.  

Geographic information adaptation methods have been proposed by dif-
ferent authors. The dominant model (paradigm) still concentrates on the 
aspects of data, although there has been recognition of the importance of 
user’s tasks. Chalmers et al. (2001), in their proposed approach for map 
adaptation, highlighted user’s current task as an important intervening 
variable, but the focus of their approach was more on the semantics of the 
data. Reichenbacher (2003) discussing his adaptive concepts for mobile 
cartography (with an emphasis on cartographic presentation), was among 
the first to suggest that a good starting point to turn the mobile cartography 
debate away from being technology-centred is attention to the tasks users 
perform while being mobile. 

This paper agrees with the concept of a task-centred approach to GI ad-
aptation. We assert that adaptation of GI should be seen more in the sense 
of supporting users in achieving their objectives/tasks as this view of adap-
tation is much closer to what the user requires. So this approach relates 
task process to the actionable properties of a geographic dataset, through 
the concept of affordances, giving effective and unambiguous communica-
tion between GI providers and seekers. 

3.2 Task-Centred Approach to Adaptation 

A great part of our effort to develop a task-centred approach to GI adapta-
tion is derived from the principles of computing science that allow the 
matching of objects with a set of properties of the desired functionality. 
The approach can be used in many resource allocation-related applications 
e.g. the specification of the group of objects (domain) that are of interest to 
a user, the description of the importance (utility) of each of the items in the 
domain, and the prioritizing of the data delivery.  
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3.2.1 Mathematical Framework 

We define a function (a mathematical relation such that each element of 
one set is associated with at least one element of another set) that relates 
the universe of data objects to some representation of context (in our case 
the user tasks). For example if  be the Universe of data objects (e.g. 
might consist of all objects retrievable from a database); S be the Domain 
Set Expression (which results in the domain – the data of interest); U be 
Utility Equation (the relative value of objects within a particular domain); 
and UT be the Utility Expression (the method of defining the utility). 
Therefore,

any domain set expression, s, that is formed according to S, is a predi-
cate,

    s : Bool
that returns true of any object in  that belongs to the set denoted by s
any equation u formed according to U, is a function, 
    u :  UT 
that maps objects in  to other types of objects in UT
if P be any task-centred profile expressible as P(S, U), and D = 

{O1,……..,On} , the set of object it defines, such that for any Oi D, the 
utility value of objects Oi is specified by the Utility equation, 

    U ( Oi ) = Wi.
Then P can be defined as a function, 
    P: 2  Int 
that maps any objects to the value of that object within the set of all ob-

jects, as specified by the utility equation.  

3.2.2 A Syntactic Framework

In order to specify these mathematical relationships effectively, we need to 
define a syntax which allows us to handle objects, their utility measures, 
domains, and tasks. Such a generic syntax is language-independent and al-
lows for effective code generation. It was adapted from the initial frame-
work of Cherniack (2003) to include task expression as the main focus.  

A Generic Syntax for Specifying the Task-Based Language 

APPLICATION :  TASKPROFILE  IDENT  DomainSec  UtilitySec END 

DomainSec :  DOMAIN  DomainSet ‘;’ ……. ‘;’ DomainSet 
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UtilitySec :  UTILITY  UtEqation  ‘;’ ……….  ‘;’UtEqation 

DomainSet :  IDENT  ‘=’  (ObjectExp

UTEqation :  U  ‘(‘  IDENT  ‘)’  ‘=’  UtExp 

UtExp :  INT 
    IF Conds  THEN  UtExp ELSE  UtExp 
    UPTO  ‘(‘  INT  ‘,’  UtExp  ‘,’  UtExp  ‘)’ 

Conds :   SCond 
     Conds  AND  SConds 
     Conds  OR  SConds 
     NOT  ‘(‘  Conds  ‘)’ 

SConds :  (TaskExp) Op  INT 
      (TaskExp) Op  (TaskExp
    (ObjectExp)  Op  (TaskExp)  
        
Op  :   = ,     ,    < ,    > ,     ,   

4 Case Study 

In evaluating the task-centred approach described above, we used a sce-
nario of adaptation of an environmental sensitivity index (ESI) dataset for 
oil spill emergency response. Such datasets are widely used in the man-
agement of oil spill incidents (Gundlach 2001). To date the datasets have 
been designed and targeted at emergency managers running static, desktop 
client systems, and are often used for long-term planning. But during an 
emergency, the situation is often characterised by activities and locations 
not amenable to such a desktop information system. In order for on-site 
workers enabled with mobile devices to benefit significantly from ESI in-
formation, to support response decisions at their location, there is a need 
for optimization (adaptation) of the ESI data content. 

Applying the concepts of domain and utility as contained in our frame-
work to this scenario, the first step was to pre-adapt the dataset into differ-
ent information domains based on the spill management cycle/workflow. 
Therefore, the classification of domains was influenced by the user’s 
workflow: geo-phenomena come to attention through human activities and 
salience in the social and physical environment.   

Figure 1 shows the relationship between the temporal characterization 
of activities and a broad classification of users that have need of the ESI 
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dataset and shows the contribution of ESI data to oil spill management.  
Three parties may have need of the ESI dataset: planners such as emer-
gency managers, the actual frontline responders, and researchers. The re-
sult is a matrix where each cell represents a given party’s data requirement 
at each stage of the spill management cycle. This matrix was used to ex-
amine the information needs of various parties at various stage of the cy-
cle.

 For example, the shaded cell in the centre of the matrix, which is the fo-
cus of our scenario (response by fieldworkers during the oil spill incident), 
represents the ESI information needed during the incident.  It is important 
to note that there is a significant amount of overlap in the information 
needed for the different parties during the spill cycle: the matrix highlights 
that the different information needs of the various parties and the conse-
quent pre-adaptation based on characterisation of their activities. Table 2 
and Figure 2 reflect such possible differences. 

 PLANNERS RESPONDERS 
Activity characteristics   
Importance of future High Low 
Extension Long Short 
Rational Creative Disordered 
Flow Slow Very fast 
Density Many  

Table 2.
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Sample of ‘pre incident’ relevant data Sample of ‘during incident’ relevant data 

Fig. 2.

To describe the utility of objects within the relevant information space 
(domain of interest) we had to develop an ESI response task-typology. De-
veloping the task-typology required assessment and understanding of re-
sponse related tasks, for example what are the objectives underlying the 
use of the data? what specific tasks are expected to be performed using the 
data? which are the actions we use to achieve a task? The idea is to include 
knowledge about common users’ objectives, tasks, actions and constraints 
to handle and enable flexibility, adaptability, and re-use of the content.  

Our concept of utility of objects that are goal directed (i.e. those in the 
relevant domain using which there is the possibility of attaining a defined 
goal), lies in the correlation between the objects (with their description) 
and a representation of the user’s need for the object. The ESI datasets 
consists of structured data objects which are geographical features. Fea-
tures are the basic unit of geographic information storage and exchange 
within most models of geographic information. One of the products of the 
Open Geospatial Consortium is the Geographic Markup Language (GML) 
(OGC 2002), an XML encoding for the transport and storage of geo-
graphic information. GML provides support for building feature collec-
tions and it describes features as a list of properties. Affordance is one 
such property and can be defined as what the feature can afford/be used 
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for, and by which action it can participate. It can be modelled as an attrib-
ute of the feature class using UML (Booch et al. 1999), and as a feature 
member property of the feature collection, or in a structured way as a 
UML association.  A system was developed to relate the task characteris-
tics of the task-typology to the affordances possibilities of the relevant fea-
tures.

Fig. 3. A sample shoreline type from an ESI dataset and its GML schema repre-
sentation

5. Conclusions 

A major challenge in using GI for field based applications, such as disaster 
response, has been identified. The concepts of domain and the utility adap-

<element name="ESIModel" 
type="ex:ESIModelType" 
    substitution-
Group="gml:_FeatureCollection"/> 
<element name="River" 
type="ex:RiverType" 
    substitutionGroup="gml:_Feature"/> 
<element name="Affordance"      
    type="ex:AffordanceType" 
    substitution-
Group="gml:_AssociationAttribute"/> 

<complexType 
name="ESIModelType"> 
    <complexContent> 
        <extension base= 
"gml:AbstractFeatureCollectionType"> 
            <sequence> ..... </sequence> 
        </extension> 
    </complexContent> 
</complexType>   

<complexType name="RiverType"> 
    <complexContent> 
        <extension 
base="gml:AbstractFeatureType"> 
            <sequence> ..... </sequence> 
        </extension> 
    </complexContent> 
</complexType>    

<complexType 
name="AffordanceType"> 
    <complexContent> 
        <restriction 
base="gml:FeatureAssociationType"> 
            <sequence> ..... </sequence> 
        </restriction> 
    </complexContent> 
</complexType>                          
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tation approach were used to show how task-centred GI optimization can 
be achieved and its potential for facilitating the delivery of relevant content 
that satisfies user’s interests and context. 

It is important to note that although most attempts at mobile solutions 
have focused more on the latest gadgets, communication protocols and 
semantics of the data, advances in task-centred geographic information op-
timization will play a significant role in the development of mobile geo-
graphic information handling for applications such as disaster manage-
ment.

Information designers must begin to consider fast-changing working en-
vironments and future work must further investigate possible ways of fa-
cilitating effective and unambiguous communication between information 
providers and information users.  
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Abstract

The timely availability of relevant information is vital for the operations of 
local authorities.  In the case of dealing with natural disasters like earth-
quakes and floods, geo-information and geographic information systems 
(GIS) can be used to improve and organize response and consequently 
minimize their impact.   The paper explores the adoption and use of geo-
information and GIS applications within an organisational context bound 
by legal mandates and official procedures. The paper relies on a socio-
technical approach in exploring and understanding this process.  This in-
teraction is captured in the organizational routine concept that is a template 
for understanding mandates and reflects the agreement on the role of the 
geo-information in organizational activities.  Empirically, the paper is 
based on two local authorities adopting a GIS for natural disaster risk 
management: Naga City in the Philippines having a flood hazard concern, 
and Lalitpur Sub Metropolitan City in Nepal having an earthquake con-
cern.  The case studies show that the socio-technical interaction of GIS 
technology for natural disaster management with other organizational 
needs leads to a continuous re-design cannot be possibly based on pre-
given and final users’ needs.   
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1 Introduction 

Geo-information needs of local authorities have been expanding with their 
growing disaster management roles from emergency management towards 
managing the risk of natural disasters (Cristoplos, 2003; GDIN, 1997; 
Hoch, Dalton, & So, 2000; Schroeder, Wamsley, & Ward, 2001; UN, 
2002; UNDP, 2004).  The gradual shifts reflect a recognition of vulnerabil-
ity as a combination of social, economic and political factors that deter-
mine the degree to which someone’s life and livelihood is put at risk by a 
discrete and identifiable event in nature or in society (Blaikie, Canon, & 
Davis, 1994; Cristoplos, 2003; DMTP, 1994; Durham, 2003; Few, 2003; 
White, Kates, & Burton, 2001).  Local disaster management is now related 
to planning for sustainable development (DMTP, 1994; Hoch et al., 2000; 
Pelling, 2004); coordinating disaster management activities with local leg-
islators and community leaders (Cristoplos, 2003; Few, 2003; Sapat, 
2001); monitoring the social and economic processes related to poverty, 
urbanization and underdevelopment that may increase the risk of disaster 
(Blaikie et al., 1994; Fothergill & Peek, 2004; Kakhandiki & Shah, 1998; 
Vogel, 2001; White et al., 2001); and dealing with the sometimes conflict-
ing expectations of their citizens on what local authorities should be doing 
to manage disasters (Few, 2003; Homan, 2003; Mauro, 2004; Morris, 
2003; Sjöberg, 2001; Slovic, 2003).   

Geo-information is defined for this paper as digital descriptions of geo-
graphic locations and characteristics of features, boundaries and phenom-
ena for a given time period.  Geographic information (or geo-information) 
can be obtained from GIS applications for assessing natural hazards have 
been developed, and specific applications are available for earthquake risk 
assessment and flooding risk assessment (Carrara & Guzzetti, 1995; Laz-
zari & Salvaneschi, 1999; Montoya & Masser, in press; Todini, 2004; 
Valpreda, 2004; Zerger & Smith, 2003; Zhang, Zhou, Xu, & Watanabe, 
2002).  GIS application refers to a computer application for the storage, 
management, analysis, modeling and mapping of digital spatial data.  For 
the purposes of this study, routine refers to interlocking, reciprocally-
triggered sequences of actions of actors who are linked by relations of 
communication and/or authority.   

The important role of GIS was seen in the management of large data 
sets, the development of models of natural hazards, the assessment of 
building risk, forecasting casualties, and generating hazard and risk maps. 

Organizational factors can affect the adoption of GIS applications and of 
geo-information within a local authority’s planning and decision-making.  
These factors are part of an implementation process, or the process respon-
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sible for transforming the unproven potential of a new GIS application into 
a taken-for-granted component of the local authority’s daily activities 
(Campbell & Masser, 1995). 

Studies of local authorities adopting GIS applications found indications 
that technical problems tended to reinforce and be reinforced by existing 
organizational problems (Campbell, 1992; Campbell & Masser, 1995); for 
example, data consistency, data ownership and control of geographic in-
formation are related to issues of scope of activities between bureaus 
within a local authority.  Success of the adoption of GIS by individuals ap-
plications was found tied to perceptions of the social and political meaning 
of the adopted information systems rather than as a particular configura-
tion of equipment, and was therefore improved by individuals’ commit-
ment to and participation in the implementation of the system (Campbell, 
1992; Campbell & Masser, 1995); by the presence of champions 
(Campbell & Masser, 1995) and of political support (Budic, 1994); by the 
presence of a full-time GIS specialist (Budic, 1994); and relevant user 
training or high trainability (Nedovic-Budic & Godschalk, 1996). 

Nedovic-Budic (1998) evaluated studies of the use of GIS by planning 
agencies and local governments and noted instances when the functionality 
of GIS for land use planning did not correspond fully to the requirements 
of planning processes and methods, that the information produced by 
adopted GIT applications had low impact on planning decisions, and the 
predominant use of GIT applications was still data processing (storage, re-
trieval, dissemination, communication). In a later study on the impact of 
national spatial data infrastructures1 for local planning, the issue of limited 
relevance of dataset contents to the mission and needs of local planning 
practice and limited effects on the decision-making process were again 
raised (Nedovic-Budic et al., 2004). 

If disaster risk reduction components are to be integrated within the 
mainstream planning and development activities of local authorities, then 
the geo-information on disaster risk reduction have to be deliberately in-
fused into their targeted development activities, activities that are in fact 
existing organizational routines.  This is not as easy because of the charac-
teristics of organizational routines as emergent from experience rather than 
explicit decision making, and as having underlying knowledge that is par-

                                                     
1  An SDI is the set of policies, fundamental data sets, technical standards, physi-

cal data access network, and human resources necessary for the effective col-
lection, management, access, delivery and utilization of spatial data at different 
political/administrative levels (Nedovic-Budic, Feeney, Rajabifard, & William-
son, 2004). 
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tially inarticulate (the people who execute their roles in routines often do 
not know the reason for their actions) (Cohen & Bacdayan, 1994). 

The problem of low use of geo-information for local disaster risk man-
agement therefore refers to how the organization structures its related dis-
aster risk management activities to process geo-information, and if this 
structuring has an aspect that reinforces geo-information use.  Specifically, 
there is a need for the articulation of the process of redesigning disaster 
risk management activities, and a formalization of a sub-process for defin-
ing geo-information use in terms of procedures, monitoring reports and 
other reports.  Reinforcement of geo-information use through social incen-
tives and disincentives should also be formalized within the process. 

Some of these organizational factors that affect GIS adoption may recur 
for disaster risk management GIS applications.  Preliminary visits were 
made to the two case study sites for this research, and interviews with 
some local officials have helped to elaborate what organizational factor(s) 
may be important to the adoption of the GIS applications.  The two sites 
were selected because they signified their intention to have a new GIS ap-
plication, signified disaster management as one of the reasons for obtain-
ing the GIS application, and represent different levels of experience with 
GIS.  The two sites also come from different political contexts, have dif-
ferent degrees of power and financial independence from their national 
government, will be adopting different GIS applications, and will represent 
different natural disaster risks. 

2 Organizational Routines 

In this paper, capacity for natural disaster risk management is studied in 
terms of the official routines that the local authority attempted to use with 
the technology for disaster management, whether or not the attempt was 
successful.  Levitt & March (1996) gave reasons why routine is a good fo-
cal point for studying whether an organization is learning: 

Behavior in an organization is based on routines.   
Organizational actions are history dependent.  Routines are based on in-
terpretations of the past, respond to feedback, and are changed only in-
crementally. 
Organizations are oriented to targets.  Organizations behave according 
to relations between observed outcomes and their aspirations for those 
outcomes.   
Routine is a generic term referring to structures, rules, procedures, 

strategies and technologies that an organization operates to perform certain 
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functions.  It also refers to the culture, paradigms and knowledge that sup-
port them.  A routine requires a minimum level of one or more skills in or-
der to perform them.  A routine is considered an organizational resource 
because from the perspective of evolutionary economics, the organiza-
tion’s knowledge assets are embedded in routines (Szulanski & Jensen, 
2004).

More than a resource, it is the official means for a local authority to 
convert its skills, knowledge and resources into an action.  For this re-
search, routine refers to a collective set of official actions whose purpose is 
to directly serve a mandate (such as the procedure of a safety inspection), 
not the small, intermediate steps not directly linked to a mandate (such as 
sending out notifications of safety inspections).  Routine serve as the indi-
cator that capacity is being developed.  Whether it is the skills, knowledge 
or resources of the local authority that are targeted for improvement, they 
have to be part of a routine.  There is no point in giving training on how to 
use a GIS or DSS for natural disaster risk management if there are no re-
lated official procedures that reinforce its use.  Specifically, the local au-
thority needs a routine for embedding its GIS knowledge and experience, 
ready to be pulled out and used in response to situations that call for it, 
limiting its choices, reduces complexity, and saves time and effort 
(Feldman & Pentland, 2003; Levitt & March, 1996; Pentland & Rueter, 
1994; Scott, 1990).  It is a mechanism for learning GIS routines of other 
organizations (Levitt & March, 1996), for creating new routines (Argyris, 
Putnam, & Smith, 1985; Feldman & Pentland, 2003; Szulanski & Jensen, 
2004), and possibly for creating knowledge out of separate knowledge 
fields (Hendriks, 2000; Scott, 1990; Sproull & Goodman, 1990; Weick, 
1990).

The routine is modeled as having two aspects of pattern and of action 
(Feldman & Pentland, 2003; Pentland & Rueter, 1994).  The pattern is the 
abstract or schematic form of a routine.  Official procedures are a good ex-
ample of the pattern aspect, and represent the compromise among actors 
on how a routine should be structured.  The action is the observable aspect, 
and involves a greater number of actors, and this is where the conventional 
concept of “end-user” of an information system can have an influence on 
the use of the adopted GIS or DSS. 

3 Case Studies 

Field visits were made to the two case study sites in Nepal and Philippines 
(Latitpur SMC and Naga City) for this research, and interviews with some 
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local officials have helped to elaborate what organizational factor(s) may 
be important to the adoption of the GIS applications.  The two sites were 
selected because they signified their intention to have a new GIS applica-
tion, signified disaster management as one of the reasons for obtaining the 
GIS application, and represent different levels of experience with GIS.  
The two sites also come from different political contexts, have different 
degrees of power and financial independence from their national govern-
ment, will be adopting different GIS applications, and will represent dif-
ferent natural disaster risks.  The interviewed officials were identified as 
actors with roles in the adoption of the applications.  During the inter-
views, the organizational routine emerged as the concept by which actors 
framed their needs for the GIS application being adopted. 

Lalitpur in Nepal intends to set-up their first GIS Laboratory to support 
urban development, infrastructure development, city administration, disas-
ter management and preparedness.  Lalitpur described the environment for 
the GIS as: lack of data and information, existing data is disorgan-
ized/unmanaged, no digital data sets, lack of awareness of GIS among de-
cision makers, lack of adequately trained staff, and lack of equipment.  La-
litpur originally intended to adopt GIS for earthquake safety, but they do 
not have an earthquake safety regulatory activity other than inspecting 
blueprints of proposed buildings.  They face a risk of an earthquake strong 
enough to damage much of their buildings, but it does not occur fre-
quently.  From the point of view of the local authority, using the GIS for 
urban planning therefore had a stronger basis than for earthquake safety.  
Lalitpur is still new to GIS, and they see its usefulness in planning routines 
for different capacities, and less with earthquake safety regulation, and 
they can see the value of resources such as digital data sets and trained 
personnel.

Naga City local authority in the Philippines adopted its GIS for urban 
flooding mitigation in 1994.  It has an annual flooding problem that affects 
its poorest communities and 90% of its investments.  It has used its basic 
GIS to map floods, identify communities at risk, select sites that need ele-
vated footpaths and buildings, and to develop their disaster mitigation 
plan, but there appears to be difficulty in connecting the use of geo-
information with other flood management activities.  One point is that the 
GIS application is used to generate thematic maps when the database is 
updated, and then to convert the most commonly requested maps as image 
files (pdf format) that are printed using other applications.  Second, the 
city planning and city engineering offices, whose functions encompass the 
development planning and infrastructure planning related to urban flood-
ing mitigation, do not develop additional applications, possibly due to un-
willingness of current employees even when the heads of office are sup-
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portive of the GIS.  Third, in a SWOT analysis of the floodwaters drain-
age, the use of GIS to address the drainage problem did not arise from the 
key members of the local authority, possibly indicating an inability to rec-
ognize when a GIS application can be made.  Fourth, the GIS is not yet 
developed for important disaster risk management activities such as the 
construction of drains, the maintenance of the drainage system, and moni-
toring land use change that can affect flooding.  Finally, the mayor would 
like to use the GIS application for political lobbying, to gain cooperation 
from communities and other local authorities upstream of the river systems 
whose activities exacerbate the flooding in Naga City, and as leverage 
against national agencies whose infrastructure plans may worsen the flood-
ing in the city. 

Naga City has ten years of experience, but there is an uneven use of GIS 
among its offices.  The Planning Office does not use GIS directly, have not 
used maps other than those they used before the GIS was established, and 
the City Planner sees it as a generator of maps useful for planning and 
monitoring.  The Naga City Engineering Office had some skills at using 
GIS, and the City Engineer sees GIS as an engineering tool, and wants to 
develop more applications relevant to their work if they had the staff with 
appropriate training.  The head of the Naga EDP had staff with the most 
computer skills, had been operating a GIS application since 1994, have dif-
ficulty developing GIS useful applications, and would rather have the end 
users develop their applications.  In this case, skill level is not the reason 
for the uneven use of GIS, because the EDP who develops applications has 
no use for it in their work. 

Both Planning and Engineering offices in Naga City have planning rou-
tines but do not have application development routines or a planning GIS.  
On the other hand, the EDP has an application development routine but not 
a planning routine.  While it was perhaps “easier” for the GIS to remain in 
EDP, it does not have a planning routine, and as a consequence the EDP 
staff does not have the urban flooding mitigation knowledge or planning 
skills required developing useful applications. 

The Mayor’s actions to ease pressures of in-migration or deforestation, 
addressing underlying causes like uneven development is consistent with 
the Pressure-and-Release model’s approach of reducing the social produc-
tion of vulnerability.  These approaches are not explicitly part of the disas-
ter management cycle, but are creative and pragmatic responses to a prob-
lem that requires multi-actor cooperation to solve. 

The Mayor would probably benefit from a system that can help him 
lobby, convince, and cooperate with other agencies of national govern-
ment, other local governments, and even with an NGO.  It is reasonable 
that he would like a system that is not limited, either by geography to the 
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city boundaries, or by administrative extent to the city’s planning functions 
alone, but facilitates his interaction with co-actors in disaster mitigation. 

The two sites are dissimilar in amount of experience with GIS and ac-
cess to resources such as digital data and trained staff.  Lalitpur SMC is 
just beginning to use GIS.  Naga City has had ten years of working with its 
urban flooding mitigation GIS application, but is not yet able to expand the 
use of their GIS application to other flood mitigation activities related to 
development planning, and its flooding mitigation activities continue with-
out the use of GIS.  The low level of use can be related to the level of 
technical training available among the supporting staff, but a local author-
ity such as Naga City must manage with whatever existing resources they 
have and with whomever in the staff are willing to learn how to use the 
application.  What both local authorities did have are officials with knowl-
edge of how their organization operates, experience with the recurring 
flooding problem, and varying degrees of appreciation of the usefulness of 
GIS.  From each preceding case, the local authorities always view GIS 
technology in terms of its potential for doing a routine better.   

4 Conclusions 

Organizational concerns are acknowledged to have a potential effect on the 
quality of a disaster risk management information system’s design, archi-
tecture and implementation.  What is difficult to answer is why informa-
tion from a GIS application is not used even when the GIS design; system 
components and user training are adequate.  It is hypothesized that a local 
authority needs direct experience in converting map outputs into disaster 
risk management information.

In answering this question, the organizational routine is a proposed 
mechanism for identifying organizational-level user needs and for devel-
oping use for geo-information.  It is also a mechanism for learning GIS 
routines of other organizations (Levitt & March, 1996), for creating new 
routines (Argyris et al., 1985; Feldman & Pentland, 2003; Szulanski & 
Jensen, 2004), and possibly for creating knowledge out of separate knowl-
edge fields (Hendriks, 2000; Nyerges, 1995; Scott, 1990; Sproull & 
Goodman, 1990; Weick, 1990) to include disaster risk management.  The 
adopted GIS or DSS can spark new routines and consequently new user 
needs, as is the case with the new lobbying needs from the mayor of Naga 
City.  This indicates that the GIS can be in a continuous and continual 
process of development as the usability of the system grows with the us-
ers’ appreciation of its geo-information output or decision support. 
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GIS routine formation is a good focusing point because it involves the 
creation of agreement about what disaster management task has to be 
done, what is the legal basis for the task, how to do it, how the organiza-
tion recognizes the spatial aspect or spatial problem within a routine for 
natural disaster risk management, and how geo-information will be used in 
this planning and decision context. 
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Abstract

Linkoping University (LiU) has developed a Visual User Interface and 
Web-enabled advanced 3D visualization to a flood forecasting system in 
an EC funded project named MUSIC. The project develops state-of-the-art 
precipitation estimation algorithms, assess their uncertainty and use an in-
novative combination of the output data of the three independent data 
sources radar, satellite and rain gauges. The basic role of any real-time 
quantitative precipitation and flood forecasting system lies in its capability, 
within the forecasting horizon, of assessing and reducing the uncertainty in 
forecasts of future events in order to allow improved warnings and opera-
tional decisions for the reduction of flood risk. In line with this require-
ment, the MUSIC project is to develop an innovative technique for im-
proving the weather radar, weather satellite and rain gauge derived 
precipitation data, taken as independent measurement source. Another key 
objective is seeking to improve the communication and the dissemination 
of results to the authorities involved in real-time flood forecasting and 
management. The project tests the system on real world case studies on 
two test catchments the Reno and Arno rivers in Italy.  LiU is developing 
the innovative 3D Visual User Interface that will enable the users to take a 
more active role in the process of visualizing and investigating flood fore-
casting, allowing them to better understand the data and uncertainty behind 
the forecasting system. LiU also provides easy-to-use collaborative visu-
alization tools enabling the meteorologists, hydrologists, operations man-
agers and the civil defense manager to view and discuss the forecasting re-
sults in real time across the network before finally interacting with the 
media, the police, other officials and the public. The system will consid-
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erably improve the flash flood forecasting reliability and precision and will 
shorten the time required to detect events that lead to catastrophic flood 
events.

1 Introduction 

The problem of flooding is as old as time. However, while natural flooding 
of large areas did not create situations more dangerous than others in a 
prehistoric world, the expansion of human activity and cities has made 
preventing damage caused by floods or harnessing over-bank flows for 
one's own purposes as in ancient Egypt a necessity that remains vital to 
this day. Given the large number of high risk situations as well as the ex-
tremely high costs in terms of casualties and damages involved, it can be 
reasonably estimated that a flood and related phenomena DSS, which 
combines Visualization and GIS capabilities with modeling for the plan-
ning and the preparation of risk maps, emergency plans and the real time 
analysis of possible interventions, has a large potential market.
Linkoping University (LiU) has developed a Visual User Interface and 
Web-enabled advanced 3D visualization to a flood forecasting system 
called the “FloodViewer”. This is a close collaboration with in an EC 
funded project named MUSIC with Italian partners University of Bologna, 
environmental technology supplier ET&P, institute CNR, University of 
Newcastle and Gematronik Germany. LiU provide the innovative visuali-
zation expertise while Bologna focuses on the precipitation estimation al-
gorithms. MUSIC was completed September 2004.  

The basic role of any real-time quantitative precipitation and flood fore-
casting system lies in its capability, within the forecasting horizon, of as-
sessing and reducing the uncertainty in forecasts of future events in order 
to allow improved warnings and operational decisions for the reduction of 
flood risk. A key objective here is seeking to improve the communication 
and the dissemination of results to the authorities involved in real-time 
flood forecasting and management. The system is tested on data from the 
Arno river in Toscana, a river well known from its many flooding.  

The FloodViewer will enable the users to take a more active role in the 
process of visualizing and investigating flood forecasting, allowing them 
to better understand the data and uncertainty behind the forecasting sys-
tem. FloodViewer also provides easy-to-use collaborative visualization 
tools enabling the meteorologists, hydrologists, operations managers and 
the civil defense manager to view and discuss the forecasting results in real 
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time across the network before finally interacting with the media, the po-
lice, other officials and the public through dynamic documents. 

Fig. 1. Visual flood forecasting system - FloodViewer. Data from the Arno river 
region (Toscana, Italy) is showed in linked and coordinated 2D and 3D windows. 
The 3D terrain display provides full viewing control, light control, and “focus-
and-context” selection. The 2D display shows animated rainfall, gauge stations 
and water level. With a mouse-move, the user can easily zoom in-and-out or scroll 
the 2D or 3D display 

These are, in turn, made available to the operations managers.  In order 
for the operations managers to meet both their own needs and other re-
quests interrogate the data, models and decision support tools. Relying on 
this, the operations manager may issue warnings to the civil defense man-
ager.  The civil defense manager interacts with the media, the police, other 
officials and the public, both directly and indirectly.  This forms the social
subsystem of the overall total warning system that will imply the need for 
the acknowledging of the following lessons from the sociology of hazards, 
which are important for the design and operational success of the techno-
logical subsystem of the database. 

The flood forecasting decision management system can be summarized: 
The technological subsystem is run by meteorologists and hydrologists and 
consists of precipitation measurement systems, river gauges, and meteoro-
logical forecasting systems, which together provide data for hydrological 
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and flood-forecasting models, and decision support tools. The visual-user-
interface presents clear, unambiguous predictions and courses of action. 

Fig. 2. The overall architecture of FloodViewer. The MUSIC flood forecasting 
data is transferred to a local data file through AVS Open Reader components. This 
feature gives maximum flexibility to use FloodViewer in other Case Studies and 
provide real-time visualization 

2 A Visual Approach to Better Forecasting Decisions 

Instead of a large general-purpose GIS application that can do everything, 
our application is based on individual functional components. A set of 
components, each one performing a specific task, can easily be put to-
gether in order to create efficient tailor-made flood forecasting applica-
tions. The FloodViewer provides interactive, geo-visualization examina-
tion of flood forecasting data, DTED, radar, satellite and GIS data.  
Visualization methods supported include: 3D surface, 3D isoline, 2D im-
age, 2D contour, 2D isolines, 4D contour - superimposed raster data, vec-
tor data  (river, basin), bar chart, axis, direct zooming and panning, data-
correlated windows. 

FloodView
er
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Our use of Web-based layered atomic component architecture (figure 3) 
offers the ability to “re-use” low-level algorithmic functions to easily pro-
duce application specific components for integration into custom user in-
terfaces. The user interface and low-level component integration is done 
with Visual Basic development tools. Importantly, the chosen Web archi-
tecture will offer full collaborative interaction and the ability to use low-
cost PC platforms.

Fig. 3. Web-based layered component architecture is the foundation for a client-
based application and allows integration with geo-computational methods such as 
spatial statistics, classification or even data mining 

This approach to system architecture could, for the first time provide the 
infrastructure for affordable climate and flood forecasting system interpre-
tation facilities. The open component architecture allows integration with 
geo-computational methods such as spatial statistics, classification or even 
data mining.  

FloodViewer addresses the following three application scenarios: 
(1) Analyze and Explore – Standalone single user version 
(2) Collaborative Analysis – Network version 
(3) Presentation and Journaling – Dynamic document - ActiveX/COM 

components 
In (1), the user analyses and explores the data and prepares the journal 

(3) for review by other users. This step includes setting bookmarks and an-
notations of interesting discoveries for embedding into documents and 
later viewing. During the analyze process the user can also start a collabo-
rative session (2) to share insights with other users. The collaboratory net-
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work version includes a collaborative environment where two or more us-
ers can meet together in cyber space displaying and interacting with the 
same dataset remotely. Bookmarks and annotations can also be used in the 
collaborative session. In the final step, an ActiveX component (3) is inte-
grated into an electronic document such as Microsoft WORD with book-
marks and annotation data. 

Fig. 4. Example of the Visual User Interface showing cropping of landscape sup-
ported in the 3D view with interactive movable handles. The cropped area is 
shown in the 2D view (right) 

2.1 Visual User Interface 

Of central importance to the MUSIC project is the Visual User Interface 
(VUI) that enables the user to directly manipulate graphical objects, which 
respond interactively and immediately to the user’s input actions. The user 
interacts with both 2D and 3D objects with an immediate graphical feed-
back response, without the need for moving to a secondary menu window. 
Example of direct manipulation features: “area-of-interest selection” in 3D 
landscape to be viewed in the 2D display (figure 1), direct zooming and 
panning with mouse movement, click on gauge station or sub basin, full-
featured scroll bars (see figure 4 left), drill down through forecasting data 
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sets, dynamic control of 2D opacity planes “Z-thru” (figure 4 right), and 
interactive animation of rain data. 

Fig. 5. The FloodViewer interacts with hourly rainfall data from Arno river (pe-
riod between 20 November 2000 14:00 and the 23 November 2000 14:00). The 
animated rain data is superimposed on the terrain using opacity blue coloring. The 
user has selected the Montemignaio Gauge Station by picking on the “red trian-
gle” in the 2D Contour (right window). A 2D bar Chart appears in the second 
window (left window) and the selected Gauge Station and bar are highlighted.  
Additional gauge stations can be viewed simultaneously 

Our components consistently implement a Model-View-Controller ar-
chitecture. This implies a separation between the data and the views and 
analysis of those data. This simple and design enables users achieve a high 
degree of interactivity with multiple graphs that visualize the same dy-
namic data source in multiple 2D or 3D views. The FloodViewer compo-
nents allow you to create multiple views on multidimensional data sets. 
Since each of these view shows the same data, but is otherwise independ-
ent form the other views, you can change the setting for each individual 
view to highlight a different aspect of your data. 

2.2 Water Levels 

The FloodViewer has interactive support for water level visualization. 



1028      Mikael Jern 

2D and 3D cross section charts – move along river 
Select river segment to be viewed 
Alerts for high water levels in red
Set water level for a What-if Scenario 
Range of time includes both history and forecasts 

Fig 6. Example of Water level VUI showing “alerts for high water level” in red 
color along the river segment. The water section can be viewed as 2D images or in 
a 3D cross section chart. The white dots in the left 2D view show the location of 
the corresponding 10 3D cross sections (right picture) 

2.3 Bookmarks 

A “bookmark” can help the analyst to highlight data views of particular in-
terest and guide other users to certain discoveries of a case study.  Col-
leagues can use these descriptive bookmarks to quickly locate key infor-
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mation by simply selecting the view they need. The Bookmark Manager
remembers and records the status of a data navigation experience. The ana-
lyst has selected suitable data dimensions, display properties, filtered data 
with the slide rangers focusing on the data-of-interest and finally high-
lighted the “discovery” from a certain angle (viewing properties) and can 
now save this status “bookmark” in an external file. A bookmark includes 
visualization attributes such as the time step, viewing matrix, color scale, 
annotation, etc. When a new user initiates the FloodViewer, it will then 
start the VUI based on the analyst’s bookmarks. The visualization will re-
vert to exactly the same status as defined by the analyst. Users can, step-
by-step, follow the analyst’s way of work and understand how the results 
were achieved by.  

Fig. 7.  A “bookmark” can help the analyst to highlight data views of particular in-
terest and guide other users to this discovery. The interactive image above high-
lights the rainfall data at a selected gauge station “Nave di Rosane” for a certain 
time step 

The analyst can also use the bookmarks to create an interactive and dy-
namic “story telling” path.  This non-linearity of an interactive discovery 
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path leads to a higher responsibility for the analyst to provide powerful and 
efficient navigation functionality. Due to the possibility to generate dy-
namic “story telling” paths, the analyst can offer appropriate semantic in-
formation for information retrieval. Several associated bookmark files can 
be provided. 

3 Plug-In Viewer 

The FloodViewer is sharing a plug-in similar to Adobe PDF documents 
and Adobe Reader. Our plug in “Viewer” is responsible for visualization, 
interaction and rendering at the client-side (figure 8). The Viewer is a cen-
tral part of the collaborative process and is a “freeware” to allow exchange 
of visualization and VUI components embedded in a FloodViewer applica-
tion. The Viewer manages all of the 2D and 3D visualization inside the 
view including taking full advantage of managing the complex interactions 
with the high-performance graphics layer in OpenGL.  The Viewer archi-
tecture will allow lightweight applications such as the FloodViewer to be 
deployed across the Internet. The Viewer that is downloaded only once has 
a size of about 8Mb, while the embedded visualization components have a 
small footprint 200-600Kb. 

Fig. 8. The FloodViewer and application components share a single Viewer plug-
in responsible for client-side rendering of 2D and 3D visualization and VUI inter-
action. The Viewer architecture will allow lightweight visualization components 
to be deployed across the Web 
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4 Multiple Visualization Components 

Flood forecasting data are not best analyzed through the use of a single 
type of graph. In order to detect complex patterns within the data it is nec-
essary to view it through a number of different visualization methods, each 
of which is best suited to highlight different patterns and features. It’s also 
necessary to achieve balance between 2D and 3D functionality. Some 
problems are best solved with one or the other, however many require the 
services of both technologies. In the FloodViewer, each 3D visualization 
tool can have a 2D counterpart and the object-oriented nature of the tech-
nology ensures that most functionality is shared between the two. By using 
the two together, the power of each is amplified (figure 1, 4 and 5). 

The simplest manner in which to employ one or more graphs simultane-
ously is to view them side-by-side. However, the context of each point is 
lost in the process. One point may be salient in one graph, but may not be 
identifiable in another. Only through interaction may points like these be 
located and investigated. The user may select a gauge station that appears 
interesting in the 2D image chart to see detailed rainfall data in the bar 
chart. The converse may occur as well. This point may then be deselected 
from the bar chart and the impact upon analysis performed on the data set 
as a whole visualized in an entirely different graph. Therefore, the data, 
analysis and visualization ‘ flow’ together in a seamless process of discov-
ery. For example, figure 5 demonstrates correlation between rainfall data 
visualized as both 2D animated contouring (right picture) and bar chart 
with detailed hourly rainfall that identifies how they relate to the each 
other.

5 FloodViewer Dynamic Document 

Projects in flood forecasting require permanent exchange of information 
between all involved experts, normally working at different locations and 
having different specializations, e.g. are meteorologists and hydrologists, 
operations managers, government officials, media, the police, other offi-
cials and the public.  Traditional reports are characterized by the paper 
medium, presented in hierarchical chapter structures, passive for the reader 
and normally restricted to static items such as text, imagery and sometimes 
animations. Integrating geo-visualization methods with innovative docu-
mentation technology can increase the quality and provide better under-
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standing. Dynamic and interactive documents incorporate not only text and 
images but also the entire interactive data visualization and navigation 
process (see figure 9, 10 and 11). 

A “FloodViewer Dynamic Document” allows an author to produce elec-
tronic documents that collaborate and share flood forecasting data, analy-
sis, visualization parameters and insight while distributed over Internet, us-
ing intuitive visual navigation techniques. It also brings into focus the 
question of how to present and evaluate the various forms of uncertainty in 
forecasts. A dynamic document includes tools enabling scientists to dis-
cern, visualize and concretize already discovered patterns and/or new, ear-
lier overlooked ones to provide better, more accurate interpretations of 
flood forecasting issues. 

For example, a flood-forecasting document reports an interactive rain-
fall scenario for a certain time period. Target groups for example are the 
project engineers and the decision-makers of flooding operations. The en-
gineers normally require detailed information, e.g. single flow states of 
physical calculations. The operation management needs condensed infor-
mation to support their decisions and may issue warnings to public. So 
both target groups need different information, which either cannot be 
documented in one single traditional document, or which restricts the read-
ability due to the linearity in documents containing information for more 
than one target group (figure 10). 

The author sets "bookmarks" that highlight data discoveries of particular 
interest to different readers, who use these descriptive bookmarks to 
quickly locate key information. The author has selected suitable data di-
mensions, display properties, zoomed data focusing on the risk area and 
highlighted the “discovery” from a certain view. The bookmarks are stored 
as part of the document. When the reader opens the document, it will start 
the 3D interactive visualization process based on the author’s bookmarks. 
The visualization will revert to exactly the same status as defined by the 
author.  A special “link component” allows the author to link text to de-
fined bookmarks. The author can also use the bookmarks to create a dy-
namic reading path. 

Dynamic documents use the advances in modern information and com-
munication technology to realize dynamic visualization and interactive 
editing possibilities even for the reader. The quantity of presented in-
formation, visualization, analysis and data structure components are 
structured in an interconnected document (figure 8). A dynamic docu-
ment uses Microsoft’s Visual Basic, Office2000 Word and ActiveX 
components as the foundation for a dynamic exploration. These compo-
nents can be distributed over the Internet embedded in an electronic 
document, which offers possibilities for efficient and free usage.  
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Fig. 9. A set of task-specific functional components (green) is assembled into ap-
plication components together with the GUI (orange). The Viewer plug-in (blue) 
allows a client to view 2D and 3D visualization. Document components (red) pro-
vide the foundation and tools for integrating the application component, data, hy-
perlinks and bookmarks into a Dynamic Document or “SmartDoc” 

.
Fig. 10. The dynamics and linking structure in a Dynamic Document allows the 
creation of a single document for different target groups, e.g. the author can pro-
vide different reading paths for different target groups 
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Fig. 11. FloodViewer – Dynamic document embedded in a Word document 

The interconnected component structure allows the creation of a single 
document for different target groups, e.g. the author can provide different 
reading paths for different target groups (figure 10). Dynamic Document 
content is classified in specialized component domains (figure 8):  

Analysis components for cluster, filter etc 
Interactive visual user interface components (VUI) for proving in-
sight
Visualization components for viewing results 
Document components for authoring documents, e.g. embedded data, 
bookmarks, links, reading paths 
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6 Collaborative Flood Forecasting System 

LiU also provides a framework for real time collaborative data visualiza-
tion and discovery among geographically distributed remote users, linking 
people and their desktop in a worldwide “Virtual Data Environment”. We 
have defined, developed and validated a conceptual distributed computing 
infrastructure required to support the development of collaborative visuali-
zation applications “Collaboratories”. The FloodViewer extends the Web-
based collaborative paradigm to the domain of interactive data navigation 
in an integrated 2D and 3D worlds and VUI technology supporting large 
climate, flood forecasting, terrain and satellite image data sets. The project 
has learned from other research projects that have been dedicated to col-
laborative games.

The network service provider architecture in the FloodViewer applica-
tion component is based on Microsoft’s DirectX API. The FloodViewer in-
tegrates component-based 2D and 3D geo-visualization tools and VUI 
methods with connectivity software based on emerging industry-standard 
network protocol for collaborative games. The FloodViewer supports most 
generalized communication capabilities shielding users from the underly-
ing complexities of diverse connectivity implementations, freeing them to 
concentrate on the real-time navigation scenario. The integration of a net-
work abstraction system, “Application Sharing” and a “Data Navigation 
Protocol” provide the foundation for real-time collaborative geo-
visualization.

Our implementation of a “Collaboratory” provides a layer that largely 
isolates the user from the problems of an underlying network. With a 
multi-user application session, each user's VUI is synchronized with that of 
the other user(s) in the session. Continual stream of messages flow to and 
from each user. For example, every time a user rotates a 3D object or 
changes an attribute, a message is sent to update that user's position on the 
other application client in the session. The FloodViewer supports efficient 
and flexible messaging between all the computers in a session. 
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Fig. 12. FloodViewer Collaboratory provides collaborative flood forecasting over 
the Internet based on Microsoft’s DirectX 

Collaborative flood forecasting is important to improve decision support 
by better communication between meteorologists and hydrologists, opera-
tional manager and the civil defense manager. Experts and politicians 
normally don’t work in the same offices and an integration of videoconfer-
ences and collaborative visualization will allow faster decisions and safe 
valuable time in a critical situation. 

7 Conclusion 

Given the large number of high risk situations as well as the extremely 
high costs in terms of casualties and damages involved, it can be reasona-
bly estimated that a flood and related phenomena DSS, which combines 
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visualization, GIS and advanced visual user interface capabilities with 
modeling for the planning and the preparation of risk maps, emergency 
plans and the real time analysis of possible interventions, has a large po-
tential market. 

The increased numbers of users with very different backgrounds, who 
will be using water resource data to make important decisions, elevates the 
importance of finding reliable and easy-to-use methodologies for flood 
forecasting. Analyzing, visualizing, and visual user interfaces are impor-
tant for spatial data in general, but it is especially important for water re-
source data where a small local change may have a dramatic impact.  

We promote the use of a component-based approach to the development 
and engineering of software systems, applications and services. Custom-
izable and scalable high-level “application” components are designed and 
developed from low-level “atomic” components. Our application compo-
nents are based on Advanced Visual Systems’ OpenViz, a low-level visu-
alization component framework.  Atomic components from several other 
sources, including data interactors, data filters, analysis, and data access 
were also integrated. We believe that using lower-level atomic components 
for developing application components would provide better scalability 
and more customizable visual data navigator components. Atomic COTS 
(Components Of The Shelf) components from different vendors (or devel-
oped when necessary) were used in assembling the FloodViewer. 

Another key objective is seeking to improve the communication and the 
dissemination of results to the authorities involved in real-time flood fore-
casting and management. We have shown the possibility of deploying in-
teractive and dynamic visualization in electronic documents. The main 
barrier in using such innovative technology can be determined as an accep-
tance problem. Because it is not easy to convince people to change their 
way of thinking and working strategies, new technologies often fail to be 
introduced to a wide number of users (which should not be misunderstood 
as acceptance problems in introducing tools). For real profit in using our 
“Dynamic Documents”, one has to understand the documentation proc-
esses as integral part of the project work, or better to embed the project 
work in the documentation process. 

Another overall goal of our research is to make people more effective in 
their information or communication tasks by reducing learning times, 
speeding performance, lowering error rates, facilitating retention and in-
creasing subjective satisfaction. We believe that customizable and scalable 
Visual User Interface (VUI) components in collaborative work can in-
crease effectiveness for users who range from novices to experts and who 
are in diverse cultures with varying educational backgrounds.  
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Based on our experience, we have drawn some tentative conclusions re-
garding 2D versus 3D data visualization. We can conclude that 2D data 
visualization methods are more easily accessible to the user. The 3D data 
visualization allow the user to combine more information into a single 
scene, but these methods are not yet accepted as instruments for decision 
making among the local agencies. 

The collaboratory version of FloodViewer have been tested and vali-
dated in Europe with local water quality agencies, geographically distrib-
uted users, linking experts and their desktops in a “Virtual Flood-
forecasting System”. As a final remark, it is the belief of the author that the 
availability of a system allowing for the hydrological and hydraulic analy-
ses; the evaluation and the preparation of the flood risk maps; the planning 
of structural and non structural measures; the real time flood forecasting 
with the possibility of analyzing the advantages of the different interven-
tion scenarios, will constitute a major breakthrough in the four areas re-
lated to flooding: planning, real time management, dissemination and 
training of personnel. 
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Abstract

The landslide map in the Serchio basin (Central Tuscany, Italy) is an offi-
cial document that represent the actual state of the landslides in the region. 
At present, the updating of the map is carried out by different municipali-
ties using paper sketch maps, sent by post to the Autorità di Bacino del 
Fiume Serchio (AdB).  The objective of the work presented here was to 
significantly speed up and simplify this updating process, while taking into 
account the severe constraints of the municipalities. This was to be 
achieved by providing them with a lightweight Web based map application 
that allows inventory of new landslides and submitting them via the 
WWW directly to the AdB databases. Open Source technology and Open 
Standards were employed to build a database-driven application. The data 
is stored in a spatial database backend (MySQL), following OpenGIS 
Simple Features specifications. Server applications extract data from the 
database and deliver it as a client-side application in SVG, the Scalable 
Vector Graphics format of the W3C. This paper presents the technical 
background and setup of this application and plans for future development.   

1 The Official Landslide Map of the Serchio Basin 

The process of updating geological and geomorphological databases is not 
always a straightforward operation. In Italy for example, landslide data-
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bases are in some cases  the responsibility of central authorities, such as 
Regions, in others of local authorities, the so-called “Autorita’ di Bacino”. 
This article is focused on one of these, the Autorità di Bacino del Fiume 
Serchio (AdB), responsible for the Serchio basin, located in a zone close to 
the Apuane Alps in the North West part of Tuscany, Italy.  

The landslide map of the Serchio basin is an official document that 
should represent the actual state of landslides in the region. Nowadays this 
map is updated every year, but this particular region is regularly affected 
by landslide phenomena, and a yearly updating sometimes is not sufficient.  

The Current Updating Process 

The current updating system, shown in figure 1,  is depending much on the 
local municipalities in the region. They usually receive advice of new 
landslide phenomena from citizens. The location of these phenomena is 
sketched on a printed map, which is submitted to the GIS department of 
the AdB via surface mail. At the AdB offices, an operator has to draw new 
polygons representing the new landslide phenomena on a temporary layer 
of the landslide GIS. Before updating the official landslide map with the 
occurrence of the new phenomena, a field check is needed, for which the 
sketch layer is printed and team consisting of a geologist and a geomor-
phologist is sent to the field. 

Their objective is to decide if the landslide on the sketch map represents 
a possible damage for the population. If the phenomena can really affect 
either infrastructures or private properties the official landslide map is up-
dated with the appropriate polygons.  

There are many factors that slow down the updating process and make it 
less efficient, especially the cumbersome sketching and posting of these 
sketches to AdB where they subsequently have to be digitized. 
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Fig. 1. Current landslide map updating process 

Towards a more efficient updating process 

The objective of the work presented here was to significantly speed up and 
simplify the updating process, while taking into account the limited possi-
bilities of the municipalities. Many of these are small and located in inac-
cessible sites. They also lack the staff and funds necessary to implement 
and maintain complicated ICT systems. Another problem due to their loca-
tion is the lack of a fast internet connection. If available, the connection to 
the web is usually made via telephone line and a 56K modem. All these 
circumstances dictate that they cannot be expected to use a full-blown 
Geographical Information Systems. 

Making the process more efficient, while at the same time coping with 
the restraints, had to be achieved by providing the municipalities with a 
lightweight mapping application running in a Web-browser, that allows the 
recording of new landslides directly to the AdB database. The map appli-
cation had to have some basic navigation functionalities, such as zooming, 
panning and layer and legend control. Beside that, it should offer also a 
“digitizing” tool that allows the user to draw new landslide features which, 
once digitized, are submitted via the WWW directly to the AdB GIS. As 
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an added bonus, the same system could be used by the AdB fieldwork 
teams to digitally finalize the official landslide map, as shown in figure 2. 

Fig. 2. The proposed future setup of the updating process 

In order to achieve the goals described above, Open Source technology 
and Open Standards were employed to build a database-driven application 
suitable for use on many platforms. The setup of this system was based 
upon ideas on a “GDI-light” architecture, being developed at the Interna-
tional Institute for Geo-Information Science and Earth Observation (ITC).

2 GDILIGHT: Lightweight Geo-Data Infrastructures Based 
on Open Standards and Open Source Software 

The term GDI might be usually connected with (very) large regional or na-
tional spatial data warehouses, but it is defined more generally as “the 
networked geospatial databases and data handling facilities, the complex 
of institutional, organizational, technological, human and economic re-
sources (…) facilitating the sharing, access to, and responsible use of geo-
spatial data at an affordable cost for a specific application domain or en-
terprise” (Groot 2000). In many cases GDI data and application infra-
structures are being developed using high–end geospatial software 
solutions and large corporate databases, needing substantial investments in 
financial and human resources. But the principles of GDIs can be applied 
in simpler and more cost-effective ways just as well, which is of particular 
interest for the students and partners of the International Institute for Geo-
Information Science and Earth Observation (ITC). ITC is an institute that 
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aims at capacity building and institutional development specifically in de-
veloping countries (URL 1).  

GDILIGHT (formerly called GDI-EMERGE) is an internal ITC project to 
employ web services and a data back end to build light-weight, low-cost 
Geo-Data Infrastructures, using Open Standards and Open Source soft-
ware. It serves as a general purpose testbed for applied as well as funda-
mental research activities, and should provide researchers and students 
alike with a proof-of-concept platform for relatively simple, low-cost, yet 
powerful ways of sharing data amongst various distributed offices and in-
stitutions as well as the general public. It is not the intention that it should 
grow out to be a fully working, coherent system, but should be seen as a 
testbed in the broad sense of “equipment for testing”. It is the place where 
we can show fellow researchers, consultants and students as well as possi-
ble users (such as GIS users from developing countries) that the things we 
teach can be made to work quite quickly, in a relatively simple and low-
cost setup. The main building blocks of the system are: 

A spatial database back end that stores the geometry and the attribute 
data; Spatial data should be stored using the OpenGIS (OGIS) Simple 
Features specifications. In GDILIGHT, MySQL is used at present.
A set of interoperable web applications that interface with the database 
and with each other, and fulfill tasks such as delivering data in SVG for 
visualization purposes and other XML formats (such as GML) for data 
exchange, serve data in OGC formats to and from the database using 
web services, etcetera. In GDILIGHT, these are developed using Java 
server technology, and at present deployed using the Open Source 
Apache Tomcat server. 
Simple Web-based interfaces enabling access to the maps and data for 
both desktop browsers and mobile platforms, as well as more sophisti-
cated interfaces, for example providing data through an OpenGIS Web 
Feature Server to GIS clients. At present, we concentrate on we browser 
clients, using SVG for graphics and interaction.  

In figure 3, the conceptual setup of the system, such as it is currently be-
ing implemented, is shown. We do intent this to be a flexible setup which 
is expected to change over time. The current work ongoing is focused on 
the processes represented by the darker arrows. 

A first application of the GDILIGHT testbed called RIMapper (Köbben 
2004) was developed in early 2004 to look into the possibilities of generat-
ing light-weight, versatile Risk Indicator Maps (RIMs) from online data-
bases. RIMapper uses a JSP Tomcat server application to extract OpenGIS 
Simple Features stored in MySQL Spatial Extension and delivers these to 
mobile web clients as interactive SVG maps, based on XML configuration 
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files. These maps are to be part of an urban risk management system, and 
therefore needed to fit a multitude of use cases, ranging from providing the 
general public with information about risks to providing local authorities 
an interface to the underlying risk assessment databases and models. Fur-
thermore, the maps needed to be usable on a wide range of platforms, from 
the office systems of the local authorities to hand-held devices providing 
location based services to field personnel. Many of the techniques used in 
RIMapper could be deployed in the landslide inventory application that is 
the subject of this paper.

Fig. 3. Conceptual setup of GDILIGHT. Darkest arrows show current focus (SFS 
stands for OGC’s Simple Features Standard) 

The Spatial Database 

As the project set out to comply to open standards, there was the need to 
use a database that supported the standards of the OpenGeospatial Consor-
tium (OGC, see URL 2). Among other things, the OGC has set the Simple 
Features SQL Specification that provides for publishing, storage, access, 
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and simple operations on spatial features (point, line, polygon, multi-point, 
etcetera) through an SQL interface.   

There are several databases with OGC-compliant spatial extensions, of 
which Oracle is probably the most prominent, but as another goal was to 
use open source software, two databases were under consideration: Post-
greSQL (URL 3) a database system with PostGIS as an spatial extension 
and MySQL (URL 4). MySQL’s recent versions include OGC-compliant 
spatial extensions, although not implementing the full set of OGC specifi-
cations. The reasons for the choice of MySQL were the native Windows 
support and the simple ‘lightweight’ character of the software, as com-
pared to the complicated though more fully-featured PostGIS. By adhering 
strictly to the OGC standards it should be straightforward to change or 
even mix database platforms in the future.  

Geometric features are stored as OGC Simple Features geometry and 
transformed to other formats at run-time, by the application tier.  The non-
spatial attributes of the features are stored per layer in specific tables 
(‘homes’, ‘roads’, etcetera), related with the  spatial features through their 
ID. A ‘layers’ table is provided as a per layer link to a ‘styles’ table, for 
layers that should be styled uniformly, e.g. all roads sharing the same visu-
alization. Whenever the visualization should depend on some data attribute 
per feature, e.g. for a chorochromatic map of homes viewed by vulnerabil-
ity type, the link is made from the data specific attribute table directly to 
the ‘styles’ table. The choice for the visualization type mentioned above is 
directed by the XML map configuration file (see next paragraph). A fur-
ther two tables, ‘fragments’ and ‘actions’ are also for use by the applica-
tion tier, storing SVG code fragments and ECMAscript event listeners, re-
spectively. 

The Application Tier 

The heart of the RIMapper system are the services provided by a set of 
Java servlets. In our case, the application tier runs on Tomcat, a well-
known open source servlet container from the Apache Software Founda-
tion (URL 5), but the applications should run on any standards-compliant 
servlet container. The RIMapper system uses a set of generic Java classes 
to do recurring tasks like extracting OGC features and attribute data from 
the database, translating these into fragments of SVG and ECMAscript, 
collecting and structuring these fragments into valid output and delivering 
this output to the clients.   

The glue provided to make all these parts act together are XML map 
configurations. They are parsed to get a description of the map needed and 
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all its component parts. Below is a sample of an XML configuration for a 
very simple map of roads, which when clicked will show their ‘type’ at-
tribute in a pop-up message.  

<?xml version="1.0" encoding="iso-8859-1"?> 
<!DOCTYPE RIM PUBLIC "" "/RIMapper/RIM.dtd"> 
<RIM TYPE="SVG_STANDALONE" DB="rimapper" UN="X" PW="X"> 
 <TITLE>Clickable Data...</TITLE> 
 <AUTHOR>ITC</AUTHOR> 
 <HEADER> 
  <FRAGMENT DBID="default" NAME="defSVGRoot"  
    TYPE="SVG_ROOT"/> 
  <STYLES> 
   <STYLE DBID="default" NAME="defLine" TYPE="CSS"/> 
  </STYLES> 
  <FRAGMENT DBID="default" NAME="defInitPlusRIMmessage"  
    TYPE="ECMASCRIPT"/> 
  <FRAGMENT DBID="default" NAME="showRIMData"  
    TYPE="ECMASCRIPT"/> 
 </HEADER> 
 <LAYERS> 
   <LAYER DBID="default" NAME="roads" STYLETYPE="single"  
     STYLE="defArea" ATTRIBS="type"> 
    <ACTION TYPE="simple" NAME="showRIMData"  
      SCOPE="feature" EVENT="onclick"  
      PARAMS="evt, 'rim', 'type'"/> 
    </LAYER> 
 </LAYERS> 
 <FOOTER/> 
</RIM>

In the header section of the XML map configuration, several fragments 
of SVG code are loaded to define gradients, symbols, filters and ECMA-
script fragments to provide interactivity and other functionality. The last 
part, the footer section, simply declares the closing part of the output. In 
between is the body section that lists the actual layers of information to be 
mapped, used to retrieve the attributes and the geometry from the database. 
Layers have types that determine the way they are visualized cartographi-
cally, can have one or more actions that set the interactivity and events that 
set which event will trigger the action.  

When all data needed has been collected by the system, the SVG output 
is composed and handed over to the web server for delivery to the client. 
The SVG generated will adhere to the SVG-Basic profile and will be 
suited for a broad range of clients, including PDA’s. 

Using this system, one can very flexibly offer database-driven maps on 
the web that are generated on the fly from the most recent data, and that 
can incorporate all the functionality, scalability and graphics quality that 
the SVG standard offers.  
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3 Implementation of the Landslide Inventory Tool 

Based on the needs of the municipalities described in the first paragraphs,  
the landslide inventory tool has to respond to some pre-specified character-
istics. The steps needed to implement such a tool are: 

Creation of an SVG web map application using open source technology 
(MySQL, SVG) – based on the existing RIMapper system mentioned 
above.
This SVG application should have basic functionalities necessary for the 
sue as a landslide inventory tool (i.e. legend that can turn on/off the lay-
ers, identify features) 
Creation of an edit tool that will allow drawing a polygon in a sketch 
layer directly from the SVG application.  

The map layout has been developed as shown in figure 4. The main map 
is located in the centre of the web browser/screen and is the only part of 
the screen that can be zoomed and panned. 

The other elements of the map application are a legend, a reference map 
for the navigation through the main map and a navigation tool where all 
the buttons and tools are located. At the time of writing the following func-
tionalities have been developed: 

Layers Control via Legend 

A layer control is necessary in order to manipulate the main map. The map 
layers can be turned on and off like in a traditional GIS systems. When the 
map is loaded all the layers are set to visible, but the legend is invisible. To 
turn the layers off it is necessary to make the legend visible by clicking the 
button ‘Show Legend’ in the navigation tool. After this it is possible to set 
the visibility of the layers by simply using the check boxes next to the 
layer names. When the legend is turned off and then turned on again, the 
visibility state of the layers will be remembered. 

Panning and Zooming

Due to the restrictions of the screen dimensions, map navigation tools are 
one of the most important functionalities for a screen map. As suggested 
by its name any SVG-viewer is ‘pan and zoomable’ by using key short-
cuts. In this application however this intrinsic functionality has been turned 
off by setting the attribute ‘ZoomAndPan’ of the <svg> tag element to dis-
able. Panning and zooming functionalities in this case have been obtained 
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via calculations on the viewBox attribute of the svg file and by nesting 
<svg> elements. This approach was used, so that only the map is scalable 
and the buttons and the legend remain fixed on the side.  

Fig. 4.  Map Application Layout 

A series of buttons with arrows have been created in the Navigation 
Tool, by clicking on one of the buttons the map will scroll in the direction 
of the arrow. The central button is the Full Extent one, by clicking this but-
ton the map will come back to its original extent. Clicking on one of the 
zoom buttons will enlarge or decrease the details of the map view. 

Interactive Overview Map 

The interactive overview map is a good solution in order to navigate 
through a map. The overview map shows the whole map extent and it is 
also useful for an overall orientation. The overview map implemented con-
tains a semi transparent rectangle which represents the corresponding view 
in the main map. The interactivity is achieved by adding a dragging func-
tionality to the above mentioned rectangle. This will become a control by 
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adding mouse events, if the user holds down the button and moves the rec-
tangle around, a mouse move event is triggered. When the mouse up event 
is called the rectangle stays and the main map is centered to its new extent. 

Fig. 5. Screen dump of the application, showing an information message box 

Map Layer Information 

When the mouse cursor is over the map the layers are highlighted, by 
clicking the layer of interest, a message box will pop up, as can be seen in 
figure 5. This message box contains the information regarding the clicked 
feature like the name of the geological formation, the cartographic refer-
ence used and the rendering employed. 

Showing Coordinates 

When the mouse cursor is over the map, in the bottom part of the control 
panel the map coordinates are shown. The calculation of the actual coordi-
nates is really important, because the digitizing tool is based on this coor-
dinates. It is also important because in a future development of the applica-
tion it should be possible drawing the new polygons by entering its 
coordinates collected directly in the field with a GPS system. 
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Digitizing Function 

Once the map coordinates are calculated, implementing a digitizing func-
tionality for the map was quite straightforward, by using the DOM-
functionalities of the SVG map. In SVG, being an XML language, all ele-
ments are represented in a Document Object Model  or DOM. This DOM-
tree is exposed through API’s to the viewer application. Therefore by 
scripting one can use dynamic arrays that store the X and Y coordinates for 
every mouse click. After the dimensioning and populating of the arrays the 
next step is to create a DOM node element (in our case a path element), 
that has to store the drawing coordinates and represents them as a polygon.  

Before the actual drawing of the polygon a series of points and lines 
shows the proceeding of the digitizing process. The digitizing process is 
strictly related to the coordinate system of the map, whenever the map ex-
tent changes (because of zooming or panning) the map coordinates have to 
be recalculated. The steps of the digitizing process are (see figure 6): 

When the Start Digitizing button is pushed a message pops up 
During the digitizing the points are added together with the lines 
When the Stop Digitizing button is pushed the polygon is closed and 
displayed in blue color. 

Fig. 6. Screenshots of the digitizing process 

Some refinement in the digitizing process should be made, by allowing 
vertices to be edited. At the moment, the newly digitized polygon is not yet 
uploaded to the AdB database. The client-side functionality needed for this 
(the postURL function) is already well-established in the current viewers, 
and will become an official standard soon. The only extra functionality 
needed is converting back the SVG to OpenGIS Simple Features, this 
could best be achieved server-side. However, the AdB still will need to 
rework the server-side to actually receive the inputs and store them in a 
safe, transactionally sound way.  

An overview of the currently implemented and planned features can be 
seen in table 1.
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Feature Implemented Planned 
Navigation: 

Interactive Overview Map    X
Panning    X
Zooming    X
Show coordinates on mouse move X

Map controls: 
Layer control    X
Identify features    X

Digitizing operations:    
Digitizing    X  
Move vertex    X
Delete vertex    X

Client/Server Communications: 
Update sketch layer with digitized polygon(s)  X 

Table 1. Implemented and planned functionalities for the landslide SVG Map 

4 Conclusion and Future Work 

The application described in this paper will be used by the municipalities 
that do not have a GIS system but at the same time need to update a sketch 
layer with new landslide phenomena. Via the WWW this authorities can 
access the official landslide map and, based on the new landslide phenom-
ena occurrence draw a sketch polygon on the map. This sketch polygon 
can be later on submitted (always via WWW) to the central authority re-
sponsible for the updating. Based on these sketch drawings, experts will 
perform a field check and if the landslide phenomena results potentially 
dangerous for the population, the official landslide map will be updated. 

The first step in the application developing has been the creation of a 
SVG map from an online database, based on the data-driven GDILIGHT sys-
tem. The choice of SVG has been made because it is an open source stan-
dard and through the use of ECMAscript highly customizable. Further-
more it permits to generate a light weight map that represents what these 
authorities needs.

The work described here is only the starting point of the Landslide Web 
Map. Future developments for this project will need to obtain a lighter 
SVG application, in fact the actual dimension of the test project are too 
big. The problem is that when the file is loaded all the geological forma-
tions are loaded in it; this is the main cause of the dimension of the file. In 
the future, a file loader will be developed. With it the user will be able to 
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load only the data needed directly from the server. This will speed up the 
process because only a skeleton map will be loaded at the beginning. 

Future developments will include also a more appropriate rendering for 
the geological formations, using the cartographic standards available for 
geological mapping. This rendering should include the representation of 
oriented symbols. 

The digitizing tool also needs to be implemented with additional func-
tionalities like the possibility to edit polygons and individual vertices. An-
other planned functionality will be the possibility to add attributes to the 
digitized polygon; this will be obtained via a popup window that the user 
will fill with the appropriate information. 

With these functionalities added, a well-designed and useful digitizing 
tool should finally be achieved. 

URLs

[1]  ITC web site: see http://www.itc.nl / 
[2] OGC web site: http://www.opengis.org/  
[3] PostGIS site:  http://postgis.refractions.net/  
[4] MySQL AB site:  http://www.mysql.com/  
[5] Apache Foundation Tomcat pages:  http://jakarta.apache.org/  
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Abstract

With the rapid development of Earth observation technology and geospa-
tial information technology, disaster managers (in the broadest sense) now 
have power tools capable of collecting and integrating data from various 
sources in an efficient and cost-effective manner. These properties make it 
particularly attractive to disaster management support activities. This paper 
examines the problems of geospatial data acquisition for disaster manage-
ment with a focus, in particular, on urban environments from two perspec-
tives: geospatial data requirements and the role which high-resolution sat-
ellite imagery (0.6 – 5 m) can play in satisfying these geospatial 
information requirements, and effective image exploitation methods. We 
focus on the potential of available very high-resolution commercial satel-
lite image data for rapid urban mapping and discuss the example of auto-
mated building and road extraction from pan-sharpened IKONOS and 
QuickBird images. 

1 Introduction 

The summer flood of 1998 in Yangtze River region, China, the 9-11 terror-
ist attack of 2001 in New York, USA, the disastrous earthquake of 2003 in 
the historic city of Bam, Iran, have tragically demonstrated that the whole 
disaster management sector is under pressure for better, more sophisticated 
and appropriate means for facing natural and man-made disasters. One of 
the key issues in disaster management is to effectively monitor and analyze 
hazards and risks, which is a very complex and challenging task, as many 
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factors can play important role in the occurrence of the disastrous event. 
Therefore, analysis requires a large number of input parameters, and tech-
niques of monitoring and analysis may be very costly and time consuming. 
The increase availability of high-resolution satellite image data an innova-
tive development of geographic information systems (GIS) have created 
opportunities for a more detailed and rapid monitoring and analysis of dis-
asters (Li and Chapman, 2004; Johnson, 2000; Lu et al., 2004; Banger, 
2004; Cova, 1999). The proper structure of an information system for dis-
aster management should be presented to tackle the disaster and to manage 
it. Geospatial information technology can be used to create an elaborate 
and effective disaster management information system. An integrated ap-
proach using scientific and technological advances should be adopted to 
mitigate and to manage disasters. Moreover there should be a national pol-
icy for disaster management.  

The application of geospatial information technology begins with the 
acquisition of data about disasters and culminates in the effective commu-
nication of information to those concerned with the outcomes of decisions, 
which here are disaster managers. In between, there are technologies relat-
ing to information manipulation, modeling, analysis, and management. 
Our work on disaster management concentrates on three levels of this 
process: information extraction from remote sensing data using digital 
photogrammetric and image analysis techniques, information management 
and exploitation using GIS, and information communication using envi-
ronmental visualization tools. We are seeking to put these into a large con-
text of information management for interactive spatial decision support. In 
considering both information extraction and visualization, we go beyond 
the concepts of two-dimensional (2D) mapping and consider the impor-
tance of three-dimensional (3D) modeling for disaster management.  

For technologies to be effective in disaster management support activi-
ties they must be fast but reliable, cost effective, and simple to use by dis-
aster managers, and as far as possible based on the off-the-shelf software 
components, such as desktop/laptop/pocket GIS. Among these require-
ments, fast and effective imaging sources and mapping techniques are 
most critical. This paper principally explores the role of both satellite-
based geospatial data collection and touches upon the exploitation of these 
data in a desktop environment for disaster management. The needs for 
geospatial data cover a broad range of spatial scales, from regional to lo-
cal, and thus encompass different imaging sources from Earth observation 
satellites with different spatial and temporal resolutions. Pan-sharpened 
imagery is invaluable in land use and land coverr classification for generat-
ing map products for disaster managers. This imagery can also provide 
cues (e.g., color) in the process of feature extraction for automated map-
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ping. A significant goal in this regard is the extraction of buildings and 
roads to support change detection between pre- and post-disaster for dam-
age assessment.                

Initially, we discuss the geospatial information requirements and roles 
for high-resolution satellite imagery in disaster management. We then con-
sider present sources and future options for the provision of image-based 
geospatial data products. Finally, the example of building and road extrac-
tion is discussed to illustrate the potential of automated spatial information 
collection.

2 Geospatial Information Requirements 

The term “disaster management” encompasses a wide range of activities 
which can be grouped into five phases that are related by time and function 
to all types of emergencies and disasters. These phases are planning, miti-
gation, preparedness, response, and recovery.  All phases of disaster man-
agement are related to each other and depend on data from a variety of 
sources (Johnson, 2000). During an actual emergency it is critical to have 
the right data, at the right time, displayed logically, to respond and take 
appropriate action. Each phase has different requirements in terms of data 
types, and specifications (positional accuracy, completeness, currency). 
Different scales of disaster management can be distinguished, for example, 
the regional and the local level, mach differing with respect to the granu-
larity of the geospatial data required.       

2.1 Mapping Scales 

Natural hazard information should be included routinely in developmental 
planning and investment projects preparation. Development and invest-
ment projects should include a cost/benefit analysis of investing in hazard 
mitigation measures, and weigh them against the losses that are likely to 
occur if these measures are not taken. According to Banger (2004), satel-
lite remote sensing can play a role at the following levels: 

At national level, the objective is to give an inventory of disasters and 
the areas affected or threatened for an entire country and create disaster 
awareness with politicians and the public. Mapping scales will be in order 
of 1:1,000,000 or smaller. The following types of information should be 
included:

Hazard free regions for development.  
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Regions with severe hazards where most development should be 
avoided.
Hazardous regions where development already has taken place and 
where measures are needed to reduce the venerability.  
Regions where more hazards investigations are required.  
National scale information is as required for these disaster that affect 
and entire country (drought, major hurricanes, floods, etc.)  
At regional level (typical mapping scales between 1:10,000 and 

1:1,000,000) and at all inter-municipal or district level (mapping scales 
ranging from 1:25,000 to 1:100,000), the objective is to investigate where 
hazards can be a constraint and to provide the pre-feasibility study of the 
development of urban or infrastructural projects.  The areas to be investi-
gated range from several thousands to a few hundreds of square kilome-
ters, and the required details of the input data are sometimes up to consid-
erable higher. Slope information at this scale may be sufficiently detailed 
to generate Digital Elevation Models (DEMs), and derivative products 
such as slope maps. Spatial analysis capabilities for hazard zonation could 
be utilized extensively. 

At local level, the objective is to generate hazard and risk map for exist-
ing settlements and cities, and in the planning of disaster preparedness and 
disaster relief activities, which are typically that of a municipality. Typical 
mapping scales are 1:5,000 - 1:25,000. The details of information will be 
high, including for example cadastral information. The hazard assessment 
techniques will be more quantitative and based on determinis-
tic/probabilistic models. The size of area under study is in the order of sev-
eral tenths of square kilometers and the hazards classes on such maps 
should be absolute, indicating the probability of occurrence for mapping 
units, with areas down to one hectare or less. At site investigation scale 
GIS is used in the planning and design of engineering structure and in de-
tail engineering measures to mitigate natural hazards. Typical mapping 
scale is 1:2,000 or larger. Nearly all of the data is of a quantitative nature. 
GIS is basically used for the data management, and not for data analysis, 
since mostly external deterministic models are used for that. A 3D GIS can 
be of great use at this level.

2.2 Roles of Satellite Imagery 

The impacts of floods, forest fires, tornado, and tropical storms, earth-
quakes, and other natural disasters around the globe in recent years are 
forcing us to seek new prevention and mitigation methods. This task in-
volves improving predictive models and monitoring tools, drawing up 
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regulatory requirements and planning emergency response. For this pur-
pose, we need to acquire regularly updated, reliable and objective spatially 
referenced information in a timely fashion. 

The roles of satellite image and image analysis in supporting disaster 
management are many and here are only two examples: (1) Preventing 
floods. The only way to prevent flooding is through effective land-use 
planning and a detailed knowledge of land occupancy and the natural phe-
nomena likely to affect a region. In this respect, high- and very-high reso-
lution Earth observation data are a valuable aid for producing and main-
taining maps to provide information about flood-prone areas. Such 
imagery has the potential to improve our understanding of land use, land 
cover, and flood extents. It also can be combined with cadastral maps for 
flood risk prevention planning. (2) Evaluating earthquake damage. Optical 
and radar satellite imagery has already shown its potential for detecting 
damage caused by natural disasters.  High- and very-high resolution satel-
lite imagery makes it possible to interpret earthquake damage zones in suf-
ficient detail and map earthquake damage quickly. By comparing two sat-
ellite images (one acquired before and one immediately after the event) 
within less than 48 hours of image reception could may urban zones af-
fected by the earthquake. Such imagery is able to detect changes to large 
buildings and determine the probability that they have been damaged. 

3 Image Sources 

A number of new spaceborne imaging satellites present interesting and vi-
able options for the acquisition of spatial data in disaster management sup-
port activities. We will now present a brief summary of the primary char-
acteristics of these high-resolution spaceborne imaging sensors as they 
relate to disaster management in urban areas. 

Investigations are conducted in this section to demonstrate how high-
resolution satellite imagery data can assist emergency management and 
disaster response teams in urban areas. High-resolution satellite images 
with spatial resolution ranging from 0.6 m to 5 m have a number of advan-
tages over and provide additional applications to aerial photography. These 
include:

Normally having four spectral bands from visible blue to near infrared, 
providing the equivalent of both color and color infrared photography. 
Their digital radiometric characteristics providing the ability to under-
take spectral classification and semantic modeling of the data. 
Allowing multi-date analysis of radiometrically calibrated data. 
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Capability of radiometric calibration and allowing the compilation of 
large area mosaics.  
Being captured as 11 bits (e.g., IKONOS and QuickBird) rather than 8 
bits giving better dynamic range than aerial photography and airborne 
scanners.
With no variable brightness within a single image that is usually associ-
ated with aerial photographs. 
Normally already having data in archive over your area or can com-
mence capture within 7 days of placing an order. 
Here we group the satellite images with spatial resolution ranging from 

2.5 m to 5 m into high-resolution satellite imagery, while those with spatial 
resolutions between 0.6 m and 1 m are grouped into very-high-resolution 
satellite imagery. 

3.1 High-Resolution Satellite Imagery  

High-resolution Earth observation satellites with ground resolution of 2.5 
m to 5 m currently in operation are French SPOT 5 and Indian IRS-1D. 
SPOT 5 carries a High Resolution Geometric (HRG) instrument and has a 
multi-resolution, wide-swath imaging capability offering the finer resolu-
tion of 2.5 m and 5 m (instead of 10 m by SPOT 4) in black-and-white 
mode, and 10 m (instead of 20 m by SPOT 4) in color mode for studying 
vegetation. Like all their predecessors, each SPOT instrument covers a 60-
km swath, making it possible to image large conurbations in a single pass. 
In addition, SPOT 5 also carries a (High Resolution Stereoscopic (HRS) 
instrument, which provides stereoscopic imaging capability along the sat-
ellite track, designed specially to acquire wide-area DEMs.  

The Indian Remote Sensing (IRS) satellite system collecting 5-m resolu-
tion panchromatic imagery, with a pushbroom configuration (much akin to 
SPOT system), is ideal for urban planning, disaster management, mapping 
and other applications requiring the unique combination of high-resolution 
imagery, high revisit frequency (5 days), and broad area coverage (70 km 
by 70 km). These satellites have stereo imaging capability, adjustable gain 
and cross-track imaging capability. The elevation accuracy of 5 to 10 m 
(relative) and 10 to 15 m (absolute) can be expected for the DEMs gener-
ated from HRS images. This would support urban mapping up to 1:10,000 
scale. It is also seen feasible for mapping to 1:15,000 scale from IRS-1D 
data, at least in terms of planimetric accuracy (Ravichandran et al. 2002; 
Raju et al., 2002). 

From the disaster management perspective, however, it is not so much 
the metric quality of the data from satellite platforms which is of prime 
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importance, but the semantic content of the imagery since both the national 
and the regional level mapping focus upon land use. So-called pan-
sharpened imagery “colors” the high-resolution panchromatic image with 
fused multispectral image at lower resolution to achieve the impression of 
a high resolution color image. This imagery provides a very useful tool for 
both land use and land coverr mapping and the collection of basic road net-
works and other cultural data. In cases where optimal metric quality is 
sought, both ortho rectified imagery and even stereoscopic analysis can be 
employed. 

Nevertheless, because the spatial resolution of the multispectral bands is 
relatively coarse and those bands are broad spectrally and only cover the 
visible to near infrared range of the electromagnetic spectrum, 5 m satellite 
imagery is unlikely to be a complete source of data for disaster manage-
ment at the local level mapping, mainly of municipality.       

3.2 Very-High-Resolution Satellite Imagery 

While the semantic content of SPOT-5 and IRS-1D imagery by and large 
limits its stand alone application in the generation of a 1:10,000 scale ur-
ban mapping, the new generation of commercial  1 m resolution Earth ob-
servation satellites will be capable of fulfilling this demand. Satellite imag-
ing systems such as IKONOS from Space Imaging, QuickBird from 
DigitalGlobe, and OrbView-3 from ORBIMAGE are providing resolution 
equal to that of about 1:20,000 scale aerial photography, as well as supply-
ing supplementary multispectral image data.  The range of applications en-
visaged for such imagery goes well beyond the provision of topographic 
map data to 2 – 3 m accuracy, to include infrastructure planning, land and 
natural resource management, environmental monitoring and disaster 
management. The 0.6 – 1 m resolution satellite imagery will be extremely 
valuable as means of providing the local level and the on-site scale map-
ping capability in disaster management support activity in urban areas. The 
moderate size of several tenths of square kilometers, means that a single 
IKONOS (11 km 11 km), QuickBird (16 km x 16 km), or OrbView-3 (8 
km x 8 km) image can provide sufficient coverage to meet most needs for 
managing disasters at the local level, with a potential of virtually immedi-
ate delivery of georeferenced, radiometrically and geometrically corrected 
digital ortho image map products. Thus, the familiar problems of data cur-
rency are overcome and the imagery can support temporal studies of dy-
namic conditions within urban environments, albeit probably at a scale 
lower than that required to detect the geometric changes of a single house 
caused by disaster.  
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The use of 1m satellite imagery for local level disaster management also 
becomes viable, at least as far as the planning of utilities and services and 
the general demarcation of land plots under risk is concerned. Similar to 
the case of 5 m satellite imagery, however, 1 m satellite imagery is not ex-
pected to fully suffice as a source for on-site investigation scale disaster 
management. For example, it remains to be seen whether water points and 
power lines can be reliably extracted from this imagery. Under such cir-
cumstance, 1 m satellite imagery may be supplemented by higher resolu-
tion airborne imagery using a principle of multiresolution coverage.   

3.3 Multiresolution Coverage 

It is readily apparent from the descriptions of the different satellite imaging 
options presented that no one sensor system offers stand alone information 
solution to data acquisition for disaster management. Moreover, the capa-
bilities for semantic information extraction from these satellite images do 
not fully overlap the information requirements of the different spatial 
scales employed in disaster management. For example, we can observe 
that 5 m satellite imagery may fulfill the requirements of a regional level 
disaster mapping at scales between 1: 25,000 and 1: 100,000 and 2.5 m 
satellite imagery may provide sufficient cartographic integrity for inter-
municipal or district scale mapping to scale as large as 1: 10,000. How-
ever, at the local mapping level, which is not smaller than 1:2,000, useful 
satellite imagery will no double be limited to that with 1 m or higher reso-
lution. Even this satellite imagery will probably insufficient and the se-
mantic content cannot be expected to be sufficient to provide both com-
prehensive thematic information extraction and automated feature 
extraction functions such as detecting changes in houses. Here we may 
have to rely on aerial imagery. The use of conventional aerial photography 
is by no means precluded, but its role will probably be restricted, due to its 
high cost, to the creation of initial regional- or local-level disaster map-
ping. For example, first epoch capture of DTMs, and the mapping of major 
infrastructure and fixed features. Map or GIS database updating with aerial 
photography is simply not economically viable option for disaster man-
agement. It is also noteworthy that, for regional or municipal scales, provi-
sion of all data via 1 m satellite imagery, while certainly conceivable, may 
not be warranted due to cost factors equivalent to those which limit large-
format aerial photograph coverage to 5-10 year cycles. A practical solution 
is to consider image coverage at multiresolution for each of the levels of 
spatial data required in disaster management. 
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4 Example of Automatic Image Exploitation: Building and 
Road Extraction 

One of the predominant data requirements in local level disaster manage-
ment is a spatial inventory of structures. Building data are required for 
many applications ranging from house counts for residential density analy-
sis to precise building footprint measurement for in situ damage assess-
ment Given the size of many residential areas (many are composed of 
hundreds of buildings) and the need for quick pre- and post-disaster inven-
tory updating, there is a strong need for automated information extraction 
tools. Ideally, these tools should be implemented on a desktop/laptop com-
puter and be simple enough to be used by trained emergency managers to 
exploit their local knowledge in the extraction process. This would also 
have additional benefits of direct community involvement in disaster man-
agement. In the following discussion, we examine development towards 
automated building and road extraction from high-resolution satellite im-
agery. We begin by introducing a new fuzzy C-partition method following 
by presenting a building and road extraction strategy with some promising 
results.

The section describes a new method for extracting objects from pan-
sharpened high-resolution satellite images. This method is based on the 
fuzzy segmentation algorithm which has been developed in our previous 
works. The proposed object extraction method consists of three steps: 
color image segmentation, object detection, and post-processing. The pa-
per also gives practical results from using the proposed method to extract 
centerlines of road networks and roof outlines of buildings from pan-
sharpened QuickBird and IKONOS images. 

4.1 Image Segmentation by Fuzzy C-partition Algorithm 

Fuzzy c-partition algorithm has been wildly used to solve the clustering 
problems in pattern recognition (Tou and Gonzalez, 1974; Zeng and 
Starzyk, 2001), image segmentation (Liew and Yan, 2001), unsupervised 
learning (Langan et al., 1998), and data compression (Zhong et al., 2000). 
We are currently developing a man-made object extraction strategy using a 
fuzzy c-partition-based color segmentation approach (Li et al., 2004). The 
approach takes full advantages of color cue into the automated feature ex-
traction process. It consists of three steps: segmenting the color image, de-
tecting objects from the segmented image, and post-processing of the ex-
tracted objects, for example, delineating road centerlines from the 
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extracted road networks. Here we concentrate our discussion mainly on 
Steps 2 and 3. 

After the color image is segmented by the proposed approach, the binary 
object image is generated by selecting the pseudo-color corresponding to 
the object regions. In general, the objects in the binary image are corrupted 
by noise objects, which have the similar colors to the objects of interest. 
Then binary morphological operations are applied for filtering the cor-
rupted object image. The appropriate combinations of binary dilation, ero-
sion, opening, and closing are chosen depending on the shapes of noise ob-
jects.

In the case of road extraction, an important process for representing the 
structural shape of the detected road regions is to reduce it to a graph. This 
work can be accomplished by a thinning algorithm developed by Zhang 
and Suen (1984) for thinning binary road regions. It is assumed that the 
road pixels in the binary road network images have value 1 (black), and 
those background (non-road) pixels have the value 0 (white). The method 
consists of the successive passes of two basic steps applied to the contour 
pixels of the given images, where a contour pixel is any pixel with value 1 
and has at least one 8-neighour value 0. In the case of building extraction, 
we develop am.  

In the case of building extraction, the building regions are first detected 
according to the color features of the buildings followed by extracting roof 
outlines of the detected buildings using the developed boundary extractor 
(Li, 2004).  

Our object extraction method has been tested with pan-sharpened 0.6 m 
QuickBird and 1 m IKONOS images (see Figure 1). All test images have a 
size of 150 × 150 pixels, a subset of a typical Toronto residential scene 
which highlights the residential aspects of an area, including trees, lawns, 
houses, schools, roads, rivers and parks. This type of imagery could be 
used to assess and measure damage to buildings, facilities, roads and 
highways, utility networks and other structures. It could also be used for 
disaster preparedness, insurance and risk management and disaster mitiga-
tion efforts. 

4.2 Experimental Results 

The segmented images generated from the test images shown in Figure 1 
are presented in pseudo-colors and given in Figure 2. The binary images of 
the objects extracted the segmented images are shown Figure 3. It can be 
observed in all the four test images shown in Figure 3 that the segmented 
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objects are corrupted by other objects with similar colors to the objects of 
interest.

Figure 4 illustrates the object regions obtained after filtering the seg-
mented images depicted in Figure 3 by using the binary morphological op-
erators. A visual comparison of the images clearly favors the filtered im-
ages (see Figure 4) over the segmented images (see Figure 3). Figure 4a 
shows the results obtained by filtering Figure 3a using binary dilating with 
a structuring element of 3×3, followed by eroding with a structuring ele-
ment of 5×5. Figure 4b shows the results obtained by dilating Figure 3b 
with a structuring element of 3×3 and eroding with a structuring element 
of 5×5. Figure 4c shows the results obtained by closing Figure 3c with a 
structuring element of 4×4. Figure 4d shows the results obtained by erod-
ing Figure 3d   with a structuring element of 3×3 followed by closing with 
a structuring element of 4×4. 

Fig.1. Test images: (a) and (c) QuickBird, (b) and (d) IKONOS images 
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Fig.2. Segmented images: (a) and (c) QuickBird, (b) and (d) IKONOS images 

Figure 3. Binary images of object regions: (a) and (c) QuickBird, (b) and (d) 
IKONOS images
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Fig. 4. Object regions after filtering: (a) and (c) QuickBird, (b) and (d) IKONOS 
images 

Figure 5. Road centerlines and building roofs: (a) and (c) QuickBird, (b) and (d) 
IKONOS images. 
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Fig. 6. Extracted road centerlines and building roof outlines (in red) overlaid on 
test images: (a) and (c) QuickBird, (b) and (d) IKONOS images 

The road centerlines and the outlines of the extracted building roofs are 
delineated using the thinning algorithm and the proposed boundary extrac-
tor (The detailed description about it can be found in Li et al., 2005). In 
order to illustrate the accuracy, the extracted road centerlines and the out-
lines of the extracted building roofs (both are presented by red lines) are 
overlaid on the original test image, see Figure 6. The results presented il-
lustrate the potential of the proposed approach.  

5 Concluding Remarks 

The spatial data requirements have been presented in the context of disas-
ter management at the regional and local scale. In this paper, we have dis-
cussed a multiresolution approach whereby information extracted from 
high-resolution satellite imagery with different spatial and temporal resolu-
tions is complemented from one to another to cover disaster mapping need 
from the regional to the local scale. The potential of pan-sharpened 
IKONOS and QuickBird images has been demonstrated through practical 
applications of our fuzzy segmentation approach to building and road ex-
traction. In the future, our research will continue on a number of fronts, 
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with work on the imagery aspect emphasizing further development of the 
principle of multiresolution coverage, additional investigation of multi-
spectral classification, fusion of optical and synthetic aperture radar (SAR) 
satellites (e.g., Canadian 3 m Radarsat-2 and German 1 m TerraSAR-X, to 
be launched in 2005 and 2006, respectively) data and continuation of 
automated information extraction tools.     
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Abstract

The increase in the frequency of disasters and their associated damages 
globally is part of a worldwide trend, which results from growing vulner-
ability and may reflect changing climate patterns. Global risks seem to be 
increasing.

These trends have significantly initiated the development and imple-
mentation of the National Disaster Hazard and Vulnerability Atlas. The 
main idea was to design and develop database-driven, web-enabled inter-
active "virtual book" (Atlas). It consists of various "chapters", such as 
drought, flood, cyclones, storms, severe weather, and fires. 

Web-enabled GIS is used as the most important user communication in-
terface for various hazards. User is able to submit input through maps. Re-
sults of various calculations, if spatially distributed, are returned back to 
user in form of GIS. 

1 South African National Disaster Management Centre 

Intensive implementation of the integrated information technology in dis-
aster management of the South Africa started in the year 1998. It was an El 
Nino year and the weather pattern was unusual for the average season in 
this part of the world. Ministry of the Department of Water Affairs and 
Forestry has instructed experts from the Strategic Planning Directorate to 
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initiate implementation of the information technology as a tool for the rain-
fall, riverflow, and flood related information management. 

In October 1999 author was instructed to join the National Disaster 
Management Centre (NDMC) of South Africa (at that time Y2K Centre), 
to continue implementation of the integrated information technology in 
disaster management. The main idea was to monitor and register, as early 
as possible, potential hazardous events and to increase lead warning time. 
It is one of the main activities at the NDMC (http://sandmc.pwv.gov.za) 
main observation room (Figure 1). It contains 9 workplaces, continuously 
monitoring various hazardous events worldwide, by utilising integrated da-
tabase-driven web-enabled technology. 

Fig. 1. NDMC observation room 

In January 2003 the President of South Africa has signed South African 
Disaster Management Act, a backbone of the national disaster manage-
ment legislation. The main attention is on the prevention (pro-active activi-
ties), which is a “180 degree turn” from the historically inherited post-
disaster activities. Act highlights the role of the information (information 
flow) as the most significant driver. 
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2 National Disaster Hazard and Vulnerability “ATLAS” 

The increase in the frequency of disasters and their associated damages 
during the last decades is a global trend. It results both from growing envi-
ronmental and social vulnerabilities and it reflects changing climate pat-
terns. This trend has significantly emphasized the need for the develop-
ment of an appropriate tools to support various disaster management 
activities: National Disaster Hazard and Vulnerability Atlas. The main idea 
was to design and develop database-driven, web-enabled interactive "vir-
tual book" (Atlas). The Atlas was implemented for South Africa. It con-
sists of various "chapters", such as drought, flood, cyclones, storms, severe 
weather, and fires. 

It enables users, using just web browser, to search and select various 
data, images, maps, graphs, to perform different calculations, to run certain 
model on-the-fly, and copy-paste results to the local computer and to print 
"their own page of the ATLAS". 

Fig. 2. ATLAS home page (http://sandmc.pwv.gov.za/atlas/) 

Key ATLAS elements includes: 
Development of a national disaster related hazard, vulnerability and risk 
assessment tools, to be able to report periodically on the national expo-
sure to natural hazards, patterns and trends or changes in the exposure 
and to guide priorities in natural disaster vulnerability reduction efforts. 
Development of an integrated national disaster hazard and vulnerability 
information network to provide the tools needed by national, provincial 
and local governments, the private sector, and the general public. The 
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network will also facilitate much-needed augmentation of education and 
training.
Augmentation of comprehensive, hazard specific programs. 
In general, here are some of the main elements of the ATLAS: 
Developing a comprehensive database to identify hazard, vulnerability 
and risk-prone areas. 
Risk understanding and addressing. 
Information assimilation and dissemination. 
In particular, ATLAS attempts to: 
Carry out research on factors contributing to disaster hazard and vulner-
ability and measures to alleviate this vulnerability. 
Develop methodologies for the analysis of disaster related hazard and 
vulnerability indicators, and to improve disaster management. 
Disseminate the research results and methodologies through national, 
regional as well as global disaster information network and other chan-
nels to promote increased awareness and preparedness to natural and 
man-made hazards. 
Act as a core of the national early warning system. 

3 GIS Setup at NDMC 

Geographic Information Systems (GIS) plays very important role in the 
setup of the database-driven web-enabled integrated hazard, vulnerability 
and risk information system at the South African national Disaster Man-
agement Centre (NDMC). Structure and setup of such system is based on 
ten years experience from the South African Department of Water Affairs 
and Forestry (DWAF) Water Management Information System. Realising 
the importance of the visual information, GIS was considered as the one of 
the most significant components for the interactive communication be-
tween user and system. 

NDMC’s server room contains four interconnected servers: (1) main 
web server; (2) database server; (3) GIS server; (4) mathematical server 

GIS server serves interactive visual information (maps) using ESRI Arc-
IMS version 4 and Arc SDE. 
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4 Hazards, Vulnerability and Risk Assessment and 
Coordination

At the national, as same as provincial levels, the main disaster manage-
ment activity is coordination. As a complex activity in its nature, coordi-
nation is multidimensional. It has, in general, two equally important com-
ponents: temporal and spatial.

Temporal component assumes coordination as a continuous (sustain-
able) activity. Ad hock coordination usually results in confusion. Im-
provement in coordination of hazards, vulnerabilities and risks related ac-
tivities requires better understanding of complex mechanisms and 
interaction between “mother nature”, human society and technology. It 
takes time (in continuous sense). 

Spatial component has three main coordination directions: horizontally,
vertically and thematically.

Horizontally, coordination, as part of the national framework and activi-
ties, is already in place bringing together various national, provincial 
and district institutions and organizations, who carried out active pro-
grams in support of disaster reductions: Department of Water Affairs 
and Forestry, Department of Agriculture, Department of Environmental 
Affairs and Tourism, South African Weather Services, South African 
Police Service, National Defense Force, nongovernmental organizations 
(NGOs), public and private institutions, businesses as well as educa-
tional institutions. 
Vertically, coordination between provinces, districts, metros and mu-
nicipalities.
Thematically as hazards, vulnerability and risks related coordination. 

5 GIS and Hazard Related Activities at NDMC 

Spatial and temporal distribution of various hazards differs around the 
globe. At the ATLAS web site 12 hazards are listed. But, not all of them 
are equally present over South African territory. The most dominant natu-
ral hazards are floods and droughts. For both of them, common input vari-
able is rainfall. That is the main reason why ATLAS puts special attention 
towards continuous integrated spatial and temporal rainfall monitoring and 
evaluation.

The remaining part of this paper will highlight implementation of GIS 
and remote sensing technologies for some hazards, vulnerability and risk 
related activities at the NDMC. 
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5.1 Rainfall Dynamics 

Since mid 1980s frequency of tropical cyclones occurrences above the In-
dian Ocean, between Australia and Madagascar, has been increasing. In 
average during rainfall season, between October and April, 8 to 12 tropical 
cyclones are born and heading towards African continent (east-to-west). 
Figure 3 shows two tropical cyclones approaching Mauritius and Mada-
gascar, in February 2003. 

Fig. 3. Two tropical cyclones approaching Madagascar (source NOAA) 

One of the workstations at NDMC’s observation room monitors con-
tinuously the web site from the University of Hawaii 
(http://www.solar.ifa.hawaii.edu/Tropical/), which on daily basis refreshes 
the map of Indian Ocean (Figure 4). 

Still in our memory is the year 2000. 16 tropical cyclones were born in 
that region (Figure 5). 
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Fig. 4. University of Hawaii tropical cyclones web site  

Fig. 5. Year 2000 tropical cyclones above Indian Ocean 
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Fig. 6. Tropical cyclone approaching Mozambique (source NOAA) 

Two of them, Gloria and Elaine, had been strong enough to “walk” all 
over the African continent (Figure 6). Output is known: heavy rainfall and 
floods in this region (Mozambique, South Africa). 

Sub-Saharan Africa is very well known as a region of sudden heavy 
rain. It is nothing unusual to have 70 – 150 mm of rain in 24-hour period. 
Disastrous impact of such rain is on the area of the informal settlements 
(informal housing, rural communities). People at the NDMC are maximiz-
ing effort to have that kind of information as early as possible. Very useful 
web site is NOAA satellite 24-hours rainfall estimation for 4 days in ad-
vance (Figure 7). 

South African National Weather Services (http://www.weathersa.co.za) 
is the biggest national rainfall data collector. Apart from the ground based 
gauging rainfall measurement, they operate the network of 11 ground ra-
dars (Figure 8a). 
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Fig. 7. NOAA 4 days satellite rainfall estimation 

From the disaster management point of view, two kind of data/infor-
mation are extremely important:  

Real time storm development and 30 min estimation (Figure 8b) 
Accumulated hourly rainfall estimation 
In the year 2000 NDMC and WITS University Johannesburg have 

started jointly relationship with NASA and University of Virginia on pro-
ject SAFARI 2000 (http://www.safari2000.org). One of outcomes was dis-
tribution of the historical global monthly rainfall data, available on 
SAFARI 2000 CDs, Volume 1 and Volume 2. The author has made addi-
tional effort to develop a web-enabled version based on the same data set, 
and included it into ATLAS (http://sandmc.pwv.gov.za/atlass/rain/). User 
can select country and station via GIS (ArcIMS) enabled browser interface 
(Figures 9a, 9b). 
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Fig. 8a.:South African Weather Services ground radar network (GRASS) 

Fig. 8b. Storm development around Cape Town (GRASS) 
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Fig. 9a .Global monthly rainfall GIS user interface (ArcIMS) 

Fig. 9b. Country and station GIS selection front end (ArcIMS) 
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Fig. 10a. SYNOP GIS web user interface (ArcIMS) 

Figure 10b. Additional SYNOP related layers 
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South African Weather Services provides, every 6 hours, SYNOP file 
according to the WMO standards. NDMC receives a copy of that file and, 
automatically, extracts relevant rainfall data and stores it into relational da-
tabase. Internet and Intranet user (http://sandmc.pwv.gov.za/atlass/rain/) 
can easily manipulate SYNOP data, in the form of accumulated daily rain-
fall, usig ArcIMS-based user interface (Figure 10a and 10b). 

Apart from the SYNOP stations, additional layers (Figure 10b), such as 
national and provincial boundaries, primary road network, river network, 
catchment boundaries, water management areas, urban areas are also avail-
able.

5.2 Drought 

Drought should not be viewed as merely a physical phenomenon or natural 
event. Its impacts on society result from the interplay between a natural 
event (less precipitation than expected resulting from natural climatic vari-
ability) and the demand people place on water supply. Human beings often 
exacerbate the impact of drought. 

Recent droughts in both developing and developed countries and the re-
sulting economic and environmental impacts and personal hardships have 
underscored the vulnerability of all societies to this "natural" hazard 

Basis for drought analysis is an index called the Standardized Precipita-
tion Index (SPI). Index was developed by McKee (McKee et al., 1993), 
with the intention to give a better representation of wetness and dryness. 
At the NDMC SPI is calculated on monthly basis. Historical spatial and 
temporal SPI distribution is calculated on-the-fly, utilising integrated data-
base-driven web-enabled technology. 

Spatial units are quaternary catchments (polygon entity) as well as gaug-
ing stations (point entity). Again, GIS ArcIMS browser user interface has 
been developed to enable catchment or gauging station selection (Figure 
11).

Spatial SPI distribution, as a result of the complex time series analysis, 
is also GIS enabled, in the form of simple “semaphore” like colored 
drought levels (Figure 12). 
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Fig. 11. Catchment selection GIS user interface (ArcIMS) 
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5.3 Cholera Outbreak Monitoring 

At the beginning of year 2001 NDMC was approached by the National 
Department of Health to help develop a database-driven web-enabled ap-
plication for cholera outbreak monitoring and management. 

Fig. 13a. GIS enabled area selection screen (ArcIMS) 

Fig. 13b. Additional layers for selected province (ArcIMS) 
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Cholera data have been transferred, via ftp, to NDMC database server, 
and structurally stored into a relational database. Again, GIS technology 
has been utilized to enable interactive and flexible user interface, using 
ESRI’s ArcIMS technology (Figures 13a – 13c). After selecting a prov-
ince, user is able to include other spatial information, such as local coun-
cils, hospitals, etc. Zooming further, user is able to include schools and 
their water and sanitation related information. 

Fig. 13c. Arial schools and water infrastructure information (ArcIMS) 

5.4 “Hot Spot” Spatial Location 

In the case of any accident / incident or disastrous event, there are five 
most common questions asked by any disaster, emergency or rescue ser-
vice:

Where is “place of accident / incident”? 
Are people there? 
How many people are there? 
What is the capacity of the nearest airport (if any)? 
What is the status of the road network around? 



Geo-Information as an Integral Component      1087 

To be able to answer those questions, we at the NDMC use combination 
of the database-driven, web-enabled Geographic Information Systems 
(GIS) and alphanumeric tools. Figures 14a-14c are visual answers of those 
questions.

Since the beginning of this year, this application has been improved 
enabling users to utilize GIS web version of 1:250000 topographic maps 
(Figures 15a – 15c). Using web browser user can zoom in, select appropri-
ate section and use selected map. 

Fig. 14a. Question 1 (Eastern Cape Province, South Africa) 
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Fig. 14b. Questions 2 and 3 (population info) 

Fig. 14c. Questions 4 and 5 (communication info) 
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Fig. 15a. 1:250000 map grid (ArcIMS) 

Fig. 15b. Selected 1:250000 map 
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Fig. 15c. Zoom in selected 1:250000 map 
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Abstract

This job shows the experience of the office “Servizio Sismico Nazionale” 
(OSSN - Italian Department of Civil Protection), started in the 1992, to 
build up the complex information system: SIGE. SIGE, that utilizes a lot 
of integrated technologies to support the seismic emergency management: 
G.I.S., G.P.S., G.P.R.S., P.D.A. and W.E.B., is activated in case of an 
earthquake of magnitude 5 or more that hits the Italian Territory. The arti-
cle describes the different phases of a seismic crisis: the activities start 
from the scenario production in the OSSN centre, continue in the involved 
area with the data collection and close with the production of synthesis 
maps for the emergency management. SIGE utilizes the positive experi-
ence of two IST European project: FORMIDABLE and EGERIS. 

1 Introduction 

The Italian law 225/ 92 affirms that the followings are Civil Protection ac-
tivities:

Forecasting - activity devoted to the analysis of causes of disaster 
events, to the identification of risks and to detection of risks areas; 
Prevention activities whose aim is to reduce damages due to the disaster 
events, also taking into account the knowledge gained during the fore-
casting activities; 
Assistance for all interventions whose aim is to ensure the elementary 
assistance to the population; 
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Emergency management and overcoming - all the needed interventions 
for pursuing the achievement of acceptable quality of life conditions. 
The definition, elaboration and management of the emergency plan for 

the risks on the territory have enacted by the law (225/92), while the main 
characteristics for the emergency planning have described in the Augustus 
methodology. Augustus methodology consists in the definition, mainte-
nance and execution of an emergency plan to face any kind of emergency 
in local areas. The 14 Support Functions foreseen in Augustus represent 
the basic organization required in order to make any kind of emergency 
plan effective. 

Function Description 

1.  Technical and Scientific Support for the scientific analysis and physi-
cal interpretation of the event and related data 

2.  Health, Social Assistance and Veterinary Services for the management 
of all people and means involved in the sanitary area 

3.  Mass-media and Information for the distribution of specific informa-
tion through mass-media and to citizens 

4.  Volunteers for the coordination and training of specific volunteers or-
ganizations 

5.  Material and Resources for estimation of all resources necessary dur-
ing emergency, their location and availability 

6.  Transport and Mobility for transfer of material and people, to optimize 
evacuation paths and regulate intervention flows 

7.  Telecommunications for the provision of TLC networks, as back up 
and support to operations 

8.  Utilities for the coordination and maintenance of all necessary services 
(e.g. water, electricity, gas) 

9.  Damage Assessment for the estimation/evaluation of damages (e.g. to 
people, buildings, agriculture) 

10.  Search and Rescue Operational Organizations for the co-ordination of 
all entities involved in S&R operations 

11.  Local Authorities for the coordination at aids at local level in terms of 
resources, necessary services, accessible areas 

12.  Dangerous Materials for the management of storage location and mate-
rial census with respect to the impact on affected areas 

13.  Population Logistics for coordination of assistance to population, in 
terms of identification and set-up of suitable areas to provide assis-
tance and necessary services 

14.  Operational Coordination for the management of the support functions 
and the rational interventions of means and people 

Table1. Example of support function 
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The Support Functions, within an Emergency Plan, represent the an-
swers provided to the different needs arising during an emergency man-
agement. The relevance of each function may change accordingly to the 
effects produced by the event, in order to keep any emergency plan flexi-
ble and efficient (see FORMIDABLE project). 

2 SIGE 

Since 1992 the Italian National Seismic Survey (OSSN), actually it is an 
Office of the Italian Civil Protection Department (DPC), has been develop-
ing an information and decision support system named SIGE (contraction 
of the Italian words: Sistema Informativo per la Gestione dell’Emer-
genza), in order to support the activities for: 

The Italian seismic risk assessment and reduction; 
The National emergency management. 
In Table 2 there is a road map of SIGE system. 

Year  Topics 
1992 Developing of the data bank of Servizio Sismico Nazionale (SSN) of 

whole Italian territory 
1994 Developing the first SIGE system (using Unix – Arc Info Oracle). Pro-

duce a territorial description 
1995 Introducing in SIGE the first model to produce an earthquake conse-

quences data base (see seismic model) 
1997 Introducing QUATER  (friendly arc view module that use SIGE prod-

ucts.) 
1999 Developing SIGE on LINE  (Unix cluster system, early warning sys-

tem, sending the scenario to the local CPA and produce a dedicated 
files to the operative teams.) 

2000 Introducing the Augustus methodology:  SIGE produces dedicated data 
base for different function: Health, Social Assistance, Transport and 
Mobility and Operational Co-ordination (Activities from 
FORMIDABLE EU Project) 

2002 Developing the PAD, GPS, GPRS technologies (data directly from the 
involved area- Activities from EGERIS EU Project). Developing new 
scenario model. 

2004 Developing new system to collected data. Introducing project of Earth 
Observation  

Table 2. Time road of SIGE evolution 
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The main topics of SIGE system can be summarized in the following 
points:

A central client server architecture; 
Connection, in emergency, between OSSN and the different operative 
civil protection units displaced over the national territory (CCS- Provin-
cial level, COM – Municipal level:  Operational Centers created imme-
diately after the event in the areas hit by earthquake). 
Selective dispatching for the remote Civil Protection stations. 
Mobile Computing: Hardware and software for in-situ data collection 
(users: OSSN teams for technical surveys) and store on OSSN server. 
Dynamic scenarios production: 
Dedicated WEB site (intranet and internet) in emergency. 

 For the architecture of SIGE system see Figure 1.  
The central units of SIGE system consist of: 
A client server architecture based on UNIX platform, Oracle RDBMS 
and ARC/INFO G.I.S., in an integrated environment; 
A data bank for seismic risk evaluation including both cartographic and 
thematic information. Nowadays, the databank includes about 80 differ-
ent databases (more than 600 cartographic layers and 500 alpha numeric 
attributes). Every database describes the whole national territory with an 
homogeneous level of accuracy from the North to the South; have the 
same format (coverage arc/info) and the same projection system (UTM -
Zone 32); The SIGE data bank (demography, buildings, services, his-
torical seismology, roads, dams, risk factories, etc) have these focal 
points:
Each single database is official. 
It is relative to the administrative municipality areas; 
A metadata structure builds according to European standard. 
A decision support system tool for the seismic emergency management. 
To carry out the emergency activities are needs to characterize the sce-

nario.
The scenario in an emergency planning phase means to identify and de-

scribe the reference event to be used in order to set up the emergency plan 
and, using that, make a loss evaluation (analysis of the consequences), 
with the purpose of setting the civil protection answers in the specific 
emergency plan (i.e. number of needed resources in case of crisis, needed 
means…). 
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Fig. 1. SIGE architecture 

In an emergency control time, the scenario means to describe the event, 
the affected area and the impact that the event has had on the territory, 
with the aim to support the operative civil protection units in their activi-
ties during the emergency (identification of the affected area and recogni-
tion of the severity of the event passing from an esteem, given few minutes 
after the event, to a description, given updating the scenario with the data 
that arrive in real time from the in-situ observations). In post-emergency 
phase the scenario means to give a final and detailed description of the 
event, of the affected areas and of the consequences that it has caused, in 
order to support the reconstruction planning activities. 

In order to support seismic emergency activities at national level, a spe-
cific sub-system (SCEN – Scenario Management) has been designed inside 
SIGE system for seismic scenario analysis. 

During an emergency, the seismic scenarios required three analyses: 
The event evaluation that means to describe the seismic input and the 

shaking in all the involved territory; 
A description of the involved territory (lifeline, facilities, population and 
so on,) 
A loss assessment that means the consequences analysis for the damage 
evaluation.
In the first emergency with few data available, the system uses a prob-

abilistic model to esteem the event and damage parameters, so the scenario 
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output provides an esteemed value and its relative uncertainty (see seismic 
model). 

The data coming from the field are a control point and a feedback for 
every further model, and runs so the value uncertainty decreases with the 
time. 

Nowadays, by this system, immediately after the earthquake of magni-
tude 5 or more, the Italian Civil Protection department, through a direct 
call to the SIGE system, inserting only the earthquake co-ordinates and 
magnitude as input data, can run a specific program for the consequences 
analysis of the interested scenario. 

This programs after five - ten minutes, produce up to 20 cartographic 
databases resuming the crisis scenarios components. The output data de-
scribes the territory for a radius of 50 Km from the epicenter (infrastruc-
tures, public and private service, population, geological information, …), 
and provides a first estimation of the event and of the damage (population, 
residential real estate and monetary losses). In order to query the first 
seismic scenarios in SIGE system, there are 3 operative environments 
available for different user’s typology.

For a technical operators SIGE system provides an operative friendly in-
terface named QUARTER. It is used to generate query, report, analysis 
and display for all the above-mentioned data produced (Figure 2 – example 
in Modena province). 

So, after few minutes the technicians know,  esteem and print many top-
ics:

Ground motion parameters: intensity, PGA, PGV, spectral values; 
The expected structural damage (collapsed, uninhabitable and damaged 
dwellings, damaged surface, monetary loss); 
Expected number of casualties (fatalities and homeless); 
Territorial scenarios: many maps and data about population, residential 
real estate, facilities, infrastructure and lifeline, geological and seismol-
ogical information; 
Possibility to have the selected scenario for different Function: for ex-
ample the Health scenario is organized follow the statistic of disaster 
medicine and follow the Triage code  (Figure 3 example in Sicily area). 
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Fig. 2. QUATER 

Friendly Interface
Damage Scenario 
(Red Area)

Fig. 3. Health Scenario
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A dedicated component produces after 30-45 minutes, depend of the 
earthquake’s magnitude, also an instant book scenario (paper report), con-
sisting of more than 50 pages resuming the crisis scenarios components, 
for disaster declaration at the Italian government. Report contents cover 
the following areas: demography, building, services, networks, historical 
seismology, damage, scenarios (property and people). In intranet there is 
the whole report (example of the instant book: index in Table 3, maps and 
tables in Figure 4, earthquake in Sicily Area). 

The report (without the damage scenario) is available in Internet at the 
following address: www.serviziosismico.it.

For public information (population, media and press news, etc) a spe-
cific application in Internet environment is now under development. 

And after ten minutes? How does SIGE support the emergency? 

Fig. 4. Instant book 
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Fig Description Fig. Description
1 Earthquake area 
2 Municipalities around 50 Km 

of the epicentre 
31 Expected total collapsed habitations 

3 Resident population 32 Expected unsafe habitations 
4 Official seismic classification 

(municipality) 
33 Expected percentage of collapsed habitations 

5 Population density (inhabi-
tant/Kmsq.) 

34 Expected percentage of unsafe habitations 

6 Percentage of habitations for 
municipality 

35 Expected value of people involved 

7 Percentage of habitations in 
class A (MSK scale) 

36 Expected value of homelessness 

8 Percentage of habitations build 
before the  (municipality) 
seismic classification 

Table Description

9 Number of hospitals (public 
and private) 

1 Territory and Population 

10 Number of school rooms 2 Vulnerability MSK 
11 12 

13
Number of potential risk in-
dustries (class A B C) 

3 Risk factories 

14 Vulnerability for landslide 4 Schools and Hotels 
15 Dams 5 6 Hospitals (Public and private, beds) 

16 17 Roads, Railways, Airports 
(around 150 and 25 Km of the 
epicenter area) 

7 Dams 

18 Earthquake database: NT4 (In-
tensity MCS >5) 

8 Earthquake Database: NT4 

19 20 
21 22 
23 24 

Macro seismic field of histori-
cal earthquakes: 1349,1695, 
1799, 1898, 1904, 1943 

9 Seismic and acceleration networks 

25 Expected Intensity (MCS 
scale)

10 10a 
11

Building forecast loss (value and percentage) 

26 27 
28 29 

Expected value of PGA (g), 
PGV (cm/sec), PSA (T =0.2 
sec, Hz.=5.00), PSA (T=0.5 
sec, Hz=2.00 Hz) 

12 Earthquake casualty estimates 

30 Seismic and acceleration net-
works

13 Forecast monetary losses 

Table 3. Example of SIGE instant book (index)  

3 Local Activities

The OSSN is developing tools for updating both the event and the damage 
scenario with the data directly coming from the technical teams in the in-
volved area (results of EGERIS project).
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The EGERIS aim was to provide the Civil Protection organizations and na-
tional or local authorities concerned with emergency management with the 
most recent ICT developments to support them in their risk-based on-field 
emergency operations. During the emergency phase the informative sys-
tem has to support the activity concerning the organization of information 
coming from technicians teams operating in areas involved by earthquake. 

Fig. 5. Local architecture 

The architecture (in local area and into the COM or CCS) includes three 
levels (Figure 5 ): 

Crews on-the-field equipped with portable devices (hand held terminals 
e.g. PDA with a GPS receiver and GPRS communication system); 
Mobile command centre installed in vehicles, close to the “hot spots” 
and coordinating several crews on-the-field; equipped with on-board 
devices like lap-top computers and GPS receivers; 
Function Specific in COM, hosting the local management and interfaces 
with Auxiliary functions (Technical & Scientific Support, Viability, 
Health Assistance, Damage Assessment, etc.), including reporting to 
upper level of co-ordination. 

CCS or COM
Local Command Cen-

t

Field
Mobile command and/or technical teams

GSM

G

DPC – OSSN
Operational Coordina-

tion Centre



Seismic Emergency Management: Technologies at Work      1101 

Function Specific Man-
agement 

Mobile Command Cen-
tre

Portable Tools 

GIS 
Database
Directives management 
Reports management 
Centralized squad moni-
toring and control 
Planning management 
Communication support 
(data, voice, faxes …) 

Communication support 
(data, voice, faxes …) 

GIS 
Database
Reports management 
Priority checklists man-
agement 
Positioning  navigation  
Planning tools 
Communication support 
(data, voice, faxes…) 

Table 4: EGERIS focal points 

The points, in Table 4, are tested in EGERIS and now we are planning 
to integrate in the SIGE system. Immediately after the earthquake, the sce-
nario is send to the local command centre and here the activities in order to 
organize and coordinate the different survey start. 

The trial (middle of September 2003), that tested methodologies and 
technologies, has been focalized on these Functions: Transport and Mobil-
ity (road condition), Technical and Scientific support (macroseismic activi-
ties), Damage assessment (building  damage). 

Fig. 6. PAD, GPS, GPRS integrated station 

GPS

GPRS
antenna

PAD
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3.1 Road Condition 

The road condition is one of the first activities to be carried out. It is im-
portant because it aims to producing a real description of the road network 
status. The data are required for better planning of all the other activities in 
the area ( Figure 7). 

Moreover, the teams have, the possibility to send an informal report 
about critical points (landslides, damaged buildings, etc.) to other func-
tions too. 

Fig.7. Update Road network and new path 

3.2 Macro Seismic Survey 

Goal of the activity: produce in real-time the updated macro seismic inten-
sity map. Intensity maps (plans) represent the summary of the impact pro-
duced from the earthquake on the land; in fact, the teams quantify the real 
damage occurred in every locality after earthquake. 

According to the representation scale, maps have been produced by as-
sociating the MCS intensity value carried out by technicians (by using dif-
ferent parameters) to the polygon of the built-up area or to its centre (car-
tographical database: ISTAT 1991 Centers and nucleus. ISTAT: National 
Statistical Institute). 

By this representation (called “quoted plan”) it has been pointed out: 

break of the bridge  
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The more damaged areas: damages to property have generally checked 
(verified) starting from a MCS 5-6 degree; 
Earthquake impact on landing (people feeling after earthquake). For all 
the assessed localities where impact has been greater or equal to 4 de-
gree MCS scale, a detailed map-making has been done; 
The possible presence of local effects producing amplification; 
and lastly a conclusive processing pointing out a damage estimation on 
the whole municipal territory. 
The operative teams have in the PAD a simple cartography and a (up-

date) road network where are selected specific point (locality or municipal-
ity) to check. If there are particular points that define better the damage, 
there is the possibility to take the coordinate and send the macro seismic 
value to the COM.   

Fig.8. Macro seismic survey: Molise Earthquake 

In the COM there is the possibility to look where the teams are. All the 
collected data (the information coming from different teams in different 
COM) are sending in the central unit of SIGE that harmonizes the informa-
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tion and produces a summarized map. In Figure 8, there is an example of 
macro seismic map referred to the Molise earthquake (October 2002). 

3.3 Building Damage Assessment 

The last activity, tested in the trial, is the Building damage assessment: to 
manage the safety analysis (buildings private and public inspection).  

Normally, the activity can last months: as an example, last earthquake in 
2002 in Molise (centre of Italy) required 3 months and 80 squads, it al-
lowed to know immediately which buildings had to be evacuated; it is 
based upon an official citizen request after the event (only for private 
building) and it allows a step-by-step refinement of the damage scenario. 
In Figure 9 there is an example of work planning. The work planning is 
sent to the teams (different work planning for different teams).  

Fig. 9. Work planning of Building Survey and update Road 

Each team has an integrated station PAD ready to collect the building 
data (Figure 10) by a dedicated interface. The collected information is 
sending to a Local Command Centre (COM) to validate the operation and 
to store the chronological history of the team’s activities. Finally, the daily 
database is sending form the COM to the SIGE central unit (sub system) 
where it is re-tested, organized and sent back. 

The sub-system allows the data collection from different COM, the data 
integration and database update. By those data SIGE runs a specific pro-
gram and produces the thematic map for the national crisis rooms, showing 
the updated seismic scenarios. 

From Viability
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Fig.10. PAD, Interface DB for Building survey 

3.4 Emergency Cartography 

The last activities of SIGE are those of collecting the information that 
daily cam from the COM into the central crisis room. In the last earth-
quake SIGE produce daily-dedicated maps to show the evolution of the 
emergency.  

The maps are organized for the Augustus functions (dedicated tema) and 
more of 100 maps in one month of observation have been produced (ex-
ample of theme: helped population in Figure11).  

The seismic Model code (since 1995) is running on the SIGE and is 
used after any event in the national territory capable of producing signifi-
cant damage. Earthquake consequences such as the expected number of 
damaged, unusable and collapsed dwellings; the direct economic losses; 
and the number of homeless individuals, casualties and fatalities in each 
municipality, are estimated in nearly real time. The performance in terms 
of global losses is generally satisfactory. However, the code has undergone 
various modifications and extensions in order to remove limitations and 
improve the accuracy of the original model. 
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Fig. 11. Molise Earthquake. Time observation October- November 2002. Tema: 
Helped population 

3.5 Seismic Model 

In the code implemented in the SIGE, developed for emergency man-
agement purposes, the event severity is measured both in terms of macro 
seismic intensity and in terms of expected ground motion parameters, but 
only the intensity is used for loss estimation. Furthermore the municipality 
is considered as an isoseismic unit, i.e. the hazard is defined by a unique 
value of the macro seismic intensity (I) that has to be considered as a mean 
value over the municipality territory. The attenuation of the intensity from 
the epicentre is circular with a unique law for the entire nation.
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The inventory of the exposed structures is limited to the dwellings col-
lected by the ISTAT (National Statistical Institute) during the census of the 
Italian families performed in 1991. About 25 millions of dwellings and 57 
millions of occupants are considered. Other strategic elements have been 
inventoried (transportation networks, hospitals, industries, airports and 
railway stations, dams), but their vulnerability is not evaluated yet. The 
code doesn’t use the geology information. 

The dwellings vulnerability is measured by means of correlation be-
tween the description of simple parameters available in the ISTAT census 
(type of construction and age) and the vulnerability classes described in the 
MSK - 76 macro seismic scale (Medvedev, 1977). 

The damage in each municipality is estimated by means of relationship 
between damage and intensity expressed by the DPM ‘damage probability 
matrices’.

At last, the consequences of damage are estimated in terms of economic 
losses, human lives, and injured population. 

The first updated version of the program is the FACES code, - Fault 
Controlled Earthquake Scenario - that allows considering linear sources, 
directivity effects, and influence of the hypocenter depth. 

A second refinement has increased the spatial resolution of the analysis, 
from the municipality level (8,100 municipalities for the whole of Italy) to 
“localities” or census tracts (300,000). 

At the end of 2001, this project aims at the improvement of the earth-
quake loss scenario modulus, currently implemented in SIGE, has been ac-
tivate by the Office National Seismic Survey. 

The main goal was to develop a second-generation code to evaluate in 
real time the damages and losses in post-earthquake scenarios. The code 
should include several improvements over the existing OSSN capabilities 
and should be able to better utilize currently available information on 
seismic sources, regional attenuation relationships, the inventory of physi-
cal infrastructure and population at risk, etc.  

From a conceptual point of view, the main innovations are two: 
The generation of damage and loss estimated in a probabilistic format 
(as opposed to single best estimates); 
The capability to modify such probabilistic estimation as relevant in-
formation becomes available after the seismic event.  
These two innovations are expected to be the key points in order to pro-

duce a scenario code conceptually more robust, and so more flexible.
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4 Conclusion 

The job has underlined how an informative structure using GIS as an op-
erative instrument may be employed to support Civil Protection and help 
to manage an emergency and to analyze the results coming from damaged 
areas. 

Such operation has allowed to point out both the positive site of the ap-
proach and the limit between theoretical employment and operativity 
whenever the works are under pressure due to the emergency. It is obvious 
therefore that the operative instruments have to be set up and tested in 
peaceful time. 

Field experience (EGERIS trial) has shown how new instruments have 
to be arranged: more reliable communication systems, GPS, the PDA and 
remote sensing as an informative aid etc. 

Summary of Technologies utilized in SIGE System   
GIS GPS GPRS PAD WEB E/O 
Produce 
(first esteem 
and update) 
of the sce-
nario during 
the seismic 
emergency.  
Facility to 
read the 
data. 
Update the 
scenario 
with data 
coming from 
the involved 
area.
Mapping  

Give in real 
time (by 
GPS and 
PAD) the 
coordinate 
of the teams 
in the op-
erative area.  
Give the 
coordinates 
of the 
checked ob-
jects:
bridges, 
landslides, 
building, 
etc.

Data
Transmis-
sion be-
tween the 
technical
teams and 
the COM. 

The PAD is 
fundamental 
with GPS and 
GPRS to send 
and receive the 
data and work 
planned be-
tween the 
technical
teams and the 
COM.
Use Arc Pad 
to visualize the 
cartography 
and GPS to 
have the coor-
dinate 

For public 
informa-
tion  

First study 
to utilize 
the Earth 
Observa-
tion in 
Seismic 
emer-
gency 
manage-
ment. 

Table 5. The follow table synthesizes technologies and applications that are used 
in SIGE system 

Same of those technologies are ready to use others will be subject to 
new studies (for example Earth Observation) and the resulting instruments 
or the products will be integrated in SIGE system. 
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5 European Project 

5.1 FORMIDABLE (Start Project 2000- End Project 2002) 

The Friendly Operational Risk Management through Interoperable Deci-
sion Aid Based on Local Events (FORMIDABLE) System represents the 
standardized access to data and knowledge required to manage natural 
risks, with all means to access, maintain and exchange information for 
natural hazards, in particular those with a fast evolution time typical of the 
Mediterranean countries. 

The FORMIDABLE Project has the main objective to: contribute to the 
definition of a European Standard Methodology for Emergency Manage-
ment based on the consensus of major Mediterranean operational actors, 
and develop an interoperable support system prototype which integrates 
the resulting guidelines with data and tools needed to operate during an 
emergency, in line with Council Decision 98/22/EC of 19 December 1997 

A critical analysis of where emergency management operations encoun-
tered major problems, causing even partial failure or delay in recovery ac-
tion, highlights a generic lack of co-ordination, and a poorly unified and 
homogeneous approach. Often actions have been planned and executed 
with a limited field of view about the real size of the events and the in-
volved responsibilities for emergency management. Moreover, this “local 
management” has produced conflicts between the Central Civil Protection 
authorities and the local administrators, thus hindering the efficient execu-
tion of interventions. 

Generally the emergency scenarios are quite complex, although in some 
cases the cyclical occurrence of natural events might help to improve 
emergency management. Although the repetition of an event can be re-
garded as a constant factor, the damage extent and the type of intervention 
required are variable aspects, also due to the changing features (geomor-
phologic, administrative) of the affected areas. 

For this reason the “Emergency Management” of Natural Hazards 
should include, as main features, flexibility and simplicity to ensure effi-
cient intervention and immediate relief to affected citizens. 

WEB site : www.formidable-project.org 
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5.2 EGERIS (Start Project 2001- End Project 2003) 

The EGERIS objective is to provide Civil Protection organisations and na-
tional or regional authorities concerned with emergency management with 
the most recent ICT developments to support them in their risk-based on-
field emergency operations. The proposed Emergency Management tools 
are intended to be used for the Response phase (ACTION) and, to a lesser 
extent, for the Preparedness phase (PLANNING). 

The major goals and objectives of the EGERIS architecture are to en-
sure:

Alignment of the requirements for the EGERIS information system 
with the operational procedures that support emergency workers mis-
sions;
Broader and federating approach to enable scalability/replicability and 
interworking at network and application levels; 
Adequate performance, reliability and security; 
Application of a collection of standards warranting operational interop-
erability (voice and data), investments durability and enabling integra-
tion with legacy systems (interface with current applications and pub-
lic/private networks). 
The target EGERIS architecture includes three levels: 
1. Crews on-the-field equipped with portable devices (hand held termi-

nals e.g. PDA with a GPS receiver); 
2. Mobile command centres installed in vehicles, close to the “hot 

spots” and co-ordinating several crews on-the-field; equipped with 
on-board devices like lap-top computers and GPS receivers; 

3. Function Specific Control Room, hosting the local management and 
interfaces with Auxiliary functions (Technical & Scientific Support, 
Health Assistance, Damage Assessment, etc.), including reporting to 
upper level of co-ordination. 

A further level, the operational co-ordination of the emergency that is 
carried out in the operational co-ordination centre, is out of the scope of 
EGERIS as already addressed in the already funded IST Project 
FORMIDABLE. EGERIS will help in extending the activity, both in 
terms of methodology, and in terms of supporting systems, with respect to 
on-field emergency operations. 

An important requirement is that EGERIS should be flexible and scal-
able enough to allow its function deployment to fit the particularities of 
encountered organisations and of course the technical possibilities of leg-
acy systems to interface with (e.g. band-width, analogue or digital radio 
technology). 

Web site: www.EGERIS.org 
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Acronyms 

COM- CCS  Operational Centers for management of emergency (Munici-
pality and Province level)  

DPC Italian Department of Civil Protection 
FACES Fault Controlled Earthquakes Scenario  
FORMIDABLE European project: Friendly operational Risk Management 

through interoperable decision aid based on local events  
EGERIS European project: European Generic Emergency Response In-

formation System  
INGV National Institute of Geophysical and Vulcanology 
ISTAT National Statistical Institute 
MCS Macro seismic scale
MKS Vulnerability classes
OSSN Office National Seismic Survey 
PGA Peak ground acceleration 
PGV Peak ground velocity 
QUARTER Friendly interface of the SIGE system 
SIGE  Information system to management of seismic emergency 
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Abstract

Satellite navigation has become an important positioning source for a wide 
range of applications, many of which going much beyond the traditional 
transport sector. One example is personal mobility including dense urban, 
indoor, and outdoor applications. Practically all of the current applications 
rely on the GPS signals, sometimes also exploiting regional or local aug-
mentations for better accuracy. As applications move into safety-critical 
and other areas where service reliability is of concern, users and service 
providers alike are becoming aware of the importance of service qualities 
and guarantees. Disaster management is one example of such applications. 
As a first step, an integrity signal is already provided with the SBAS ser-
vices WAAS and EGNOS. From the year 2008 onwards, full-scale service 
guarantees will be available on certain signals of the GALILEO system. 

In pedestrian user environments like dense urban canyons or indoors, 
the performance of GNSS (including conventional terrestrial and/or satel-
lite based means of augmentation) for position and integrity reaches well-
known technological limits. These limitations can be overcome by adding 
additional information sources to the system. 

The ESA funded project SHADE addresses special handheld-based 
navigation applications in difficult environments. The main focus of the 
project lies in the navigation non-transport applications like rescue ser-
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vices, VIP tracking or lone worker protection. A highly mobile demonstra-
tion system for pedestrian use has been developed that targets sensor aug-
mented navigation, enhanced through visual representation, in security re-
lated fields of operation (e.g. rescue operations). The system architecture is 
based on the combination of navigation, communication and geoinforma-
tion. Geoinformation in this context means the creation of a visualization 
component for a better 3D orientation at the service Center and for the 
mobile user. 

The modular system architecture of SHADE is built for information ex-
change between several mobile units and one or more service centers, 
which regulate and coordinate information and position exchange. The po-
sition information is sent from the Mobile Unit via the mobile communica-
tion link to the Service Center, where all position information of different 
users are managed and provided to the SHADE mission Center over fixed 
internet services. The mission Center accesses its database and the position 
updates to render images of the surrounding, based on 3D city and/or ter-
rain models. This can be a bird’s view, over the shoulder view, or any 
other view defined by a mission Center operator. The image is continu-
ously updated and can be accessed by the Mobile Unit. 

The system that has been designed, built and tested for SHADE uses 
three different technologies alternatively. Each of the so-called Pilots pro-
vides position and integrity data over the mobile communication link. 

The first Pilot applies the assisted GPS principle. It provides position in-
formation even in dense urban environments where weak navigation satel-
lite signals are still detectable. The EGNOS-TRAN service Center pro-
vides rapid acquisition assistance information, such as satellite almanacs 
and precise local time, to the mobile unit. Raw pseudo range measure-
ments are sent back to the service Center, where the user position is calcu-
lated. Additionally, the server uses EGNOS information to differentially 
correct GPS measurements and to process integrity. 

The second Pilot implements innovative dead-reckoning technologies. 
GPS positioning is aided during periods of poor reception or bridged dur-
ing complete signal outages, e.g. indoors or in tunnels. A custom furnished 
Multi-Sensor Box (MSB) is equipped with a GPS/EGNOS receiver and a 
number of digital sensors (accelerometers, gyros, barometer, magnetome-
ter). In dead reckoning mode, a step detection algorithm uses accelerome-
ter measurements to calculate displacement vectors. Adding direction 
measurements of the magnetometer and relative altitude data of the ba-
rometer in a Kalman filter, a three-dimensional relative coordinate update 
is computed. 

The third Pilot integrates Loran-C terrestrial radio navigation with GPS 
and EGNOS satellite navigation in the pseudo range domain. The integra-
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tion of the Loran-C time-of-arrival (TOA) measurements provides position 
information in dense urban and even in light indoor environments. The 
performance depends on the coverage of the terrestrial system and the 
presence of interference. 

Besides a continuous position update, reliability information is of main 
interest in the context of disaster management. Satellite-Based Augmenta-
tion Systems and their integrity provisions have been primarily designed 
for aviation applications. The potential use of such augmentation systems 
for land-mobile and maritime applications is subject to a number of ongo-
ing research and development projects. EGNOS and WAAS offer two 
types of information to the user: Differential range corrections to improve 
the accuracy of GPS pseudorange measurements, and integrity information 
consisting of differential signal-in-space accuracy input for protection 
level computation. The protection levels are finally compared to thresholds 
called the alert limits. Although the differential pseudo range corrections 
can be applied for non-aviation applications without modifications, the in-
tegrity concept needs re-assessment and a number of modifications in or-
der to be useable for land-mobile. Different integrity requirement figures, 
necessitating changed probability multipliers, and a slightly different prob-
ability equation according to other operational procedures and user dynam-
ics, can be handled rather easily. The magnitude and bounding of local er-
ror contributions to the integrity equation are more challenging. Atop of 
this, the applied sensor fusion, as in the SHADE MSB, poses new chal-
lenges on the protection level algorithms when additional types of meas-
urement are introduced to the position computation. Consequently, each of 
the three SHADE Pilots implements specific adaptations to the integrity 
processing.

Field demonstrations of the SHADE system encompass nine campaigns 
with different key application objectives. They have been performed over a 
scheduled duration of six months in spring and summer 2004. The envi-
ronmental scenarios include the Expo’98 Park at Lisbon (Portugal), a sce-
nic hotel and an office building at Bolzano (Italy) and a road tunnel in the 
Center of Rome (Italy). Especially for the sensor-based second Pilot, the 
tests showed promising results even in difficult environments. GPS out-
ages occurring in tunnels, indoors or in urban areas just slightly degraded 
the navigation performance. The involvement of targeted user groups 
(public safety authorities, fire brigades, etc.) in the demonstrations showed 
user group acceptance and provided detailed feedback on the concept and 
the architecture. 

The paper presents in particular the system architecture of SHADE, the 
design of the three different integrated navigation technologies and the 
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modified integrity processing approaches. Field test results and application 
domain feed back complement the presented technical information. 

1 System Architecture 

The architecture of SHADE serves the location sensitive information ex-
change. The architecture relies on the integration of four elements: naviga-
tion, communication, GIS, and multimedia. Especially the navigation ele-
ment has been under investigation to analyze the system performance in 
dense urban and indoor environments. Another key-role plays the multi-
media component. Communication and the GIS functionality are based on 
existing systems and have not been under investigation; however some in-
terfaces have been specified and developed. The SHADE project features 
three different navigation technologies, that are the technological basis of 
the three Pilots.

Analyzing the requirements of the named applications revealed that the 
general architecture must include one or more service centers and an 
unlimited number of Mobile Units (MU). The service centers, are respon-
sible for information dissemination and decision taking. The MU repre-
sents a sort of “executive element” of the application.  

The system architecture identified five different sub-systems: the 
SHADE Mission Center (SMC), the EGNOS TRAN Service Center 
(ESC), and three different navigation units, each including the Mobile Unit 
user terminal. The subsystems have been designed and implemented by 
different partners during phase 2 of the SHADE project. 

The Mobile Unit either in autonomous operation or in cooperation with 
the ESC determines the MU position. The position, if not already derived 
within the ESC, is transmitted via the GPRS network to the ESC, where it 
is stored in a database. The position information is attributed by different 
parameters (user ID, velocity, integrity, etc.) and is made accessible to the 
SHADE Mission Center (SMC). The SMC uses the position information to 
render images of the surrounding based on a 3D city and/or terrain model. 
The image is sent to the Mobile Unit on user request. 

1.2 SHADE Mission Center 

The task of the SHADE Mission Center (SMC) is to implement the GIS 
functionality and the image rendering component. The Mission Center was 
designed to provide situational awareness to the decision makers, by dis-
playing the position of the field users and providing additional visual and 
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descriptive information. The SHADE Mission Center is subdivided into a 
SHADE Server and a Web Server. The tasks of the SHADE Server are to 
analyze location sensitive information, to visualize the situation around the 
actual position, and to generate images for display in the SMC. The tasks 
of the web server are to access the position database of the EGNOS-TRAN 
Service Center, to route the data to SHADE Server and external agents 
(police, ambulance, fire brigade, …), to generate images for the Mobile 
Units, and to provide the MU access to the images. The SMC software 
uses existing programs and tools of the HorizoN framework, which have 
partially been adapted for the SHADE software requirements. 

1.2 EGNOS-TRAN Service Center 

The EGNOS-TRAN Service Center (ESC) is an adaptation of the service 
Center as it was developed for the EGNOS-TRAN project. Within 
SHADE, the tasks of the ESC are different for each Pilot. MU1, which ap-
plies A-GPS technology, receives assistance data (almanac, ephemeris, 
ionosphere) from the ESC. In this context the ESC does also compute the 
EGNOS augmented position of the MU in case that the A-GPS transmits 
the measurement data to the ESC. For the Mobile Units 2 and 3 the ESC 
works basically as a router that re-distributes the position information from 
the Mobile Unit to the SMC. In this context it would be possible that the 
ESC routes the position information to more than one SMC, e.g. in case of 
a mission involving several security forces. The ESC has to cover two dif-
ferent scenarios: 

The Pilot 1 scenario applies the assistance data procedure, the wake-up 
procedure (MU logs on to the ESC), and the tracking procedure that allows 
an external agent (i.e., the SMC) to request periodic positions of a selected 
Mobile Unit. The Pilot 2 and 3 scenario applies only the wake-up proce-
dure and the tracking procedure. 

The A-GPS requires a rough user position (100km), a rough time 
(100ms), GPS almanac, GPS ephemeris and ionospheric information for 
commencing operation. The user position and time are provided by the 
PDA user terminal, the other information is acquired from the ESC. 

Before the ESC routes position information to an external agent (e.g. 
SMC), the external agent has to log on to the ESC first (done by identify-
ing its IP), and then sending a “start tracking” command. Both activities 
are done by http commands, which are sent via a web-based security portal 
to the ESC. 
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1.3 Pilot 1 MU - A-GPS Module 

The A-GPS module integrates modern GPS receiver technology with 
communication infrastructure in mobile networks for receiving assistance 
data. The assistance data consists of the GPS satellite almanac / ephemeris, 
ionospheric information, the current GPS time and initial position data of 
the receiver. The knowledge of the GPS satellite locations at the beginning 
of the receiver’s search process for satellites allows the receiver to predict 
the GPS measurements, especially the Doppler shift of the signal and the 
approximate current sequence of the C/A code. Thus the search space for 
the Doppler shift and the PRN code sequence is reduced, which signifi-
cantly reduces the time to lock on a satellite and to provide a first position 
fix. Applying A-GPS technique, the required strength of incoming satellite 
signals is much lower compared to a conventional search process. There-
fore assisted GPS receivers are able to receive satellite signals, decode 
them and to compute a position even within buildings or at other GPS hos-
tile environments. 

1.4 Pilot 2 MU - Multi-Sensor Box 

The second Pilot implements a concept, which is especially tailored for the 
requirements of pedestrian navigation: A GPS/EGNOS receiver is com-
plemented by a number of different autonomous sensors. In case of poor 
GPS reception conditions, or even total GPS outages, those sensors enable 
aiding and continuation of the position determination in “dead reckoning” 
mode: Digital acceleration sensors in combination with a step detection al-
gorithm provide information on the covered distance. A magnetometer 
provides direction information, and a barometric pressure sensor is used 
for providing relative altitude data. Thus, three-dimensional relative coor-
dinate changes can be computed. 

For the purpose of SHADE, a prototype Multi-Sensor Box that was de-
veloped for pedestrian navigation application was adapted to the project 
requirements. 

1.5 Pilot 3 MU - GPS/EGNOS/Loran-C 

The third Pilot integrates the terrestrial radio navigation system Loran-C 
with GPS/EGNOS satellite navigation. During periods of good GPS avail-
ability and accuracy, this system is used to calibrate Loran-C measure-
ments. If GPS suffers from poor reception conditions or total outages, the 
previously calibrated Loran-C can be used to aid the position solution or 
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even to continue positioning in stand-alone mode, but with GPS-like accu-
racy. Therefore, the integration of these sensors promises to provide posi-
tion information in dense urban and even in light indoor environments, de-
pending on the coverage of the terrestrial Loran-C system. In the course of 
SHADE, a previously developed integrated navigation algorithm was tai-
lored to meet the needs of the project. 

2 Integrity Determination 

The integrity determination for the three Pilots bases on the integrity con-
cept specified in [2], which was originally developed for aviation. This 
concept had to be modified for the needs of SHADE with respect to the in-
tegrity multipliers ( -values). The approach for the determination of Pro-
tection Levels (XPL) follows Appendix J of [2]. 

2.1 Determination of -values

Transferring the aviation approach to the SHADE pedestrian application, 
the precision approach mode is most applicable due to the vertical accu-
racy and integrity requirements in SHADE. However, for the horizontal 
protection level (HPL), the argument for using a one-dimensional distribu-
tion does not anymore hold – unlike aircrafts during precision approach, 
pedestrians have no favored direction in their movements. A one-
dimensional (Gaussian) Normal distribution can be used for the pedestrian 
vertical protection level (VPL), whereas the pedestrian HPL follows a two-
dimensional Rayleigh distribution, comparable to the non-precision ap-
proach case described in [2]. 

According to the user requirements identified for SHADE, the applica-
ble integrity risk for the pedestrian user is 1 10-3 per 60 seconds. According 
to [2], half of the total integrity risk is allocated to protection level bound-
ing within the signal-in-space (SIS) and user equipment domain. This re-
quirement is allocated equally to the horizontal and vertical protection 
level risk. This results in equal integrity risk requirements of 2.5 10-4 per 
60 seconds for HPL and for VPL. The other half of the total integrity risk 
is allocated to the "system-internal" component. This part comprises, e.g., 
undetectable ionospheric blunders, XPL formula inaccuracies, UDRE tail 
effects and others (see also [1]). 

For deriving -values, it first must be ensured that the probability of 
missed detection of a faulty position solution associated to the XPL algo-
rithm is expressed per sample (i.e., per each XPL computation). To estab-
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lish the link between this probability and the given integrity requirement, it 
is necessary to make an assumption on the number of independent samples 
per time unit.

For the three SHADE pilots, different intervals of statistically independ-
ent samples are applicable. In pilot 2 and 3, the sampling interval of 6 sec-
onds for independent samples is dominated by the update interval of 
EGNOS fast corrections (carrier phase smoothing is not applied). How-
ever, in case of total GPS outages, the position solution implemented in Pi-
lot 2 solely relies on dead reckoning and barometric height determination. 
In this case, the variance of subsequent samples will become a function of 
time. First investigations of suitable XPL computation algorithms have 
been carried out for this special case. The LORAN-C measurements of Pi-
lot 3 have a sampling interval of 5 seconds, thus being lower than the 
EGNOS update. The A-EGNOS system of Pilot 1 has a sampling interval 
of 6 seconds, which is equal to the fast corrections update interval, and, 
hence, does not change the -factors.

3 System Demonstrations 

Field demonstrations of the SHADE system encompassed nine campaigns 
with different key application objectives. They have been performed over a 
scheduled duration of six months in spring and summer 2004. The envi-
ronmental scenarios include the Expo’98 Park at Lisbon (Portugal), a hotel 
and an office building at Bolzano (Italy), a road tunnel in the Center of 
Rome (Italy), and part of ESA-ESTEC premises at Noordwijk (Nether-
lands). The involvement of user groups (public safety authorities, fire bri-
gades, etc.) into the demonstrations showed application domain acceptance 
and provided detailed feedback on the current system and future enhance-
ments. This chapter provides details on the demonstration locations and se-
lected results. 

3.1 Demonstration Locations 

3.1.1 Lisbon/Portugal 

In Lisbon (Portugal) the main focus lay on the EXPO 98 administration 
building within the Parque das Nações and headquarters of the 2004 Euro-
pean Football Cup. The area is characterized by dense urban environment 
with high office and apartment buildings, but in the area are also places of 
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good GPS visibility. The administration building itself has a front side 
(southward direction) made of glass. Additionally it is a typical example 
for office buildings. 

3.1.2 Bolzano/Italy 

The region of Bolzano is characterized by mountainous terrain. For the 
demonstrations in Bolzano two scenes have been selected. The first one is 
the Business Innovation Center (BIC) office building in the industrial area 
of Bolzano. The environment of the building is characterized by sub-urban 
to dense urban environment. The building itself is a 10 storey office build-
ing with a basement garage. The second scene is about 10 km away in hilly 
to mountainous terrain. The Schloss Korb is a typical tourist attraction in 
combination with a hotel. In both areas indoor, dense urban and sub-urban 
environments could be tested. 

3.1.3 Rome/Italy 

The Center of Rome is a typical dense urban area. Additionally, the Via 
del Traforo goes through a tunnel under the “Presidenza della Repubblica” 
in the Center of Rome. The tunnel and the dense urban area compose a 
demanding environment for a navigation system. Pavements run on both 
sides through the tunnel. Within the 3D model of the SMC the size of the 
pavement (1.5 m) has been exaggerated for better identification of the user 
in the tunnel. 

3.1.4 Noordwijk/Netherlands 

The focus of the last demonstration lay on the ESA-ESTEC premises, 
which are characterized by sub-urban to dense urban to indoor environ-
ment. A 3D model was provided to UT for implementation into the SMC 
software. The model contains the ground floor of the buildings “Bf”, “Ba”, 
“Ca” and “Da”, where the demonstration was performed. 

3.2 Test Results 

3.2.1 Pilot 1 MU: A-GPS Module Test Results 

The navigation unit of Pilot 1 relies on A-GPS. The A-GPS showed capa-
bilities for dense urban navigation but in general the device could not con-
vince indoors. However, during the acceptance tests it could be shown that 
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under some circumstances even indoors the device provides acceptable po-
sition information. Position accuracy gets better with a growing number of 
solutions that are averaged or filtered. 

After initializing the A-GPS at the starting point (urban area) the system 
provided a position with an offset of about 30 m. As soon as the user 
walked along the parking lot (good GPS visibility) the position solution 
converged to the true trajectory. In this area the across-track offset of the 
system is about 5-10 meters. The system delivered position solutions even 
when the user walked into a building corridor for several meters. Unknown 
is the along-track error here, but the across track error is still between 5-10 
meters. After about 10 position solutions the system could not solve for a 
position anymore. Back in the presentation room the GPS antenna was laid 
onto the window sill. The position computed out of these measurements 
shows an offset of 100 m, which was attributed to multipath, and limited 
satellite geometry. 

3.2.1 Pilot 2 MU: Multi-Sensor Box Test Results 

The first demonstration of Pilot 2 in Lisbon already showed the high po-
tential of the navigation unit. The autonomous sensors bridge any GPS 
gaps, even for several seconds. Even when using the sensor-only solution 
the user is able to track back to the starting point after 40 minutes of walk-
ing (~1 km in distance) in urban environment, going up by elevator to the 
third floor and going back. The closed loop error of this track is about 10 
meters. Considering, pure “calculative”, distance and position error, the er-
ror of the system would correspond to 1% (10m / 1000 m) in sensor-only 
operation.

The system performed as expected under open sky conditions. Even in-
doors the system delivered good position results. For example, in the cor-
ridors of the ESA ESTEC building the system suffered from magnetic 
fields which lead to a position offset. At the end point of the demonstration 
the computed position is about 25 m off – this corresponds to about 10% 
error considering the distance walked indoors. 

3.2.3 Pilot 3 MU: GPS/EGNOS/Loran-C Test Results 

Pilot 3 combines the strengths of satellite navigation system GPS with the 
terrestrial radio navigation system Loran-C. The integration of both sys-
tems works well in outdoor environments. Despite of GPS outages, the 
system still outputs valid position solutions. However, accuracy is de-
graded. In certain dense urban areas and indoors, where local effects influ-
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ence Loran-C signals and reception, validity of the position solution is 
strongly impaired. 

During the demonstration at ESA-ESTEC, the measurements have been 
heavily influenced by multipath and geometry effects near the presentation 
room, where the system was initialised. The accuracy of the position solu-
tions under open sky was as expected. As soon as the user walked into the 
building, the position solution started to deviate very soon; although the 
Loran-C receiver still could track Loran-C stations. The offset between 
computed position and true trajectory finally amounts to several hundreds 
of meters. Although Loran-C stations could be tracked indoors, the posi-
tion accuracy was not as expected. 

4 User Feedback 

Starting with the live demonstrations, discussions of possible evolution of 
the SHADE system took place between invited guests, ESA representa-
tives, and the SHADE partners. Numerous proposals for future enhance-
ments of the system have been offered. The invited guests also made sug-
gestions on changing the system concept; i.e. the Mobile Units should be 
equipped with robust, small, and lightweight black boxes without PDA 
(e.g. considering a number of fire fighters in action, coordinated by local 
controllers operating within a vehicle). The user representatives showed 
interest especially in the potential of the 3D visualization software. 

Proposals and ideas for future enhancements of the system or certain 
elements were collected during and after the public demonstrations. Some 
of the proposed system enhancements have been definitely out of scope of 
the SHADE project, but have been noted as input for future work. 

In total 27 proposals for enhancements of the SHADE visualization and 
SMC monitoring and control functions have been received during the 
demonstrations. Out of them 4 have already been implemented during the 
demonstration phase of the project.  

In total 5 proposals for accuracy and acquisition improvements of the A-
GPS module have been received during the demonstrations. Out of them 2 
have already been implemented during the demonstration phase of the pro-
ject.

In total 12 proposals for future developments and enhancements of the 
Multi-Sensor Box have been received during the demonstrations. Out of 
them 4 have already been analyzed during the demonstration phase of the 
project.
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One proposal for improving the Loran-C positioning by performance 
has been received during the demonstrations.  

In total 5 proposals for enhancements of the communication functions 
and usage of other communication technologies have been received during 
the demonstrations.  

In total 10 proposals for enhancements of the SHADE user scenarios, 
refinements of application requirements and market penetration strategies 
have been received during the demonstrations. 

5 Project Results 

The primary incentive of SHADE was to overcome satellite navigation 
line-of-sight limitations in difficult environments, like urban & natural 
canyons, narrow streets & tunnels, and inside buildings & parking garages. 

The targeted applications have been in the area of safety critical per-
sonal mobility, like civil protection, police and security, fire fighting inside 
buildings and mountainous forests, rescue operations inside buildings and 
mountainous forests, and dangerous/valuable goods & VIP tracking and 
monitoring.  

The SHADE key features are to provide/enhance system integrity by us-
ing EGNOS signals and EGNOS based algorithms in the Mobile Units 
(MU), and to improve system availability by Assisted GPS/EGNOS (MU 
1), external sensors as augmentation to GPS/EGNOS (MU 2), and by the 
terrestrial system (Loran-C) as augmentation to GPS/EGNOS (MU 3). 

The complete system with all subsystems and the required communica-
tion links was specified, designed, implemented and validated within the 
project, and reached the expected performance. 

Nine demonstration campaigns were successfully performed to test the 
SHADE system with its three Pilots, and to present it to the interested pub-
lic. Four campaigns in three different European cities were repeated twice 
with identical application focus. A ninth demonstration at ESTEC, the 
Netherlands, concluded the demonstration phase. 

The EGNOS-TRAN Service Center showed good performance during 
all demonstrations. The ESC routed the position solutions to the SHADE 
Mission Center. Further, the ESC provided assistance data to the A-GPS, 
and in ESC-mode solved for the EGNOS-augmented position computation.  

The SMC software provided a 3D model of the four different scenarios. 
The user communities welcomed the concept of visualisation of the sce-
nario in the service Center. They also agreed to exchange information with 
the Mobile Units, but depending on the application, different information 
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shall be exchanged. Several enhancements for the SMC software have 
been identified.

The A-GPS showed good results under favourable GPS conditions – the 
GPS specifications could be met. As soon as the receiver operates in dense 
urban environments or indoors the position solutions show higher scatter-
ing. Nevertheless the receiver is still able to track several satellites even in 
these difficult environments. During the final demonstration at ESTEC the 
Pilot 1 met all expectations. 

The navigation performance of Pilot 2 met the expectations and the 
demonstration requirements. The Multi-Sensor Box, which integrates 
GPS/EGNOS position solutions with autonomous measurements, provides 
continuously reliable position information outdoors and indoors. The posi-
tion accuracy is satisfying, although there are a number of effects which 
will be taken into account in future developments. The results of the pro-
tection level computation turned out to be slightly too optimistic. 

The principle of integrating the complementary navigation concepts 
GPS, EGNOS and Loran-C could be proven. It was also possible to show 
that Loran-C signals are available even indoors. However, although the 
Loran-C receiver could track some Loran-C stations even indoors, the 
calibrated Loran-C stand alone solutions could not meet the expectations. 
Further developments in antenna and receiver technology may enhance the 
position performance in future. 

Except during the third demonstration in Bolzano, the EGNOS / ESTB 
signal could not be integrated into any position solution of the demonstra-
tions. Either no signal was visible, or the signal could not be decoded, or 
visibility was frequently interrupted by indoor measurements, measure-
ments in dense urban area, etc. Different means of EGNOS information 
acquisition should be taken into consideration (e.g. EGNOS-TRAN con-
cept) for future developments. 

The SHADE architecture proved to be feasible for security relevant ap-
plications. The concept of visualisation in the service Center was followed 
by the user community with interest and the capabilities of pedestrian 
navigation acknowledged. 

5.1 Future Developments 

Future developments are currently being carried out individually for all 
subsystems of the SHADE project. The 3D visualization is introduced into 
new application areas by DigiUtopika. The Assisted GPS applications are 
used by Telespazio in new projects. TeleConsult Austria will concentrate 
on downsizing and enhancing the most promising Pilot 2 navigation com-
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ponent, while partner companies of TCA push forward the implementation 
of combined terrestrial and satellite data communication and enhanced 
mission control Center concepts. The currently performed development 
tasks of the Multi-Sensor Box encompass downsizing, magnetometer error 
exclusion and enhanced integrity determination. 
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Abstract

The organizational structure that deals with the Response phase in disaster 
and risk management is based on a strong co-operation between several 
organizations, such as the police, fire departments, the local government 
and the health services1 The size of the organization depends largely upon 
the scale of the disaster itself. Van Dijke 2003 identifies 31 processes, that 
concern information flows and coordination of forces, that are relevant in 
these cases. 

This paper concentrates on the information process at the first aid in 
hospitals, which is part of ‘somatic health care’. Research has been con-
ducted on the information problems during emergency operations at first 
aid departments in Italy and The Netherlands. The results identify location 
information (location of patients, equipment, physicians and/or relatives, 
and so on) as a critical factor for improve quality and coordination of 
health services.  

In most cases the location has to be determined indoors, where the most 
common global 3D positioning (based on GPS) is not available. It is still a 
challenge to obtain accurate positions indoors.  

In general terms, one can distinguish between two broad classes of loca-
tion technology: global (telecommunications) and local (WiFi, Bluetooth) 

                                                     
1  Often called “Medical Aid during Accidents and Disasters”. In the Netherlands 

there is a specific health organization involved in disaster management, called 
‘GHOR’. 
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network approaches, based on absolute (providing coordinates) or relative 
(providing speed and direction of movement) positioning. Currently, the 
most commonly used approaches for indoor positioning are based on WiFi 
and RFID. 

This paper presents a system for indoor positioning and LBS to support 
hospital teams in emergency management. The paper discusses current in-
formation problems, investigates the required functionality of a system for 
hospital services, and the added value of indoor location technology.  

1 Healthcare: Challenges for ICT 

The health care industry is in the middle of a process that is often de-
scribed as ‘going from supply-based to demand-based services’ Corrigan, 
2004. In the supplied-based services, patient needs are ‘matched’ to the 
available services and the patient is required to adapt to the quality and 
level of services available. The demand-based services, in contracts, con-
centrates on the needs of the patient and adapts the services provided by a 
hospital to every particular case. The provision of demand-based services 
would imply higher requirements to the hospital organization; this is to say 
much more flexible and adaptive service organization. Such a demand-
based organization can only be achieved with better coordination between 
providers of health services, better resource use, better personnel manage-
ment and coordination, and an integrated information flow. Information 
Communication Technology (ICT), as in many other areas, plays a critical 
role in improving flexibility, quality and productivity in health industry 
and facilitates the shift towards demand-driven services. 

Patient needs and quality of services increase in emergency situations. 
Large disaster, such as fire in a public building, a traffic accident, a plane 
or train crash, or an industry accident (explosion, leakage of heath-
threatening chemicals, etc.), are characterized by:  

Large number of patients, which require mobilization of more hospital 
personal and equipment than usual; 
A large number of the same type of injuries (e.g. skin damages in fire, 
or breathing problems in gas leakage) that may require large amounts of 
the same medicines and specialists;  
Injuries that requite immediate and simultaneous high qualified treat-
ment (e.g. surgery), which has usually limited capacity and is provided 
based on a long term schedule; 
Ambulances have to deliver several patients; 
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Stress and panic situations, and very often bad estimates of the number 
of injured people and that  need treatment; 
The critical need for real-time coordination and communication with po-
lice, fire brigade and the local authorities; 
The need for real-time communication and information to several media 
and the public. 
These characteristics underline the need for a much better communica-

tion between medical institutions and other organizations involved in dis-
aster management. At the same time, there is a need for a better organiza-
tion within the hospitals concerning the deployment of specialists, 
availability of medical supplies, transportation, rooms and equipment. The 
services to be provided to the patients are necessarily demand-driven.  

In this paper we argue that location technology through a process-
oriented approach will increase the quality of the somatic health care proc-
ess during disasters, by supporting the provision of relevant information 
and by helping coordination within health care and between organizations. 
LBS can play a very important task in order to facilitate a demand-driven 
approach to deliver the right information to the right person in order to de-
liver good care. The Dutch GHOR-organization GHOR, 2004 states that 
the integration of geographic information systems is essential to support 
health care services (see also Verhoef, 2001). 

2 LBS Background 

Location-based services (LBS) revolve around the ability to locate at any 
point in time the position of resources, people, vehicles and objects. People 
or objects can be located by a variety of means such as GPS location, tele-
com based location, indoor location systems such as RFID, Wi-Fi, blue-
tooth or radio tags. This location can be requested by a user, for instance to 
find a piece of equipment in the vicinity, or by a control facility, for in-
stance to locate a nurse or a doctor within the hospital facilities. 

All mobile applications are based on the ability to provide remote access 
to data sources from mobile devices. What distinguishes Location-based 
Services from a pure extensibility service (such as email access from a 
handset) is how critical location information is to the added value to the 
user. Services that add value by using the location component are called 
location-based services.
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Proximity and 
position indi-
cate services 
that detect in-
formation or 
objects in the 
proximity of a 
given point or 
the location of 
a user.  

Fencing refers 
to ability to 
identify areas 
or ‘fences’ that 
serve to detect 
special move-
ments.

Navigation
provides in-
structions to 
navigate from 
and origin to a 
destination.

Tracking re-
fers to the abil-
ity of position-
ing an object in 
space and pos-
sibly monitor-
ing its move-
ments for 
analysis and 
management
purposes.

Table 1. Depending on position of the user and/or the position of the Point of 
interest, the LBS can be subdivided into four main types of location services 

LBS are both horizontal (services suitable for consumers and business, 
such as route information) and vertical services (specific for type of busi-
ness, such as field service engineer management). The importance of LBS 
is recognized by Open Geospatial Consortium (the formal Open GIS Con-
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sortium) and several standards regarding LBS are already either available 
(OpenGIS Location services) or under development.  

OpenLS consider compulsory six core services, i.e. Gateway (related to 
obtaining position), Directory (access to user-specific information and or 
Points of Interest), Geocode (conversion from address to co-ordinates), 
Reverse Geocode (ability to convert co-ordinates to address), Route 
(commutation of route) and Presentation (presenting the requested infor-
mation to the user, e.g. a map with the route). The services are intended for 
all classes of mobile devices. The request should contain the type of the 
user device (according to a list with well-known devices) and a number of 
parameters specifying the range and type of requested information. 

Depending on the type of the information to be provided to the user, the 
services can be subdivided into the following groups:  
1. Information services, which provide information about objects close to 

the user (in terms of distance, travel time or other). Examples are: locate 
my position, locate an address, check traffic conditions on the highway, 
etc.

2. Interaction services, which are based on the interaction between mo-
bile users/objects and do not require a ‘mobile internet’ component or a 
content sources. Examples are: Where is my nearest colleague? Where 
is the specific device? Where is the closest emergency car to an acci-
dent?

3. Mobility services that support smart mobility and revolve around navi-
gation capabilities. Examples are: How do I get from A to B? What is 
the quickest reroute to avoid this traffic jam?  

3 Applications using LBS 

A variety of applications utilizing location and location-based information 
are already operational. 

In the US, emergency location services prescribe the possibility to lo-
cate a 911 call from a fixed and mobile phone, with the request to opera-
tors to disclose this information to emergency services. The accuracy re-
quirements are the following: (1) for network-based solutions: 100 meters 
for 67% of calls, 300 meters for 95 percent of calls; (2) for handset-based 
solutions: 50 meters for 67% of calls, 150 meters for 95 percent of calls. 

Alert Services may be enabled to notify wireless subscribers within a 
specific geographic location of emergency alerts. This may include such 
alerts as avalanche warnings, pending floods or accidents that interrupt cir-
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culation. No legal or administrative requirements currently exist for Emer-
gency Alert Services anywhere in the world. 
Fleet and Asset Management services allow the tracking of location and 
status of specific service group users. Examples may include a supervisor 
of a delivery service who needs to know the location and status of employ-
ees, parents who need to know where their children are, or a natural park 
administrator that wants to know where the visitors to his park are. The 
service may be invoked by the managing entity, or the entity being man-
aged, depending on the service being provided. Fleet Management may 
enable an enterprise or a public organization to track the location of vehi-
cles (cars, trucks, etc.) and use location information to optimize services.  

Asset management services may range from asset visualization (general 
reporting of position) to stolen vehicle location and geofencing (reporting 
of location when an asset leaves or enters a defined zone). The range of at-
tributes for these services is wide.  

For Fleet and Asset Management services, a distinction may be made 
between the manager of the fleet/assets in charge of tracking, and the enti-
ties being tracked (service group users, etc). The tracking service may 
make use of handsets with possible specialized functions (Web browsers, 
etc) to allow for tracking and specific methods for communicating with the 
managing entity.  A managing entity would be able to access one or sev-
eral managed entities' location and status information through a specified 
communication interface (Internet, Interactive Voice Response, Data ser-
vice, etc). The managing entity would be able to access both real-time and 
recent location and status results of managed entities.  

Mobiles in automobiles on freeways anonymously sampled to determine 
average velocity of vehicles. Congestion, average flow rates, vehicle occu-
pancy and related traffic information can be gathered from a variety of 
sources including roadside telematic sensors, roadside assistance organiza-
tions and ad-hoc reports from individual drivers. In addition average link 
speeds can be computed through anonymous random sampling of MS lo-
cations. Depending on the capabilities of the location method, traffic be-
havior can only be determined if a vehicle location is sampled at least 
twice within a finite predetermined period. Traffic monitoring technology 
is at the basis of innovative road taxes schemes such as the proposed road 
pricing scheme currently under evaluation in the Netherlands. Location 
technology and on-board wireless connections are being considered as a 
means to exercise road taxes based on type of road, time of travel etc. 

Location-Based Information services allow subscribers to access infor-
mation for which the information is filtered and tailored based on the loca-
tion of the requesting user. Service requests may be initiated on demand by 
subscribers, or automatically when triggering conditions are met. The pur-
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pose of the navigation application is to guide the handset user to his/her 
destination. The destination can be input to the terminal, which gives guid-
ance how to reach the destination. The guidance information can be e.g. 
plain text, symbols with text information (e.g. turn + distance) or symbols 
on the map display. The instructions may also be given verbally to the us-
ers by using a voice call. This can be accomplished through carrying a 
GSM mobile phone that has location technology capabilities down to a few 
meters. Less granularity impedes the applicability of this functionality. 

City Guides would enable the delivery of location specific information 
to city visitors or residents. Such information might consist of combina-
tions of various services including historical site location, providing navi-
gation directions between sites, facilitate finding the nearest restaurant, 
bank, airport, bus terminal, restroom facility, etc. 

The main characteristic of this service category is that the network 
automatically broadcasts information to terminals in a certain geographical 
area. The information may be broadcast to all terminals in a given area, or 
only to members of specific group (such as members of a specific organi-
zation). The user may disable the functionality totally from the terminal or 
select only the information categories that the user is interested in. 

An example of such a service may be localized advertising.  For exam-
ple, merchants could broadcast advertisements to passers-by based on lo-
cation / demographic / psychographic information (for example ‘today 
only, 30% off on blue jeans’). Similar services would include weather and 
traffic alerts Steenbruggen, 2004. 

Mobile Yellow Pages services provide the user with the location of the 
nearest point of interest. The result of the query may be a list of service 
points fulfilling the criteria (e.g. Banks with ATM within walking dis-
tance). The information can be provided to the users in text format (e.g. 
bank name, address and telephone number) or in graphical format (map 
showing the location of the user and the bank). 

4 Technology for LBS 

The next step is to choose the right technology to perform the job. Figure 1 
shows an overview of different location technologies and their related ac-
curacy. Table 2. Location Systems and summery of their features (from 
Beinat, 200illustrates the major location systems currently available. Most 
of them find their application in health care, in particular the indoor sys-
tems.  
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Telecom based technology like Cell-ID and triangulation methods are 
useful for services that require an accuracy of 50 to 100 meters and are 
rather cheap and can be used both out- and indoor. For more accuracy out-
side however the Global Positioning System (GPS) can perform the job as 
it comes to outside services. For a more accurate solution location services 
based on wireless local area networks are suitable. These however are suit-
able for rather small areas. Radio Frequency Identification both active and 
passive (RFID) are suitable for accurate positioning within buildings. Ultra 
Wide Band (UWB) seems the right technology for all the services. Unfor-
tunately UWB is not available yet. This will mainly depend on future tech-
nological developments, standardization, jurisdiction Steenbruggen et al, 
2004 and it’s acceptance by users.  

Fig. 1. Accuracy of different location technologies on a logarithmic scale 

In order to facilitate processes that cover in- and outdoor activities, loca-
tion technology needs to adapt to information systems that already exist or 
are being developed at this moment that will cover these processes. This 
will finally fulfill the need for, in our case, disaster management processes. 
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5 LBS for Health Care in Disaster Management

The services for health care in disaster management are much more de-
manding than most of the application described above. What is the added 
value of the use of location technology in solving problems during disas-
ters?

Verhoef, 2001 describes the integration of GIS with systems used in 
control rooms. In this context he describes that integration of these systems 
will lead to information about the exact location of ambulances, travel 
times and distances between ambulances and incident locations, and the 
use of dynamic information like road blocks and such. The national Dutch 
GHOR organization describes the need for a system which is able to sup-
port the entire chain of health care during disasters. Although a lot of ini-
tiatives are taken at this moment in order to deploy this, a chain wide regis-
tration system is not developed and accepted yet GHOR, 2004. At this 
moment the Dutch Red Cross has taken the first steps in achieving this 
goal by developing a system where patients and relatives can be registered 
and followed trough the whole process of somatic health care Luyendijk 
and Schoof, 2004. 

To Mennecke et al., 2004 it appeared that GIS can be used to extend the 
range of problems that can be solved using technology by allowing users 
to more efficiently complete problems that are more complex. A direct 
outcome of our interviews was the fact that information systems which 
will be used with the purpose to support processes during disasters have to 
resemble information systems which are used in the daily normal situa-
tions. Users said it is very hard to switch to other systems, which they do 
not use often and were they have to work under high pressure.  

On the basis of interviews with people concerned with medical treat-
ment, management and policy making during disasters the following re-
quirements to a system can be formulated. The system has to be able to 
provide at any time: 

Patient position and health status. Registration systems can benefit form 
the use of location technology to know exactly which patient is where in 
the logistic process. On the basis of the collected and known medical in-
formation the nearest suitable hospital with enough resources can be 
found. When the location of the hospital is known, travel times can be 
calculated between the scene and the hospital or other health care facili-
ties. This is important because some patients need specific care which 
can not be provided by every hospital or health care facility. Matching 
of location and medical information is very important in supporting 
these decisions.  
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Position of health care personal. A clear overview of the entire scene 
during a disaster is important for management and logistics, and espe-
cially rescuers' safety. For health care purposes location of certain ob-
jects in the field is very important, for example: location of paramedics 
and other health care personnel, vehicles, areas of patients and specific 
areas of risks (chemical substances). Especially managers at the scene 
can benefit form this in order to have a clear overview of the whole 
situation at the scene.
Routing for the first aid team. It is not usually hard to predict at what 
time and where exactly a critical situation will appear. An appropriate 
and fast routing to the accident, taking into account the actual situation 
in the surrounding areas, will save time and greatly support the work of 
the first aid teams. In some cases (e.g. accidents in metro, tunnels, large 
shopping centers), indoor routing will be required to avoid all kinds of 
obstacles and arrive quickly to victims.  
Information about the area affected. Another important requirement is 
information about the incident area for planning purposes. For managers 
it can be important to take decision on the basis of geographic informa-
tion of the scene compounded with dynamic information collected in the 
field, such as the location of certain objects. With the help of maps dis-
playing this information, managers can for instance decide where to de-
ploy emergency teams or vehicles.  
Relevant information from different sources and information systems. 
To facilitate management processes it is very important to facilitate an 
infrastructure that will not only support health care managers but also 
managers from, for instance, the fire departments, the police and the 
public authorities. In the management team at the scene the combined 
information provided on a map can support the process of multidiscipli-
nary decision making on the basis of geographic information combined 
with dynamic information collected by the resources on the field.  
Decision making. The system has to be fast, flexible and adaptable to 
any new coming information, suggesting partial or complete solutions 
for dispatching patients, delivering medicaments and managing emer-
gency teams.  
All these requirements show the need and added value of location in-

formation at the incident site. The next phase of a rescue operation takes 
place at the hospital or health care facilities. The case study below de-
scribes this next step and the use of location information within the first 
aid of a hospital. 
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6 Indoor Location for Emergency Services 

Patient logistics play a very important role within health care facilities dur-
ing disasters. Health care organizations, and the emergency departments of 
hospitals, are usually subject to an enormous level of stress that takes fa-
cilities and resources to the limit of their capacities. In these circumstances 
it is not always known were patient exactly are within the facility, if cer-
tain patient already left certain departments (such as research, intensive 
care or operating facilities) and have arrived at a ward for less intensive 
treatment. This is very important for management purposes, as a prerequi-
site to allocate resources efficiently. With this information, managers can 
monitor the status of their entire logistic chain all the time, anticipate and 
manage bottlenecks. 

An example of this type of location system can be found in the figure 
below. This picture below (FIGURE 2) illustrates the emergency floor of a 
medium-large hospital in northern Italy (700 beds) that has implemented 
location information system within the emergency department.  

In this implementation, tags are associated to important and scarce 
pieces of equipment. Nurses and doctors can locate a missing piece simply 
by locating the associated tag, which in this case is located with less than 2 
meters accuracy. The same technology can be used to locate patients that 
are provided with a small tag, such as a bracelet. By connecting this infor-
mation to the existing hospital information system, users can associate lo-
cation and information related to the patient. Furthermore, since the loca-
tion information becomes an element of the underlying information asset, a 
variety of analysis can be carried out based on this information and on the 
integration with ERP or CRM systems. 

The system registers active users (such as a physician that carries a 
handheld system) and passive users (e.g. a piece of equipment). Active us-
ers can specify the degree to which their location can be disclosed, to who 
and when in respect of their privacy.

The service can also find a great number of uses in health services not 
directly linked to disaster management, from operations logistics to theft 
prevention, to warehouse maintenance and optimization. 

In general, these systems are meant to provide services such as:  
Locate patients, doctors, specialists, nurses etc. 
Provide all kinds of routing: 1) to a patient, 2) with a patient to a par-
ticular first aid nest and 3) to other health care personnel in the area 
avoiding blocked stairs and inaccessible exits 
Locate other teams (or specialist) that are already in the building but in 
another section and establish communication with them 
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Search for information on the internet (or particular server) e.g. how 
many and what type of people (old, young, children etc.) are in the 
building,
Communication with the hospital or other managing the disaster centers. 

Fig. 2. Screenshot of an application showing the first aid-department of a medium-
large hospital in northern Italy 

7 System Architecture 

The example above is developed on an Java platform2. The functionality 
revolves around three mayor layers:  

The application logic, built on Java and XML/GML, that contains all 
workflows of the application, and the integration interfaces towards 
other systems, such as CRM or ERP. 
The application toolbox, that contains service modules (such as web 
services) that perform specific task and provide basic services. They in-
clude:
o Connector interfaces between legacy databases and the Java/XML 

platform; 

                                                     
2  See Geodan Movida: www.geodan,com/movida. 
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o Messaging, such as SMS, email, voice, etc; 
o Maps, portrayal, and spatial functions.  
o Routing and Geocoding 
o Push mechanism 
The location server. A broker system that connects to position informa-
tion from indoor location systems while accounting for authentication, 
authorization and privacy. This component of the platform, in particular, 
ensures that any location system is made available and hides the com-
plexity of location fixing from the user. 

Fig. 3. Components of the indoor location solutions, and main functional blocks. 

8 Discussion and Conclusions 

An issue which is not addressed so far is the acceptance of users who will 
finally work with a system which can deliver both in- and outdoor loca-
tion-based services. Because this is not the objective of this paper we will 
not describe this in to too much detail. The idea is to make use of the tech-
nology acceptance model as first described by Davis, 2004. The model will 
be applied to obtain a general understanding of how users will complete 
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their tasks more efficiently and if it is to be expected that they will keep on 
using the system in the future. On the basis of the results policy makers 
can decide to implement and adapt the system. 

Location
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Outdoors, 
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availability
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20 m   
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A-GPS A-GPS re-
ceiver

GPS signal is proc-
essed by receiver 
and support network  
- such as UMTS - 
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Outdoors and 
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environments 
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20 m 

Battery con-
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door coverage 
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Network 
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Network 
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20 m… 
200 m 

Accuracy, de-
vices

Wi-Fi pas-
sive de-
vices

Wi-Fi de-
vice (laptop, 
handheld) 
or Wi-Fi tag 

Distance from sev-
eral hot spots is 
used to triangulate a 
precise position 
based on time dif-
ference 

Coverage of 
location re-
ceivers
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vironmental 
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The signal intensity 
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estimate the position 
of the device 
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work cover-
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2-4 m System calibra-
tion, environ-
mental sensi-
tivity

RFID pas-
sive tags 

Passive tags  The tag is activated 
by a transmit-
ter/reader field and 
sends an ID back

Proximity of 
the receiver, 
from a few 
centimeters 
to a few me-
ters

Na Proximity de-
tection only 

RFID ac-
tive tags

Active tags The position of a 
broadcasting tag is 
detected by entering 
in the range of a re-
ceiver

Receivers
coverage 

Rooms, 
corridors, 
etc.

Calibration,
accuracy 
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UWB sys-
tems 

Active tags Detects distance 
through travel time 
on UWB and filters 
out multipath 

Receivers
coverage 

15 cm Price 

Image sys-
tems 

Object Pat-
tern

Detects object pat-
tern from camera 
image 

Visible area 
for the cam-
era

Small ar-
eas

Image noise  

Hybrid
RFID-
Infrared 

Active tags The position of a 
broadcasting tag is 
detected by entering 
in the range of a re-
ceiver. Infrared sig-
nals – blocked by 
walls or obstacles - 
are used to increase 
location resolution 

Receivers
coverage 

Rooms, 
corridors, 
etc.

Infrastructure
costs, accuracy 

Ultrasound Active tags The position of a 
broadcasting tag is 
detected by entering 
in the range of a re-
ceiver

Receivers
coverage. 
Blocked by 
walls.

Rooms, 
corridors, 
etc.

Infrastructure
costs, accu-
racy, tags 

Table 2. Location Systems and summery of their features (from Beinat, 200) 
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Abstract

Disastrous accidents (fire, chemical releases, earthquake, terrorist attacks, 
etc) in large public and residential buildings (discotheques, cafes, trade and 
industrial buildings) usually result in tragic consequences for people and 
environments. Such accidents have clearly showed that need for reliable 
systems supporting rescue operations is urgently appealing. Amongst all, 
giving appropriate information to the ordinary people in/around the af-
fected area considering the disaster developments (available exists, assess-
able corridors, etc.) and the human factors (age, gender, disability) are of 
critical importance for the success of the rescue operation. 

This paper promotes a new approach (based on 3D models) for giving 
evacuation instruction to people. The paper is organized in three general 
parts. The first part discusses briefly current approaches for alarming peo-
ple in buildings showing their disadvantages. The second part presents the 
3D system architecture and elaborates on the needed components. Discus-
sion on the required developments concludes the paper.      

1 Introduction 

Since the ‘birth’ of buildings, the damage from both natural and unnatural 
disasters never stops. Current buildings are designed higher and more 
complex than ever before, therefore the potential disasters are also various. 
Generally, these disasters can be grouped into the following types (Wil-
liam H. Stringfield, 1996): 

Primary disasters such as: fire, power outage, terrorism (bombing inci-
dents, bomb threat, taking of hostages, etc.), chemical releases (radioac-
tive materials, toxic gases, etc.), earthquake, flood, hurricanes, etc. 
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Secondary disasters. For example, an earthquake could cause a struc-
tural fire, which may in turn burn out circuits resulting in a power fail-
ure.
All of the above disasters require people inside buildings to be evacu-

ated as soon as possible. Considering the complexity of modern buildings 
and the great numbers of people that can be inside buildings, it is rather 
difficult to organize a quick evacuation. Very often serious problems such 
as huddle, trample, inaccessibility of exits, etc are observed. Typical ex-
amples of such tragic circumstances are the fires in a cafe in Volendam, 
the Netherlands (2001) and discotheque in Brazil (2004).  

In order to make minimal losses from these disasters, many evacuation 
strategies have been researched and some of them are widely accepted or 
even integrated into architecture design. This paper will focus on the im-
portance of 3D geo-information. Geo-information has been widely used in 
all the Disaster Management Phases, e.g. Mitigation, Preparedness, Recov-
ery, but hasn’t been really applied to the Response phase (Zlatanova and 
Holweg 2004) and especially inside buildings. This paper gives a new 
concept of inner buildings evacuation strategy, which aims at developing 
of a knowledge-based system able to provide dynamic, specific and accu-
rate evacuation guidance based on indoor geo-information, and sends these 
instructions to people with interactive instructions. 

Next section introduces the evacuation strategies used in current build-
ings and discusses their drawbacks. After that the overall architecture of 
our concept model is presented with detailed explanations of the three 
main technical parts. This paper is closed with conclusion and recommen-
dations for future research. 

2 Current Evacuation Systems  

A lot of developments and research are aiming at providing more efficient 
means for alarming and guiding people. Good examples are fire-alarming 
systems. Many buildings are currently equipped with modern fire detection 
systems and it is possible to alert people to a fire. However, this gives no 
clues as to how to escape. Directional Sound Evacuation (DSE) beacons 
are also available and they can eventually give clear audible navigation to 
nearest exit (http://www.soundalert.com/dse_buildings.htm). Several large 
public buildings (Business Design Centre, London, Munich International 
Airport, etc.) are equipped already with DSE. These systems can be com-
bined with sophisticated analogue addressable Fire Alarm Control Panels 
(FACP) (e.g. http://www.adt.co.uk/fire_panels.html). These are systems 
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that can locate seats of fires and decide which are preferred evacuation 
routes. DSE can then be activated only along these routes. It is also possi-
ble to teach people what is the meaning of sounds. The problem is still that 
these kinds of systems react only on the seat of the fire and are ‘blind’ 
about situation after the fire alarm is triggered.  

In principle, current alarming systems can be subdivided into three 
groups (Galea et al, 1999):  

Automatic detection system involve a sensor network plus associated 
control and indicating equipment. Sensors may detect heat, smoke or ra-
diation and it is usual for the control and indicating equipment to operate 
an alarm system. It may also perform other signaling or control functions, 
such as the operation of an automatic smoke control system.  

Alarm system alert people at the early stages of a disaster and give 
them maximum escape time. Normally any of following devices needs to 
be incorporated in the building: 

Manually operated sounders; 
Simple manual call points combined with bell, battery and charger; 
Internal speed communication system (telephone, intercom, etc.) should 
be provided so that conversation is possible between every floor and the 
control centre.
Emergency lighting is designed to allow occupant to continue to oc-

cupy, although they may not operate as efficiently as under normal light-
ing.

Additionally, building construction requirements to resist potential natu-
ral and industrial disasters exist (that may vary from country to country). 
Evacuation exits should satisfy certain criteria so that people can pass 
through the exits safely and quickly. Different standards give different 
requirement for exits’ width, numbers, capacities, etc. Generally, there 
should be:

1 exit for up to 60 persons; 
2 exits for 61-600 persons; 
3 exits for over 600 persons. 
Despite the variety of systems, current emergency alarming systems are 

only able to provide simple mostly constant evacuation instructions 
(evacuation plans, green lights, sounds, voice) which is not sufficient be-
cause:

Evacuation plans lack flexibility. Evacuation notifications usually di-
rectly follow pre-defined evacuation plans, regardless whatever has 
happened or is happening in buildings. This may lead people into dead 
ends (collapsed ceilings, destroyed stairs, blocked exits, etc.) or bring 
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more serious problems (lead to a spaces with gas leakage and possible 
explosions).
Evacuation plans is not intelligent enough. If not controlled, too many 
people rush to same exits, which results in the ‘traffic jam’ in inner 
buildings, and would greatly delay the speed of evacuation, may results 
in blockage of exits and many injured people. 
Evacuation instructions give insufficient information. For people who 
are not familiar with the building, current evacuation instructions may 
not be helpful of even of no use. Some serious disasters (power outage, 
fire, etc.) that reduce visibility can make their situations even worse.
The problems mentioned above are result of three serious deficiencies:  
Lack of indoor geo-information (about the structure of the building),  
Lack of dynamic information (about the current situation),  
Lack of flexible means for evacuation instructions. 
A more elaborated systems are needed that can offer intelligent, knowl-

edge-based evacuation navigation. How such a system should react? Let’s 
assume that a fire accident happened on the 10th floor of a 21-floor build-
ing, and expanded to the 9th and 11th floor in a very short period. People in 
this building should be evacuated immediately! In a sequence of scenes we 
will give a possible development of the situation: 

Scene 1. Evacuation lights were turned on, indicating the direction of 
evacuation exits. 
Scene 2. Voice instructions sounded from the speakers all over the 
building, asking people below 9th floor to evacuate from Exit A, people 
on 9th, 10th, 11th, 12th, 13th, 14th, 15th floor to evacuate from Exit B, peo-
ple on 15th, 16th, 17th floor to evacuate from Exit C, and people above 
17th floor to evacuate from Exit D. Never use elevators! 
Scene 3. Joanne was visiting this building when the accident happened. 
She was unfamiliar with the building, and she easily found herself to-
tally lost in the building because the power system went down. But she 
had her PDA and suddenly she noticed that it is blinking. She opened it 
and realized that she receives instructions hoe to get out of the building. 
She followed the interactive graphical instructions and finally evacuated 
safely from the building. 
Scene 4. Andy and his colleagues were in the 11th floor when the acci-
dent happened. Following the voice instructions, they went to Exit B 
immediately. But shortly after that they found the stairs of Exit B, 9th

floor was totally in fire! ‘Where shall we go?’ they asked themselves. 
Some of the group prefer to go to Exit A because it was the nearest. But 
Andy said ‘NO!’ because according to his PDA, most parts of Exit A 
had lost power. If they go to Exit A, they might be lost in total darkness! 
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According to the instructions on the PDA, the best route was to go back 
to the 10th floor, go to Exit D, and then go down to the ground floor. 
And this is what exactly they did. 
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Fig. 1. Overall architecture of evacuation route calculation system 

3 A System for an Evacuation Route Calculation 

To be able to provide such a dynamic navigation four important compo-
nents are necessary: system for indoor positioning, communication con-
nection, inner model of the building, information about the people in the 
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building, real-time information about the disaster, engine for route calcula-
tion (Figure 1) and engine for adapting the routing presentation.  

Presently there’re many techniques for positioning (passive and active), 
for example, the Global Positioning System (GPS), digital compass, and 
etc. However, most of these positioning techniques are only for outdoor 
positioning. In the recent couple of years, many indoor positioning tech-
niques have been suggested (Gillieron and Mrminod, 2004, Kaemarungsi 
and  Krishnamurthy, 2004, Fritsch et al 2001) using WLAN, location fin-
gerprinting, vision system or combinations of them. For example, using 
location fingerprinting, one first collects the local fingerprints by perform-
ing a site-survey of the Received Signal Strength (RSS) from multiple 
Access Points (APs). Then the APs sends the RSS measurements to a cen-
tral server, so that certain algorithms can be used to determine the esti-
mated position of the signal, or in other words, the position of the individ-
ual.

For simplicity, we will consider that 3D indoor positioning (passive or 
active) and a telecommunication network (WLAN, GPRS or UTMS) are 
available (see Zlatanova and Verbree, 2003) and will concentrate only on 
the 3D indoor model, the algorithms for route calculation and the presenta-
tion of the information.  

Fig. 2. Geometry of the Aula 

3.1 3D Model of Buildings 

Modeling buildings will be understood here as the process of converting a 
building’s architecture structure to a model that can be recognized by 
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computer. With the help of this model, fastest and safest evacuation routes 
can be calculated both globally (for crowd) and locally (for a single per-
son). The model of a building can be either a geometry/topology model, 
which means, an abstraction of a building is represented with polygons in 
3D space (see also Zlatanova et al, 2004); or a logical model (see Lee, 
2001), which represents the connections between the rooms. The rooms 
and important crossings are represented with nodes; the paths are repre-
sented as links between nodes. 

Geometry model. Building a geometry model of interiors of buildings 
is more complex compared to outside model. The interior structure has to 
be seen as an aggregation of several different types of objects (rooms, 
stairs, etc.) with different shape. Geometry model (e.g., Figure 2) of a 
building can be generated in many different ways: 

Architecture blueprint of this building 
From point clouds obtained from terrestrial laser scanning 
Close-range images  
Surveying measurements 
Each of the methods has advantages and disadvantages. Architectural 

blue prints are used very often for 3D models. Given the height of the 
floors, the 3D model can be manually ‘re-designed’ in appropriate model-
ing software, e.g. 3D StudioMax, AutoCAD, MicroStation, etc. The com-
mon bottleneck is that the plans are either not available or differ from the 
real situation. 

Laser scanning is relatively easy but results in a large amount of data 
(many of them even not necessary for the application, e.g. curtains, tables, 
etc) that has to be further filtered and modeled to obtain the 3D polygons. 
In general the human eye can easily understand geometry model and get an 
overview of a building out of point clouds. However the computer does not 
distinguish between the points. Therefore object recognition is needed. 3D 
building reconstruction from point clouds requires determination of rooms, 
corridors, stairs, etc. Different commercial software (e.g. Cyclone, 
CloudWorx) exists that allows a primitive (plane, cone, cylinder, etc.) to 
be fit to a group of points.  The fitted element can be further aggregated 
into objects.  This procedure is mostly manual and rather time consuming. 
Research towards automatic fitting procedures is currently going0n (e.g. 
Rabani and Van den Heuvel 2004), but still complete automation is not 
possible.

3D reconstruction using close-range images (taken with conventional 
camera) allows the operator to select only the points that are needed for the 
model (e.g. using PhotoModeler). The reconstruction is again in large 
amount manual (pointing the same points in different images and connect-
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ing selected points into triangles and polygons), but thanks to the images 
the operator orients better (compared to point clouds) in the model. Close-
range images are wisely used for 3D reconstruction of historical buildings.  

Surveying, in contrast to laser scanning and similar to close-range pho-
togrammetry provides the points only needed for the modeling. To be able 
to reconstruct for example a simple room of four walls, one would need to 
measure only four points. Since the measurements are outside the office 
(in the building), a very good organization of the registered points is 
needed. Missed important points or unclear identification of points may 
lead to repeating of measurement. The actual 3D reconstruction is again 
mostly manual and rather time consuming. 

There is not an automatic approach for 3D reconstructing of the interior 
of buildings and other closed constructions, and it is difficult to extract 
paths from geometry model. However, the 3D geometry is needed for 
presentation of the navigation route. 

           

Fig. 3. Simplified Logical model of Aula, 2nd floor 

Logical model. Logical model represents each room/crossing/exit in 
buildings with a node, and represents paths with the links between nodes. 
Using logical model, the inner structures of buildings instead of geometric 
information can be analyzed, and routes from node to node can be calcu-
lated easily, which is the most significant advantage over the geometry 
model (Gillieron and Merminod, 2004).    

However, it is very difficult to generate the logical model (Figure 3) of a 
building automatically from its geometry model. We have to manually or 
half manually (with computer aided applications) create the important 
nodes and make their links. Especially, the links should be assigned with 
cost values, to represent the travel distance or travel time for each links. 
Search algorithms will consider the links’ cost values and non-spatial data 
of nodes (will be discussed later) together, and then determine the most 
appropriate evacuation routes.

A lot of attention and experience are required to analyze the building 
and determine the nodes for logical model. This looks a tedious job, but 

: room           : point of interests        : escape point. 
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once the logical model is completed, path search within the logical model 
can be easily done because this have been researched many years and 
there’re already a number of well-developed search algorithms now which 
can be used directly to calculate the evacuate route. However, logical 
model can’t be visualized directly by people as the geometry model does.  

Hybrid model. A combination of geometry model and logical model 
can become a powerful tool for evacuation route calculation. The logical 
model will be used to compute the shores available path and the geometry 
model will be used for visualization. With links between these two models, 
information can be shared so that any route in logical mode can be re-
flected in geometry model. 

Such combination has been implemented by Oracle and published as the 
Network Data Model in Oracle Database 10g. There're three kinds of Net-
work Data Models: a logical network (no geometry), a geometry network 
(has geometry) and a LRS geometry network (has geometry with measure 
value). All of these networks can be hierarchical. They are all made up 
of four tables:  

Node table (Table 1). Stores the nodes, columns of this table include id, 
name, type, partition, cost, and etc. 
Link table (Table 2). Stores links between nodes, columns of this table 
include link id, name, type, start node, end node, cost (can be used to 
represent length), and etc. 
Path table 
Path link table 

Name Type Example 
NODE_ID                    NUMBER 3
NODE_NAME            VARCHAR2(200) ‘Meeting Room A’ 

NODE_TYPE              VARCHAR2(200) ‘Room’ 

ACTIVE VARCHAR2(1) ‘Y’ 
PARTITION_ID          NUMBER  2 

GEOMETRY       MDSYS.SDO_GEOMETRY 

MDSYS.SDO_GEOMETRY 
(2003, NULL, NULL, 
SDO_ELEM_INFO_ARRAY (1, 
1003, 3), 
SDO_ORDINATE_ARRAY 
(100,200,  500,700) ) 

Table 1. Columns of Node table 

Path table and path link table are optional, but calculated shortest path 
can be stored here. Networks can be created by either PL/SQL or Java 
API, but can only be analyzed by Java API. A shortest path function is 
already available in the Java API, but only the costs (length) of links are 
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considered. Based on the existing well-structured network model, we can 
easily implement user-defined java functions that take other problems that 
affect the evacuation route calculation into consideration.  

Name Type Example 

LINK_ID                  NUMBER 2 

LINK_NAME            VARCHAR2(200) ‘Corridor 2’ 

START_NODE_ID   NUMBER 3

END_NODE_ID       NUMBER 5

LINK_TYPE             VARCHAR2(200) ‘Corridor’ 

ACTIVE VARCHAR2(1) ‘Y’ 

LINK_LEVEL           NUMBER 1 

GEOMETRY MDSYS.SDO_GEOMETRY 

MDSYS.SDO_GEOMETRY 
(2003, NULL, NULL, 
SDO_ELEM_INFO_ARRAY (1, 
1003, 3), 
SDO_ORDINATE_ARRAY 
(500,2100,  550,3500) ) 

COST NUMBER 6 

Table 2. Columns of Link table 

Non-spatial information. All the three models above organize the spa-
tial information of inner buildings well. However, the model of a building 
with only spatial information is just an abstraction, which is not able to 
give the whole pictures for disasters in buildings. A complete evacuation 
model should also contain non-spatial information that influences the 
evacuation route. Some kinds of important non-spatial information are: 

Type of the spaces. Types for nodes (logical model) can be room, 
crossing, exit points and etc; types for links (logical model) can be cor-
ridor, stairs, and etc. Different types of element/node have different pur-
poses and attributes. For example, the exit nodes are the target nodes for 
search algorithms; people have different moving speed in rooms, corri-
dors, stairs, and etc.
Population density. There’re always more people in certain areas and 
less in other areas. For examples depending on the type of the building, 
in one room can be more than 40 and up to 200 people (theatres, con-
gress centres) or less than two (offices). The system has to have infor-
mation about the ‘daily’ distribution of people in the building 
Construction type. Different types of buildings have different require-
ment for the evacuation routes. For example, ‘safe’ is more important 
than ‘fast’ for evacuation routes in hospitals; evacuation route calcula-
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tion should be more careful about capacities of rooms in congress cen-
tres and theatres. Importance of different factors should also be adjusted 
a bit in order to be more suitable for different types of constructions.
Type of utilities/networks. There might be potential dangerous or help-
ful utilities in certain areas. For example, gas that can explode, high 
voltage devices, telecommunication networks, medical utilities, and etc. 
These kinds of non-spatial information should not be ignored because 
they also have rather large influences on the evacuation routes calcula-
tion.

3.2 Dynamic Factors 

Emergency situations are not static, and route calculation cannot only con-
sider travel distance. There’re many other factors that would affect the 
optimal evacuation routes. Theses factors can be grouped into two kinds:

Environmental factors. Unknown problems can happen to a building at 
any time during a disaster. The evacuation routes calculated from fixed 
search tree can be of no use at all, or even give wrong evacuation instruc-
tions. In such cases, an adaptive search tree, which reflects the real time 
status, can be of great help to make valid and accurate evacuation routes. 
Modern buildings are equipped with detection system that is able to detect 
some kinds of disasters such as fire/smoke/etc. The detection system can 
be connected to the buildings’ logical models to form the adaptive search 
trees. Once a disaster is detected by sensors or showed from monitors, the 
nodes within dangerous areas should be marked automatically or manually 
as ‘unsafe’ or ‘inaccessible’ in the non-spatial information of a building’s 
logical model. Then an evacuation route, which avoids the dangerous ar-
eas, should be calculated from current search tree. If more events are de-
tected later, then the evacuation routes should be recalculated and the 
modified evacuation instructions should be sent to the affected people, if 
the new evacuation routes are different from the previous ones. 

Different types of dynamic factors may be defined. An initial classifica-
tion follows: 

Damage status. Areas that are already damaged should be avoided in an 
evacuation route. The damage status of an element (geometry model) or 
a node (logical model) can be True or False.  
Toxicity status. Areas that are already full of toxic gases/smokes should 
be avoided in an evacuation route. The toxicity status of an element (ge-
ometry model) or a node (logical model) can be True or False.  
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Power status. Places that lost power should not be in an evacuation 
route. The power status of an element (geometry model) or a node (logi-
cal model) can be True or False. 
Capacity of the routes. If people are given an evacuation route that did 
not consider the capacities of routes, they would probably get stuck in 
some low-capacity parts. This is quite dangerous, and should be avoided 
with no doubt. Evacuating from multi routes will efficiently avoid 
evacuation jams. Calculation of multi route evacuation will be discussed 
later in this chapter. 

 Human factors. There has been a lot of research on human behavior 
under different situations. From these researches, people’s speed of 
movement varies with: 

Population density. If the density is higher than a certain value (crowd-
density value), conditions would become very uncomfortable and 
movement is difficult or impossible. Nelson and Maclennan’s research 
(quoted in Galea et al 1999) on human behaviour suggests that: 
o If population density < 0.54 p/m^2, individuals maintain movement 

speed.
o If population density > 3.8 p/m^2, there is no or very little movement. 
o Between these limits, speed is hindered and is a function of the den-

sity given by: 
S = k – 0.266*k*D 

 where ‘S’ is the practical movement speed (m/s); ‘D’ is the popula-
tion density (p/m^2); ‘k’ is the standard movement speed. ‘k’ is de-
pendent on type of terrain, for example, k for corridors, doorways and 
ramps are 1.4. 

Age and gender. Ando’s research on crowd movement can be summa-
rized as: (quoted in Galea et al 1999): 
o Walk speed peaked at about 20 years of age. 
o Males outpaced females at all ages. 
o Max walk speed for males is about 1.6 m/s. 
o Max walk speed for females is about 1.4 m/s. 
Level of disability. Problems for disabled people are not only in slowed 
down movement speed. People with specific movement aids, such as 
wheelchairs, cannot use stairs unaided. An evacuation flow with dis-
abled people could have lower movement speed because normal occu-
pants would help them along the way.
Terrain effects. People move slower in certain areas, e.g. stairs. Fruin’s 
research (quoted in Galea et al 1999) on people’s behavior on stairs 
shows that the default stair travel speed are: 
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Gender Age Down average (m/s) Up average (m/s) 
Male 1.01 0.67 
Female 

<30
0.755 0.653 

Male 0.86 0.63 
Female 

30-50 
0.665 0.59 

Male 0.67 0.51 
Female 

>50
0.595 0.485 

Table 3. Fruin's research result about movement rates on stairs 

The environment and human factors above will be both considered for 
the evacuation route calculation. Their importance may vary in different 
kinds of buildings. For example, population density should be carefully 
considered in theaters, level of disability should be carefully considered in 
hospitals, and etc. Values for these factors can be collected from investiga-
tion over the buildings. Many commonly used investigation methods are 
mentioned in Galea et al 1999. All the factor values should be stored along 
with the logical model as non-spatial information in the database.  

3.3 Route Calculation Algorithm 

Below we give the algorithm for evacuation calculation. It takes a build-
ing’s model and dynamic factors as parameter, and aims at giving correct 
and safe evacuation routes, which will be sent to people with different 
evacuation instructions.

3.3.1 Basic Route Calculation 

With the logical model of a building, routes from a certain node to another 
node can be   calculated using a lot of existing search algorithms, if only 
the travel distances between nodes are taken into consideration.  

A search algorithm is generally evaluated from four criteria (Russel and 
Norvig, 1995):

Completeness: is the algorithm guaranteed to find a solution when there 
is one? 
Time complexity: how long does it take to find a solution? 
Space complexity: how much memory does it need to perform the 
search? 
Optimality: Does the strategy find the highest-quality solution when 
there are several different solutions? 
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Among these four criteria, completeness is not critical because we only 
need the best route (optimality) not every route, with acceptable computa-
tion time and memory requirement. Below we just give the definitions and 
evaluation criteria of four popular search algorithms. More detailed infor-
mation and proof of the evaluation criteria can be found in the literature 
(see Russel and Norvig, 1995). 

Breadth-first search In breadth-first search, the root node is expanded 
first, then all the nodes generated by the root node are expanded next, and 
then their successors, and so on, till find the goal node.  

Depth-first search Depth-first search always expands one of the nodes 
at the deepest level of the tree. Only when the search hits a dead end does 
the search go back and expand nodes at shallower levels. The drawback of 
depth-first search is that it can get stuck going down the wrong path. 

Depth-limited search Depth-limited search avoids the pitfalls of depth-
first search by imposing a cut off on the maximum depth of a path.  

Iterative deepening search Iterative deepening search is a strategy that 
sidesteps the issue of choosing the best depth limit by trying all possible 
depth limits.  

Bidirectional search Bidirectional search algorithm searches both for-
ward from the initial state and backward from the goal, and stop when the 
two searches meet in the middle. 

Dijkstra’s algorithm Dijkstra's algorithm differs from the first five in 
that it is an informed search algorithm, which means the ‘goodness’ of a 
node can be estimated. This algorithm keeps two sets of vertices String-
field, 1996: 

bbS: the set of vertices whose shortest paths from the source have al-
ready been determined  
bbV-S: the remaining vertices. 
The other data structures needed are:
d: array of best estimates of shortest path to each vertex. 
pi: an array of predecessors for each vertex. 
The main steps of Dijkstra’s algorithm are:  
Initialise d and pi,
Set S to empty,  
While there are still vertices in V-S,
Sort the vertices in V-S according to the current best estimate of their 
distance from the source,  
Add u, the closest vertex in V-S, to S,
Relax all the vertices still in V-S connected to u. The relaxation process 
updates the costs of all the vertices, v, connected to a vertex, u, if we 
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could improve the best estimate of the shortest path to v by including 
(u,v) in the path to v.
Table 4 compares the first five algorithms in term of the four criteria.  

Criteria Breadth-
First

Depth-First Depth-
limited 

Iterative
Deepening 

Bidirec-
tional 

Time 
Space
Optimal 
Complete 

db
db

Yes
Yes

mb
bm 
No
No

lb
bl 
No
Y, if l d

db
bd
Yes
Yes

2/db
2/db

Yes
Yes

Table 4. Evaluation of search algorithms. b is the branching factor1; d is the depth 
of solution, m is the maximum depth of the search tree; l is the depth limit (Russel 
and Norvig, 1995) 

Normally there’re several hundreds of nodes in logical models of mod-
ern buildings. Experiments show that all of the above search algorithms 
take approximately 1 second to find all the solutions (if any) for trees with 
hundreds of nodes. Therefore here it doesn’t matters too much about which 
algorithms to use. 

3.3.2 Advanced (Evacuation) Route Calculation 

Basic search algorithms can only be used to calculate the routes, but not 
evacuation routes. During a disaster in a building, the route network may 
change at any time. Therefore we need an advanced algorithm that also 
considers dynamic factors as discussed in Section 3.2. If not only the cost 
of links, but also the dynamic environment factors and human factors are 
taken consideration, then the earlier basic route calculation algorithms 
should be improved in several aspects: 

Try to avoid traffic jams. Traffic jams are the result of either too high 
population density or small capacity of routes. People should be evacu-
ated to exits from different routes, which have approximately same 
population densities.  
Adaptive to real time status. Once the status of some nodes are changed, 
for example, from ‘normal’ to ‘dangerous’, then the calculation proce-
dure should be repeated using the current model. 
Give special evacuation routes for disabled people. If applicable, 
evacuation elevators are the first choice for disabled people. If not, dis-

                                                     
1  If in a hypothetical tree where every nodes is connected to b nodes, we say the 

branching factor of this search tree is b. 
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abled people and their aid workers should be assigned to less used 
routes because their movement can significantly decrease the speed of 
exodus evacuation.
Here we propose an algorithm for evacuation route calculation, which 

aims at improving the basic route calculation algorithm in above three 
aspects.

Build a search tree from the logical model. Specify each node with two 
estimated population density value: for disabled people, and for non-
disabled people. Specify the global movement speed values for disabled 
people and non-disabled people. Specify the crowd-density value. 
Scan the current searching tree, remove the unsafe nodes, and build a 
new tree. 
Run the basic route calculation algorithm and find the evacuation route 
for people within each node. This will result in a time line of the 
evacuation.
Split the time line into several time segments Ti.  
For a segment Ti in time order, calculate the current population densities 
for each node. The current population density D is: 

D = nD + dD m
where nD  is the population density of non-disabled people; dD  is the 
population density of disabled people; m is a constant number which is 
larger than 1.  
If the current population density D is higher than the crowd-density 
value or the route capacity of this node, go to 6, else go to 8. 
Go back to the previous time segment (i-1), reallocate the flows which 
‘will’ join in the jam nodes to other routes. Try different allocation till 
no traffic jam will happen. Notice that people from same initial nodes 
should be allocated to the same route.  
Step into the next time segment, and repeat 5-7, until finish the last time 
segment. 
Evacuation route calculation completed. 
This algorithm is to be implemented in a hybrid model as described in 

Section 3.1. Tests to be performed on the model of the Aula (Figure 3) will 
valid the algorithm and will supply knowledge for further improvements. 
Expectations for improvement are given in the later in this paper. 

3.4 Evacuation Instructions 

Once the route is calculated, a very important question is how to represent 
it to the user. There’re many possibilities (depending on the available tech-



Evacuation Route Calculation of Inner Buildings      1159 

nology) to give evacuation instructions from calculated evacuation routes 
(Figure 4).

Evacuation lights
(Normal)

Pre-recorded voice
(Normal)

Live voice
(Good)

Mobile devices
(Excellent)

Fig. 4. Effectiveness of different evacuation routes 

Evacuation lights and speakers can be used to give evacuation instruc-
tions for all the people within a building. Voice usually gives helpful in-
formation, but it is still difficult to generate voice instructions automati-
cally from calculated evacuation route. A possible solution is to first gen-
erate the path figures that can be easily understood by administrators, so 
that they can give use microphones to live evacuation instructions. 

Fig. 5. 3D models with Nokia GL on the Communicator 9210 as one result of the 
TellMaris project (IST-2000-28249, http://www.tellmaris.com). © Nokia Re-
search

The most advances possibility is to use mobile devices like cell phone, 
PDA, etc. Mobile devices can supply people with interactive and graphical 
evacuation instructions. Using 3D location-based services, the received 
evacuation routes can be always adapted to the real time position, so that 
people don’t need to remember all the evacuation details. Another advan-
tage of using mobile devices is the graphical instruction. A large number 
of mobile devices are able to show pictures or videos, some even embed-
ded with 3D rendering engines (Figure 5). Evacuation instructions can be 
sent from central computer to mobile terminals with either video streams 
or evacuation directions, or combination of both. Video streams are al-
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ready rendered in the server from both the geometry model and evacuation 
directions (from logical model). This method has low requirement for the 
mobile terminals because they only need to display the videos, but the 
amount of transferred data is rather considerable. If only evacuation direc-
tions are sent via wireless network, the transferred data is not heavy, how-
ever, mobile devices need to render the visualization locally, which might 
be tedious task for slow mobile devices. Balanced visualization between 
sending video frames and evacuation directions can lead to satisfactory 
results.

4 Concluding Remarks 

This paper suggested a new concept of evacuation route calculation for 
inner buildings using 3D models and considering human and environment 
factors. The 3D model (hybrid model) will be organised in DBMS. The 
evacuation algorithm is based on the basic search algorithms, but it also 
takes the timeline of an evacuation into consideration. The calculated 
routes could be sent presented in various ways so that they could reach as 
many people as possible.  Mobile devices like PDA can be very helpful to 
receive evacuation instructions. 

Based on the concepts given in this paper, implementation of the 
evacuation calculation algorithm and further research will be carried on. 
Accuracy and speed are certainly the two most important evaluation pa-
rameters for the system. It might be also necessary to give multiple
evacuation routes to users so that they can have more possibilities to 
choose. We consider focusing on the following aspects: 

Determine exactly which kinds of environment factors and human fac-
tors should be considered, and how can they be organized as non-spatial 
information in the Geo-DBMS.  
Create an automatic procedure for linking logical model with geometry 
model. 
How to make more accurate timeline for the evacuation process? 
How can this system be technically fast and robust enough to really be 
useful in a disaster? And how to validate the calculated evacuation 
routes?
What is the balance between bandwidth and rendering capability for 
evacuation instructions via mobile devices? 
How can the system be modularized and gradually evolved? Since this 
algorithm aims at giving route instructions for inner buildings in disaster 
situations, it is also possible to give route guidance for normal situa-
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tions. It would be interesting to know how to evolve this algorithm to a 
guide system for inner buildings. 
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Abstract

Current software for estimating potential losses from hazards uses GIS 
software in order to display results of damage analysis on a map. In paral-
lel, within the fields of geographic visualization and GISc systems capable 
of visualizing data for entire planets are starting to appear. One of the new 
challenges in this context is to develop a simple and intuitive general pur-
pose navigation mode that will work well for a single planet from outer 
space to a street level. Such works are missing today. Although the need 
for global navigation in disaster management applications is rather concep-
tual than practical, introducing a conceptually better navigation mode has 
positive practical consequences also for applications in this field. By better 
concept for a navigation mode we mean: The navigation become generally 
usable around the whole globe regardless location of the viewpoint or level 
of detail used for the scene rendering; the navigation is intuitive for hu-
mans; and the navigation is simple by utilizing a single set of straightfor-
ward mathematical relations. In this text we introduce such global naviga-
tion mode, which has been implemented in Grifinor system. 

1 Introduction 

Subject of global visual navigation lacks works presenting concrete solu-
tions convenient for an implementation. The GeoVRML specification [4] 
is the only work we have found, which addresses, but does not solve, this 
issue.  By providing a simple mathematical solution implemented in the 
Grifinor system [1], we aim facilitating adoption of similar navigations in 
other global systems for interactive geographic visualization. A globally 
applicable navigation induces a practical value by improving an estimation 
of gravitational up vector. In traditional navigations, up is related to mod-
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els based on flat approximation of the surface. We try to address this im-
provement by explaining a possible use of the proposed navigation. 

Similar to navigation of planar maps, the user can, for example, look 
over a ground acceleration analysis along Newport-Inglewood fault in Los 
Angeles, with surface colored according to the acceleration level of the 
ground; looking down one could zoom-in and zoom-out and pan to any 
side. The proposed navigation also allows to raise the view up, look to the 
sides and survey the situation in a three dimensional context with streets 
and buildings surpassing the terrain. This provides a perspective when vol-
umes of constructions at places with various level of ground acceleration 
are apparent, which might be useful. Heading to a particular direction one 
can move forth and back following certain elevation level. The user can 
also move further from the surface and survey the haze and pollution in the 
area, which it in turn might become necessary to see from the even broader 
context of atmospheric circulation. At this scale it might be possible to 
identify hazard vulnerability near areas forming tropical cyclones, areas 
with high horizontal temperature contrasts forming strong wind or areas 
with an exceptional rainfall. At this rather global point of view it becomes 
apparent that moving forth or back, the navigation actually has to follow 
spherical shape of our planet in order to preserve the user’s elevation level. 
This provides a natural experience for humans and offers a visual naviga-
tion and perception at many scales. At one session the user can approach 
the surface a little, explore cyclone’s vertical structure by looking up and 
down, and return to the street level underneath, which is in a possibly en-
dangered urban area. If such system exists, the user can go through all of 
this using a single navigation mode. 

In the following section we introduce a theory briefly and concept for 
the proposed navigation mode. In Section 3 we provide an algorithm that 
formalizes the navigation. We discuss results at the end. 

2 Types of Navigation 

We classify navigation modes with at least four degrees of freedom as ei-
ther world orientation independent (independent mode) or world orienta-
tion dependent (dependent mode). 

The independent modes implement navigation in the local coordinate 
system of the camera. In general this allows translation along the left-right, 
up-down, and forward-backward axes as well as roll, pitch, and yaw rota-
tion all in the local coordinate system of the camera. Since there is no con-
strains with regard to position and orientation of the camera, it can be used 
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for navigating every kind of 3D environment. However, this navigation 
mode may not be the easiest to use in special cases. For example if there is 
a sense of gravitational up and down, it is up to the user to keep track of 
those directions as well as aligning the horizon to be horizontal, which we 
assume the majority of humans prefer. In this case orientation dependent 
modes can be much easier to use. 

In contrast, dependent modes of navigation partially or fully depend on 
the orientation of the world coordinate system. A well known example of 
this is used in most first or third person perspective computer games. In 
this mode the up axis of the player is always parallel to the up axis of the 
world. The user can move forward and sideways in his local coordinate 
system, rotate around his local up axis (yaw), and look up and down 
(pitch) but no more than 90 degrees in either direction from horizontal. It 
is usually impossible to modify roll permanently so aligning the horizon is 
unnecessary. This navigation usually requires a flat world to function and 
thus limits the possible geographical extent. This is not a problem for most 
games since they deal with a relatively small world. 

Dealing with spherical worlds, we have identified two problems that we 
would like to address: First, we would like to have the advantages associ-
ated with a dependent navigation mode since we believe this would make 
it easier for the user to navigate the world in our system. Second, the huge 
size of the world makes it convenient to have a mechanism that more or 
less automatically guesses the speed at which you want to travel. This 
guess could simply be based on elevation above the spherical or ellipsoid 
approximation of the earth, or more advanced above the terrain. This is 
addressed in [4]. In this paper, we focus on the first issue only. 

2.1 Desired Navigation 

In sake of proposing the desired navigation mode we will distinguish be-
tween three coordinate systems: 

The world coordinate system, with origin at the center of the planet. 
The local coordinate system of the user, where the up direction is de-
pendent on the position of the user in the world coordinate system, the 
forward direction is given by the horizontal orientation of the user, and 
the right direction is implicitly given by the two others. 
The camera coordinate system is the local coordinate system rotated 
pitch degrees to allow the user to look up or down. 
We have found it easy and intuitive to navigate, at local and global 

scale, when the up vector of the user is continually kept aligned with the 
gravitational up vector of the world in the position of the user. Navigation 
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with regard to rotations is performed in the local coordinate system, and 
movement is performed in the camera coordinate system. In effect this 
means we have a dependent mode where the position in the virtual world 
gives the direction of the local up vector, and movement is relative to the 
camera orientation. Moving along a spherical approximation of the terrain 
surface with a pitch angle of zero, the user should stay at the same altitude. 
We have chosen to name this family of navigation modes Geo Embedded 
Navigation.

3 The Algorithm 

Our intention is that it should be possible to design the navigation code as 
if navigation took place in a flat world on a frame to frame basis. For this 
reason we expect a movement vector in the camera coordinate system as 
well as changes in the pitch and yaw angles of the camera. 

Technically, navigation in our system is performed by continually set-
ting a transform matrix for the camera which positions and orients the 
camera in the virtual world. We assume a right handed world coordinate 
system and a graphics system, which furthermore has the x axis to the 
right, y axis up, and z axis towards the observer. 

We keep track of the orientation of the local and the camera coordinate 
systems by keeping four variables: A position vector in world coordinates, 
pos , a forward vector in world coordinates, localFwd , an up vector, 
localUp , also in world coordinates, and a local camera pitch angle, pitch.
The local coordinate system is illustrated in Figure 1. 

Between each frame we receive incremental updates of the yaw and 
pitch angles, yaw  and pitch  as well as a move vector, move  in camera 
local coordinates. 

The major tasks of the algorithm are the following, which will be de-
scribed in more detail below: 

Perform changes to orientation requested by the user 
Make an orientation transform matrix 
Transform the camera local move vector into global coordinates 
Find new position candidate 
Remove vertical position error 
Find new orientation 
Set new orientation and position in the resulting matrix 
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Fig. 1. The local coordinate system 

To perform the changes in orientation requested by the user, the variable 
pitch is incremented with pitch  and clamped to range [- /2; /2], while 
the yaw update is handled by rotating localFwd yaw  around localUp .

Based on localFwd , localUp , and their cross product, localRight , we 
form a transformation matrix from local to global coordinates. To have a 
transformation from camera coordinates to world coordinates, the matrix is 
multiplied by another matrix which rotates pitch around the x axis. move  is 
then transformed into world coordinates. 

A new position candidate, pos1  is found by adding move  and pos .

To take the curvature of the earth into account, the length of pos1  is re-
duced by the length of error as depicted in Figure 2. If this operation was 
skipped, moving horizontally would slowly send the user into outer space. 

The orientation also needs adjustment due to pos  and pos1  not being 
parallel. A new localUp  vector is created based on pos1  and the rotation 
of the old localUp  into the new localUp  is used for updating localFwd .

Finally, the transformation matrix is created based on the new position 
and orientation. 
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move

pos

error

pos1

Fig. 2. The error to be removed from pos1

3.1 Pseudo Code 

In the following we present the pseudo code for the implementation of up-
dating the world camera position and orientation. Checks for numeric pre-
cision problems are not included in order to preserve clarity. 

The function updateNavigation() that implements the navigation, is 
intended to be called each time navigation parameters have changed and a 
new frame needs to be drawn. 

The move vector parameter is in camera local coordinates. The del-
taHAngle and deltaVAngle are changes in local (not camera) horizontal 
and vertical angles. These parameters have to be supplied by the "flat-
navigation" system implemented to meet the specific requirements for the 
application and user preferences. 

The function uses four variables (pos, localUp, localFwd, and 
pitch) to store state, and these have to be initialized to something reason-
able. pos, localFwd, and localUp are all in the global coordinate sys-
tem, and furthermore localFwd and localUp have to be unit length and 
orthogonal. pos must never become (0, 0, 0) as the up vector is undefined 
in that case. pitch is restricted to lie in the interval [-  /2;  /2] using the 
function clampToRange().

The following functions have to be available (for resources see [2, 3]). 

function vector rotateVector(vector v, real angle, vec-
tor axis) returns a rotated version of v, the angle, angle, right handed 
around axis.
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function vector rotateVector(vector v, vector v1, vec-
tor v2) returns a rotated version of v given by the rotation from v1 to 
v2.

function matrix createXAxisRotationMatrix(real angle)
returns a matrix that rotates angle around the x axis. 

function matrix getRotationMatrix(vector i, vector j, 
vector k) returns an identity matrix but with the upper left 3x3 part set 
to i, j, and k as the first, second, and third column vectors respectively. 

function matrix getRotationAndTranslationMatrix(vector 
i, vector j, vector k, vector p) is like getRotationMa-
trix() but also sets the position p.

Additionally, we assume operators + on vectors and * on matrices. The 
rest of the functions should be self explanatory. 

vector pos, localUp, localFwd 
real pitch 

function matrix updateNavigation (vector move, 
                                  real deltaHAngle, 
                                  real deltaVAngle) { 
  # Update local orientation 
  pitch = clampToRange(pitch + deltaVAngle, -PI/2, PI/2) 
  matrix pitchMatrix = createXAxisRotationMatrix(pitch) 
  localFwd = rotateVector(localFwd, deltaHAngle, localUp) 

  # Make orientation transform matrix 
  vector localUp = normalize(pos) 
  vector localRight = cross(localFwd, localUp) 
  matrix m = getRotationMatrix(localRight, localUp,-localFwd) 
  m = m * pitchMatrix 

  # Calculate new position 
  move = transform(m, move) # local to world coordinates 
  pos1 = pos + move 

  # Eliminate vertical position error 
  real posLen = length(pos) 
  real pos1Len = length(pos1) 
  real cosangle = dot(pos, pos1)/(posLen*pos1Len) 
  real error = posLen/cosangle - posLen 
  real scaleFactor = (pos1Len - error)/pos1Len 
  pos1 = scale(pos1, scaleFactor) 

  # Update orientation and position 
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  vector pos1Norm = normalize(pos1) 
  localFwd = rotateVector(localFwd, localUp, pos1Norm) 
  localUp = pos1Norm 
  localRight = cross(localFwd, localUp) 
  pos = pos1 

  # Make final matrix 
  m = getRotationAndTranslationMatrix( 
        localRight, localUp, -localFwd, pos1) 
  m = m * pitchMatrix 
  return m 
}

4 Discussion 

We have introduced a general purpose navigation mode suitable for global 
visual navigation in virtual environments representing an entire planet. The 
article attempts to relate the subject of global navigation to systems for 
disaster management. The presented theory and algorithm are based on a 
real implementation in the Grifinor system using Java. We categorize 
navigation modes as either world orientation independent or world orienta-
tion dependent. In order to provide intuitive behavior to most users, we 
found the dependent mode of navigation most desirable for general pur-
pose navigation on virtual planets. 

The navigation can be used at any scale around the globe with the same 
natural feel, which provides a sense of down in the direction to the center 
of the planet and movement forward along a current spherical level. There 
are no poles where the navigation behaves unpredictable, except for the 
center of the planet where down is undefined. 

The presented algorithm addresses a few issues that are worth mention-
ing. An error in elevation occurs at very high speeds. If the horizontal 
movement between consecutive frames approaches infinity, the actual 
movement approaches only a quarter of a turn around the planet (inde-
pendently of the given height). However, even with a relatively slow frame 
rate of 12 frames per second it is still possible to go almost three times 
around the globe in one second without changing elevation. 

Another issue is that mathematical approximation of planets by sphere is 
not exact. In case of Earth, traveling from the pole at zero level along the 
meridian brings user approximately 20 kilometers below Atlantic Ocean at 
the equator. This is due to the fact that planets tend to be ellipsoids of 
revolution rather than a sphere. This is a subject for improvement although 
in practice this imprecision is not constraining since user can correct the 
movement direction slightly if there is a drift up or down. Moreover this 
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becomes an issue when navigating across long distances, which are usually 
performed from elevations above 50 kilometers. 

Based on the implementation we can subjectively conclude that the new 
navigation mode is an improvement over a general world independent 
mode when browsing globe-like worlds. 
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Abstract

Effective warning services enable people to take actions in order to reduce 
life losses and fear, speeds up recovery and prevent oncoming hazards 
caused by various disasters. The proposed platform integrates different IT 
technologies with mobile devices in order to achieve smooth and undis-
tracted collaboration among all rescue units and citizens involved in emer-
gency situations.  

1 Introduction 

With several kinds of terrorism at the forefront and the continuously in-
creasing natural disasters worldwide due to the greenhouse effect, the need 
for effective emergency and warning communication systems and plat-
forms has never been more evident than it is today. Fortunately, the evolu-
tion of mobile communication systems and wireless networks is paving the 
way towards the development of new added value information services. 
The purpose of this project is to combine and integrate different state-of-
the-art technologies in order to develop the Location-based, Bi-directional, 
Information eXchange (LoBI-X) communication platform for urgent risk 
management.

Effective warnings should reach on time, every person at risk, who 
needs or wants to be warned, no matter what they are doing or where they 
are located. A basic concern with current, limited public warning systems 
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like for example sirens and loudspeakers is that they do not reach enough 
of the people who actually are at risk. Furthermore, warning information is 
often related to certain geographic areas and so warning messages have to 
be delivered targeting civilians who live or who are temporarily located in 
these specific territories.  

The technology and specifications [8] to develop warning platforms ex-
ists today. The challenge however, is to implement standards and proce-
dures that provide all stakeholders involved in public warning services, the 
ability to receive warning information and distribute it in a timely and reli-
able manner to a wide variety of receivers such as the affected civilians, 
rescue units etc.  

The main aim of LoBI-X is therefore to provide all parties involved in 
emergency situations with the capability to communicate with risk man-
agement headquarters using mobile devices such as PDAs, laptops or 
common mobile phones.  

3 Platform Description 

The LoBI-X platform consists of three different applications in order to 
achieve collaboration and communication among headquarters (desktop 
application), rescue units (mobile application) and citizens (warning notifi-
cation through the use of SMS messages). All information and data re-
ceived by these units are displayed on an electronic map that is available in 
the desktop application. The electronic map receives live positioning feed-
back from mobile units, (rescue squads, firemen) and project their stigma 
on the screen.

Each rescue unit is equipped with a PDA and a GPS receiver. The PDA 
is continuously reading data from the GPS receiver and transmits its geo-
graphical co-ordinates to the main server. Immediately after the co-
ordinates have arrived to the server, a spot representing the unit is dis-
played on the electronic map. The position of each unit on the map is up-
dated automatically every 11/2 sec. This way, the main server is always 
updated with mobile unit’s position and therefore, the civil protection 
headquarter is constantly aware about each rescue unit’s location. 

Apart from the location, mobile units are able to upload information 
about emergency situations or remarkable incidents. Once on site, the 
member of the rescue team is able to send a report about an incident and 
receive immediate directions from the headquarters.  Each uploaded event 
consists of a segment that describes the type of the event (e.g. car accident, 
damaged building, blocked road etc), the exact geographic co-ordinates, 
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the priority, a short description about the incident, and the time / date of 
the submission. These events are displayed on the electronic map as differ-
ent coloured spots according to the priority of each incident (yellow for 
normal priority, orange for high, or red for highest). The e-map is reloaded 
with newly reported events every 2 seconds. 

Fig. 1. LoBI-X main application with eMAP 

As far as all submitted data (user’s location and events) have been 
stored in the main server’s data base, they are displayed on the electronic 
map. Thus, the chief has a clear view of the rescue unit’s position, blocked 
roads or emergency incidents. The chief is able to select different maps, 
zoom in and out on a map, or even draw one and obtain a clear view of 
each area. Therefore he is able to co-ordinate rescue missions and even 
guide rescue units straight to the points of interest. 

A system dedicated in disaster management should be able to provide 
immediate information to co-coordinators, rescue units and citizens. Thus, 
an announcement board has been developed, where rescue units and head-
quarters are able to add comments and exchange opinions and advices 
about uploaded events.  
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Fig. 2. LoBI-X architecture diagram 

Furthermore, an innovative integrated system has been developed for 
message delivery through mobile phone networks. The LoBI-X platform 
has the capability to send multiple warning messages to citizens who 
live in specific geographic areas. The system operator can select units and 
citizens who must be informed or notified about an event. The operator 
isolates these units and citizens using “drag and select” on a specific geo-
graphic area on the e-map. Then a notification message is prepared and 
distributed to all pre-selected recipients though the predefined groupSMS® 
gateway developed by FORTHnet SA [3].
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Fig. 3. Selecting recipients using the drag & select functionality 

4 Technical Development 

The platform was developed based on the latest internet and network tech-
nologies and protocols such as ASP.NET, ASP, XML, eVB, GSM, GPRS 
and 802.11b/g [1,2,4,5].  The challenge of this project was to achieve a 
sound connection of mobile clients with the LoBI-X data base over wire-
less networks. 

The development of the platform was basically divided into three parts: 
(a) the mobile application for mobile clients, (b) the server side implemen-
tation, and (c) the main application enriched with alerting system for citi-
zens.
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Fig. 4. LoBI-X communication diagram 

The LoBI-X mobile application has been developed with eVB for PDAs 
while communication with the main server was implemented using HTTP 
1.1 GET and POST protocols [5]. The PDA should be equipped and con-
figured properly in order to communicate with the main server over WiFi 
zone, over latest mobile networks such as GPRS or by any other available 
network. The communication between the unit’s mobile terminal devices 
and the main server (LoBI-X server) achieved through HTTP calls over 
Wireless network (eg GPRS, UMTS, 802.16x etc) [4].  

The server is responsible to receive, and present to client devices and 
citizens while it is also responsible to store and serve electronic maps and 
their co-ordinates to the main application. Each map is a jpeg image 700 
pixels width by 400 pixels high, which is defined by the upper left and the 
lower right corner’s GPS co-ordinates in degrees format (dd.ddddddo) [6], 
a name and a unique id (mapid) number. All map details are stored in an 
XML formatted document (map_xml.xml) which is always downloaded 
from the server to the main application’s terminal device.  

To allow for the discussion among the different decision makers and 
rescue units, a discussion board was implemented using ASP. The an-
nouncement board and information about uploaded events and units loca-
tion is accessible from all units using a typical web browser (PocketPC 
browser for PDA or IE for laptop).
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Fig. 5. LoBI-X PocketPC application 

The main application has been developed using the VB.NET frame-
work. The .NET framework is an ideal solution for communications based 
on the XML protocol. Information that comprises the delivered content can 
be transformed and transmitted automatically to the mark-up language. In-
formation content was described, and transmitted as XML elements. Thus, 
the main application exchanges XML files with the data base.

The direct notification method has been implemented by sending tar-
geted text messages to citizen’s personal mobile phones. This alerting sys-
tem for citizens is based on short message service (SMS) due to its imme-
diacy and distinguished behaviour even on loaded telephone networks. 
SMS messages are ideal for such cases as -in opposition to voice calls- it is 
transmitted using the GSM’s data -and not the voice- channel [7]. Practi-
cally that means that an SMS message has greater possibilities to be suc-
cessfully delivered on- or near- time, even over a loaded network that is 
observed during emergency situations. 
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Fig. 6. Data transformation from DB to XML, HTML and eMAP 

5 Conclusions 

The LoBI-X platform incorporates a number of the latest technologies in 
data transmission, wireless networks and IT in order to provide civil pro-
tection services with a platform, which is able to distribute effective, tar-
geted warning messages to civilians. Furthermore, the LoBI-X platform 
aims to achieve collaboration between the civil protection headquarters 
and rescue units during emergency situations by implementing a commu-
nication platform among all units involved with disaster management such 
as ambulances, fire brigade, police department, rescue units etc. 
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Abstract

In November 2002 a simulated earthquake damage assessment scenario for 
the Greater Vancouver Region was visualized using GeoServNet. 
GeoServNet is web-based GIS software developed by York University 
GeoICT Lab with unique functionality of online 3D visualization and 3D 
fly.  We tested our software in an earthquake simulation exercise that in-
cluded a simulated Shakemap. Shakemaps are representations of ground 
motions recorded and extrapolated from knowledge of surface soil condi-
tions. The Geological Survey of Canada is considering applying this tech-
nique to Canadian cities at risk. GeoServNet has been used for the demon-
stration of the utility of Shakemaps and how it could be used in an 
emergency response scenario. The constructed visual scenarios and infor-
mation databases is crucial for the purpose of Disaster Management and 
Emergency Response. Most of currently available tools that are used for 
disaster management are focusing on the temporal component of the four 
phases of disaster management leaving an obvious gap in dealing with the 
spatial element particularly in visualizing disaster and emergency informa-
tion.  This study was conducted as a part of a federal project funded by the 
former Canadian Office of Critical Infrastructure Protection and Emer-
gency Preparedness (OCIPEP), recently known as the Ministry of Public 
Safety and Emergency Preparedness (PSEPC). In this study, federal, re-
gional and local authorities along with industry and academic research in-
stitutions together coordinated information exchange in a collaborative 
manner. Results obtained from this project showed that visualization of 
earthquake disaster scenario was effective and near real time using 
GeoServNet.
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1 Introduction 

PSEPC represents the federal government along with British Colombia 
Emergency Communications Center (ECOMM) representing the provin-
cial level, York GeoICT Lab, representing the academia and two compa-
nies represent the private sector, all collaborated together in developing a 
pilot information visualization system under the Natural Hazards Action 
Plan.  The information structure developed emphasized on the improve-
ment of the efficiency and effectiveness of managing the four phases of 
natural disasters. i.e. mitigation, preparedness, response and recovery. 

The primary purpose of his collaborative effort was to further enhance 
visualization techniques of Geospatial data for emergency managers. As 
well as to allow researchers of the collaborating institutions to identify is-
sues associate with the management of data and the infrastructure required. 
The focus was on a 2D/3D visualization tool that incorporates open stan-
dards, wide area access and interoperability for integrating multi-scale 
Geospatial data.

As the global concern of natural disasters is growing, many researchers 
have tried to come up with variety of solutions for the question of provid-
ing efficient and advanced information system that can handle multiple 
events with the aid of geographic information systems. The ease of using 
web based GIS for desktop applications was clearly examined by (G. 
BERZ, LOSTER et al. 2001), they were able to produce multi-layer GIS 
database that has incorporated multiple hazards. GIS applications in Disas-
ter Management have always tried to support the concept of all hazards 
modeling. Hazard is often understood as a quantity that relates the occur-
rence/frequency and intensity of an event to a specific time interval and so 
is usually expressed in terms of a probability. The hazard information has 
three essential components – intensity, frequency and reference period.(G. 
BERZ, LOSTER et al. 2001).  

Based on hazards and disasters widely accepted definitions, Geospatial 
data are important for managing all the four phases of disasters and emer-
gencies.  Geospatial data include images, vector files and location informa-
tion. Due to the advance and diversity in technology, Geospatial data con-
sists of many formats and representations. To combine these data and form 
meaningful information products can be a labour intensive and compli-
cated operation. The presentation of the information products to the emer-
gency responders in the way that the embedded information can be easily 
digested and understood is still a research topic. If emergency responders 
were given easy access to basic registers of population, building, tenement 
and property information, and state-of-the-art tools for risk assessment in 
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form of GIS data models, this will certainly ease the processes of disaster 
management. Many basic infrastructure layers were integrated by (Heino 
and Kakko, 1998) for producing visual risk models.  

The application of GIS for hazards and disasters mapping and visualiza-
tions is well known and understood. Beginning in the mid-twentieth cen-
tury, when the use of aerial photography became widespread, triggered by 
many more earthquakes in a wider variety of environments.  Since the 
1980s many researchers used combination of GIS and for seismic micro-
zonation studies to assess the likely effects of earthquakes on urban built 
on unconsolidated sediments. (Jensen 2000). 

Results obtained from different exercises, including those obtained by 
Keefer, 2002 have demonstrated that Geospatial data are important for 
managing earthquake disasters in all the four phases. The interoperability 
of Web-GIS is of great benefit to decision makers in the filed of emer-
gency management, since it will allow them to access and visualize the 
same data at the same time.  

2 Methodology 

To provide a relative context to 2D/3D visualization for disasters and 
emergency situations scenario based enhanced disaster management and 
risk assessment modeling was applied. With the help of supporting data-
sets and a mocked storyline, three presentations were conducted to gather 
more definitive understanding of the user needs in visualization of emer-
gency information. The adopted approach was as following: 

2.1 Scenario and Data Preparation 

To stimulate discussion on the effectiveness of the visualization tool 
within the context of emergency response, scenarios were developed for 
the presentations. The first presentation was during the City of Vancouver 
emergency exercise at the E-COMM Center and the next presentation was 
at the Center for Research in Earth and Space Technology (CRESTech) in 
Toronto. Contents from the last presentation were used for the OCIPEP 
demonstration.  

The scenario for the E-COMM center focused on utilizing vector spatial 
data and remote sensing imagery to associate with a fictitious subduction 
earthquake occurring in the Strait of Georgia. Included in the scenarios 
were demonstrations of an Earth Shake Map to visualize the intensity of 
the earthquake. 
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Fig. 1.  Scenario event locations 

2.2 Storyline 

The mock storyline for the earthquakes used focused on a seduction earth-
quake occurs in the Strait of Georgia, an earth Shakemap containing MMI 
and PGA was used. Shakemaps are representations of ground motions re-
corded and extrapolated from knowledge of surface soil conditions. 
Shakemaps show the 2D map of the event location, color coded based on 
the magnitude of the earthquake. The area around the epicenter which has 
high magnitude is colored in Red with gradual color dilution away from 
this region.  The location of the study area is shown in Figure [1]. 

Referencing information such as population, roads and other infrastruc-
ture are then overlaid in 2D. 2D reference information such as roads, wa-
ter, and population are critical in damage assessment studies, from both 
critical infrastructure perspective as well as humans concentration.  

Manual animation of the topography is done to show the intensity corre-
lating to slope areas.  

The advantage of 3D visualization lies in the way we see the informa-
tion and have our own perception towards the fact of what we are exactly 
looking at, and whether it is symbolic conceptual or semi real world as in 
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3D perspective display. Many researchers have recognized that the advan-
tage of 3D lies in the way we see the information. 3D display simulates 
and enhances realizing the spatial content of the real world. We live in a 
3D world; naturally, we perceive and visualize information in 3D much 
better. Additional point is that 3D visualization provides additional dimen-
sion for decision makers. Decision makers are not always heavily involved 
with mapping, particularly in Disaster Management. 3D GIS is unique in 
providing them with close to reality models, thus allowing them to more 
quickly recognize and understand changes in elevation, pattern and fea-
tures. GeoServNet we demo here is just a beginning, the research and de-
velopment in the filed of 3D Internet GIS is rapidly evolving.   

Constructing visual damage assessment model involved many process 
from desktop (1) data preprocessing and setting visualization parameters to 
(2) building web-based visualization model using GeoServNet. The first 
part involved matching various data sets coordinate systems, data conver-
sion, since all vector layers provided were in 3D format (either polyline z 
or point z) it was crucial to convert those data sets to 2D shapefiles as ini-
tial stage for using GeoServNet. The second stage was setting visualization 
parameters in terms of layers sequence and colors. This project shows how 
well to link an earthquake scenario to a web-based 3D GIS together, to 
come up with integrated damage assessment model. Figure [2] highlight 
the visual impact that 3D GIS can provide in modeling and visualization. 
3D distributed GIS gives a new angle to show the model in both 2D and 
3D way, and provides a new protocol to deliver the processed model with 
the most effective way – Internet.  It is just for now.  The technologies 
evolve so fast, and there is a lot of exciting Disaster Management applica-
tions needs to be explored. 
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Fig. 2. GeoServNet 3D Model of Downtown Vancouver 

3 GeoServNet Architecture 

GeoServNet is a distributed web-based 3D GIS which is being developed 
by GeoICT Lab in York University.  GeoServNet provide an easy and ac-
cessible data publishing facility. Through the three modules of GeoServ-
Net, i.e. GSNBulider, GSNAdministrator and GSNPublisher, it was possi-
ble to make the visual scenario of Santa Barbara Airport available online. 
GSNBuilder task is to build data i.e. shapefiles, JPEG Raster and ASCII 
DEM and configure them to make them ready for using GSNAdministra-
tor. GSNAdministrator job is to register the configured datasets to the 
server and make them assessable to the publishing model. GSNPublisher 
mainly perform setting visualization parameters in terms of visual effects 
i.e. color, line thickness and transparency. The other function of the 
GSNPublisher is generating the application file that would be linked to the 
web to make the project available online. 

GeoServNet is fast.  It uses progressive streaming technology and intel-
ligent data transmission strategy, which squeeze each drop of the band-
width for good use.  GeoServNet is platform independent.  It is designed 
and implemented using java and java 3D technology, and can be deployed 
easily in any machine.  GeoServNet is interoperable.  GeoServNet follow 
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OGC standards and has been proved compatible with OGC Web Services.  
In this project, we use this powerful web-based 3D GIS platform to present 
a whole new angle to visualize the mock earthquake damage assessment 
scenario in both 2D and 3D way over the Internet. Figure [3] shows the 
system architecture of GeoServNet. 

Fig. 3. GeoServNet structure 

Geographical information always has a location-based element to it: 
“the where of information”. And the information is usually presented as a 
map. Not just a picture of a map, mind you, but information as a map.  

4 Importance of Distributed GIS 

The importance of distributed GIS comes from its accessibility by many 
users. In disaster management applications, there are many authorities that 
are involved in planning, decision-making and implementation. Desktop 
GIS doesn’t provide instant and effective multi-user platform for the same 
project. This capability is mainly one of the most significant advantages of 
distributed GIS.  
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Distributed or network based computing is extremely required for proc-
essing large volume of data. Certainly, disasters may extend to large space, 
thus, simulating natural disasters may require advanced and great comput-
ing capabilities. This is where the strength of distributed computing and 
systems interoperability came from. Distributed or network-based comput-
ing share the computing power of all systems within the network. This dis-
tribution is crucial in functionality execution, it also share the different 
network resources to achieve high performance computing through multi-
user interfaces. However, such strength is useless without clear interopera-
bility standards for systems and data. Such standards would make the use 
of advanced functionalities and computing power a useful tool in disaster 
management applications, particularly in resources sharing and coordina-
tion. The clear application in disaster coordination could be emphasized by 
analyzing the earthquake model of this study. The volume of geospatial 
data, municipal database, and provincial data, may exceed the processing 
capacity of a desktop computer. In the same time, users from different de-
cision-making levels would not be able to access information at the same 
time. In such case and without GIS interoperability, it wouldn’t be a 
straightforward task to secure simultaneous data access and processing, 
this make removing system and data heterogeneity is very useful for disas-
ter management applications. Such applications made GIS interoperability 
a highly demanded mechanism for disaster management coordination. An-
other advantage that internet-based GIS doesn’t’ require deep technical 
background, which make it user friendly for decision makers to use GIS.  

5 Results 

Obtained results from this visualization model have clearly demonstrated 
that GeoServNet was very efficient in handling multiple scenarios. The 
flexibility and the ease of using this web-based GIS tool were appreciated 
by all Disaster Management personnel with limited or no GIS background. 
Web GIS has provided an easy and accessible mean of communication be-
tween the various decision-making levels i.e. local, provincial and federal. 
GeoServNet customizable interface, shown in Figure [4] below allowed 
for various basic visualization functions and capabilities. GeoServNet 3D 
visualization functions enabled more sophisticated analysis operations, in-
cluding, 3D fly, 3D rendering, critical surface functions, and surface pro-
file analysis 



Integrated Distributed GIS Approach      1191 

Fig. 4. GeoServNet Client Interface showing Vancouver Shakemap 

6 Conclusions 

The results obtained from this project have indicated that it is very feasible 
to integrate various data sources for producing Disaster Management sce-
narios and models. In particular, data obtained from Canada Centre for 
Remote Sensing, Statistics Canada, Vancouver City, DMTI Inc., Geologi-
cal Survey of Canada and the Province of British Columbia was very valu-
able in this study. 

The process of compiling and rectifying the entire vector data used for 
the project into a common projection and geographic extent by was crucial 
for having effective visual model. GeoServNet functionality in particular 
the 3D visualization and analysis functions were of great use for visualiz-
ing earthquake simulation and damage assessment models. 
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Abstract

M3Flood (Monitoring, Managing, Mitigating) is born from the European 
project MUSHROOM. The aim of the project was to develop a software 
product and relative services which can provide a complete, integrated, 
modular and scalable support, interoperable with external tools and data, to 
the organizations responsible for managing flood emergencies. The two 
case studies (in Italy and Spain) have shown the strength of the systems in 
two directions: 1) applicability of the system in both phases risk forecast-
ing and management and 2) flexibility of the system with respect to vari-
ous components.  

1 Introduction 

M3Flood (Monitoring, Managing, Mitigating) is born from the European 
project MUSHROOM (Multiple Users Service for Hydro-geological Risk 
Open & Operational Management), as part of the e-TEN (Trans European 
Network) Program. 

The aim of the project was to validate on the market the M3Flood solu-
tion: a software product and relative services which can provide a com-
plete, integrated, modular and scalable support, interoperable with external 
tools and data, to the organizations responsible for managing flood emer-
gencies, in terms of: 
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forecasting flood events, using a real-time meteorological-hydrological 
model chain applied to hydrographical basins; 
real-time monitoring of hydro-meteorological measures recorded and 
forecast on the basins of reference, and the relative analysis and assess-
ment of the events underway; 
alerting civil defense bodies and providing them with information on the 
expected and observed evolution of the phenomena underway; 
management of flood emergencies. 
The project, run by a consortium including Italian, Spanish and English 

private companies and public bodies, was coordinated by Datamat S.p.A. 
(from now on “DATAMAT”, Italy), with the active collaboration of Pro-
GeA s.r.l. (“PROGEA”, Italy) and Geosys S.L. (“GEOSYS”, Spain) as in-
dustrial partners, the Province of Modena (Provincia di Modena, “PDM”, 
Italy), Emilia-Romagna Regional Agency for the Environment Protection– 
Hydrological and Meteorological Service (Agenzia Regionale per la Pro-
tezione e l’Ambiente - Servizio Idro-Meteorologico Regionale, “ARPA-
SIM”, Italy), the Rhine Basin Technical Service (Servizio Tecnico Bacino 
Reno, “STBR”, Italy), the Segura Hydrographical Confederation (Confed-
eración Hidrográfica del Segura, “CHS”, Spain) and Murcian Institute for 
Agrarian and Alimentary Research and Development (Instituto Murciano 
de Investigación y Desarrollo Agrario y Alimentario, “IMIDA”, Spain), in 
the role of end users for the assessment of the solution, and NuWater Lim-
ited (“NUWATER”, United Kingdom) for the assessment of the whole 
project activities. 

The system underwent to two specific tests, in Spain and in Italy respec-
tively. For the Spanish case study, a sub-basin of the Segura river, the 
Mula basin, was selected, while for the Italian case study the basin of the 
Secchia river, a right-hand tributary of the river Po, which crosses the 
provinces of Modena and Reggio Emilia in the Region of Emilia Ro-
magna, was chosen. 

2 The Italian Operational Context: the Functional Centre 
and Civil Defense 

With regard to the Italian case study, M3Flood is proposed as a support 
tool for the analysis, assessment and management of flood emergencies in 
a very complex setting which includes national, regional and local bodies 
having precise competencies in terms of civil defense. 

The recent Decree of the Prime Minister’s office “Operating guidelines 
for the management of the national and regional flood alert system for the 
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purposes of civil defense” (OJ n. 59 del 11/3/2004 – Ord. Suppl. n.39), has 
identified the subjects involved in this kind of risk prevention and man-
agement, as well as associated roles and responsibilities in the alert, moni-
toring, territorial protection and ready intervention operational chain run at 
a regional level with the co-ordination of the National Civil Defense. 

The system was studied and tested in order to enable the bodies respon-
sible for emergency management to perform their institutional tasks which, 
in the case of potentially adverse weather events, the “Operating Guide-
lines” distinguish in two successive phases: 

forecasting phase; 
emergency phase. 
In the case at hand, the functionality of M3Flood was tested starting 

from the management of alerts at a regional level, up to the operationality-
veness connected to the management of the various emergency phases for 
which specific hydraulic protection structures of local bodies are responsi-
ble. In particular the test phases, on the basis of the tasks assigned by the 
above-mentioned decree and by the Provincial Emergency Plan, enabled 
the verification of M3Flood’s functionality, to three type of actors of the 
civil defence system: 

the Regional Functional Centre, whose functions in Emilia Romagna are 
assigned to ARPA-SIM; 
the provincial civil defense structure, represented by PDM Civil De-
fense and Soil Conservation Operating Unit; 
the Basin Technical Services, represented by STBR. 
The Functional Centre is assigned a fundamental role in the whole fore-

casting phase with the issue of adverse weather warnings beforehand, con-
taining the description of the forecast meteorological event, and hydro-
geological and hydrologic risk warnings further on, containing the assess-
ments of the possible event scenarios forecast and the probable effects of 
meteorological events on the ground, subsequent to the meteorological ex-
pected situation, estimated in concert with the local protection structures. 

With the reception of the adverse meteorological conditions warning in 
the Functional Centre, the Basin Technical Service organizes its own struc-
ture to face the forecasted situation and plan the spot check of water-
courses conditions. From the flood risk warning on the part of the Func-
tional Centre, the mentioned Technical Service activates the flood service, 
i.e. the direct and continuous surveillance services for the watercourse, so 
as to activate the hydraulic maneuvers to guarantee water outflow and the 
possible emergency interventions with the reaching of crisis situation. 

As the forecast event draws closer according to the issued warnings, the 
Civil Defense structures activate the instrumental monitoring of the event 
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until the passage from the forecasting stage to a state of emergency (organ-
ized in various phases) is declared, during which they provide to adopt all 
the necessary measures to safeguard the population, assets and the terri-
tory, as set out in the Provincial Emergency Plan. 

During the emergency phase, the Functional Centre provides informa-
tion support to Civil Defense structures and Basin Technical Services, by 
continuous monitoring the meteorological-rainfall-hydrometric network 
and the evolution in the meteorological and hydrological situation forecast 
for the following hours.  

The tools the Functional Centre requires in order to fulfill its task are: 
weather forecast models; 
hydrological forecast models (inflows-outflows and propagation) in real 
time, fed both by observed and forecast rainfall data; 
the telemetric network (thermometers, rain gauges, hydrometers, radars, 
etc.);
a system of forecasting rainfall thresholds enabling to identify poten-
tially critical weather conditions. 
In parallel, the tools required by the Basin Technical Services are: 
real-time data from the observation network, accessible by operators in 
remote; 
information regarding the evolution of the meteorological situation; 
the comparison between the current flood event and the most significant 
past events for each watercourse of own cognizance; 
the operational plan of flood service, i.e. an internal procedures and ac-
tions protocol to be activated in expectation or at the reaching of spe-
cific hydrometric thresholds. 
Finally, the tools used by the Civil Defense O.U. of the Province of 

Modena, during the forecasting and emergency phase are: 
the telemetric observation network (rain gauges, hydrometers, etc.); 
a system of observation thresholds (rainfall and hydrometric) for the 
identification of risk situations;  
the Emergency Plan, which associates specific actions to the various 
risk levels; 
territorial information on the state of vulnerability and on elements po-
tentially at risk; 
automatic alert system, which enables the activation of a series of warn-
ings when given thresholds of reference are exceeded, in order to over-
come the limits of structures not manned 24Hrs. 
Fig. 1 shows a scheme of how the installations were performed and how 

the information circulated between the various bodies involved in the pilot. 
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Fig. 1. Bodies involved in the test in Italy 

3 The Spanish Operational Context 

M3Flood will occupy a niche in the Spanish market as a decision support 
system aiding the efficient coordination of flood management activities by 
public bodies in critical circumstances. One of the prime advantages of the 
system is the logical interface, which can be easily configured in function 
of the end users requirements, permitting the participation and coordina-
tion of the personnel. In Spain, it is envisaged that the end users will be 
Regional Water Authorities, or Confederations, Civil Protection Authori-
ties, both regional and national, and the National Institute of Meteorology. 

At the time of redaction, the M3Flood system is running in two installa-
tions in the Segura basin: at IMIDA premises and the headquarters of the 
CHS in Murcia. 

3.1 CHS Role 

The role of the CHS under adverse hydro-meteorological episodes is de-
tailed below. 

The first stage is the declaration of a Pre-emergency state. This is nor-
mally carried out by regional Civil Protection Authorities based on infor-
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mation received from the Institute of Meteorology. However, it is also pos-
sible that the CHS facilitates information which could warrant the declara-
tion of a pre-emergency state. For example the detection of precipitation 
superior to 30mm in one hour or 50 mm in four hours. During the Pre-
emergency state, the CHS is responsible for the redaction of detailed re-
ports concerning precipitation and water level data in the Segura basin.

This information, is by default, prepared at three preset intervals: 08:00, 
16:00 00:00, however, when circumstances dictate, it can be provided on 
demand. 

The reports are normally transmitted externally via telephone or fax and 
internally on paper.  

When an Emergency state is declared, system monitoring is intensified 
and staff mobilized to accommodate 24 hour supervision. 

Under these conditions flood monitoring is the prime objective, paying 
particular attention to rain-gauge data, radar information, satellite informa-
tion, the evolution of river level gauges, hydrographs, and surface dis-
charge measurements. 

In addition, the information provided by the system aids decision sup-
port management on behalf of a Permanent Committee (Comité Perma-
nente), which is formed under these conditions. The committee duly in-
forms the Civil Protection Authorities (Murcia, Albacete, Alicante, Jaen 
and Almería as required) of possible dangers and takes the final decisions 
with regard to resource management. 

3.2 M3Flood Segura 

The Segura installation is based on the existing network of hydro-
meteorological sensors installed in the Automatic Hydrological Informa-
tion System S.A.I.H. and the IMIDA network of agro-climatological sta-
tions, a total of more than 100 installations basin wide. The SAIH informa-
tion is transmitted via radio and satellite to a control centre in Murcia 
every 60 minutes. However, when necessity demands, information can be 
provided every 5 minutes. Data from the IMIDA system is transmitted via 
GSM once every 24 hours. Under adverse conditions this periodicity of 
course can be modified to the end users requirements.  

The data from the SAIH network is processed by the SAIH server and 
rapidly transferred via ftp to the M3Flood server which also receives data 
from IMIDA. 

Clients can access the data in near-real time. M3Flood offers several 
main advantages over the present SAIH Segura system: 

The incorporation of data from distinct sources: 
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o Meteorological forecasts 
o Precipitation model forecasts 
o Observed data from other networks 
o Video/photographic information 
The possibility to manage internal and external communications in an 
efficient manner: 
o Fax, SMS, e-mail, etc. 
The association of hydrological models both within the system and as 
peripheral modules: 
o TOPKAPI
The possibility to access information via the web thereby facilitating out 
of office supervision when required without the need for dedicated 
software.
Up to the present the Segura tests have been carried out on a flashy ba-

sin up river from Murcia capital (Fig. 2) with the following morphology: 

Fig. 2. Drainage network in the study basin 

Area: 1189 km2;  
Max Altitude: 1109 m;  
Min Altitude: 60 m;  
Perimeter: 284 km:  
Longest flow path: 79.3 km;  
Mean precipitation: 330 mm/year. 
This basin presents great challenges in terms of modeling above all due 

to its flashy nature. This can be clearly demonstrated by the limnigraphs 
presented by the M3Flood system for a particularly extreme episode from 
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October 2003. It can be appreciated that within a period inferior to fifteen 
minutes, the water level rose from 0 cm to 388 cm at the Rambla Salada 
(Figure 3 and 4). It is estimated that celerity exceeded 5m/s. 

The underlying problem in the Mediterranean basins of the South East-
ern Iberian Peninsula is the lack of sufficient homogeneous episodes to at-
tain a robust model calibration. With a specific calibration, the model as-
sociated to the M3Flood system performed reasonable well. However, in 
favor of M3Flood what must be reinforced is the that optimizing efficiency 
using M3Flood can save time, which, when dealing with more or less ver-
tical limnigraphs as demonstrated in the above case, mitigates the effects 
of flooding. 

In the near future it is planned to increase the area covered by M3Flood 
to incorporate the entire Segura basin (19000 km2), and thereby, logically, 
increase the number of sensors and stations available in the system and de-
termine parameters for wider model application and calibration. 

4 Operation in Real-Time 

In order to provide adequate support during an emergency, the M3Flood 
acquires data from the thermometer, rain gauge and hydrometer network 
together with weather forecasts in numerical format, as maps of the mete-
orological models and radar observations (Fig. 5), and alphanumeric, in the 
form of a bulletin as issued by the competent body. 

On the basis of the input (forecast and recorded) data, the hydrological 
and hydraulic models return forecast outputs at 24 hours for the river sec-
tions of specific interest. Each time new data are input in the system, they 
are automatically compared with a system of reference thresholds defined 
by the user, and identify the “state of risk”, enabling the competent struc-
tures to be alerted. 

From this moment onwards the hydrological and meteorological centre 
(Centro Funzionale in Italy and Confederación Hidrográfica in Spain), the 
Civil Defense structures and the Basin Technical Services can monitor the 
state of the basin and the evolution of an event through the “Risk Analysis 
and Assessment” interface, by displaying the rainfall trend (Fig. 6) and hy-
drometric data recorded, even in numerical form, as well as forecasts of 
levels in the sections at 24 hours, provided in real time by the hydrological 
and hydraulic models (Fig. 7). 
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Fig. 3. Limnigraphs detailing observed and predicted levels 

Fig. 4. Hydrographs detailing observed and predicted discharge 
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Fig. 5. Radar and weather forecast maps 

Fig. 6-7. Measured data and forecast flows 

The interface also enables the comparison of the phenomenon underway 
with historical events of reference (Fig. 8), or to perform analyses more 
sophisticated than forecasting, by viewing various model runs at the same 
time, or comparing the data recorded and forecast in the past. 
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Fig. 8. Comparison of measured data with historical data 

All data can then be displayed in a special cartographic application. The 
system enables the preparation and management of special predefined 
views which allow rapid access to map databases of specific interest for 
each of the forecasting and emergency management phases. 

In particular, all the hydro-meteorological measuring stations, whose 
data are updated in real time, can be viewed in the cartography of interest. 
In function of the analysis being performed, it is possible to display re-
gional-scale views (view of the alert macro-areas for weather forecasts), or 
those specific towards assessing the event at the basin scale (consultation 
of the cartography of the Provincial Forecasting and Prevention Plan con-
taining the analysis of the risk areas on the territory, from the hydro-
morphological map to the localization of critical stretches of the hydro-
graphical grid), down to those specific to civil defence activities at a mu-
nicipal scale, whose map databases are comprised by the Technical Re-
gional Map in raster format, at 1:5,000 or 1:25,000 scale, which are 
superimposed by the elements exposed to risk and the areas useful for res-
cue operations (gathering areas, reception areas for the population, etc.). 

5 System Features 

M3Flood’s main objective is to provide, in one system, all the tools re-
quired by the hydrological and meteorological centre, the Civil Defense 
structures and the Basin Technical Services for all phases of the alerting 
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system, from forecasting and assessment of the event, to the phase of ob-
servation and management of flood emergencies. 

The system’s architecture (Fig. 9) includes a central core comprising the 
data management component which relies on an Oracle database for the 
storage and management of all data, both static data, configured through 
the “GIS population” module for cartographic data, and those acquired in 
real time, imported by the real-time data “Acquisition and processing” 
module. 

Fig. 9. M3Flood modules 

The information contained in the Database is presented to the user 
through two independent interfaces (given the generic definition of “Dis-
semination” and “Decision support” in the diagram in Fig. 9): the first of 
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these is more schematic, as it is destined for general WEB users (Fig. 10), 
and the other, designed for operating centre operators, in GIS format (Fig. 
11), through the risk analysis and assessment interface. A third interface, 
again integrated with the first two but designed for the system administra-
tor and described in the next paragraph, allows the configuration of the 
system’s characteristics. 

Fig. 10. The M3Flood web site 
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Fig. 11. GIS operating centre interface 

The system is entirely developed in Java, thus assuring its portability 
across different platforms. For the GIS environment, the ESRI MapObjects 
Java Edition was integrated, while the communication support component 
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runs on David, specifically customized for the purpose. For the web com-
ponent JSP technology and an Apache Tomcat web server were chosen. 

Fig. 12. Alert 

6 System Configurability 

One of the main strengths of M3Flood is its high degree of configurability 
on the part of the user, including for the Database (including mapping 
data), viewing modalities, models, and the operation of the alert system. 

The Database and the risk analysis and assessment interface are pro-
grammable by the user on the one hand through the GIS population mod-
ule – a graphic interface developed in a MapObjects environment - and on 
the other through the system administrator’s interface. 

The first of these enables the definition in detail of the mapping project 
of reference, specifying its contents (shp files and tables) with the relative 
metadata, and performing the population of the Database; in addition, by 
defining a series of “views” (Fig. 13) and “queries”, it is also possible to 
configure the display modalities for the stored information, be it numerical 
(sensor data) or cartographic (road network maps, flooded areas, etc. with 
relative legends), without the need for programming in a specific language. 



1208      Rosanna Foraci et al 

Fig. 13. GIS population component 

The second provides a series of simple window interfaces which, in or-
der to make the operation of the system more adapted to the need of the 
various users, enable the configuration of information such as thresholds, 
risk levels, sensors, stations, data acquisition parameters, model activation, 
the characteristics of the messages to be sent, the address book, the logs, 
the backup-restore, the users, etc. 

In particular, the threshold values forecast and recorded can be config-
ured on different objects, for examples alert macro-areas, sub-basins, sen-
sors, etc.

The instances where the set forecast and recorded thresholds are ex-
ceeded contribute to the identification of risk levels, on the basis of criteria 
again definable by the user. For example, the criterion for identification of 
the “Attention 1” risk level, can correspond to the exceeding of the rainfall 
forecast threshold 24 hours earlier than estimated, together with the ex-
ceeding of the event threshold on the sub-basins. 

The system of notification to the interested operators which follows on 
the identification of risk levels can also be configured by the user, a fact 
which allows M3Flood to be adapted to the needs of the various bodies in-
volved depending on their function and the various tasks of their person-
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nel. The system enables the definition of an address book for those to 
whom the messages are to be sent, and keeps an archive of sent messages. 

7 Conclusions 

M3Flood is an innovative product with respect to the flood risk forecasting 
and management systems currently available. 

Its main strengths are: 
the synthesis in a single system of the tools necessary for both the risk 
forecasting and the analysis and management phases; 
the configurability of the system’s various components. 
The advantages it provides are those of having a single program which 

is able to handle weather forecasts, the reception of data in real time, risk 
analysis, mapping application and alerts system at once, resulting in time 
savings with respect to the use of different applications. The structure of 
the system, in addition, structured in Client applications which acquire 
data from a same server, guarantees the univocality of monitoring and 
forecasting data available to the central and peripheral structures, which 
are thus able to operate in a shared fashion, reducing to the minimum any 
complications linked to diverging interpretations of the events underway. 
The configurability of the various models, in addition, means that 
M3Flood can in any case be adapted for the various requirements of the 
technical structures operating during emergencies, each having their own 
competencies in terms of forecasting, event analysis and alerting, and 
management of operations on the field; the configurability of the various 
models in addition allows users to rapidly adapt the system at any time 
when their operating requirements change. Finally, the possibility of pub-
lishing on the web and placing at the disposal of the various operators in-
volved the main information relating to the events expected or underway, 
as organized in the M3Flood system, facilitates the operation of structures 
which do are not manned 24 hrs and reduces the waste of human resources 
and materials to a minimum. 

For this reason M3Flood is particularly useful for the Functional Cen-
tres, the Confederaciónes Hidrográficas and other civil defense organiza-
tions in the performance of the tasks assigned to them by the recent legisla-
tion. M3Flood will also ease the organization of flood events in Spain. One 
of the clear benefits being that the terminology used by diverse organisms 
involved in flood management will be standardized. This should eliminate 
the uncertainty generated by the incorrect interpretation of observed data, 
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trends and predictions thereby improving the efficiency of flood mitiga-
tion.
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Abstract

The developed software and technical complex represents a mobile work-
ing place designed to support the work of radiation safety experts in case 
of emergencies, when leaving for the place of accident. It comprises re-
quired databases on normative documents in the radiation safety area; en-
quiry databases on objects, the personnel and equipment of emergency-
rescue teams (ERT) from FAAE of Russia; the bank of electronic maps; 
computer systems for operative forecast and radiation environment meas-
urement; the system to define geographical coordinates as well as a wide 
set of communication links to accept and transfer the data.

The software and technical complex is implemented on the base of a 
portable IBM-compatible computer. The technical complex is also 
equipped by a dose rate sensor to run field radiation measurements. Geo-
graphical reference to the dose rate measurements is performed via GPS-
receiver.

Basic objectives solved by tools of the present mobile complex are as 
follows - information and analytical support for radiation safety experts, 
express simulation of radiation environment in the place of accident ac-
companying by radionuclide release, on-site dose rate measurement and 
retrieval of data on electronic maps, preparation of on-line required docu-
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ments, forecasts and recommendations, operative communication and data 
transfer provision for RF FAAE crisis centers. 

1 Introduction 

When eliminating the consequences of nuclear and radiation accidents, 
successful fulfillment by radiation safety experts of their functions requires 
on-line solution in situ of a number of tasks, such as:  

measurements of the radiation situation parameters in the affected area,  
rapid making of a forecast of the radiation situation development, and 
elaboration of appropriate recommendations on protection of personnel, 
nearby population and environment.  
Adequate solution of the above tasks is based on the use of a variety of 

information-reference and simulating systems and databases. During 
elimination of consequences of a radiation accident the role of stationary 
control posts could decrease whereas that of mobile teams and laborato-
ries, especially during early and intermediate post-accident phases, could 
increase. Moreover, during early phases of transport accidents, 
thefts/losses of radioactive sources, accidents with mobile radiation 
sources or potential terrorist attacks no devices for situation control and 
data transfer could be available at all. Forecasting of radiological implica-
tions of a radiation accident and the development of appropriate recom-
mendations on population and environment protection requires permanent 
refining of the available forecast on basis of experimental confirmations 
and corrections of previous estimates. 

This paper is dealing with description of a mobile hardware and soft-
ware complex developed at IBRAE RAS to support in situ activities of ex-
perts on solution of the above tasks when addressing accidents involving 
the radiation factor. As a matter of fact, the mobile hardware and software 
complex under consideration represents a diminished version of a station-
ary information-analytical crisis center being aimed at fulfilling basic func-
tions of such center but in the close-to-emergency area. In addition to in-
formation and analytical data typical for information-analytical crisis 
centers, the mobile complex is supplemented with special devices for on-
line measurements of individual radiation situation parameters (firstly, to 
verify and correct the radiation situation forecasts), a satellite navigator 
and a variety of voice communication facilities providing for control and 
on-line data exchange with crisis centers involved into elimination of the 
accident consequences. 
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Hardware and software of the mobile complex includes: -a database on 
radiation protection standard & regulatory documents; -reference databases 
on radiation-hazardous facilities, personnel and equipment of Emergency-
Rescue Teams (ERTs) of the Federal Agency for Atomic Energy (Rosa-
tom); -a digital-map databank; -computer systems of on-line forecast and 
measurement of the radiation situation parameters; and -different data-
exchange communication channels. 

The main functions to be fulfilled using the mobile complex facilities 
may be summarized as follows: 
1. Information and analytical support for radiation safety experts; 
2. Express simulation (forecasting) of the radiation situation in the affected 

area involving radionuclide release to the atmosphere; 
3. On-line communications with crisis center including data transfer; 
4. On-site measurements (including on-line measurements) aimed, firstly, 

at verifying and correcting earlier forecasts; 
5. Rapid preparing of necessary working and reference documents, fore-

casts and recommendations and their on-line transfer to the higher eche-
lon.

2 Hardware of the Mobile Complex 

The mobile complex developed on basis of ‘Panasonic CF-29’ industrial 
laptop computer represents a “fully-protected” device complying on its 
properties with the MIL-STD 810F standard (Military Standard). The lap-
top computer structure ensures stable operation of the complex under se-
vere weather conditions as well as during transportation by a motorcar via 
poor roads. 

A functional diagram of the mobile complex is demonstrated in Fig.1. 
To run field radiation measurements, the mobile hardware and software 

complex is equipped with ‘BDMG-200’ dose rate sensor manufactured by 
“Doza” RPE providing for dose rate measurements within range of 0.1 
µSv/h – 3.0 µSv/h for gamma radiation energies of 0.05 – 3.0 MeV. 
‘BDMG –200’ sensor has a built-in processor and ‘RS-485’ interface al-
lowing its direct connection to personal computer via ‘USB’ port. The sen-
sor does not require any additional power source, electric power being 
supplied via ‘USB’ port immediately from computer. 
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Fig. 1. Functional diagram of the mobile complex 

Geographical reference of dose rate measurements is performed using 
‘Garmin 76 MAP’ GPS-receiver, the absolute accuracy being about 15 me-
ters. GPS–receiver is connected to laptop computer via ‘RS-232’ serial 
port. The GPS-receiver is supplied form batteries of ten-hour-continuous-
work service life. 

To be connected to the Internet, the mobile complex under consideration 
has the following communication channels: 

accessible data-exchange network channel (local network); 
telephone network and telephone modem; 
cellular telephone; 
satellite telephone. 
The choice of a specific communication channel will depend on the 

specificity of conditions in the emergency area. 
To ensure data transfer via wire telephone channel, a standard built-in 

modem (providing for 56 Kbit/sec data transfer rate at a minimum) and the 
relevant standard software are used. 

To connect to the Internet via a cellular communication line, a standard 
cell-phone with SIM-carte and activated GPRS service is used. The con-
nection between cell-phone and computer is realized via USB–port also 
performing the recharge function when connecting cell-phone to computer. 
Slow data transfer rate giving virtually no realistic option for graphic in-
formation transfer represents a considerable shortcoming of this procedure 
(in practice today only text information up to 8 Kbite is transferable). So 
far ‘GPRS’ protocol allowing a considerable increase in data transfer rate 
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has been of a limited use because of minor coverage of the Russian terri-
tory yet. Enlargement of GPRS-protocol coverage area is expected in the 
near future; after that communication via cellular phones could become the 
principal way during work in “field” conditions in Russia. 

It is satellite telephony that is presently the most universally used com-
munication channel. The mobile complex under consideration uses ‘Nera 
World Communicator’ satellite terminal operating under the ‘Inmarsat-

4’ system and providing for data transfer rate up to 64 Kbit/sec. To date 
‘Inmarsat’ satellites cover about 98% of the Earth’s surface ensuring 
“guaranteed” coverage of the area from the latitude 70° North to the lati-
tude 70° South, i.e. include the whole territory of Russia. IBRAE’s special-
ists successfully tested the procedure during “Rosenergoatom” emergency 
exercises at the Bilibino NPP (August 2002) and the Beloyarsk NPP (Sep-
tember 2004). 

Outward view of fully deployed mobile hardware and software complex 
is demonstrated in Figure.2. 

Fig. 2. Mobile hardware and software complex 
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3 Software of the Mobile Complex 

Windows XP Professional’ is used in the actual version of the mobile 
hardware and software complex as operational environment ensuring reli-
able operation of the whole system and of its individual subsystems. The 
operating system is supplemented with a full set of office and communica-
tion applications supplied by Microsoft Co. 

Developed at IBRAE RAS, the mobile complex application software 
comprises: 

an information-reference system for principal radiation- and nuclear-
hazardous facilities of Rosatom (OBJ- INATOM); 
a system of operation with digital map databank (MAPVIEW); 
a forecast system for analysis of radiation emergency implications for 
population and environment (TRACE-MI); 
a program for radiation monitoring data acquisition and visualization 
(RAMO);
reference information on Rosatom’s Emergency-Rescue Teams (RISK-
ATOM);
a reference system on radiation safety standard and regulatory docu-
ments (NORMA). 
The ‘MAPVIEW’, ‘RISK-ATOM’ and ‘NORMA’ software modules 

have been developed on basis of widely used MapInfo Geographical In-
formation System (GIS). 

For convenience sake, all above-listed application programmes have 
been integrated into a single software shell - ARM-EXPERT, Fig.3. De-
pending on the task to be addressed at the moment, user chooses the rele-
vant menu item (RISK-ATOM, NORMA, OBJ-MINATOMA, 
MAPVIEW, RAMO, TRACE-MI) and thereby initiates the required appli-
cation program. It should be emphasized that all above programs are func-
tioning independently of each other allowing for the user to work simulta-
neously with different applications. 

A brief description of application programs used by the mobile complex 
is given below. 

To obtain necessary information on Rosatom’s ERTs forces and facili-
ties, one should use ‘RISK-ATOM’ information-reference system devel-
oped and maintained by InformAtom Association. This system developed 
on basis of ‘CACHE’ database management system is oriented to work in 
the Internet. 
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Fig. 3. Active window of the ARM-EXPERT software shell 

All information of the ‘RISK-ATOM’ information-reference system re-
lated to work of ERTs is subdivided into logic sections. 

Depending on the type of information the user is interested in, the rele-
vant section is selected. The system interface provides for rapid context 
switch between the sections. To accelerate and enhance the efficiency of 
search for necessary information, the user has a possibility of specifying 
the search conditions in the system filter panel. An example of information 
output by responsibility areas of different Rosatom’s Emergency-
Technical Centers (ETCs) is given in Fig.4. 

The reference system ‘NORMA’ for radiation safety-related standard 
and regulatory documentation has been developed on basis of ‘Macrome-
dia Flash’ technology with the built-in ‘Action Script’ programming lan-
guage and comprises the main Russia’s and the IAEA’s documents in 
force on regulation of the radiation safety-related activities. 
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Fig. 4. A page of subsection “Distribution of Enterprises and ERTs over ETC Re-
sponsibility Areas” 

‘OBJ-MINATOM’ subsystem is a general information-reference system 
on principal radiation- and nuclear-hazardous facilities of Rosatom. The 
system allows obtaining a variety of data on radiation-hazardous facilities 
including description of the sources of hazard at such facilities, geographi-
cal description of the region and its infrastructure, facility-level emer-
gency-response plans, different-type charts, maps, and so forth. 

The mobile complex under consideration comprises a large bank of dif-
ferent-scale digital maps available in a single geographical coordinate sys-
tem. The digital-map bank includes both vector maps in ‘MapInfo’ GIS 
format and raster maps of regions non-covered by vector maps yet. 

To date the digital map bank of the mobile complex includes the follow-
ing maps and charts: 

general map of Russia at a 1:8.000.000 scale; 
maps of Russian regions with main radiation-hazardous facilities of 
Rosatom at a 1:1.000.000 scale; 
maps of Russian Nuclear Power Plant (NPP) surroundings and of main 
Rosatom’s radiation-hazardous facilities at a 1:200.000 scale; 
gazetteers (nomenclature map lists) covering the whole Russia at a 
1:1.000.000 scale; 
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gazetteer at a 1:200.000 scale covering 30-km areas around every of 10 
Russian NPPs, principal Rosatom’s nuclear & fuel cycle facilities and 
the entire territories of Moscow region, Leningrad region, Bryansk re-
gion, Kaluga region, Orel region and Tula region; 
maps of sites of Russian NPPs and of principal Rosatom’s radiation-
hazardous facilities; and 
raster maps of the surroundings of foreign NPPs at a 1:500.000 scale. 
Work with the digital-map bank of the actual mobile complex is per-

formed using ‘MAPVIEW’ software module generated as a ‘MapBasic’ 
application of ‘MapInfo’ GIS. 

‘MAPVIEW’ software module makes it possible to perform: 
search and view of individual maps of Russian regions, 30-km sur-
rounding areas and sites of NPPs and principal radiation-hazardous en-
terprises of Rosatom; 
generation of a map of any Russian settlement surroundings using indi-
vidual gazetteer at a 1:1.000.000 and a 1:200.000 scales; 
navigation over the whole map of Russia with automatic loading of nec-
essary gazetteers; when so doing, one has a possibility for a smooth 
automatic transfer when zooming from one map scale to another;  
obtaining information-reference data for radiation-hazardous facilities; 
and
saving the needed map fragment for further work. 
The software module under consideration is also used as a software 

component to prepare cartographic information and a database on settle-
ments for both ‘TRACE-MI’ forecast software and ‘RAMO’ forecast 
module on acquisition and visualization of radiation monitoring data, the 
latter forming a basis of application software developed at IBRAE RAS for 
the mobile complex. 

An example of active window of the module for work with the digital-
map bank with a loaded “surroundings’ map” at a 1:200000 scale is dem-
onstrated in Fig. 5. 

The main objective of ‘RAMO’ software module on acquisition and 
visualization of radiation monitoring data consists in visualizing dose rate 
measurement data on a map and their saving in a tabular form comprising: 
dose rates, coordinates of points of measurement, time, date and com-
ments. From 'Atlant-1’ sensor the current data of dose rate measurements 
are transferred to a program of the measurement result visualization 
‘RAMO’of the mobile complex. Simultaneously the ‘RAMO’s visualizer 
program inquires GPS-receiver and obtains the current coordinates of 
measurement point. In such a way the table is generated simultaneously 
including both dose rate measurement and measurement point locations 
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data. The table is generated in the inner format of ‘MapInfo’ GIS allowing 
its on-line representation on top of the background map selected from the 
digital map bank. After completion of a session the table can be saved in 
the inner 'MapInfo’ format or in 'DBF’ format using standard options of 
the ‘MapInfo’ system. 

Fig. 5. An example of active window of ‘MAPVIEW’ software module 

An example of outputting gamma-background measurement data on a 
map is demonstrated in Fig.6. 

‘TRACE-MI’ forecast software module is designed to: -perform ex-
press-analysis of the radiation situation as a result of radionuclide release 
to the atmosphere in case of hypothetical emergencies at radiation-
hazardous facilities; -estimate potential doses for personnel and nearby 
population; -generate thematic maps to support decision-making in emer-
gency situations; and –prepare reports. 

‘TRACE-MI’ simulating unit of the mobile hardware and software 
complex is based on the TRACE software [1] developed at IBRAE not 
long ago and simulating radionuclide transfer in the atmosphere in a case 
of potential emergency. 

This software module includes the Gauss atmospheric transfer model for 
calculations of radioactive release spreading in the atmosphere and esti-
mates of dose effects of such releases on human beings. The calculation 
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procedure is based on recommendations of the actual standard and techni-
cal documents [2, 3]. 

Fig. 6. An example of gamma dose rate measurement data representation on a 
digital map

The user is provided with the following possibilities: 
Setting radioactive release parameters and performing calculations using 
the atmospheric transfer model with visualization of simulation results 
on a digital map; 
Analyzing potential consequences of releases including report genera-
tion in the form of a text file; 
Saving the current status of the system in a special configuration file for 
purposes of its reproducing during subsequent analysis; 
Recording the results of simulation to a standard-format file for subse-
quent preparing of hard copies. 
In the course of simulation the following objective functions are calcu-

lated:
surface contamination; 
external (effective) dose from radioactive cloud; 
external (effective) dose from depositions; 
inhalation (effective) dose; 
inhalation (lung) dose; 
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inhalation (thyroid gland, children) dose; 
inhalation (thyroid gland, adults) dose; and 
dose rate. 
In most cases the above set of objective functions is quite sufficient for 

experts to estimate potential radiological consequences for population and 
environment under the majority of hypothetical radiation accident types. 

To analyze the results of calculations, the following set of special in-
formation forms useful for work of radiation safety experts is provided in 
the system: 

‘Input data’ –list of objective functions, specified weather conditions, 
description of the calculation area and list of nuclides selected for simu-
lation;
‘Values along the trace axis’ –table of the results of simulation of all ob-
jective functions depending on the distance from the source term epicen-
ter;
‘Plot along the axis’ – depending on the type of selected objective func-
tion, distribution of its value along the trace axis is given; 
‘Value along the section’ – table of the results of simulation of all objec-
tive function values across the trace axis;  
‘Section plot’ – plots across the trace axis are given with the results of 
calculations depending on the type of selected objective function. 
There is a possibility of highlighting information on individual settle-

ments covered by the trace area and thus affected by the radioactive con-
tamination. 

An example of output of the results of radiation situation simulation in 
the emergency area on a digital map in the form of level lines is demon-
strated in Fig.7. 

4 Experience of the Mobile Complex Use 

Full-scale and real-time testing of all units of the mobile complex was per-
formed during the Roenergoatom’s exercises at Smolensk NPP in 2003 
and at Beloyarsk NPP in 2004.  

On agreement with the leaders of the Rosenergoatom Emergency Crisis 
Center, complex testing of the mobile complex during the Beloyarsk 
NPP’s exercise was performed on basis of a mobile communications cen-
ter of the Emergency Crisis Center under active participation of the Con-
cern’s specialists. That allowed the complex testing under both the off-line 
mode in “field” conditions using only its inner power sources and when 
transporting by a ‘KAMAZ’ truck with substantial vibrations and me-
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chanical shocks. The complex demonstrated reliable operation in different 
conditions including proper functioning in the truck during movement via 
a country road. 

Fig. 7. Output of results of the radiation situation simulation on a digital map 

Using the mobile complex gamma-background was measured within all 
main exercise’s locations (save for NPP site itself), the measurement re-
sults being illustrated in Fig.8. Then those data were transferred to the 
IBRAE’s Technical Crisis Center via a satellite channel. 

In the course of the exercise a similar-type of work on simulation of the 
radiation situation in the hypothetical accident area was performed using 
the ‘Trace_MI’ forecast module of the mobile complex. The results were 
compared with the relevant forecast data generated at the IBRAE’s Tech-
nical Support Center and other expert groups involved into the exercise. 
Their comparison showed a good agreement with the data of other expert 
groups, which also used the Gauss atmospheric transfer model in their cal-
culations.



1224      Rafael Arutyunyan et al 

Fig. 8. Gamma-background measurements in the exercise area 
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Abstract

In Turkey, mitigation works have been given more importance since the 
1999 Gulf earthquake. The first drafted projects put forth for Istanbul are 
the seismic microzonation and earthquake risk assessment projects. How-
ever, the fundamental plan which provided a ground for thorough assess-
ment deducted from the mentioned projects as well as a road-map for miti-
gation is the Earthquake Master Plan. YTU (Yildiz Technical University) 
settlement and urban planning team have been faced some difficulties for 
risk assessment and priorities, during the IEMP (Istanbul Earthquake Mas-
ter Plan) project. Therefore, some processes related to spatial decisions 
such as definition of priority areas were applied just for highly macro 
level. Risk priority areas could not be determined due to the lack of neces-
sary information. The team has developed a new zoning approach for risk 
zoning based on density, pattern and other properties according to the re-
quirements of previous projects with the contribution of BU (Bo aziçi
University) project team.  

In this paper, existing GIS contents of risk maps and other information 
as the most essential component of the mitigation phase of disaster man-
agement, new zoning approach developed by YTU-BU teams during the 
IEMP project and possible results are presented.  
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1 Introduction 

Earthquakes are the most devastating type of disaster in terms of loss of 
both lives and properties in Turkey, which seems primary to stem from 
factors such as faulty land use planning and construction, inadequate infra-
structure and services and environmental degradation (BU-KOERI, 2002). 
Istanbul is the largest, most crowded and beautiful city of Turkey. Accord-
ing to the research conducted by scientists a large-scaled earthquake is al-
most certain to take place in Istanbul. When the amount of buildings is 
taken into account, today it seems inevitable to avoid a great deal loss of 
lives. Scenario A described in the JICA-IMM report foresees that 7 percent 
of all buildings in Istanbul (51,000 buildings) will either collapse or suffer 
major damage, causing some 73,000 deaths (JICA-IMM, 2002).  

Generally, the legislations and the processes connected with disaster 
management in Turkey tend to cope with the last two phases of disaster 
management. Thus, most applications carried out so far have been limited 
only with response and recovery phases. In fact, in the event of estimating 
the lives and properties at risk and their effects are spatially determined 
along with risk reduction activities; there is no need to exert further action 
under normal circumstances in the following phases.  

Mitigation is defined as "sustained action that reduces or eliminates 
long-term risk to people and property from natural hazards and their ef-
fects". Mitigation begins with local communities assessing their risks and 
repetitive problems and making a plan for creating solutions to these prob-
lems and reducing the vulnerability of its citizens and property to risk.  

Naturally the first step of mitigation is to determine the risk if the risk in 
question is spatially unclear. When it is assessed in terms of earthquakes; 
current disasters and their effects; topography; underground facts and their 
possible outer effects; artificial elements such as buildings, roads, bridges, 
technical infrastructure facilities etc. are necessary basic data. With the 
modern scientific methods, which have been developed up until now, it is 
possible to put forth the relative spatial distribution of risks, by estimating 
earthquakes and their effects. The other phase comprises the determination 
of mitigation alternatives, thus devising plans by carrying out cost-benefit 
analyses. At this phase it is important to obtain necessary special facts re-
garding the priority areas. The application and continuation of plans con-
sist the last phase of mitigation process. In mitigation plans, there exist 
scales in three categories: macro, mezzo and micro levels. Nowadays due 
to hazard assessment, mitigation planning has become easier and GIS sup-
port to multi hazard possibilities are taken into consideration.  
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2 Earthquake and Loss Estimation 

Catastrophe loss modeling for natural hazards comprises four major steps 
(Chen et al., 2004): 

Hazard analysis: quantifies the physical characteristics of a hazard, in-
cluding probability of occurrence, magnitude, intensity, location, influ-
ence of geological or meteorological factors. 
Exposure analysis: identifies and maps underlying elements at risk or 
exposures, including the built environment and socioeconomic factors 
such as population and economic activity. 
Vulnerability analysis: assesses the degree of susceptibility to which 
elements at risk are exposed to the hazard. A community with strong 
capacities would decrease susceptibility. A common form of vulnerabil-
ity analysis uses historical damage records to prescribe relationships be-
tween damage to dwellings and hazard intensity. Different building con-
struction classes and occupancy types will have distinct vulnerability 
curves. Vulnerability curves can also be established for socioeconomic 
exposures, such as population age groups, although for the time being 
such relationships are not well developed. 
Risk analysis: synthesizes the above three components and determines 
the resulting losses as a function of return period or as an exceedance 
probability.  
Each of these four stages is fraught with uncertainty. Limited scientific 

information in defining the hazard, lower quality data in defining the expo-
sure inventory characteristics, and limited engineering information in esti-
mating the inventory damage result in error bounds in estimating expected 
losses (Grossi et al., 1998). 

Catastrophe loss estimation for natural hazards combines both hazard 
and exposure data. While hazard attributes such as intensity distributions 
are usually represented at a spatially explicit raster (or pixel) level, expo-
sure data such as population, dwellings and insurance portfolios are usu-
ally only available at spatially lumped census tracts. In current loss estima-
tion studies, this spatial incompatibility is often inadequately addressed 
and a uniform distribution of exposure data within an areal unit assumed. 
As a result, loss estimation models overlook a great deal of spatial dispar-
ity (Chen et al., 2004).  

At earthquake loss estimation applications, generally, parameters are de-
termined as 500 m x 500 m cells. For example, at USA and HAZUS appli-
cations, USGS’s 10 m gridded-data is frequently used for geological pa-
rameters (Lowe 2004). If there is no existing data within the demanded 
interval, through the interpolation method, data is transferred to grids with 
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no data. As it was stated above, if the inventory data does not exist in the 
mentioned cell type, either again with interpolation or with loss estimation 
for small scale spatial units. In the USA, census tract or zip code are used 
for building inventory and social, demographic data. In this kind of appli-
cations, various assumptions during estimation, unreliability of geological, 
geophysical and geo-technical data, and spatial boundaries utilized in ob-
taining information etc. paves the way for uncertainty and results in the 
highly macro form.  

3 Istanbul Earthquake Master Plan 

In order to mitigate heavy losses in the event of a large-scaled earthquake, 
Istanbul Metropolitan Municipality (IMM), the main body responsible for 
all local administrations of Istanbul, has undertaken a variety of precau-
tions since 1999, coordinating with research institutions in many projects 
covering the land within its responsibility. The first of these projects is the 
Seismic Microzonation Project (JICA-IMM 2002). Another project which 
is necessitated on the face of the present threat was launched by the Bo a-
ziçi University (BU) (BU-ARC 2002). Risks determined to pose threat to 
the existence of the city are all assessed also within a comprehensive pro-
ject: the Istanbul Earthquake Master Plan Project (IEMP). Members of 
academic staff and students from the four universities in Turkey have 
taken part in the project for the purpose of defining maps that could reduce 
risks dramatically.  

The scope of IEMP comprised of activities to be done for assessment of 
current situation, seismic assessment and rehabilitation of existing build-
ings, issues about urban planning, legal, financial, educational, social, risk 
and disaster management and, aimed at planning of the activities in these 
fields, preparation of implementation programs, and identification of the 
responsibilities and responsible authorities for earthquake disaster mitiga-
tion works to be carried out in Istanbul (BU et al., 2003).  

An important aspect to be covered by IEMP is decided to be the assess-
ment of seismic vulnerability of existing building stock in Istanbul, the de-
velopment of seismic retrofitting methods and the determination of techni-
cal, social, administrative, legal and financial measures to be taken in order 
to be able to implement such methods. In the Plan the work to be done in 
these fields are examined and the recommendations about the measures to 
be taken are given (BU et al., 2003).  
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3.1 Istanbul and Earthquake Risk 

In recent years, two main projects have been carried out according to the 
earthquake scenarios in order to determine the risk, which has been dis-
cussed seriously. IEMP has been prepared according to previous projects 
data motivated to the risk reduction, prior action area definition, disaster 
management etc. These projects are: 

The Study on a Disaster Prevention / Mitigation Basic Plan in Istanbul 
including Seismic Microzonation in the Republic of Turkey (JICA-IMM 
2002)
Earthquake Risk Assessment for Istanbul Metropolitan Area (BU-ARC 
2002)
Both in projects, earthquake risk assessment in Istanbul are based on the 

scenario earthquake governed deterministic methodology. A scenario 
earthquake was determined to take place on the Main Marmara Fault 
(MMF) at BU-ARC project. Four scenario earthquake models were deter-
mined with MMF nearly at JICA-IMM Project. Model A is the same as the 
BU project. Ground motion and loss estimations based on deterministic as-
sessments are mean values. In other words the reality has a 50% probabil-
ity of being both below and above those levels (BU et al 2003).  

The BU – ARC study assumed that, based on the segmentation model 
developed, the scenario earthquake would occur on the unruptured seg-
ments of the Main Marmara Fault producing an Mw = 7.5 event. The same 
seismo-tectonic structure is used in the JICA – IMM study and the sce-
nario earthquake model A is equivalent the one used in the BU – ARC 
study. Compilation and interpretation of topographic, geologic and geo-
technical data and the selection of the appropriate attenuation and site re-
sponse models constitute the remaining main inputs of the earthquake haz-
ard assessment. Following, the transfer of the ground motion values to the 
0.005 x 0.005° (400 m x 600 m) cells (polygonal), the spectral accelera-
tions obtained for 20 and 50% probabilities of exceedance and from the 
deterministic studies have been normalized with respect to their mean 
value (BU et al 2003). In the JICA-IMM project, however, seismic motion 
has been determined with 500 m x 500 m cell. 

In the JICA-IMM project, the number of buildings in 500 m grid cell us-
ing 1/1000 CAD map data has been determined. Other building data has 
been taken from the building census 2000 on district basis. For surface ge-
ology, an improved geology map has been used at 1/5000 (original scale 
has 1/50000).  Population data were used from population census 2000 
with sub-district base. Another important point is that the census data has 
not been collected as geocoded in Turkey. In the BU-ARC project, data 
collected more comprehensively.  
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Heavily damaged and total collapse constitute are the most critical 
building damage classes. Within the context of the BU – ARC study, 
building damages are computed based on both intensity and spectral dis-
placements. For the computations base done spectral displacements 
HAZUS99 methodology is used. However, for various building types, the 
story drift amounts are modified to obtain damage grades compatibles with 
those defined in EMS-98 (BU et al 2003). 

3.1.2 Determining Priority Areas in Risk Reduction 

Social and physical losses have been put forth in sub-district basis in the 
JICA-IMM project and in cell basis in the BU-ARC project. At the IEMP 
project, some problems were encountered in determining priority areas by 
using loss estimation data of previous projects.  

The main problems in the JICA-IMM project may be placed in two 
groups. One of these problems arises from the difficulty in comparing 
various sub-districts with different land-sizes. The other one stems from 
omitting the third dimension (density) during loss estimation.  

In the JICA-IMM project, social and physical losses have been deter-
mined on the sub-district bases. In defining risks on sub-district level there 
emerged two fundamental problems. One of them is the difference in land-
sizes of sub-districts in Istanbul – towards the city center sub-districts 
cover smaller lands (5 Hectares) while in the periphery they occupy larger 
spaces (3148 Hectares). The reason why they occupy large spaces on the 
periphery is the fact that following the expansion of the city center towards 
periphery, former villages were transformed into sub-districts. In these 
kinds of sub-districts, former village centers are the focal point of housing 
while the sub-district lands are mostly empty spaces. In JICA-IMM stud-
ies, risk definitions were provided as numerical losses varying according to 
sub-districts. However, the vast difference in lands of sub-districts has 
made the relative comparison of risk impossible.  

For example, in the historical peninsula, sub-districts cover small lands, 
thus, they have smaller number of buildings. The buildings to be torn 
down exhibit a low figure but a high rate. On the contrary, Bahcelievler 
sub-district leaves an impression as to have a larger damage due to cover-
ing a larger land.

Secondarily, in sub-districts with up to 3148 hectare lands there may be 
intensities at various levels. When an intensity value is given on sub-
district basis, the level of uncertainty increases due to the increased value 
of standard deviation.  
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The solution to this problem is the transformation of heavy and beyond 
losses on sub-district basis into unit. In other words, the mentioned losses 
should be divided into the sub-district area in order to calculate losses per 
hectare. To increase the reliability of the result it would be quite useful to 
rearrange the densities of sub-district areas. That is, in some sub-district 
areas there are urban centers like universities, large woods and airports 
which increase the level of population dramatically. Consequently, these 
larger urban function areas should be deducted from the total of sub-
district areas, rearranging the land of sub-district areas.  

The other point of problem in the JICA-IMM project is the statement of 
losses only on the building count level. It is not possible to reach reason-
able and clear conclusions from loss estimations obtained only on the basis 
of building count. When the damage occurs in terms of building count, 
then density is omitted. High-story buildings are dense in some sub-
districts while low-story buildings are dense in others. Due to not taking 
the density into consideration, the real level of damage, loss of lives and 
properties is neglected. Because of omitting the third dimension in the 
JICA-IMM project, loss of lives statistics are provided only on district ba-
sis, not on sub-district one. The main problem seems to stem from the fact 
that loss estimation is made on the basis of building count, thus, preventing 
the real level of damage and that priority areas cannot be determined.  

JICA-IMM data has been transformed into building losses on unit basis 
by the YTU project team. The number of buildings likely to be heavily or 
above damaged has been divided into the area of the sub-district. Because 
there exist large public centers (public institutions, industrial sites etc.) in 
the sub-district, these areas are excluded, evaluating other relatively large 
entities necessary for every sub-district area such as schools, roads, and 
greenery and density blocks. Density of heavily damaged buildings has 
been calculated in the mentioned process (Figure 1). In this case, high-
density sub-districts with relatively small lands seem to suffer a heavier 
volume of damage.  

In the BU-ARC project, there are comparisons in terms of the number of 
damaged buildings and construction area. Thus, this project proves to be 
more useful in order to reach priority areas. Vulnerability on cell basis in-
clude loss of lives and properties, construction areas. 

The BU-ARC project adapted the HAZUS99 methodology to Turkey 
and the developed KOERILoss software, social and physical losses were 
determined. The data entered in the software includes a great amount of 
detailed inventory data. For example, each cell was entered data regarding 
the construction type of buildings, number of floors, and the year of con-
struction. Data obtained over a variety of sources have been applied at the 
project. For this reason, it is hard to say anything clear about the reliability 
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of data and information. The solution to data collecting and storage in or-
der to achieve reasonable loss estimation necessitates the immediate design 
of NSDI components in Turkey and that core data should include the men-
tioned data.

Fig. 1. Heavily damaged building density 

Loss estimation for insurance operations is the objective BU-ARC pro-
ject. Although there are detailed studies in this regard, they still remain in-
sufficient to determine priority regions. There are two main insufficiencies 
in this kind of approaches in determining the problematic priority areas. 
The first of these, data include geologic formation are based on middle 
scaled maps. Density, structural variations different microzonation areas 
are not taken into consideration due to featuring the grid base. In other 
words, formations, variations and densities, which affect the loss from 
separate directions, are all present within a cell.  

3.2 Proposed Zoning Design 

By utilizing the macro level defining indicators, the YTU team has strived 
hard to overcome the above-mentioned difficulties by also assessing risk 
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indicators, in search for priority areas. Due to time limitations, as a result 
of applying some data obtained from the IMM GIS project to the data ob-
tained from this peculiar study, risk areas have been indicated in a general 
framework, and in this respect strategies have been developed in order to 
mitigate the problems to be arisen from a probable earthquake. Following 
a prior study, an approach aiming at describing risks at detail level has 
been devised. With this paper it is intended to open the aim in question for 
discussion.

During the project, some difficulties have appeared for risk assessment. 
Therefore, some processes related to spatial decisions such as definition of 
prior areas were applied just for macro level. Furthermore, it was required 
to define sub-areas, which were changed in macro level, estimate the loss 
in respect of possible damage models, which was found according to dif-
ferent structure characteristics and computational methods, and prepare 
cost-benefit analyses. Priority areas in terms of risk could not be defined 
due to lack of proper information. The team has developed a new zoning 
approach for risk zoning based on density, pattern and other properties ac-
cording to the requirements of previous projects with the contribution of 
BU project team.  

In the Istanbul metropolitan area, different fabrics of society, income 
groups, functions and different building groups are at some point in close 
proximity and at other they are interwoven. An indication to be benefited 
from in order to classify those groups is density and the other is pattern. 
The determiners of density are land use and heights at the third dimension. 
Other characteristics to be classified are geological differences (ground 
structure) and slope. In addition, earthquake characteristics have been de-
termined in classifications according to the velocity reaction values ob-
tained over the probability method. It is possible to make correct loss esti-
mations by determining sub-district areas featuring different characteristics 
on macro level and by applying a variety of damage estimation models 
prepared in line with different structure characteristics. Thus, by assessing 
the loss estimations of differing sub-district areas on unit basis, it will be 
possible to determine the risk priority areas.  

In the IEMP, based on the current risk analyses, strategies have been 
devised at metropolitan city level or macro level, by putting forth a general 
risk-zoning process. However, through the support of studies based on 
cost-benefit analysis, it will be possible to develop programs to reduce 
risks in the Istanbul Metropolitan Area.
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3.2.1 Creating New Zones  

There are digital photogrammetrical maps of Istanbul the first of which 
dates back to 1987 and the last 2000. These maps are scaled at 1/1000 with 
UTM 3 degree coordinate system. In 2004 the administrative authority of 
Istanbul Metropolitan Municipality has been enlarged up to provincial 
frontiers. However, because the project was given a start before and the 
lately added areas do not have a digital data, the scope of the project today 
is much smaller.  

During the project, orthophotos scaled at 1/5000 and 1/5000 scaled 
CAD data deducted from basic maps scaled at 1/1000 were used. On the 
other hand the data used as sources were land use, building inventory, 5 m 
x 5 m elevation data and administrative boundaries which were produced 
from the CAD data during the GIS project of Municipality in 2002. 

Since the city is very large and there is no consistent planning concept, 
the different building patterns have appeared dispersedly. These patterns 
can be grouped and digitized in 5 main and 22 sub categories:  
1. Regular (individual rare/ mixed, adjacent rare/ mixed/ highly congested, 

rare/ congested/ mixed),  
2. organic rare/congested,  
3. social housing,  
4. develop along highway, and 
5. large urban areas (public spaces/+ commercial/ industry, industry/+ rare/ 

congested/ commercial, commercial, recreation area, sport). 
However; the floor numbers were designed to be classified as 1-4, 5-9 

and 9+ before digitization process, the classification appeared as 1-4+5-8, 
5-8+9+, complicated and no-data during the digitization. 

In order to define the areas with the 20% or more slope, TIN data has 
prepared from the 5 m x 5 m grid data. Then slope values have been calcu-
lated and results have been converted to vector from grid. 

Soil classification, probabilistic PGA for 50% pass over in 50 years 
PGA, spectral acceleration for 1 and 0.2 seconds data were obtained from 
BU-KOERI in digital vector format. However the accuracies of data is not 
clear enough, it is estimated to be around the accuracy of detailed 1/50.000 
scaled map. It is believed that using seismic microzonation base maps with 
larger scales will be more appropriate.  

After all data is collected in the GIS environment, areas were reviewed 
to avoid edges longer than 500 meters, since it wasn’t wanted to have for 
seismic aspects.  

In the IMM GIS project, in addition to the attributes mentioned above, 
the point building data was arranged as building count according to the 
construction type (reinforced concrete, masonry, wooden, pre-fabricated, 
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steel construction); according to construction type and floor number; ac-
cording daily and night population, main function etc. Although it was 
quite necessary, building construction dates could not be obtained due to 
being not reliable enough. If they were added to the study, then it would be 
necessary to state the buildings as those constructed in 1979 and before, 
those constructed between 1980-1998 and those constructed in 1998 and 
after, along with the number of floors and construction type. In the men-
tioned years some alterations were made at the Earthquake Regulations, 
which, of course, affected the construction of buildings. However, in the 
damage analyses after the earthquake, it was observed that no significant 
damage occurred between buildings constructed before 1975 and after the 
year (Sengezer 2003).  

The new zones will be assessed with KOERILoss software of the BU, 
and with MSK98 scale for each area, the number of collapsed, heavily-
medium-lightly damaged or non-damaged buildings and construction site 
areas will be stated as well as the number of death and injury.  

With the obtained results, a more accurate and realistic estimation re-
garding the risk reduction in priority areas could be made, and thanks to 
the cost-benefit analyses a variety of solutions could be brought about. To 
this end, first of all, the below mentioned path should be followed.  

The number of damaged buildings = the number of heavily 
and more damaged buildings / zone area  

(3.1)

Risk = the number of heavily and more damaged buildings / 
total number of buildings = A 

(3.2)

3.2.2 Spatial Analysis Scenarios 

According to the results, which are to be obtained in line with the charac-
teristics of zones, the following steps have to be taken: 

If A > 50% (approximate rate, a certain value is not clear for our coun-
try), it could be a priority area. The other factors need to be studied 
closer.
If A > 50% and TAKS > 0.75, KAKS > 2.5, then the rate of density is 
high with no good environmental conditions and they have the priority 
for studies.  Detailed microzoning and urban transformation researchers 
must be done as well as cost-benefit studies.  
In the end, it may be decided to retrofit or reconstruct the building in 
question. Instead of individually retrofiting buildings, it may be pre-
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ferred to increase the total quality of the environment by tearing down 
all buildings and reconstructing them. Instead of increasing the level of 
security one by one with a new plan, many benefits may be obtained 
over the total increase of environmental quality.  
If the risk is high and the income and education levels are low, some in-
centives may be provided with the help of government. In order to 
achieve urban transformation, it is possible to elevate the amount of 
synergy by combining the constructional aims with social development 
projects.
For regions emerging with peculiar patterns and function characteristics, 
different project methods and reinforcement techniques, for example not 
to spoil their historical pattern, should be thought of.  

4 Conclusion 

The rapid growth rate in metropolitan cities like Istanbul in addition to the 
problems regarding city planning as well as problems with construction 
techniques, resulted in dramatically increased risk of vulnerability in the 
event of a major earthquake. Projects launched with the pioneering local 
administrations in cooperation with universities have proved to be initial 
steps taken in the direction of eliminating the factors that may cost many 
lives, and disaster management mitigation efforts have been put into ac-
tion. Within the framework of the IEMP, a variety of roadmaps have been 
drawn so far.

Within the scope of the IEMP, the YTU settlement and urban planning 
team has applied indicators defining the problems of Istanbul on macro 
level, harmonizing them with risk indicators, thus, obtaining general prior-
ity areas. As a result, according to their typologies, offers and strategies for 
solution have been brought about. The level of risk is quite high in Istan-
bul. Consequently, with the help of aforementioned approaches, the prior-
ity areas have been determined but the amount of land equals almost one-
third of the city, which necessitates the urgency to narrow and specify the 
risky areas in order to immediately start to apply solutions. In order to use 
the time in the best way possible until a probable earthquake, a method to 
be developed by using the present data provided by JICA, BU-ARC and 
IMM has been suggested, and the fundamentals that may operate the risk 
model have been prepared at GIS environment.  

Zones have been produced by overlapping vector data that includes ad-
ministrative borders and other data regarding the pattern, floor count, slope 
and earthquake. Then building inventory, functions, and population data to 
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each zone transferred to each zone. Areas will be assessed with the BU 
KOERILoss software and on new areas basic physical, economic and so-
cial losses may be calculated. Results will be assessed and risk priority ar-
eas will be determined, rendering the strategies clearer for more detailed 
studies.

In researched studies and current projects, it is not possible to check the 
correctness of the information obtained as a result of earthquake loss esti-
mation and vulnerability methodology. According to our point of view, the 
underlying reason of the above situation stems from various data collected 
from different sources each of which have different scales, reliability and 
belong to various time periods, at some points the lack of proper and nec-
essary information and the insufficiency of information produced at sub-
district, census tract, zip code or various cell levels. The only solution 
seems to develop NDSI applications which include multi hazard analysis 
and loss estimation data, and the subject should also be given more priority 
in e-government applications as is the case in developed countries.  

References 

BU-ARC (2002) Earthquake Risk Assessment for stanbul Metropolitan Area, 
Project Report prepared by Erdik M, Aydıno lu MN, Barka A,Yüzügüllü Ö, 
Siyahi B, Durukal E, Fahjan Y, Akman H, Birgören G, Biro Y  

JICA-IMM (2002) The Study on a Disaster prevention/Mitigation Basic Plan in 
stanbul including Seismic Microzonation in the Republic of Turkey, draft fi-

nal report, Main report 
BU, ITU, ODTU, YTU, MMI (2003) Earthquake Master Plan For Istanbul, Final 

Report 
Chen K, McAneney J, Blong R, Leigh R, Hunter L, Magill C (2004) Defining area 

at risk and its effect in catastrophe loss estimation: a dasymetric mapping ap-
proach, Applied Geography 24, pp 97–117 

Grossi PA, Kleindorfer P, Kunreuther H (1998) The Impact of Uncertainty in 
Managing Seismic Risk: The Case of Earthquake Frequency and Structural 
Vulnerability, Project Report 

Lowe JW (2004) Spatial Trends and Drivers in Insurance Loss Modeling, Geo-
spatial Solutions 

Sengezer B (2003) Seismic Vulnerability of Buildings: The case of Turkey, UIA 
Summer School Urban Settlements and Natural or Other Disasters Work Pro-
gramme, Izmir 



Application of Remote Sensing and GIS 
Technology in Forest Fire Risk Modeling and 
Management of Forest Fires: A Case Study in the 
Garhwal Himalayan Region 

Sunil Chandra 

Forest Survey of India, Kaulagarh Road, P.O.-IPE, Dehra Dun. 
Uttaranchal, India.
Email: scdangwal@yahoo.co.uk 

Abstract

Natural disasters are inevitable and it is impossible to fully recoup the 
damage caused by the disasters. But to some extent it is possible to mini-
mize the potential risk by developing early warning strategies for disasters, 
prepare and implement developmental plans to provide resilience to such 
disasters and to help in rehabilitation and post disaster reduction. Uncon-
trolled forest fires have adversely affected the local landscape and econ-
omy.  Climatic, phenology variations and topography, apart from local fac-
tors are some of the main causes of frequent occurrence of wild forest fires 
in Garhwal Himalayas. Understanding the important of forest in the na-
tional economy (12% of global plant wealth), conservation of environment 
and biodiversity, Forest Survey of India(FSI) as a central monitoring 
agency is assessing and estimating the forest resources in a two years cy-
cle. India is one of the few countries in the world to carry out the forest 
cover assessment and mapping using satellite data in a two years cycle pe-
riod. Keeping in view the role of forest in national development, a Central 
Sector scheme has been implemented that includes- development of Early 
Warning system for forest fires, mapping of forest fire affected areas, de-
velopment of a fire danger rating system, monitoring the impact of the 
scheme and its evaluation, identification and mapping of all fire prone ar-
eas, compilation and analysis of data-base on forest fire damage, develop-
ment and installation of  ‘Fire Danger Rating System’ and  ‘Fire Forecast-
ing System’. The other measures include building up a strong 
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communication network between the monitoring station and fire suppres-
sion teams, effective transportation, watch towers, Fire line creation and 
maintenance, creation of water harvesting structures, fire management 
plans, any other technological innovation, assistance to JFM(Joint Forest 
Management Committees),awareness, training and research. Remote sens-
ing and GIS technology could be effectively used in fire risk zonation .The 
technology has proved to be a valuable tool in identifying different fire 
risk zones based on appropriate parameters such as fuel load, slope, aspect, 
altitude, drainage, distance from roads and settlements. The approach fol-
lowed for broad based forest type classification in the study was helpful in 
identifying different forest types available in the area. Fuel load, slope de-
gree, aspect, elevation, drainage, roads and settlement layers were assigned 
different weight ages depending upon their impact, in identification of fire 
risk zones. This was followed by ground verification of the generated fire 
risk zone maps and their comparison with incidences of forest fire in pre-
vious years. The response time to disaster relief was calculated based on 
the friction offered by slope, altitude and other factors.  Thus, high to low 
fire risk zones can be identified and suitable management strategy for con-
trolling the disaster can be prioritized in this region. 

1 Introduction

Forest play an important role in conservation of environment and flora. 
Forest fire cause severe damage in terms of loss of timber, human prop-
erty, wildlife , loss of certain rare plant species and soil erosion. 

Forest cover in recent times have been subjected to pressures not only 
from human beings, but also from natural calamities such as fire, floods 
and cyclone. Frequent occurrences of uncontrolled forest fires have caused 
adverse impacts. As per the studies, 90% forest fires are estimated to be 
man made. About 3.73 million hectare forest area is affected by fires lead-
ing to a loss of Rs. 440 crores annually. About  54.7% of India’s forest are 
fire prone . Of this 9.2% forest area is affected by frequent forest fires 
whereas 45.5% by occasional fires(FSI, 1997). There has been frequent 
occurrences of forest fire in Garhwal Himalayas in recent years. 

Most of the wild forest fires in recent times are caused by man deliber-
ately or unintentionally. High temperature and dry biomass created as a re-
sult of humus, dry herbs ,shrubs & fallen twigs  accelerate the fire. Fires 
could be creeping fires, ground fires , surface fires and crown fires. Certain 
tree species are more vulnerable to fire than others. Forest density is 
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largely responsible for the weight and compactness of fuel load, which de-
termines the amount of biomass available for burning. 

Forest fires are strongly linked to weather and climate (Faannigan and 
Harrington, 1988). Slope, aspect and elevation have a direct affect on the 
severity and extent of fire. While elevation and  aspect are responsible for 
the quality of fuel biomass, slope has an important role in deciding the rate 
of fire spread. On a steep slope, flames are closer to the fuel, wind currents 
are normally uphill and  convection heat rising along the slopes increases 
the rate of spread. The vast differences in the quantity of solar heat deliv-
ered to southern exposures compared to northern, causes differences in soil 
moisture and vegetation types.  

Dependence of forest fire on such spatial parameters has made the ap-
plication of GIS techniques feasible for classifying a geographical area 
into different degree of fire risk. Such occurrences have resulted in a need 
to develop a system that can identify fire risk area based on certain criteria 
and parameters. GIS has come up as a wonderful tool in analyzing differ-
ent layers to come up at a conclusion 

An effort has been made in the present study to highlight those factors 
in the Garhwal Himalayas which are primarily responsible for initiating 
wild fires . A study was taken up in part of Uttarkashi district in Garhwal 
Himalayas to create fire risk zones. The fire risk index developed as a re-
sult of risk zonation model can be utilized for creation of similar such 
models for different topographic conditions.  

2 Study Area  

Uttarkashi district in Uttaranchal has its border  with China and Himachal 
Pradesh in India.  The study area covers an area of 2054sq.km. The loca-
tion map of the study area is shown in fig.1. The forest cover in the district 
is  38.31% of the geog. Area.(State of forest report, 2001). The common 
tree species in the area are either broad-lived or conifers. The broad-lived 
forests  are chiefly composed of Oaks. The conifer trees either form pure 
strands or occur mixed with broad-lived  species in the montane zones. 
The important species present are Abies pindrow ( found above 2100m), A. 
spectabilis (above 2700m), cedrus deodara (above 1800m), Cupressus to-
rulosa (above 2000m), Picea smithiana (above 2700m), pinus roxburghii 
(900-1600m), P. wallichiana (above 2400m) and Taxus baccata (above
2500m). 
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Pinus roxburghii covers large tracts of intermediate ranges between 
submontane and montane zones.  

     Uttaranchal 

     

Fig. 1. Location map of the study area 

3 Data Used and Methodology 

Indian remote sensing satellite data(IRS- LISS-III,thematic maps(prepared 
from aerial photographs), forest vegetation map showing forest cover with 
density (FSI,2001,report) & GPS were used for analysis and data collec-
tion .The digital image analysis work was carried out using Erdas/imagine 
8.6, installed on Windows-XP professional. 

Indian remote sensing data of the period November 2000 was chosen for 
the fuel risk study. For that species type classification was done using the 
approach followed by champion and Seth. Contours at an interval of 40m 
were digitized using survey of India toposheet (scale 1:50,000) for generat-
ing the DTM (digital terrain model) (fig.2) . Based on DTM , entire study 
area was divided into 3 zones. Height of place between (750-1600)m, 
(1600-4000)m and heights above 4000m. This was done to separate one 

Study area 

India
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forest type from the other ,even though their tone and reflectance val-
ues(digital number) did not have much variance in the satellite data. Unsu-
pervised classification technique was adopted for classifying all the three 
zones while taking into consideration thematic maps (based on aerial pho-
tographs), ground truth available and inventory records. Nine(9) different 
forest types were identified . The area covered by each forest type(table 1) 
and the map created is shown in (fig.3). Different forest types and the val-
ues assigned to them are shown in table 3. 

The density classification was carried out using methodology developed 
& adopted by FSI for cover mapping of the entire country(fig.4). This was 
important for estimating the type and density of dry biomass which is an 
important factor in determining the fuel load and compactness of biomass. 
The area under different density classes is shown in table 2.(FSI,State of 
Forest report,2001). The ground truthing work was carried out on as much 
as 90 points. GPS was used to record the geographic location of the place 
affected by fire during the present and the previous year.  

       

Fig 2: Digital elevation model Fig 3: Forest type map 

Fig. 4.: Forest Density map 
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Forest type Area (in sq.km) Color index 
Pine (Dominating Chir) 380.96 
High altitude Conifers 612.43 
Broad lived 281.61 
Scrubs and Grasslands 516.37 

Table 1:Forest types and landuse distribution 

Class Area(in sq.km.) Color index 
Dense(forest cover>40%)  1050.29  

Open (forest cover be-
tween 10-40%) 

224.71  

Scrubs(<10%) 38.75  

Non-Forest 477.62  

Table 2:Area under different density classes 

Vegetation type Fuel class values 
Dense Pine (Chir) 4 
Open Pine (Chir) 4 
High altitude Conifers (Dense)  

3
High altitude Conifers (Open) 2 
Broad lived 2 
Scrubs and grasslands 2 

Table 3: Forest types for generating fuel class index map  

4 Generation of DEM, Slope, Aspect & Elevation Map

Apart from the forest types & study of fuel biomass, slope, aspect & eleva-
tion of a place are quite important factors effecting the combustion of fuel 
and defining the rate of fire spread. Digital terrain model (DTM) has been 
generated using surfacing feature of the erdas/imagine s/w. The image 
drape function has been frequently used to visualize the surface & terrain 
from a point using DTM in the background. 
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Slope – fires usually move faster uphill than downhill , and the 
steeper the slope , the faster the fire will move. The degree of slope 
has a significant effect to the rate of spread of fire. The rate of 
spread is twice on a slope having slope percentage as 18 compared to a flat 
surface & four times on a 36 percentage slope (Anon,ITC) .Slope map of 
the area is given in fig.5.Based on the type of terrain, the slope was classi-
fied into four degree classes and values were assigned to each class.(table 
4).

Fig. 5. Slope map 

Degree of slope Fire risk values Color index 
<10º 1  
11º-25º 2  
26º-40º 3  
>40º 4  

Table 4. Slope index 

Aspect – the major effects of variation in aspect are related to the conse-
quent variation in isolation per unit surface. Southern aspects receive more 
solar radiation than northern in proportion to their latitude. In higher lati-
tude, steepness of slope  cancels out the effects of lower latitude of the sun 
on a south aspect. Southeastern, southwestern and western slope exposures 
have about an equal degree of cumulative solar heating as the sun pro-
gresses to the west. Southern exposures are subjected to higher tempera-
tures , lower humidity and rapid loss of soil moisture. The long period of 
solar exposure and ease of ignition causes more fires on southern slopes 
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than northern slope. Accordingly values have been assigned & the aspect 
map have been reclassified (fig.6). 

Fig. 6. Aspect Map 

Aspect Fire risk values Color Index 
Northern 1  
Eastern 2  
Western 3  
Southern 4  

Table 5. Aspect index 

4.1 Elevation 

Elevation differences have important effects on local climate, temperature , 
RH and vegetation. The northern Himalayas consists of  varying heights 
ranging from 900m to more than 4000m. Based on the study area , the ele-
vation map has been created.(Fig.7) 

Fig 7. Elevation map 
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Elevation(in metres Fire risk values Color index 
  00-1600 3 

1600-4000 2  
>4000 1  

Table 6: Elevation index 

4.2 Generation of Drainage Map 

Rivers & Nalas not only provide a natural barrier to the spread of forest 
fire but inhibits or retards the risk of fire spread in an area surrounding it. 
Since percentage  humidity  around  the  water  sources  is  comparatively 
higher than other places, incidences of fire risk are lesser than others. 
Though the study area has Bhagirathi (tributary of Ganga) as the main 
river, yet small  tributaries with a span between (10m-50m) has been ob-
served on the  ground & digitized for the purpose of generating buffer of 
100 meters. (fig. 9). 

 Fig. 8. Drainage map 

Buffer Zone(in metres) Fire risk values Color index 
0-100m 1  
Beyond    100m      3  

Table 7. Buffer zone along drainage 
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4.3 Distance to Road Map

Forest fires are ignited either by people or some natural agents such as 
lightning. The areas nearer to roads were considered more hazardous com-
pared to others. Complete road network available was digitized & buffer 
was created for distance of 100m and 200m from the center of the road.  

Fig. 9. Buffer zonation along the road

Buffer zone(in metres) Fire risk value Color index 
0-200 4  
200-400 3  

Beyond       800 1  

Table 8. Buffer zone along roads 

4.4 Habitation map

Position of settlements were marked & buffers generated around each vil-
lage .(fig.10). The buffer with an radius of around 100m around the village 
was considered that of least risk as people will themselves control the fire 
as that is going to affect their field, fodder & dwellings. Buffer area be-
yond that was considered of higher risk. The two maps clearly indicate the 
position of villages more in the southern part of district compared to 
north.(fig.11 and 12). Presence of more settlements have been one of the 
major causes of fire outbreaks in the southern part of the district. 
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Fig. 10 Buffer zonation around habitation 

Table 9: Buffer zones around habitation 

Incidences of forest fire 
Uttarkashi City 

Bufferzone(in metres) Fire risk values Color index 
  0-100 1
100-400 4  
400-800 3  
Beyond 800 2

Fig. 11: Villages and fire
points to the south of dis-
trict

Fig. 12: Villages and fire points to the  
north of district 
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Since there are usually many people in and around the forest and the 
probability that any of them will start a fire is very small, it is reasonable 
to use the Poisson distribution to model daily people caused forest fire oc-
currence. (Johnson and Miyanishi). 

Fire risk zonation Index – Slope, aspect, drainage, accessibility, habita-
tion, elevation and settlements were assigned different weight factors in 
order of their influence on occurrence of fire. Five such zones were created 
for the purpose of analysis. Maps of zone 2 and zone 5 were in close re-
semblance and fulfilled the criteria on ground. The criteria adopted was-
higher the value, higher the risk. Intensive fieldwork justified the zonation 
on the ground.   Road in some of the cases are closely following along the 
rivers or their tributaries, hence some areas have been misinterpreted as 
those of high risk even though they are close to rivers. This is because riv-
ers have been assigned a weight factor of 2 whereas roads considered to be 
of higher risk to initiate fire , have been given a weight age of 8 . Post field 
knowledge has been applied to such areas and weigh factor assigned ac-
cordingly. Different parameters have been assigned weight ages  in the or-
der of 1-10 . This has been achieved by several such relations developed 
based on knowledge and experience about the study area and their verifica-
tion on ground.  The final fire  risk zonation map(fig.13) generated has the 
following class and  weights assigned to it (table 9).

The relation developed for Fire  risk(FRZI) zonation index is: 

FRZI= (5As+4El+5Sl+9Ft+Dr+7Hb+5Rd)/10,  

Where abbreviations used are: 
As-aspect,El-altitude,Sl-slope,Ft-foresttypes,Dr-drainage,Hb-
habitation,Rd-road. 

Fig. 13. Fire risk zonation map 
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Fire risk zonation index 

 No risk 

 Low risk 
 Moderate risk 

 High risk 

Fire points(incidences of fire reported  in the previous  season) 

Thematic Maps

Remote sensing
data

Topographic Map

Roads

Drainage

Forest cover/
Type density

Forest density map

Contour map

Distance Map

Drainage buffer map

Forest type Map Fuel class index

Digital Terrain
Model
(DTM)

Aspect map

Slope map

Elevation map Elevation index

Slope index

Aspect index

Accessibility 
index

Fire risk index

Fire risk zonation
model

Drainage index

Thematic Maps

Remote sensing
data

Topographic Map

Roads

Drainage

Forest cover/
Type density

Forest density map

Contour map

Distance Map

Drainage buffer map

Forest type Map Fuel class index

Digital Terrain
Model
(DTM)

Aspect map

Slope map

Elevation map Elevation index

Slope index

Aspect index

Accessibility 
index

Fire risk index

Fire risk zonation
model

Drainage index
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Area under different Fire risk zones  Percentage area under difficult fire risk zones

Class Name Weight 
factor 

Classes Ratings Fire sensitivity 

Northern 4 Low  
Eastern 5 moderate 
Western 6 high 

Aspect  5 

Southern 7 Very high 
Dense Pine(Chir) 10 Very high 
Open Pine(Chir) 8 Very high 

High altitude Conifers(Dense) 6 high 
High altitude Conifers(Open) 5 high 

Broad lived 4 moderate 

Forest type  9 

Scrubs and grasslands 3 moderate 

<10º 6 Low 
11º-25º 7 Moderate 
26º-40º 8 High 

Slope 5

>40º 9 Very high 
<=2000metres 4 high 

2000-4000metres 3 moderate 

Altitude 4 

<4000metres 2 low 

within 200m 4 Very high 

200-400m 3 High 

Road              5 

>400m 2 moderate 
Within 400m 1 Low 

400-800m 6 Very high 

800-1200m 4 High 

Habitation      7 

>1200m 2 moderate 

Within 50m 1 Low Drainage        1 

>50m 2 high 

Low
28%

moderate
36%

high
24%

Very high
12%

Low

moderate

high

Very high

Class Area (in Sq.km) 
Low 574.62 
Moderate 742.88 
High 490.23 
Very 
high 

246.27 
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4.5 Results

The study shows that around 36% of the area is prone to forest fire. 
Forest types, aspect, slope and habitation have  played an important 
role in zonation of different fire risk areas. Incidences of forest fires 
reported during the previous season  are mostly coming under high 
and very high risk areas in the present study. 

4.6 Implementation Mechanism 

The study area is frequently under the threat of forest fire for several years. 
The problem is more severe during fire season. The district forest depart-
ment is the main agency at the district level to take measures for preven-
tion of fire. As a part of technical collaboration, forest survey of India(FSI) 
has provided the risk zonation maps to the foresters. Steps have been taken 
to create more watchtowers in the high-risk areas. Because of closed can-
opy, some of the forest fires are crown fires. Measures have been taken for 
generating fire lines to prevent the spread of fires to larger areas. Aware-
ness program have been initiated at the district level so that the villagers 
take utmost care while visiting forest areas for fodder & firewood.  

5 Conclusion 

The criteria developed helped in identifying the areas of fire risk in dif-
ferent categories. 
The model could be used to develop similar models for different topog-
raphic conditions, after assigning adequate weight factor. 
The integration of remote sensing data with GIS was successful in iden-
tifying zones of high fuel risk. 
iv) The incidents of fire have been observed more in the Pine(Chir) 
zone falling in the southern and the southwestern  aspects. This is be-
cause of greater duration of insolation, more settlements and high resin 
value present in conifers. 
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Abstract

This paper describes the results achieved within the framework of the na-
tional research project Reduction of the Seismic Vulnerability of Infra-
structural Systems and Physical Environment, sponsored by the GNDT 
(Italian National Group for Defense Against Earthquakes), which is a body 
of the INGV (Italian Geophysic and Volcanology National Institute). 

The project, which involved several Universities around Italy under the 
coordination of Prof. Michele Calvi of the University of Pavia, was carried 
out over three years and has been just completed in July 2004. 

The aim of the project was to study the problems related to the seismic 
vulnerability assessment both of the physical environment and the infra-
structural systems, to develop new techniques and tools, or improve the ex-
isting ones, to provide an efficient reduction of the risk.  

One of the products of the project is the Web GIS, described in this pa-
per, which has been applied to a test area in the South of Italy which in the 
past has suffered high seismic level events, to prove its efficiency and to 
examine the possibility of its implementation at national level. 

1 The GNDT Project 

The GNDT (National Group for Earthquake Defense) is a national body, 
which has the mission to coordinate the scientific research in the field of 
the reduction of seismic risk. 

The realization of the Web GIS described in this paper has been carried 
out within the frame of the interdisciplinary research project Reduction of 
the Seismic Vulnerability of Infrastructural Systems and Physical Envi-
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ronment, which faces the whole content of Topic 3 of the GNDT Frame-
work Program in relation to the vulnerability of physical environment and 
infra-structural systems, like main road (transportation) networks, high 
voltage electrical lines, large industrial facilities and earth dams. 

The general objectives of the project, which started in 2002 and has 
been completed in 2004, concern several aspects: 

the preparation of a territorial computerized data base, integrating all in-
ventories of infra-structural environmental systems, linked with vulner-
ability and risk assessment computer programs. 
the development of integrated procedures for risk assessment for com-
plex infra-structural systems, including all of the physical components, 
their interaction with the physical environment, the relevance of possi-
ble alternatives that can assure the system functionality, the significance 
of the induced damage; 
the development of relatively simple models for vulnerability assess-
ment of system components, including an estimation of the variability of 
the considered parameters and of the consequent reliability of the re-
sults.
the development and validation of vulnerability reduction methods 
based on innovative techniques, such as ground treatment, base isolation 
and advanced composite materials strengthening. 
an inventory of structures and systems examined, both in terms of net-
works of national relevance for which some sort of data base is avail-
able, and of case studies for which complete damage scenarios based on 
the outcomes of the projects will be produced. 

To pursue these objectives researchers from many Universities around It-
aly were involved in the project; seven groups were established with the 
following tasks: 

Task 1 – Seismic input and site effects: refined definition of seismic in-
put both in term of accelerograms and displacement and acceleration 
spectra, emphasis has been given to some fundamental aspects such as 
the structural effects of the non synchronous motion and surface effects; 
a final definition of the seismic input to be used in the test area has been 
provided;
Task 2 – vulnerability and physical environment: analytical and experi-
mental methods have been proposed to study the landslide and the re-
taining walls; catalogue software has been developed to manage related 
data;
Task 3 – GIS development: realization of a Web GIS for managing all
the data needed for the research activities and having specific functions 
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giving information to the Governmental Bodies in order to manage a 
post-earthquake emergencies; 
Task 4 – Vulnerability of road networks: deterministic and probabilistic 
studies to evaluate the bridges vulnerability and the impact of the 
bridges collapse on the road network; analytical tools have been imple-
mented;
Task 5 – Vulnerability of electric networks: analytical and experimental 
studies to determine the seismic vulnerability of the electrical network 
and develop isolation system to mitigate the risk
Task 6 – Vulnerability of industrial plants: definition of the seismic vul-
nerability of the buildings and environmental impact due to partial or 
complete collapse.
Task 6 – Vulnerability of industrial plants: definition of the seismic vul-
nerability of the buildings due to partial or complete collapse;
Task 7 – Vulnerability of earth dams: assessment of the earth dams vul-
nerability and evaluation of the environmental impact. 
In order to test the results achieved by the research group, a test area 

was chosen for practical application of new envisaged methodologies in 
the several field of study. 

The chosen test area is localized at the northern margins of the Cam-
pano-Lucano Appenines in the south part of Italy. It is located between the 
towns of Benevento and Avellino. The centre of the zone is Pietrafusa and 
the radius of the zone of interest is roughly extended to all the Campania 
Region.

The Campano-Lucano Appenines is one of the sector of the appeninic 
chain with the most seismogenetic potential. The analysis of the macro-
seismic data associated to the main historical earthquakes and of the in-
strumental seismicity indicates that in the Appenines, the seismicity is 
concentrated in a band of nearly 30 km width, centered on the axis of the 
appeninic chain with a NW-SE direction. The directions of the actual 
stress field, determined by the analysis of the focal mechanism of the main 
earthquakes in the instrumental period (M>4, M meaning Magnitude) and 
of the deformation of the sections of the holes realized for oil exploration, 
indicate that the chain is subject to an regional and extensional stress re-
gime of NE direction. The seismotectonic frame seems thus characterized 
by: a) main seismogenetic structures of NW-SE direction, with focal 
mechanisms of normal type, creating large earthquakes (6<M<7); b) sec-
ondary seismogenetic structures, localized at the margins of the main 
structures with an orthogonal direction with respect to the chain, with focal 
mechanisms of mainly strike slip type, generating moderated earthquakes 
(M<6). To the first category is associated as the source of the 1980 Irpinia 
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earthquake (Ms=6.9), meanwhile the source responsible of the 1990 Po-
tenza earthquake (Ms=5.4) may be associated to the second category. 
Moreover, as indicated by the hypocentral depths of either the main mod-
erated/large earthquake, either the background seismicity, the appeninic 
seismic belt reaches 15 km depth. 

In order to define the seismic source of interest for the area test, avail-
able macro seismic catalogues realized by previous GNDT projects have 
been consulted.

One of the main items of the project has been the determination of the 
seismic hazard assessment of the test area. 

Fig. 1. Italy hazard map 
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The seismic hazard assessment generally is divided in two categories. 
The first one, known as probabilistic approach, is based on the definition 
of seismogenetic zones characterized by an homogeneous seismicity re-
spect to the Gutenberg-Richter law. If an attenuation law is introduced, 
which gives for a magnitude/distance couple the probability to obtain some 
level of PGA (peak ground acceleration), the acceleration threshold, corre-
sponding to a given probability of exceeding (generally 10%) for a given 
time period (generally 50 years), can be computed. A hazard map is avail-
able for the whole Italian territory.  

Thus this type of approach needs limited information, but is often asso-
ciated to a large standard deviation. To calibrate the method, the results of 
the simulation of a known earthquake (1980 Irpinia earthquake) close to 
the test area were compared with the observed data (fig. 1).  

The second approach is deterministic. It is based on the synthetic com-
putation of accelerograms from the definition of a kinematic source model. 
A large number of simulations are realized for a given site, choosing ran-
domly the values of some source parameters, a priori unknown, as the nu-
cleation location on the fault plane or the distribution phases of the final 
dislocation.

2 The Web GIS 

The Web GIS, which has been realized within the frame of task 3 by the 
research group of Diet (Department of Building and Territory Engineering 
of the University of Pavia) represents the final product of the project.  

Specifically, other than performing the typical functions of a Web GIS, 
which are to supply representations and information about a territory po-
tentially involved in seismic events, the Web GIS has specific functions 
giving information to the Governmental Bodies in order to manage post-
earthquake emergencies. 

The Web GIS has been realized in ESRI environment based on the fol-
lowing components: 

Web server: IIS 
Servlet: Servletxect 
Map Server: ESRI ArcIms
The functionalities of the Web GIS are described in the following para-

graphs.



1260      Matteo Crozi, Riccardo Galetto and Anna Spalla 

2.1 Interface 

The web page generated by map server is composed of 8 frames: 
Top frame (1) , Tool frame (2), Map frame (3) , Toc frame (4), Text frame 
(5), Mode frame (6), Bottom frame (7), Post frame (hidden for the user); 
number enclosed in brackets refers to fig. 2. 

Fig. 2. Web GIS interface 

Top Frame 

The server for the Map Title is found in this area and next to it there is a 
link for its realization. Three buttons have been inserted on the right: 

Legend: it opens a window in which the complete legend in graphic 
form is shown 
Information: it opens, if available, an information window on the active 
layer 
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Help: it opens a new window with indications regarding the basic func-
tions of the site.

Tool Frame 

It contains the instruments that characterize the functioning of Map Server; 
at present there are 2 columns with 24 buttons. These concern the use of 
the GIS functions, which are listed as follows, from top to bottom: 

Toggle between Legend and Layer list: alternates the visualization of the 
layer list (in the Toc Frame) between two different modes: graphic 
view, in which an image that shows the layers and their symbols can be 
inserted into the frame; module view, in which the html page inserted in 
the frame can be dynamically generated, permitting a choice of layers to 
be visualized or made active. 
Toggle Overview Map: alternates the visualization or not of the map 
overview inside the Map Frame. 
Zoom In, Zoom Out 
Zoom to Full Extent: extends the visualization of the map to compre-
hend all the layers present. 
Zoom to Active Layer: extends the visualization of the map to the exten-
sion of the layer that is active at present 
Back to Last Extent 
Pan
Pan to North: predefined movement of the map in the direction indi-
cated.
Pan to South: predefined movement of the map in the direction indi-
cated.
Pan to West: predefined movement of the map in the direction indicated. 
Pan to East: predefined movement of the map in the direction indicated. 
Hyperlink: instrument concerning the visualization of information of 
various nature (images, text, multimedia) correlated to objects present 
on the map. It is a function available for the active layer and only if it 
has been associated to the desired material. 
Identify: It is a function available for the active layer and allows the 
visualization of those properties, in table form, that are associated to 
each object and are shown in the Text Frame.
Query: this instrument is utilized to perform complex research on table 
data associated to the layers; once selected, a request form will appear in 
the Text Frame that must be compiled by the user: this request can be 
written directly in SQL format or using the wizard inserted in the form. 
The answer will be inserted in table form in the Text Frame and by se-
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lecting the returned record it is possible to interact with the map (ex. 
zooming in on data). 
Find: similar to the above, but much simpler, with which it is possible to 
search for a word or a phrase inside the data. 
Measure: with this instrument it is possible to make direct measure-
ments on the map, visualizing both simple distances and multiples of the 
defined unit of measure. 
Set units: it is possible to use this instrument to modify the predefined 
unit of measure of the map; and then use the measure or buffer. 
Buffer: function dedicated to the interaction between layers; after having 
selected one or more objects of the active layer (see the following two 
instruments) it is possible to verify the distance between these objects 
and the other vectorial layers. The map will be refreshed showing an 
area of the desired dimensions around the selected objects and in the 
Text Frame the objects of the desired layers which fall in the area of the 
buffer will be shown in table form. 
Select by Rectangle: an instrument to select the objects of the active 
layer, which fall in a defined rectangle defined by the user on the map. 
The map will be refreshed showing the selected objects with an appro-
priate symbol and the respective properties in table form in the Text 
Frame.
Select by Line/Polygon: like the preceding instrument, but the selection 
of the objects can be made by their intersection with a line drawn by the 
user, or by their belonging to an irregular polygon defined by the user. 
Clear Selection: cancels the selections made using the preceding in-
struments and return the symbols to their original state by refreshing the
map.
Print: allows the creation of a print layout of the desired portion of the 
map, including the optional elements 
Earthquake Simulation: this instrument was entirely developed for this 
project and allows the user to simulate an earthquake and visualize the 
effects on the infrastructures situated in the test area. The first action 
visible upon selecting this instrument is a form for defining the principle 
characteristics of the earthquake to be simulated, in the Text Frame. In 
this form it is possible to manually insert the coordinates east, north, or 
as an alternative, to click on the desired point of the map with the cursor 
to automatically fill the 2 fields (a symbol will appear at the epicentre); 
the user must then insert the depth values (in meters) and the magnitude; 
and finally push the simulation button. At this point the server will send 
the answer in one of two ways: graphic or table. The first is constituted 
by a new map in which the constructions present in the visualization are 
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overlaid by an appropriate symbol that can be of three different types: 
one for the infrastructures that remain undamaged; a second one for the 
infrastructures which have sustained damage (e.g. for a bridge this 
means that it is passable only by vehicles under a certain tonnage); a 
third one for collapsed infrastructures, impeding their use (e.g. A bridge 
no longer passable). The answer table is constituted by a web page, in 
which a table gives a summary of the earthquake data and a list of the 
constructions present, their characteristics and the damage done. By se-
lecting a construction on the table, the map will be refreshed, making an 
enlargement of the zone. 

Map Frame 

It contains the map image. On loading the web page, a map with an exten-
sion defined by the GIS manager is visualized. At each request of the user 
that involves the visualization of the map, the server refreshes this by send-
ing a new image to the client with the desired characteristics (e.g. zoom). 

Inside the frame it is possible to visualize the Overview in superimposi-
tion to the main map, the overview map may be created with the map 
server independently from the main one. 

Toc Frame 

It contains all the layers available within the selected map server. The vec-
torial type layers are identifiable by the 2 option buttons alongside them: 
the first one puts the layer into view and the second one makes it “active”. 
Unlike the standard options, the map refresh is automatically performed 
when the right button of each layer is clicked. The definition of active 
layer is important, because most of the options offered by the map server 
are available only on one layer at a time, i.e. on the “active” one. 

Raster layers are recognizable because they do not have a button to acti-
vate them. Some of the raster layers are not visible in all the scales, but 
only in specific ranges; this is to shorten the waiting time. 

Text Frame 

This frame is dynamically refreshed according to the tool used; for exam-
ple, when using the “Identify” tool, this frame will show the information 
on a table that is relative to the section of the active layer selected by “a 
click” of the user, or it could show a form usable through the “Query” tool, 
etc.
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Mode Frame 

It shows the tool selected or the mode being selected by the pointer. 

Bottom Frame 

Usually used to fill and complete the web page from a graphic point of 
view, in this project it has been usefully modified by inserting a numeric 
scale control of the map into it; the value is dynamically updated and the 
chosen value can be inserted to show the map at the desired scale. 

Post frame 

This is a hidden frame, i.e. it is present with a dimension value of zero. 
The user cannot interact with it; its use is only for communication between 
the server and the client. At each request of the client, the html file con-
tained in the frame is updated, to include every request in a special form, 
and sent automatically to the server in a “ArcXML” format. This frame is 
also used to receive the response from the server and forward the results to 
the right frame; for example on a Zoom command, the server will be asked 
for a new size for the map; it will answer by sending the new map in a 
graphic format which will be shown in the Map Frame instead of the pre-
vious one. 

2.2 Layers 

2.2.1 Raster Layers 

All of the raster layers are linked to the related vectorial coordinate system. 
1. Technical and thematic cartography 

IGM sheets scale 1:100.000 
IGM sheets scale 1:25.000 
SGN sheets 1:100.000 
8 types of thematic maps
A map of accidents regarding data collected from the “Drainage Ba-
sin Authority”, and/or provided by territorial organizations. This type 
of map offers a survey of the slide phenomena from a movement-type 
viewpoint.
Map of slide phenomena. In this map the slides are classified accord-
ing to their movement type (rock fall, flow slide, etc.)  
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Geo-lithological map. This map shows the geo-lithological features of 
the area through a colored representation 
Map of the slide intensity in function to the expected maximum ve-
locity. This map shows a representation of the slide phenomena in the 
sample area. 
Map of the urban areas and infrastructures. This map shows a full 
view of the infrastructures and the urban areas that could be vulner-
able to slide phenomena. 
Map of restricted areas, national and regional parks; this provides a 
representation of the restrictions that are present in an area regarding 
its archeological, architectural, artistic and environmental assets. 
Map of vulnerability shown by urban areas and infrastructures. This 
map shows the damage after a seismic event to: people, buildings, 
roads, railways, cultural and environmental assets, and industrial ar-
eas.
Map of high-risk slide areas: this map indicates only the areas at 
high-risk of slide phenomena. 

2. DTM and its elaboration 
The DTM has been provided by the CGR enterprise of Parma; its ex-
tension is the same as that of the test area, and it has a resolution of 
40m at ground level. Other maps were derived through the GIS soft-
ware using this DTM data such as: aspect maps, hill shade maps, and 
slope maps which have also been used by other research groups. 

3. Ortophoto 
The complete set of ortophoto regarding the test area was provided by 
the CGR enterprise of Parma; they have a resolution of 1 m at ground 
level.

2.2.2 Vectorial Layers 

Borderlines of the communities of the Campania region: this layer 
shows the region Campania divided into its communities. This is a vec-
torial layer, extracted from the geographical papers provided by the 
ESRI enterprise using the GIS Arc Info 8 software 
Test Area: perimeter of the test area 
Road system: vectorial graph provided by Tele Atlas regarding the main 
roads of the Campania region 
Geological/hydro-geological layers: geological map, lithotechnical map, 
faults, forms of denudation by washout, forms of denudation by gravity, 
structural forms, slides, hydrology, geological sections  
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Types of industrial plants with its layers: reservoirs, subsystems, pipe-
lines.

2.2.3 Active Layers 

Active layers are those that participate in an active way to the aim of the 
project, or in other words, those which allow the user to interact with the 
earthquake simulation tool to create various risk scenarios and to build a 
case study of the possible consequences of seismic events in the area. 

The most significant layers in this category are contained in the Bridges
layer (first layer in the Toc Frame), because, during this project, detailed 
studies were made on the vulnerability of bridges to verify the effect of an 
earthquake on them using strict criteria. 

For bridges, specifically, due to their structure, two parameters were 
identified: the PGA of yielding and the PGA of collapse; these two values 
stand for the resistance of constructions to the stress induced by an earth-
quake. The earthquake discharges a force that is dependent on various fac-
tors (distance from the epicenter, geological characteristics, etc.); this force 
is then compared to the resistance of each construction. For every PGA 
value (lower, equal or higher than the reference value) a different reaction 
of the construction can be expected; it is represented on the map with dif-
ferent symbols, as previously stated under the dedicated tool.  

3 The Earthquake Simulation Functionality

Two solutions of the problem have been envisaged: the first, which has 
been more deeply developed, refers to deterministic approach; the second 
one refers to a probabilistic approach. 

3.1 The Deterministic Approach 

The problem has been approached in the following way: given a specific 
area, at the moment in which the characteristics of a seismic event, that is 
magnitude and coordinates of the epicenter, are entered in the GIS, a de-
voted application allows the generation, in real time, of a series of maps 
and tabulations relating to the foreseen damage to the existing infrastruc-
ture in the area of interest. The effects of the simulated seismic event on 
the infrastructures are determined in relation to their vulnerability. 
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Special emphasis has been given to problem of evaluating the effects of 
a seismic event on the bridges and on the potential landslides in order to 
foreseen the situation of the road network.  

The function that allows the simulation of the effects of an earthquake in 
a selected area works in the following way: 
1. the function is activated using an specific button 
2. the infrastructure layer is selected on which one wants to determine the 

effect of an earthquake 
3. the parameters that characterize the seismic activity are then given: 

magnitude, depth of the epicenter, local situation of the terrain 
4. choice of the planimetric position of the epicenter either by inserting its 

coordinates or by indicating its position with the cursor on the map dis-
played on the screen. 
After having entered these data the software calculates the value of the 

PGA (peak ground acceleration) as it corresponds to each of the structures 
of the selected layer; for each structure this value is compared with the 
main damage and collapse PGA value stored in the database; the output 
consists in a map showing with different symbols the damaged structures 
and the collapsed ones (fig.3). Besides the effect of the simulated earth-
quake is also displayed in table format. 

Fig. 3. Graphic result of an earthquake simulation 



1268      Matteo Crozi, Riccardo Galetto and Anna Spalla 

3.2 The Probabilistic Approach 

The goal of the probabilistic approach was the following: given a road 
network involved in a seismic event, to compute the minimum and maxi-
mum value of the probability that two points of the road network are con-
nected.

In order to allow the wide interactivity requested by this problem a sec-
ond Web GIS has been realized in an environment different from the pre-
vious one; its characteristics are the following: Web server: Apache; Serv-
let: Tomcat; Map Server: Geovisio (ASI Mantova). 

A functionality of the Web GIS allow the user to perform this actions: 
to select a certain number of road sections which constitute a network 
to select two points A and B in this network  
to select all the sets of minimum number of road sections which prevent 
the connection from A to B (cut sets) 
to compute the probability that a given seismic event, which characteris-
tics can be entered by the user, can cause the obstruction of each cut sets  
to compute the minimum and maximum probability that A and B are 
connectable after the seismic event. 

Fig. 4. The Web GIS Geovisio interface 
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This second Web GIS needs some implementation in order to achieve a 
better interactivity. 

Terminology1

Attenuation Refers to the variation in ground motion severity with distance from 
fault rupture to site. Given everything else is held constant, the further the dis-
tance from fault rupture, the less ground motion intensity/severity experienced 
at site.

Deterministic model Refer to hazard models based on specific scenarios without 
explicit consideration of the probability of their occurrences.  

Epicenter Refers to the earthquake’s "point" source location on the earth’s sur-
face given in planimetric coordinates. It is vertically above the hypocenter. 
Earthquakes do not occur at a single point, they occur along fault ruptures, 
which are three-dimensional planes. 

Hazard Refers to the frequency and severity of a threat inflicting losses on peo-
ple, property, systems or functions. Natural hazards are those beyond the con-
trol of human beings, e.g., earthquakes, hurricanes, tornadoes, flood, brush 
fires, etc.  

Hypocenter Refers to the focal "point" source location of an earthquake given in 
planimetric coordinates and focal depth. Earthquakes do not occur at a single 
point, they occur along fault ruptures, which are three-dimensional planes. 
Therefore, there are several definitions for hypocenters, the most common of 
which is the point of initiation of fault rupture. The hypocenter is located be-
low the epicenter by the focal depth. 

Magnitude Refers to the size of the earthquake and is a function of its energy re-
lease. Magnitude is an attribute of the earthquake itself. Earthquake magni-
tude is measured on many different scales; the Richter scale is most com-
monly used. Magnitude scales are logarithmic. A 1 increment on the 
magnitude scale is approximately 30 times more seismic energy release. In 
other words, it takes almost a thousand magnitude 6.0 earthquake to release 
the same energy of a single magnitude 8 earthquake. 

PGA A measure of the ground motion severity experienced at site due to an earth-
quake. PGA attenuates with distance from fault rupture. PGA usually refers to 
the maximum horizontal acceleration measured at site. 

 A PGA of 0.2g means that the maximum horizontal acceleration is 20% of the 
earth’s gravity. Since force is proportional to acceleration, which would mean 
that the earthquake generated horizontal forces equivalent to 20% of the struc-
tures weight at its base. PGA is used as a measure of input ground motion at 
the base of the structure.  

                                                     
1  Courtesy of GEORISK®, Insurance, Risk Management & GIS Consulting - 

Santa Clara, California, USA). 
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Probabilistic model Refer to hazard models taking into account the probabilities 
associated with many events affecting the region of interest. Probabilistic 
models are based on simulations of hundreds or thousands of scenarios.  

Vulnerability The susceptibility to losses due to exposure to hazard. Vulnerability 
reflects the extend of losses for any given hazard.  

Risk It is a misnomer to use the phrase "Earthquake Hazard Reduction". For natu-
ral hazards, we can only attempt to reduce the risk not the hazard, either by 
controlling exposure to hazards or their vulnerability. 
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Abstract

A platform for geospatial hazard and risk information system, comprising 
graphical and numerical geospatial data, aerial and satellite images, geo-
referenced thematic data, and real time monitoring feeds is being devel-
oped by the Research Network on Natural Hazards at ETH Zurich 
(HazNETH). It will allow researchers to build efficient systems for han-
dling, pre-processing, and analyzing the existing large and variable data-
sets from different natural hazard phenomena as well as different natural 
environments in the Swiss region. The final product will be a geospatial 
hazard information system. 

Three main steps will be followed in order to create this information 
system: the spatial database development, an integrated hazard procedure 
design, and a web enabled data query and visualization tool set. The geo-
spatial database including the entire set of natural hazards phenomena oc-
curring in an alpine valley will offer a platform to study existing hazard as-
sessment methods and will allow the analysis and combination of various 
hazard parameters in relationship to phenomena. The final application 
based on the concept of Atlas Information Systems (AIS), will be used as 
an additional tool for risk and emergency assessment as well as for plan-
ning and decision making purposes. 
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1 Introduction 

Switzerland has always been exposed to a wide variety of natural hazards 
happening most frequently in its alpine valleys (Fig.1). Recent events, such 
as those which occurred in Canton Wallis in October 2000 and included 
floods, debris flows and slope instabilities, or avalanches in February 
1999, led to substantial loss of life and damage to property, infrastructure, 
cultural heritage and environment. Thus the need for an integrated natural 
hazard management and sustainable hazard prevention culture became ob-
vious. Methods were developed and improved to identify areas affected by 
natural hazards, and parameters allowing quantifying static and dynamic 
impacts on structures in these areas were defined. 

Fig. 1. A synthesis of different phenomena acting as natural hazards in an alpine 
valley 

HazNETH is the Research Network on Natural Hazards at ETH Zurich  
and combines the expertise of several partner institutes: Atmospheric 
Physics, Climatology, Hydrology, Hydraulic Engineering, Water Man-
agement, Risk Engineering, Construction Engineering, Forest Engineering, 
Engineering Geology, Geotechnics, Seismology, Geodynamics, Geodesy, 
Cartography, Environmental Social Sciences, and Economics. HazNETH 
provides a platform for trans-disciplinary projects focusing on natural haz-
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ard research. It contributes to the improvement of methods and tools for in-
tegral risk management as a base for sustainable development. 

The HazNETH project intends to develop a web browser enabled geo-
spatial hazard information system (Fig. 2), which allows the project part-
ners to share and analyze their datasets (HazTool). Apart from standard 
GIS functionalities, the system will provide expert analysis tools which are 
tailored specifically to the needs of interdisciplinary hazard research. 
Technically the system will be implemented as a multi-tier architecture: 
Internet client, application server with web server and spatial engine, and 
spatially enabled database. 

Fig. 2. The general scheme of the HazTool system 

Apart from scientists, who are experts in their field, HazTool should 
also be used by decision makers such as emergency organizations, public 
authorities, and politicians. This requires a very flexible graphical user in-
terface which lives up to the needs of the various user groups and allows 
the administrator to set different levels of access to the information. Ex-
perience with information systems or GIS expertise should not be a pre-
requisite for using HazTool as long the user is adept in the field of hazard 
research or management. It is the concept of the Atlas Information System 
(AIS), explained in Sect. 2.3, which will guide the design of such an “in-
tuitive” user interface. Analysis results will be depicted in interactive two 
and three dimensional presentations and in time series, which allow the 
user to visually grasp correlations between different types of information. 
Building on the comprehensive information in the HazTool database, the 
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project partners will be able to evaluate existing hazard assessment meth-
ods, to improve them, or to even discover new methods.  

2 Geospatial System for Data Management, Modeling, 
Visualization, and Analysis (HazTool) 

The conception and development of a web based information system for 
natural hazard analysis is carried out at the Institute of Cartography of the 
Swiss Federal Institute of Technology in Zurich (ETHZ). It is based on re-
search in the following three areas: 
1. The design of a database concept as a basis for analysis and natural haz-

ard assessment method deduction (Sect. 2.1). 
2. The development of integrated natural hazard assessment methods and 

data modeling tools (Sect. 2.2). 
3. The creation of specific hazard analysis tools for interdisciplinary re-

search as well as for specific research needs of particular partners (Sect. 
2.3).
The following paragraphs describe the research goals and tasks that 

have to be completed in the above named research areas. The significance 
of the performed research for the development of HazTool is highlighted 
and the resulting technical implementation concept of HazTool (Sect. 2.4) 
is described.

2.1 Database Concept Design 

Intensive cooperation between the project partners is a prerequisite for de-
signing a common research platform. This implies that each partner con-
tributes his datasets and knowledge to identify research foci. For this pur-
pose each HazNETH partner delegated one or more responsible persons 
who discussed the natural hazards to be considered as relevant for Switzer-
land, as well as each partner’s research interests and suggestions on how to 
map hazard related phenomena in a database. The parameters relevant to 
monitor each natural hazard phenomenon were identified and grouped 
thematically and known relationships between phenomena were docu-
mented.

Information gathered for natural hazards research is complex. Apart 
from managing very large interrelated datasets of different scale and spa-
tial extent, important issues of combining hazards and their effects have to 
be solved. A well thought-out database concept and implementation will 
provide the basis for deriving new hazard assessment methods from intrin-
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sic interactions between the studied hazards. Methods of quantifying haz-
ard parameters as well as the uncertainty of such methods and of the data-
sets themselves have to be taken into account when designing the database 
concept.

2.1.1 Data Collection on Three Spatial Scales 

Depending on the spatial extent and local distribution of natural hazard 
phenomena three spatial scales of data collection and analysis were identi-
fied (Fig. 3): 

General Level: Switzerland (country)  
Regional Level: Wallis (river basin) 
Local Level: (alpine valley) 

Fig. 3. Different spatial scales of data collection and analysis 

The Local level (alpine valley) is targeting natural hazard phenomena 
occurring at a local level including landslides, torrent streams, debris 
flows, glaciers hazard events, etc. The datasets for this level were gener-
ally sampled at a higher resolution than for the other two levels.  

The Regional Level datasets were collected for an entire hydrological 
system, a river basin, which roughly corresponds to the administrative 
boundaries of Swiss Canton Wallis plus the areas that are not part of Can-
ton Wallis but belong to the river basin. The research focus on the regional 
level is directed towards natural hazards that concern the whole river basin 
(e.g. floods). The resolution of the collected datasets is generally lower 
than at the local level. 

The General (country) level covers the administrative boundaries of 
Switzerland and to some extent the neighboring countries taking into ac-
count that natural phenomena do not respect manmade administrative 
boundaries. Phenomena like earthquakes or other various tectonic phe-
nomena are observed and analyszd on such a scale.  
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2.1.2 Dataset Description 

The information collected in the HazNETH project consists in geological, 
hydrological, geomorphologic, soil, climate, land use, and anthropogenic 
parameters and their geometry. Topological, photogrammetric, and geo-
logical information acquired from other organizations (e.g. SwissTopo, 
Natural Hazard Office of Canton Wallis) complement the datasets used 
with HazTool. The database concept requires these datasets to be organ-
ized thematically. 

The datasets will be available to the project partners at different stages 
of processing: raw data, processed data, and project generated hazard data. 
Raw data is obtained through scientific measurements; processed data is 
received when applying different calibration and modeling procedures 
(process based, statistical, or empirical) of phenomena analysis to raw 
data. This step will be chiefly performed by each project partner with their 
specific modeling software. The treated datasets will then be made avail-
able to the other HazNETH partners in the database. The project generated 
hazard data regroups the results (maps or other output types) obtained 
through applying various hazard quantification methods. This group of 
datasets may be persistently stored and not generated by HazTool on-the-
fly for reasons of system performance or lack of functionality integration 
into the system. At the current stage the raw data was structured and has 
been processed to some extent. 

2.1.3 Data Models 

In order to set up the database several data models were analyzed. The task 
was to design a data model that takes into account the special features of 
natural hazards of Switzerland, while permitting to direct the research fo-
cus at the beginning of the project on alpine valleys. This was a logical 
consequence of the completeness and detail of available datasets of the lo-
cal research area (Vispertal including Saastal und Mattertal). It was also 
decided to direct research attention during the first two years of project du-
ration primarily on the phenomena of torrent streams and debris flow. 

Experience gathered during a similar project carried out at the Institute 
of Cartography of ETH Zurich (the GEOWARN project, Hurni et al. 2004) 
influenced the design of the database concept. Two other data models con-
stituted sources of inspiration for the design process: ArcHydro data model 
developed by ESRI (Maidment 2002) for managing surface water re-
sources and HYGES (Gogu et al. 2001) developed by University of Liege 
for managing groundwater resources. 
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The ESRI ArcHydro Data Model is used to restructure the base surface 
hydrology data to study torrent streams and debris flow phenomena. Using 
the ArcHydro data model with ESRI ArcGIS, it is possible to extract dif-
ferent themes from hydrological data (Maidment 2002): Network (showing
pathways and water flow), Drainage (drainage areas and stream lines), 
Channel (three dimensional representations of river and channel shapes) 
and Hydrography (hydrographic features as found on topographic maps).  

The ESRI ArcHydro Data Model has to be customized to the needs of 
the HazNETH project. Significant modifications are the adoption of a river 
cross section database scheme of the Swiss Federal Office for Water and 
Geology, the addition of a Sedimentology layer representing sediment vol-
umes showing a potential to be eroded, relevant characteristics of soil
composition (describing the soil layers, the ground covering, and the grain 
size distribution), and the addition of the Ground covering layer storing 
parameters like land roughness and erosion threshold. 

2.2 Development of Integrated Natural Hazard Assessment 
Methods

Another research area deals with studying qualitative and quantitative haz-
ard assessment for interrelated phenomena. The focus resides also with tor-
rent streams and debris flows including related hazards such as soil and 
rock mass movements, and flood hazards. The main objective is to develop 
the scientific framework to derive new methods for integrated assessment 
of natural hazards in alpine valleys. Furthermore, a method of analyzing 
the input data uncertainty as well as the sensibility of spatial analysis re-
flected in hazard assessment procedures will be developed. Further details 
concerning this research area will be described in a different paper. 

2.3 Web Based Information System for Natural Hazard Analysis 

In order to create appropriate hazard analysis tools, an initial step was to 
organize several bilateral interviews and surveys with the various 
HazNETH partners. The following list describes the characteristics of the 
user groups identified during the interviews: 

The HazNETH partners: mostly experienced scientists with good GIS 
knowledge; their main interest is to combine their own information with 
the partners’ information; they need access to all datasets with unlimited 
download/upload possibilities. 
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The "Section dangers naturels" (Natural Hazard Office of Canton Wal-
lis) and "Section des routes et des cours d'eau" (Division of Roads and 
Rivers of Canton Wallis): field specialists who work with the local 
council and natural hazards engineering companies for risk assessment; 
one of their main interest is to consult the HazTool system in order to 
manage their building planning permissions; they need access to all 
datasets with visualization/download permissions. 
Guest users: interested persons who will only be granted limited visuali-
zation permissions. 
Based on the aforementioned discussions with the project partners, gen-

eral objectives and priorities for the system were defined. The needs of the 
different user groups with none to expert experience in using computer 
systems need to be satisfied. Therefore, an easy to manipulate user inter-
face should be designed to facilitate access to information, visualisation 
and to the use of analysis tools. The concept of the Atlas Information Sys-
tems (AIS) is suitable to guide the design of such a user-friendly system 
since AIS are state of the art for visualising and analysing predefined the-
matic collections of spatial data. They can be defined as “computerized 
geographic information systems related to a certain area or theme in con-
junction with a given purpose – with an additional narrative faculty, in 
which maps play a dominant role” (Ormeling 1995, Van Elzakker 1993). 
The major difference to established Geographical Information Systems 
(GIS) is their ease of use and their cartographic quality.  

Two other system priorities are on-the-fly creation of high quality web 
maps and integration of real-time data. Additional optional objectives are 
three dimensional modeling and cross-section/volume visualization of phe-
nomena, as well as the ability to support modeling of standard decision 
chains of users (agencies, offices, administrations, etc). This will help to 
strengthen decision support systems in the field of natural hazards. The in-
teroperability of the data, metadata, and web-services should be guaran-
teed through the implementation of standards (OGC and ISO). 

Based on theses objectives, a set of specific natural hazard analysis tools 
for the HazTool system was identified, supplemented by standard GIS 
tools. A typical tool set could be composed by:  

panning and adaptive zooming tools on the map, 
map scaling tool, 
caption legend display, 
information queries on attributes and metadata, 
distance measurement, 
buffer zone tool, 
specific hazard queries combining interdisciplinary datasets, 
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drill-tool that displays all natural hazards information available for a 
user specified point or surface, 
user account for saving temporarily the user defined map and settings, 
map layout and printing, 
a contextual help enabling the non-expert user to quickly understand the 
hang the different functionalities. 
Nowadays, more and more unpleasant web based information systems 

are found on the Internet. Many do not respect basic cartographic rules and 
are therefore unattractive, unfriendly and sometimes incorrect. Visualiza-
tion with the HazTool system will therefore be guided strongly by aspects 
of cartographic quality and graphical semiology.  

2.4 Technical Implementation Concept of HazTool 

With regard to the project objectives and expectations, the following deci-
sions (Fig. 4) were taken when considering different technical implementa-
tion alternatives:

Dynamic map content, geodata, and hazard analysis services will be de-
livered via the web using ESRI ArcIMS. This software provides a highly 
scalable framework for geodata visualisation, analysis, and publishing 
which meets HazNETH’s needs. Furthermore it supports layers, database 
management, client-side information entry, and geospatial information 
sharing. The choice of this product over an open source product or another 
commercial system was made along the following criteria: most of the 
HazNETH partners currently work with ESRI products, are therefore fa-
miliar with the software, and store their geodata in the corresponding for-
mats. Through ETH Zurich the HazNETH partners have access to a cam-
pus licence for ESRI ArcIMS, ESRI ArcSDE, and ESRI ArcGIS products, 
as well as to customer support. No additional financial investment is nec-
essary to use these products. The possibility of developing natural hazard 
custom applications, as well as the good reputation of the product, and its 
ease of use and administration made the ESRI software more attractive. 
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Fig. 4. HazTool system implementation 

Complementary to ArcIMS, a special engine is needed to access and in-
dex geodata: ArcSDE is an ESRI server software product used to access 
massively large, multi-user geographic databases. Its primary roles are to 
provide a suite of services that enhance data management performance, but 
also to offer configuration flexibility, and to provide a spatial extension to 
the geodata.

As database management software IBM DB2® Universal Database™ 
with Spatial Extender was selected. This powerful multi-user geographic 
database was chosen according to its high performance, its capacity to 
store extremely large data volumes, and its compatibility with ArcSDE. 
Under the IBM Scholars license agreement, the database can be used free 
of charge for non-profit research.  

In order to enable users to easily select, export, and deliver data in mul-
tiple formats and projections HazTool uses the ArcIMS Data Delivery ex-
tension. This tool allows users to upload/download geodata in 20 different 
spatial formats corresponding to industry standards and to project features 
to a variety of projections. 

Each client technology proposed for ArcIMS has its respecting advan-
tages and problems. To achieve maximum user-friendliness a benchmark 
will be realized in order to chose the best solution considering flexibility, 
performance, cartographic quality, and plug-in download necessity. At the 
moment, the planned client solution will probably be based on the ColdFu-
sionServer© and SVG technologies. 

3 Conclusion 

Potential damage in Switzerland constantly increases because man moves 
into areas that are more exposed to natural hazards. The described research 
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will provide a knowledge base and network with an easy-to-use web based 
client software for scientists, civil protection, and politicians when consid-
ering natural hazard prevention and protection.  

The final software product will be easily adaptable to the purposes of 
federal and cantonal government agencies concerned with Swiss geotech-
nical and risk inventories, hazard assessment and disaster relief, or can-
tonal environmental offices. The software may eventually be made avail-
able to international and foreign national agencies, such as UNEP (United 
Nations Environment Program), or through Swiss foreign aid and disaster 
relief agencies. 

This project is not only relevant for Switzerland and other countries of 
the European alpine region. Its results can also be transferred mountainous 
areas in general where similar problems with natural hazards are experi-
enced (e.g. the Himalayas and the Andes). 
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Abstract

Within this paper we examine the use of explorative spatial analysis meth-
ods to enhance the calculation and representation of an emergency risk as-
sessment for the Finnish fire and rescue services in the metropolitan area 
of the Finnish capital Helsinki (including Espoo, Vantaa and Kauniainen). 
Some of these methods are available in existing GIS (Geographic Informa-
tion System) software. Within the strategic levels of planning and man-
agement, improvements in the identification of high or low risk areas can 
assist the emergency preparedness planning and resource evaluation. To 
enhance the determination of a risk area we visualize the spatial distribu-
tion of phenomena like population distribution, building types, workspace 
distribution etc. and their relevance to the emergency services. In this pa-
per we examine the relation between population density distribution and 
incident density. To visualize potential variables indicating risk areas we 
use the third dimension. The results of the paper show that by developing 
explorative visualizations one can enhance the process of finding and inte-
grating these variables into risk analysis. Within this paper we suggest in-
novative types of maps as tools for decision makers, which can be used to 
attract the public to participate in planning procedures. 

1 Introduction 

This paper is part of ongoing research at the Helsinki University of Tech-
nology (HUT), Institute of Cartography and Geoinformatics (ICG). The re-
search focuses on the human vulnerability in built environments and con-
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siders issues like differences between common and rare accidents, com-
muting of people, and relations between accidents and networks. Natural 
hazard assessment and mapping is not a part of this work at this point. One 
case study in this research project investigates and enhances risk modeling 
in the case of fire and rescue services of the Helsinki Metropolitan Area. 
Risk model development should be an interactive and explorative process 
and include methods like visualization, spatial data analysis, and even 
more advanced spatial data mining methods. 

Visualization and interaction help the user to understand the dependen-
cies and the clustering within and between data sets. Visualization supports 
formulating hypotheses and answering questions about correlations be-
tween certain variables and accidents. Explorative visualization may reveal 
that some new variables are relevant to the model and it may also tell us 
more about the relevance of already used variables. If we want to analyze 
the correlations more deeply we should combine spatial data analysis 
methods with visualization. 

To visually indicate clusters, if there are any, one can produce density 
maps. To quantify the correlations methods are needed, which estimate 
how strong the correlation is and how it is spatially dependent. Also the 
methods of geostatistics can be used as they reveal the strength of spatial 
autocorrelation between data sets. For example K-function has been used 
in spatial data analysis for analyzing the dependency of clustering between 
two data sets (Cressie, 1993). These methods can give answers to the ques-
tions: what kind of spatial correlation exists between given variables?  We 
research these relationships to assist the development of a better model by 
finding and weighting the proper variables. In this paper we investigate 
correlations between population and incidents using explorative visualiza-
tion of available data. 

1.1 Risk Assessment in the Finnish Municipalities 

In 1992 the Finnish Ministry of the Interior gave out guidelines on prepar-
edness for municipal fire brigades stating the need to develop a systematic 
risk assessment practice. In these guidelines it stated that the preparedness 
in the fire brigades must be based on municipal risk analysis. Such a risk 
assessment should, according to the Guidelines, create a basis for setting 
the target level of the preparedness for emergencies in a municipality 
(Lonka, 1999). To assist the municipal fire brigades in making the risk as-
sessments a handbook was published in 1994 in co-operation with the 
Ministry of the Interior and the Federation for Fire Brigade Chiefs in 
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Finland (Alliniemi, 1994). According to Lonka 1999 the risk is calculated 
for planning purposes as follows: 

R = ( L + F + P + E ) * Pb
where 

R is risk, L are the consequences for life and health, F is the rapidity of the development of ac-
cident, P are the consequences for property, E are the consequences for the environment, Pb is 
probability

The consequences can be deaths, injuries, property losses, interruptions 
and environmental damages. They are influenced by the rapidity at which 
the accident develops and progresses. These calculations give a very rough 
estimate of the risk and in practice only relative orders of magnitudes are 
evaluated. Application of this model is not straightforward but the distinct 
characteristics of each municipality make it very subjective. 

In the Helsinki Metropolitan Area (which comprises the cities of Hel-
sinki, Espoo, Vantaa and Kauniainen), the fire and rescue department fo-
cuses on protection plans for “normal” situations as well as plans for “ex-
treme” situations (e.g. wartime). Their general interest lays in the 
enhancement of risk analysis for the “normal”, i.e., everyday situations.  

1.2 Integration of a Geographic Information System (GIS) in the 
Risk Analysis in the City of Espoo 

To fulfill the risk assessment required, the Rescue Office of Espoo devel-
oped a model, which is now used in calculation the risk zones and associ-
ated service levels mentioned in the law (Ministry of Interior 2000). The 
existing model has been developed on the basis of expertise of people 
working in rescue services and on national statistics. No comprehensive 
spatio-statistical analyses were carried out about the variables of the 
model.  

A GIS tool, developed and based on this model, can be used to deter-
mine the risk zones in any municipality. The analysis is similar and thus 
the results are comparable. These results can be visualized on a map and 
they can be used for, e.g., planning of a new fire station. The information 
is based on a grid map with a 250 x 250 m grid size. Each grid cell is clas-
sified into a risk level from 1 to 4. The levels define the time in which this 
area has to be reached by the rescue service unit (for example level 1 indi-
cates that the location has to be reached in maximum of 6 minutes). The 
response time is based roughly on the behavior of a fire that develops in a 
building and on the maximum time for the start of resuscitation. 
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The GIS application in place is intended as a practical tool. The model 
identifies three variables that are considered in the risk analysis. Those are 
the population distribution data, the floor area (in square meters), and the 
amount of traffic. These variables are used in an automatic classification 
routine, which assigns a risk level to each grid cell. The result is displayed 
on a raster background map (Figure 1). 

Fig. 1. Risk analysis in the city of Espoo (Ihamäki 2003) 

The risk level is used in practical work so that the higher the risk level 
of an area the more rescue resources has to be allocated in or close to that 
area. In this work we try to improve the model and develop explorative 
visualizations to assist this process. 

1.3 Explorative Visualization in Risk Model Development 

As Peuquet and Kraak (Peuquet and Kraak, 2002) state, cartographic rep-
resentation needs to change, as mapping has already changed. Research 
how maps can be best used as tools for exploring digital geographic data-
bases and as interactive aids in experiencing the world, deriving decisions 
and solving spatial problems is needed. There is a need for development of 
tools for visually exploring spatial functional relationships.  

In this paper, we concentrate on maps as visual components and sepa-
rate them from the exploratory process and from the interaction between 
the user and the visualization. We study visualization of the relation be-
tween population density and incident density and apply this as a case 
where spatial datasets are combined and visualized in a three-dimensional 
environment. An overriding opinion amongst general users of modern 
visualization techniques is that much can be gained from interacting with 
innovative and dynamic graphical representations such as animation, three-
dimensional maps or virtual worlds (Ogao, 2002). The utility and usability 
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of visualization depend heavily on the user and the purpose of the visuali-
zation (Nielsen, 1993). Exploratory geovisualization tools have been in-
vestigated, e.g., by MacEachren, Kraak, Ogao and Miller (Kraak, 1999, 
Ogao, 2002, MacEachren and Kraak, 1997, Miller, 2000). Interaction and 
expertise are key issues for planners. An interpretation of abstract phe-
nomena requires expertise that cannot be expected from either the general 
public or decision makers. Decision makers typically do not have the time 
for exploring situations but prefer hearing reasons for the proposed actions.  

Visualizations may be animations or static images. The choice of the 
visualization, the orientation of the geographic space in relation to the 
viewer, as well as the selection of the spatial area portrayed, all similarly 
affect the overall message in these cases (Cosgrove, 1999). 

2 Scope of this Paper 

With this paper we aim to assist the emergency preparedness planning for 
the fire and rescue services by using a data driven approach. The first goal 
is to enhance the risk analysis carried out by fire and rescue services. Our 
methods are based on explorative visual analysis of existing data. By ap-
plying this method we try to answer questions, which arise when one is 
building a vulnerability model. For example, what variables are important 
and how important they are when? In this paper we illustrate this by using 
explorative visualizations of the population density and its relation to the 
incident data in the Helsinki region. The second goal is to provide more in-
formative and appealing maps as tools for decision makers. Better maps 
can also attract the public to participate in planning procedures. 

2.1 Explorative methods 

Explorative methods, explorative spatial analysis methods and explorative 
visualization rely on interaction between a user and a computer and on the 
user’s capability to find correlations between variables using visualiza-
tions. Explorative spatial analysis methods are needed for finding and 
evaluating variables for the risk model. Explorative visualizations are 
needed for determining the spatial relationships between these variables. 

Variables can be based on a statistical analysis that considers the spatial 
distribution of the phenomena and its relevance to the emergency services 
(e.g. age distribution, building types, workspace distribution). By combin-
ing a hazard model that considers technological hazards in the build envi-
ronment and vulnerability model that evaluates the build up environment 
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(dependent on the hazard type) we aim to analyze the emergency risk. 
Finding and evaluating the proper variables is a difficult task and explor-
ative spatial analysis or explorative visualization methods can be utilized 
to assist this. By modifying the input variables and data of the model we 
aim to investigate changes in the past or develop scenarios for the future. 

To enhance the determination of a risk area we can visualize the spatial 
distribution of the phenomena and its relevance to the emergency services. 
By developing explorative visualizations we intend to enhance the process 
finding and integrating these variables into the risk analysis model. In the 
following we use the population distributions in relation to the incidents as 
an example case. 

An innovative approach to be used in the explorative visualization is the 
use of the third dimension. Much of cartography’s familiarity with three-
dimensional landscapes originates from digital elevation models (DEMs), 
panoramas, sculpted physical models and orthographic globes. The fun-
damentals to design three-dimensional visualizations, using grayscale 
DEMs, vertical exaggeration and illumination are explained by Raper 
(Raper, 1989) and Petterson (Patterson, 1999) among others. 

The possibilities to use the third dimension to visualize thematic data 
have been explored by Krisp & Fronzek (Krisp and Fronzek, 2003) among 
others. The use of the third dimension can aid the visualization of spatial 
datasets consisting of two thematic variables and allows comparing them 
more directly. It can also help to stress certain components of the informa-
tion. Selecting and intensifying of specific parts of the information is espe-
cially important in the creation of thematic maps (Krisp and Fronzek, 
2003).

2.2 Population and Incident Datasets 

Generally the unequal quality of spatial data requires individual models 
and scales for a risk analysis in each community. Municipalities in Finland 
are obliged to gather register data on their population, buildings and land 
use plans. Due to the uniform character of the region it is important for the 
planners and decision makers to have reliable register data on the whole 
area, irrespective of these municipal boundaries. For this reason that Hel-
sinki Metropolitan Area Council (YTV) has been working since 1997 on 
the production of a data package, SeutuCD, the data sets of which cover 
the whole metropolitan area. It is a data package gathered from the mu-
nicipalities’ registers. It is maintained once a year and includes register 
data maps for different scales and metadata software (YTV, 1999). In addi-
tion to the map of the region, the SeutuCD includes register data on build-
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ings and land use plans as well as enterprises and agencies located within 
the metropolitan area. The population information is gathered by extract-
ing the number of people registered in the individual buildings. 

The Helsinki Fire & Rescue department has provided sample datasets, 
which contains all the fire alarm, rescue missions and also automated fire 
alarm systems missions within Helsinki city area for the years 2000 - 2003. 
The material also includes selected attribute information. That makes it 
possible to make different selections e.g. building block apartment fire 
missions, in certain time periods, in certain areas. 

2.3 Determination of the Population and Incident Densities 

Density analysis take known quantities of some phenomena and spreads it 
across the landscape based on the quantity that is measured at each loca-
tion and the spatial relationship of the locations of the measured quantities 
(ESRI, 2004). The density of the population and accident incidents can be 
modeled using kernel density estimation. Kernel estimation was originally 
developed to obtain a smooth estimate of a univariate or multivariate prob-
ability density from a sample of observations (Bailey and Gatrell, 1995).  

Given a data sample consisting of numbers of humans living in build-
ings and of numbers of incident reported at defined locations, the probabil-
ity distribution of these variables at every location needs to be estimated. 
Replacing each point observation with a kernel, giving a “spatial meaning” 
in some sense to it, we obtain, as a sum, a continuous, smooth surface for 
the variables. The kernel is defined as a two-dimensional function with 
two parameters: the width of the kernel and the bandwidth. In practice only 
the bandwidth, which represents the search radius, is adjusted. The density 

 at each observation point s is estimated by 

s UsxssK
n

i
iih ,)(
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where K is the kernel and h the bandwidth (Silverman, 1986). The 
bandwidth (h) for the population density, as well as for the incident data 
was set to 100 m. 

Selecting an appropriate bandwidth is a critical step in kernel estima-
tion. The bandwidth determines the amount of smoothing and defines the 
radius of the circle centered on each location, which contains the observa-
tion points that contribute to the density calculation. In general, a large 
bandwidth will result in a large amount of smoothing and in low-density 
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values, producing a map that is generalized in appearance. In contrast, a 
small bandwidth will result in less smoothing, producing a map that de-
picts local variations in point densities (Bailey and Gatrell, 1995). For a 
sample area with a scale of 1:20.000 a 100 m search radius was found to 
be suitable for the purpose of this study. 

2.4 Results - Visualizing the Significance of Population Density 
in relation to the Incidents 

The population and incident densities are calculated for the Helsinki city 
centre area. The map has a scale of 1:20.000. Figure 2 shows the popula-
tion density for Helsinki in a color-coding from green, indicating a low 
density, to yellow, orange and red, representing a high density. Color fig-
ures can be viewed on the website: 
http://www.hut.fi/Units/Cartography/research/rem/index.html. The inci-
dents are visualized in the same way for the same sample area. 

a. Incident density b. Population density 

Fig. 2. Incident density (a) and Population density in Helsinki center area (b)

By comparing the to representations visually we can identify that the ar-
eas with a high population density and hot spots for incidents. The visual 
comparison of the two datasets indicates that areas with a high population 
density do in fact not correspond with areas with a high density of reported 
incidents.
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2.5 Visualizing the Incidents Density by Using the Third 
Dimension

For the three-dimensional model we use the same input data as for the two 
dimensional maps (in Figure 2). The incidents are visualized in a similar 
way for the same sample area. Figure 3 illustrates the population and inci-
dent density in the third dimension. 

a. Incident density 

b. Population density 

Fig. 3. Incident (a) and Population (b) density visualization using the third dimen-
sion 
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In the three dimensional maps, hills indicate a high while valleys a low 
density. Additionally a color coding from yellow, indicating a low density, 
to orange and red, representing a high density is applied. In both maps the 
thematic layer (population and incident density) apply a thirty percent 
transparency to show the underlying background map.  

2.6 Explorative Four-Dimensional Visualizations 

A four-dimensional visualization integrates the density information at each 
location using a z variable over time. We generate three-dimensional maps 
for all available years (2000-2003) and combine them into an interactive 
system illustrated in Figure 4. 

Fig. 4. Animation and interactive three-dimensional map showing the incident 
density 
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The interface is easy to use, allowing the user to navigate between the 
different years. By clicking through the different maps for each year at 
various speeds the user can visually explore the changes in the incident 
density over time. 

3 Conclusions 

The case study has shown that via explorative visual analysis it is possible 
to review the significance of a variable in is context for the risk analysis. 
Population density is still considered a key variable for the vulnerability 
model.  We don’t want to give up on the hypothesis that people cause the 
main risk of an incident and that population is the most valuable variable 
in a risk analysis. The visual comparison between the population density 
data and the incident data shows that the connection between the popula-
tion density and the incidents reported by fire and rescue services are not 
as strong as assumed. 

Visualizing the results is a curtail point in getting the message across. A 
four dimensional animation can help to visually analyze the density pat-
terns over time. Integrating the maps into an interactive system makes it 
easy to navigate between the different maps created for each point in time. 
In our example the time span from 2000 to 2003 appears to be too short to 
identify significant trends in the development of the incidents. Further re-
search should aim to integrate data from a longer time period. The Fire & 
rescue services will continue to record incidents, so future research will be 
able to consider longer time spans. 

By using explorative visualizations we enhance the process of trans-
forming data into information and subsequently into knowledge. The ex-
ploration and interpretation of densities requires informative and appealing 
types of visualizations. Using three-dimensional maps can result in an ap-
pealing, maybe flashy visualization. However, the usefulness and usability 
of these combined three-dimensional maps needs to be proven. 

To achieve the support of a proposed planning action it is necessary to 
get the attention of the public. In spatial planning very often maps are used 
to demonstrate the intentions of a plan. We suggest, that informative and 
appealing types of maps are essential tools for decision maker, to be used 
additionally to attract the public to participate in planning procedures (e.g. 
to justify the location of a new fire station). 
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3.1 Further Research 

Until this all these methods are based on the user defined variables, but 
how sure we can be that our assumptions about the variables are corrects?  
If we want to go further in our analysis of finding the correct variables the 
methods of data mining and spatial data mining can be used. Data mining 
is the process of identifying or discovering useful and as yet undiscovered 
structure in the data (Fayyad and Grinstein, 2003). Spatial data mining, re-
searched by Koperski, Han, Josslin and Ester among others(Koperski and 
Han, 1999, Josselin, 2003, Ester et al., 1999), is still in development stage, 
so no commercial tools are available. Based on the research made and the 
first implementations of software prototypes we can see that for example 
the methods like association rules can be useful. Using spatial data mining 
means that no hypothesis is available about the important variables that 
might relate to the amount of incidents. Data mining is providing knowl-
edge about the potential variables. This knowledge can then be used for 
definition of the model. 

The variables can be enhanced (e.g. by the integration of housing types 
and / or work places). Based on the risk grid it might be possible to inte-
grate more detailed, specific target areas (e.g. stadium, airport) or events 
(concerts, ice hockey game times). These areas could be based on the fire 
inspection database of each building (which area available also nation-
wide).

Further research has to consider individual incidents recorded in the data 
and the time of each incident in relation to the time of the population den-
sity calculations. The integration of a time variable (daytimes / nighttimes) 
seems to be essential when relating the vulnerability model to the hazard 
model. More on the determination of the population density for the fire and 
rescue service is documented and research is still ongoing (Krisp, 2004, 
Krisp et al., 2005). Special events (like a hockey game) may result a tem-
porary high risk in a certain area. Subsequently the amount of fireman on 
one shift can be based on a risk analysis. Up to now the shifts are based on 
the practical knowledge of the fire officers (e.g. more staff on new years 
eve). The time planning for the fireman shifts could be based on the risk 
analysis changing over time and simulations can integrate the spatial de-
velopment over time and develop scenarios for the future (e.g. changing 
population density). 

To acquire a better risk area model it is possible to add the individual 
risk evaluation for every building into the model. Subsequently the risk 
analysis and plans for extreme situations (e.g. war, national crises) can be 
linked to the “normal” risk analysis. 



Using Explorative Spatial Analysis to Improve Fire and Rescue Services      1295 

References 

(Ministry of Interior) (2000) Kunnan Pelastustoimen Palvelutasoa Koskevat 
Päätökset, in Dnro SM-1999-000939/Tu-31 

Alliniemi J (1994) Uhat ja mahdollisuudet – tapa tutkia onnettomuuksia ja niiden 
vaikutuksia 

Bailey TC, Gatrell AC (1995) Interactive Spatial Data Analysis, Addison-Wesley, 
Reading

Cosgrove D (1999) Introduction: Mapping Meaning, in  Mappings, (Ed. Cosgrove, 
D.) Reaction Books, London 

Cressie N (1993) Statistics for Spatial Data, Wiley, NewYork 
ESRI (2004) ArcGIS 9.0 Manual 
Ester M, Kriegel H-P, Sander J (1999) Knowledge Discovery in Spatial Database, 

in Proceedings Invited Paper at 23rd German Conference on Artifical In-
telligence(Ed. Institute for Computer Science, U. o. M.) Bonn, pp 13 

Fayyad U, Grinstein GG (2003) Information Visualization in Data Mining and 
Knowledge Discovery, in  San Fransisco, pp 1-17 

Josselin D (2003) Spatial Data Exploratory Analysis and Usability, Data Science 
Journal, 2, pp 100-117 

Koperski K, Han J (1999) Data Mining Methods for the Analysis of Large Geo-
graphic Databases, Simon Fraser University, Burnaby, pp 4 

Kraak MJ (1999) Visualization for exploration of Spatial Data, International Jour-
nal of Geographical Information Science, 13 

Krisp JM (2004) Kernel density maps for the analysis of spatial features, Helsinki 
University of Technology, Helsinki, pp 15 

Krisp JM, Fronzek S (2003) Visualising thematical spatial data by using the third 
dimension, in Proceedings ScanGIS(Eds, Virrantaus, K. and Tveite, H.) 
Espoo, pp 157-166 

Krisp JM, Henriksson R, Hilbig A (2005) Modeling and Visualizing population 
density for the fire and rescue servides in Helsinki, Finland, in Proceed-
ings International Cartographic Conference A Coruna 

Lonka H (1999) Risk Assessment Procedures Used in the Field of Civil Protection 
and Rescue Services in Different European Union Countries and Norway, 
SYKE, Helsinki 

MacEachren AM, Kraak M-J (1997) Exploratory Cartographic Visualisation: Ad-
vancing the Agenda, Computer & Geosciences, 23, pp 335-343 

Miller HJ (2000) Geographic representation in spatial analysis, Journal of Geo-
graphical Systems, pp 55-60 

Nielsen J (1993) Usability Engineering, Academic Press, New York 
Ogao PJ (2002) Exploratory visualization of temporal geospatial data using ani-

mation, ITC, Utrecht 
Patterson T (1999) Designing 3D Landscapes, in  Multimedia Cartography, (ed 

Gartner, G) Berlin 



1296      Jukka M. Krisp, Kirsi Virrantaus and Ari Jolma 

Peuquet DJ, Kraak, MJ (2002) Geobrowsing: creative thinking and knowledge 
discovery using geographic visualization, Information Visualization, 1, 
pp 80-91 

Raper JF (1989) Key 3D modelling concepts for geoscientific analysis, in  Three 
dimensional applications in GIS, (ed Raper) London, pp 215-232 

Silverman BW (1986) Density estimation for statistics and data analysis, Chap-
man and Hall, London 

YTV (1999) Establishments in the Metropolitan Area 1999, Helsinki Metropolitan 
Area Council (YTV), Helsinki 



The Global Terrestrial Network for River 
Discharge (GTN-R): Near Real-Time Data 
Acquisition and Dissemination Tool for Online 
River Discharge and Water Level Information 

Thomas Maurer 

Global Runoff Data Centre (GRDC) in the Federal Institute of Hydrology 
(BfG), Am Mainzer Tor 1, 56068 Koblenz, Germany.  
Email: thomas.maurer@bafg.de  

Abstract

Today, many countries operate national near-real-time water level or river 
discharge transmission schemes. Increasingly, countries also publish this 
data online, typically by way of web sites of  their national hydrological 
services (NHS). Though this is a major step forward, from a global per-
spective the diversity of data sources is still quite heterogeneous. Conse-
quently, it still remains a tedious task to draw together all information 
needed for global assessments and models. Here GRDC aims at providing 
an additional service, called Global Terrestrial Network for River Dis-
charge (GTN-R). The basic idea of the GTN-R project is to draw together 
the already available heterogeneous information on near real time river 
discharge data provided by individual National Hydrological Services and 
redistribute it in a harmonized way. GRDC has identified a priority net-
work of 377 river discharge reference stations that constitute the first ap-
plication network for GTN-R. The core of GTN-R is a software that col-
lects near-real-time (NRT)-discharge data from distributed servers in the 
internet, harmonizes and summarizes it, and makes it available again in 
one standard format via a FTP-server.  On the mid to long term, it will be 
necessary to overcome such tedious approaches and to arrive at interna-
tionally agreed standards for the exchange of metadata and data on meas-
urements of geophysical and biogeochemical processes in general. 
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1 Introduction 

An inevitable prerequisite for the sustainable management of the complex 
earth system respectively parts or sub-systems of it (including disasters) is 
unrestricted access to sound and comprehensive data and information on 
the state variables and fluxes of the governing processes which we try to 
mimic in computer models of ever growing complexity and refinement.  

Besides the extension of operational monitoring and observation net-
works itself, there is the urgent need for the development of a more gen-
eral, globally standardized data infrastructure ensuring time saving, highly 
automated access to the huge variety of observational data. However, au-
thority over data and information, especially in the terrestrial domain is of-
ten scattered regionally and sectorally, resulting in highly fragmented ap-
proaches to their management and involving problems of scientific, 
technological, political, organizational and financial nature. Consequently, 
researchers and managers striving for integrated approaches including the 
development of indicators are on the horns of the dilemma of either spend-
ing too much of their valuable time on searching, retrieving and organizing 
fundamental data (which, at a large scale, is a non-trivial task for which 
they typically are not optimally trained) or alternatively omitting relevant 
information, both being unprofessional approaches that  ultimately lead to 
stagnation in the development of suitable solutions. Though the question of 
how to cope with the challenges of the earth system's future stands high on 
the agenda of international organizations and consequently related meet-
ings are mushrooming all around the world, yet an overarching rigorous 
approach aimed at tackling the fundamental data organization issue is 
pending, though it might evolve from recent activities such as Global Earth 
Observation System of Systems (GEOSS), Implementation Plan for the 
Global Observing System for Climate in Support of the UNFCCC (GCOS-
IP, GCOS 2004a) and Infrastructure for SPatial InfoRmation in Europe 
(INSPIRE, EC 2004). 

This is especially true for the field of hydrology and more specific for 
measurements of river discharge. Today, many countries operate national 
near-real-time water level or river discharge transmission schemes. In-
creasingly, countries also publish this data online, typically by way of web 
sites of  their national hydrological services (NHS). Though this is a major 
step forward, from a global perspective the diversity of data sources and 
their management is still quite heterogeneous. Consequently, it still re-
mains a tedious task to draw together all information needed for global as-
sessments and models. Here, the Global Runoff Data Centre (GRDC) aims 
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at providing an additional service, termed Global Terrestrial Network for 
River Discharge (GTN-R).  

2 Framework 

The GRDC is the digital world-wide repository of river discharge data and 
associated metadata, mandated by the World Meteorological Organization 
(WMO, cf. WMO 2001a, 2001b, GCOS 2004b). GTN-R is a GRDC con-
tribution to the Global Terrestrial Network for Hydrology (GTN-H), which 
in turn is a joint effort of WMO's Hydrology and Water Resources Pro-
gramme (HWRP), the Global Climate Observing System (GCOS) and the 
Global Terrestrial Observing System (GTOS). The GTN-H is a global hy-
drological "network of networks" for climate that is building on existing 
networks and data centers and producing value-added products through 
enhanced communications and shared development (cf. Fig. 1).  

Fig. 1. The structure and status of the Global Terrestrial Network for Hydrology 
(GTN-H). Acronyms denote organizations that already deal with the respective 
hydrological variables. Question marks denote absence of a definite commitment. 

Global Terrestrial Network
Hydrology
(GTN-H)

"Network of Networks"
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WGMS / GTN-G 
NOAA
NASA
EUMETSAT

Precipitation*
GPCC
GPCP
NCDC / GSN

River discharge*

GRDC / GTN-R

Water vapour*

?

Surface storage 
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?

Ground water*

IGRAC
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Soil moisture

Water quality / 
BGC fluxes

FAO/AQUASTAT?

Water use*

FLUXNET

Evapotranspiration

GTN-L?
SHI St. Petersburg?

Lake levels* 
IAEA / GNIP

Isotopes

  Global network/coverage defined and contact established 

  Global network/coverage partly existing/identified and/or contact to be improved 

  No global network/coverage identified 

           *     GCOS Essential Climate Variable (ECV)
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The goal of the GTN-H is to meet the needs of the international science 
community for up-to-date hydrological data and information to address 
global and regional climate, water resources and environmental issues 
(GCOS 2000, 2002, 2003a, 2003b).  

3 Problem 

In general, data are used by other groups and organizations then those who 
collected and stored it and who are providing it. Depending on the variable 
the quality of the communication between these at least two groups are 
more or less developed. Moreover, the quality of this communication in 
general highly depends on the spatial scale, i.e. while there might be a well 
developed infrastructure in place already on a regional, national or even 
continental scale, this might not be the case on a larger, especially on the 
global scale. As illustrated in the introduction, this is especially true for the 
variable river discharge. Fig. 2 schematically illustrates various modes of 
communication between data providers and clients, i.e. data users.  

In absence of any organization the situation resembles the anarchical 
structure as depicted in Fig. 2a. Each client has to individually contact 
every single data provider and, after establishing consent with regard to 
data exchange, has to deal with each data provider's individual interface 
(If) and to implement an access routine for each of them. The ineffective-
ness of this approach is evident and illustrated by the m  n connecting 
lines in Fig. 2a. Plenty of work and communication is spend redundantly, 
which quickly yields frustration and stagnation as the number of involved 
data providers and clients increases.  The problem is even worsening by 
the typical feature of such a setting, that data providers continue to change 
their interfaces without necessarily informing their clients.  

A good step forward is achieved with the introduction of a network ser-
vice as illustrated in Fig. 2b. While the network service still has to deal 
with the peculiarities of all the data providers, the clients are already re-
lieved from the burden of communicating with every service and the total 
communication load is reduced by almost a factor of m (the number of cli-
ents involved). For each client, the communication load is already reduced 
by a factor of n. A further improvement is the introduction of a smaller 
number of standardized interfaces at the data provider end, as depicted in 
Fig. 2c. The work load of the network service reduces, which is indicated 
by the reduced size of the corresponding box.  
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Fig. 2. Schematic diagram illustrating different types of communication network 
structures, (a) ad hoc communication, (b) client-side standardized intensive net-
work service supported communication, (d) fully standardized network service 
communication,  and (c) hybrid of (b) and (d). Further explanation in the text. 

Finally, the introduction of a general international standard as shown in 
Fig. 2d further reduces the work load of the network service, which in this 
case will easily be completely automated and become an almost invisible 
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part of the communication infrastructure, as indicated by a further size re-
duction of the corresponding box. 

With regard to near real-time river discharge data on a global scale the 
current situation is much like depicted by the ad hoc communication model 
in Fig. 2a, where the n data providers are basically the National Hydro-
logical Services (NHS) of the world or the large River Basin Authorities 
(RBA). Looking at the exchange of historical river discharge data, the 
GRDC has been acting as a Fig. 2b-type client-side standardized intensive 
network service since its establishment in 1988 (see also WMO 2001a, 
2001b, GCOS 2004b).  The long term ultimate goal for both, historical and 
near real-time discharge data, is certainly arriving at a fully standardized 
network service communication as illustrated in Fig. 2d (see also: Maurer 
2004), however this will be depending on the development and universal 
implementation of international standards, which will take its time, though 
encouraging efforts are currently going on (with regard to activities as e.g. 
GEOSS, GCOS-IP and INSPIRE). For the time being, smaller steps have 
to be taken to improve the situation in the short to mid term. GTN-R is an 
initiative to disburden communications related to the access to near real-
time river discharge data in a follow-up step by establishing a simple, ro-
bust, flexible, modular and extendible Fig. 2b-type client-side standardized 
intensive network service requiring minimum technical prerequisites. 

4 Beneficiaries 

GTN-R is an infrastructure, in general suitable for managing arbitrary net-
works of near real-time gauging stations. Currently, GRDC has identified a 
priority network of around 377 river discharge reference stations as a con-
tribution to the Implementation Plan for the Global Observing System for 
Climate in Support of the UNFCCC, Action T4 (GCOS 2004a). This Net-
work, depicted in Fig. 3, is called the "GCOS Baseline River Discharge 
Network" and constitutes a first application of GTN-R. It will serve an in-
creasing number of purposes and projects in the field of climate research 
but also as basis for future versions of the GRDC product "Long Term 
Mean Annual Freshwater Surface Water Fluxes into the World Oceans" 
and for the estimation of biogeochemical fluxes in cooperation with the 
UN GEMS/Water Programme Office of UNEP/DEWA. 
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5 Basic Concept 

The basic idea of the GTN-R project is simple: by application of an auto-
mated procedure (software), regularly draw together heterogeneously 
available information on near real-time river discharge data provided by 
the world's National Hydrological Services, harmonize and store the in-
formation in a database, and regularly redistribute the harmonized data in a 
standard format,. In essence this task is nothing more than a copying and 
reformatting routine. However, the devil is in the details. 

Depending on the level of development of the national networks and 
data exchange policies in individual countries it is more or less demanding 
to upgrade the national infrastructure and to create a climate of trust and 
consequently cooperation. The provision of financial assistance may be re-
quired occasionally. The following levels of network development may ex-
ist at individual National Hydrological Services (from higher developed to 
less developed networks):  

1. NHS that already provide ready to read data in near real-time via inter-
net (though possibly in their proprietary format). 

2. NHS that already publish some kind of near real-time river information 
via internet (but not ready to read). 

3. NHS that have to create a new interface to their digital and automated 
national networks. 

4. NHS that have to automate their inland data transfer schemes of already 
digitally recording gauging stations. 

5. NHS that have to upgrade their non-digital gauging stations. 
Within the current first phase of the GTN-R project, concentration is on 

NHS of level 1-3. As an organizational prerequisite in many cases individ-
ual cooperation agreements between GRDC and the individual NHS in-
volved are necessary, clarifying issues of data policy and possibly appro-
priate technical capacity and infrastructure, i.e. gauging stations need to 
automatically transmit their data digitally to NHS in near real-time and an 
automated interface into the internet is required at the national level. Fur-
thermore, GRDC has to be flexible with regard to interchange formats. 
Though ideally a standardized format of GRDC will be applied, for prag-
matic reasons provider defined formats have to be accepted as well.  



1304      Thomas Maurer 

Fig. 3. GCOS Baseline River Discharge Network. The 377 stations along the con-
tinental coastlines correspond to 352 of the 358 basins depicted here (for 6 basins 
no GRDC station is currently available). See http://gtn-r.bafg.de for further details. 
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6 Software 

The underlying core of the GTN-R project is a software system running at 
a GRDC server that allows:  

to draw together/ download near real-time (NRT) river water level or 
discharge data (with time steps of at least 1 hour) provided by individual 
NHS via Internet protocols (HTTP or FTP) in various formats,  
to transform water level data into discharge data where required 
to process and store the data in a database 
to classify the data on the background of historical data 
to check the plausibility of the data 
to redistribute/ upload all required discharge data in a harmonized way 
via the Internet, i.e. provision of the data in GRDC standard format at a 
FTP-site.

The software can be operated in two basic modes, the configuration 
mode and the operational mode. 

The configuration environment provides the following features: 
Definition of the objects Provider, Data Source and Station, where a 
Provider may have multiple Data Sources and a Data Source may con-
tain discharge data or water level data of multiple Stations. 
Each Data Source is described by its name, Unified Resource Identifier 
(URI), a time and rhythm of download and a code for its format. A 
mechanism is implemented allowing the definition of a subset of Sta-
tions potentially provided by a Data Source for regular reading. 
All information defined using the objects Provider, Data Source and 
Station is stored in the GRDC database, along with the discharge data 
read regularly from the Data Sources. 
Definition of the object Project to define subsets of all stations for regu-
lar upload for redistribution of harmonized data.  
Each Project is described by its name, URI, time and rhythm of upload.   
In operational mode the software is running in the background, down-

loading and uploading discharge data according to the settings of Data 
Sources and Projects in the configuration mode. Fig. 4 illustrates the navi-
gation through the input forms of the software while Fig. 5 shows a 
screenshot of the appearance of the Data Source Add/Edit Form. 
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Fig. 4. Flow chart of forms in the GTN-R software  

Fig. 5. Data Source Add/Edit form within the GTN-R software 
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7 Add-On Modules 

The regular uploaded harmonized data set is the core product of the operat-
ing GTN-R environment. It will serve as the basis for add-on products and 
services, build by data users as well as GRDC.  

One such add-on service will be the development of a mapping applica-
tion for the harmonized data product, i.e. a graphically display of  the most 
recent collected and harmonized data of NRT-discharge stations in an in-
teractively scaleable world map at a web page by means of an internet map 
server (IMS). Absolute discharge values as well as classified percentiles 
relative to the long term characteristics of the stations will be displayed as 
attributes, similar to e.g. the USGS WaterWatch. 

8 Data Acquisition Issues 

The success of the project is critically dependent from the willingness of 
NHS to cooperate. Due to the mere communication load it is not possible 
to advance data acquisition for all river basins at the same time. The fol-
lowing activities have to or may have to be carried out: 

Establishing contact to the NHS responsible for the operation of national 
gauging networks, convincing them to collaborate in the project.  
Receiving metadata on gauging stations available from the NHS for 
river basins of interest. 
Selection of stations of interest and determination of their status of op-
eration (manual or digital, delayed or real-time, offline or online distri-
bution). 
Negotiation of capacity building activities, their schedule and sources of 
funding and signing of a cooperation agreement where necessary. 
For the selected and agreed stations it is necessary for GRDC to receive 

offline the following information for each station, once initially and there-
after every time it changes:  

Manual provision of all relevant metadata by the NHS and storage in the 
GRDC database, i.e.  
- National Station ID 
- Station Name  
- River Name  
- Country Name  
- Latitude in degree 
- Longitude in degree 
- Altitude in m above sea level 



1308      Thomas Maurer 

- Catchment area in km² 
- Full postal address of the organization delivering the data  
- Name, telephone, fax and email address of a focal point  

Metadata of the agreed online provision (called a Data Source in the 
GTN-R software), describing the download parameters, i.e.  
- Server location and filename 
- User-ID, if required 
- Password, if required 
- Frequency, time and time zone of data update at your side (e.g. 

daily, 09:30, UTC+8h) 
- Full postal address of the organization handling and delivering the 

online provision  
- Name, telephone, fax and email address of a focal point for the 

online provision 
Complementary water level-discharge relationship as a function or look-
up table in cases where only water level data can be provided. 
Complementary longest possible record of historical daily discharge 
values for all selected and agreed stations in order to determine long-
term statistical characteristics used to put the instantaneous/ daily values 
into perspective (classification and plausibility-check, add-on product 
development). 

9 Conclusion and Outlook 

The GTN-H project described here can be looked at from two completely 
different points of view. Having in mind short-term perspectives it might 
look complex and demanding with many tedious steps involved. However, 
looking at it with a more long-term perspective it might appear as very 
specialized or little generalized project, as it only cares for one variable 
and uses very conventional technologies. This apparent contradiction re-
flects the fact that the approach chosen tries to provide a solution with a 
mid-term perspective in mind: being better and more integrated than the 
current system but at the same time being more pragmatic than waiting for 
an ultimate solution, requiring to overcome current tedious approaches and 
to arrive at a ultimate, globally integrated data infrastructure by means of 
internationally agreed standards for the exchange of metadata and data on 
measurements of geophysical and biogeochemical processes in general (cf. 
Maurer 2004a, 2004b, 2003b, 2003c). 

Wherever one looks, all over the world and disciplines people and or-
ganizations can be observed struggling hard to improve access to their data 
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or the data they need, integrating some of the resources they are aware of 
and which they need from their current perspective for the domain(s) they 
currently consider. This certainly helps local/ regional respectively sectoral 
communities to some extend for some time. And it is the only way to pro-
ceed instantaneously and it thus will not stop. 

The GRDC is one of such mechanisms currently in place, solely helping 
within it's limited capacity to integrate one of the many variables of inter-
est in a bottom up fashion step by step. As long as there is no development 
of an overarching approach driven by something that is much more influ-
ential than GRDC, this is the only option.  

However, the progress with this bottom-up approach is unsatisfying, as 
usually a terrible amount of manual/ personal communication is required 
per data acquisition. Besides contacting National Hydrological Services 
(NHS) directly, GRDC also scans their Web Sites and finds more and 
more online presentations of country's individual data holdings, but the 
problem is, that they all follow quite different philosophies and provide 
different level of detail and change from time to time without prior notice. 
It is thus still very tedious to retrieve data, as it involves individual treat-
ment of each source. This paper describes the near real-time monitoring 
scheme for river discharge, called GTN-R, however it will provide only 
the basic infrastructure. The bulk of work will follow, i.e. writing interface 
routines for each online resource GRDC will trace down or alternatively 
convince data providers to deliver their data in the GRDC proposed format 
and with an information depth that GRDC defines. And all this has not to 
be done only once, but GRDC will have to follow up all changes that will 
be made remotely without notifying GRDC.  

There are two principle ways to improve the situation:  
raising capacity by increasing manpower (the brute force approach) thus 
multiplying the manual/ personal acquisition activity or  
introducing automation, which inevitably requires thorough standardiza-
tion to ensure machine-readability (the smart approach). 
The first option is not really a sustainable approach. Though it certainly 

can be called integration, it will be only until a group's perspective widens 
that they need to revise their scheme and harmonize it again with those de-
velopments that took place elsewhere in the area/ by the communities that 
they now want to include. Probably this kind of comparatively uncoordi-
nated bottom-up approach will eventually also arrive at a universal stan-
dard, but certainly at higher costs and with longer development time. 
However, looking at Fig. 2a, it can be easily imagined that alternatively all 
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limited energy available is lost in friction1. In any case, progress will re-
quire at some point somebody who will substantiate, streamline and syn-
chronize the process by developing and setting very general standards.  

So the question is, why not spending a larger portion of the available re-
sources for starting/ initiating rigorous standardization now, taking the rare 
chance of the current awareness reflected in activities as GEOSS and 
GCOS-IP? We urgently need to carve out over-arching standards for data 
representation. Only such a top-down approach will save in the mid to long 
term the global community a number of (costly and time consuming) sub-
sequent iterations, that will be the consequence if domains continue to de-
velop their individual standards in a bottom-up fashion. 

It seems to be advisable to advocate for an international technical com-
mission or coordinating body on standards for this purpose that is not spe-
cialized to any specific domain (as e.g. WMO to weather, climate and wa-
ter) but rather cares for the geosphere as a whole and is associated to a 
more neutral organization such as a Technical Committee of ISO (recruit-
ing of course specialists from all domains and specialized agencies), which 
as a side effect would also help the acceptance of the result by a wider 
community. Moreover, ISO has already published standards for geo-
graphic information in its ISO 19100 series of standards (Kresse and 
Fadaie 2004, ISO 2003). This is the ideal starting point for the search for 
the common denominator, as all data on any geophysical variable share 
geographic information associated with it. Everything defined there (in a 
years-long process!) could be used right away as a start for the yet to find 
common denominator for the representation of geophysical variables, but 
it needs to be extended.  

In fact, encouragingly, that is what is currently happening at many 
places, especially in the geographic information community. But also ac-
tivities such as the Framework WMO Information System (FWIS 2003), 
the Draft WMO Core Metadata Standard (ET-IDM 2004, WMO 2004) as 
well as JCOMM (2002) with its Oceans Information Technology Project 
(OIT) will build on it, however, care has to be taken that no unnecessary 
divergence takes place at a too early stage. 

An impressive and encouraging example for the increasing awareness of 
the importance of state-of-the-art data infrastructures by governments is 
the afore mentioned very recent proposal for a directive of the European 
Parliament and of the Council establishing an Infrastructure for SPatial In-
foRmation in Europe (INSPIRE).  

                                                     
1  E.g., GRDC has encountered the situation that NHS reacted annoyed when 

GRDC contacted them, undertone: "Every other day someone contacts us to 
provide data in the format he requires, sorry we do not have the capacity". 
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The rational behind this proposal is given in the introduction of the Ex-
planatory Memorandum of  EC (2004).  Essentially for pretty much the 
same reasons that were stressed in this section, EC is starting by this direc-
tive (in the field of Environmental Spatial Information) exactly such a top-
down approach which needs to be initiated for all types of Earth System 
Science variables. This EC proposal could in fact become a template/  
starting point for discussing and developing a constituting document of a 
yet to establish international coordinating body on standards, as it has been 
recommended already by the Second Report on the Adequacy of the 
Global Climate Observing Systems (GCOS 2003c) as well as by the 
GCOS-IP (GCOS 2004a).  

So, let's not be too pusillanimous! This is a plea for the initiation of an 
international coordinating mechanism or body that guides in consultation 
with all major players involved (international organizations, governmental 
authorities, leading companies, etc.) a process of defining the fundaments 
for an global geosphere information system by developing standards and a 
data infrastructure for geophysical, biogeochemical and socioeconomic 
variables observed and predicted in the geosphere. 

All this will certainly not happen in one single step but rather in an evo-
lutionary process. However, it has to be the goal to minimize the number 
of iterations involved in this process, especially as the iterations become 
more and more complex as the system evolves and as resources are spent 
by an increasing number of organizations on harmonizing their data hold-
ings according to the latest developments. Thus, great care has to be taken 
to detect "dead ends" in the evolutionary process as early as possible and 
prevent dissipation of energy and subsequent frustration of participants. It 
will require a smart strategy to cope with the task of finding an efficient 
way ahead. The key to success will be in the interplay of a strongly fo-
cused supervising structure (top-down) and a number of organizations de-
veloping prototypes and putting them in test beds (bottom-up), however, 
without falling in love with their approaches too much, as to remain able to 
abolish their development as soon as something else proves to better serve 
the purpose.  

And finally it is important to recall, that striving for the ambitious goal 
of establishing a very general internationally standardized data infrastruc-
ture is only one task among many, in a sense of being a necessary prereq-
uisite but not a solution in itself for the pressing question of how to man-
age the Earth System in order to increase societal benefits as e.g. defined 
by GEOSS. Without doubt, other activities, especially in the areas of 
monitoring and modeling must not be neglected. But they need to be better 
supported by information science and technology and at the same time, re-
ciprocally, they need to better support the data infrastructure by rigorously 
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documenting themselves. This needs to become an inescapable obligation 
for granting funds of both, research and operational networks. 
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Abstract

The risk of flooding due to runoff is a major concern in many areas around 
the globe and especially in Romania. In the latest years river flooding and 
accompanying landslides, occurred quit frequently in Romania, some of 
which isolated, others-affecting wide areas of the country's territory.  

The main objective of the NATO SfP project “Monitoring of extreme 
flood events in Romania and Hungary using EO data” is to improve the ex-
isting local operational flood hazard assessment and monitoring using the 
functional facilities supplied by the GIS info-layers, combined with Earth 
Observation (EO) data-derived information, Digital Elevation Models 
(DEM) and hydrological modeling. The study area is situated in the Crisul 
Alb - Crisul Negru - K r s transboundary basin, crossing the Romanian – 
Hungarian border.  

The orbital remote sensing can provide necessary information for flood 
hazard and vulnerability assessment and mapping, which are directly used 
in the decision - making process. The EO data-derived information of the 
land cover/land use is important because it makes possible periodical up-
dating and comparisons, and thus contribute to characterize the human 
presence and to provide elements on the vulnerability aspects, as well as 
the evaluation of the impact of the flooding. In order to obtain high-level 
thematic products the data extracted from the satellite images must be in-
tegrated with other geo-information data (topographical, pedological, me-
teorological data) and hydrologic/hydraulic models outputs. 
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The paper presents the specific methods developed for deriving satellite-
based applications and products useful for flood disaster assessment and 
hazard reduction. An important contribution of EO derived information in 
the topic of managing flooding connected phenomena could be envisaged 
at the level of mapping aspects. Using the optical and microwave data sup-
plied by the new satellite sensors (U.S. DMSP/Quikscat, RADARSAT, 
LANDSAT–7/TM, EOS-AM “TERRA”/MODIS and ASTER) different 
products like accurate updated digital maps of the hydrographical network 
and land cover/land use, mask of flooded areas, multi-temporal maps of 
the flood dynamics, hazard maps with the extent of the flooded areas and 
the affected zones, etc. have been obtained. These results, at different spa-
tial scales, include synthesis maps easy to access and interpret, adequate to 
be combined with other information layouts resulted from the GIS data-
base and to ingest rainfall-runoff models outputs.  

The presented applications will contribute to preventive consideration of 
the extreme flood events by planning more judiciously land-use develop-
ment, by elaborating plans for food mitigation, including infrastructure 
construction in the flood-prone areas and by optimization of the flood - re-
lated spatial information distribution facilities to end – users. 

1 Introduction 

Flooding remains the most widely distributed natural hazard in Europe 
leading to significant economic and social impacts.  
In the assessment and analysis of flood risk it is important to remember 
that risk is entirely a human issue. Floods are part of the natural hydrologi-
cal cycle and are random. The risk arises because the human use and value 
of the river flood plains conflicts with their natural function of conveyance 
of water and sediments. 

Orbital remote sensing of the Earth is presently capable of making fun-
damental contributions towards reducing the detrimental effects of extreme 
floods (Brakenridge et al. 1998). Effective flood warning requires frequent 
radar observations of the Earth’s surface through cloud cover. In contrast, 
both optical and radar wavelengths will increasingly be used for disaster 
assessment and hazard reduction. These latter tasks are accomplished, in 
part, by accurate mapping of flooded lands, which is commonly done over 
periods of several or more days.  The detection of new flood events and 
public warnings thereof is still experimental, but making rapid progress; 
radar sensors are preferred due to their cloud penetrating capability as re-
ported by Brakenridge et al. 2003. Relatively low spatial resolution, but 
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wide-area and frequent coverage, are appropriate; the objective is to locate 
where within a region or watershed the flooding occurs, rather than to map 
the actual inundated areas. The rapid-response flood mapping and meas-
urement provide information useful for disaster assessment, and has be-
come a relatively common activity in many developed countries.  

In the latest years river flooding and accompanying landslides, occurred 
quit frequently in Romania, some of which isolated, others-affecting wide 
areas of the country's territory. One region, which suffers from flood dam-
ages on a regular basis, is the transboundary area of the Crisul Alb and 
Crisul Negro rivers flowing from Romania into Hungary, where they are 
known as K r s rivers.  Floods in this area typically start in the mountain-
ous terrain of the upper parts of the basin in Romania and propagate to the 
plains in Hungary.   

Historically, there has been a close co-operation between both countries 
in flood management in this area.  The issues connected with the trans-
boundary rivers crossing the Romanian – Hungarian border are covered by 
the bilateral Agreement for the settlement of the hydrotechnical problems, 
which was issued on Nov. 20, 1986.  To facilitate the implementation of 
this agreement, working groups from the Crisuri Water Authorities in 
Oradea, Romania and Körös Valley District Water Authority (KOVIZIG) 
in Gyula, Hungary meet regularly to address the issues of mutual interest 
(Brakenridge et al. 2001).

The flood forecast and defense related information provided by Roma-
nia to Hungary is presently based entirely upon the ground-observed data, 
which are mostly collected by non-automatic hydrometeorological sta-
tions.  Such data are somewhat limited in terms of spatial distribution, 
temporal detail, and speed of collection and transmission, and these limita-
tions should be remedied. 

Recognizing the threat of floods and the need for further improvement 
of flood management in this area, at the initiative of the Romanian Mete-
orological Administration, an international team was formed, with repre-
sentatives of Hungary, Romania and USA, and proposed a project on 
“Monitoring of Extreme Flood Events in Romania and Hungary Using EO 
(Earth Observation) Data” to the NATO Science for Peace (SfP) Program.  
The project aims to provide to the local and river authorities as well as to 
other key organizations an efficient and powerful flood-monitoring tool, 
which is expected to significantly contribute to the improvement of the ef-
ficiency and effectiveness of the action plans for flood defense. 

Some applications, for flood hazard and vulnerability assessment and 
mapping, developed in the framework of this NATO SfP project is pre-
sented.
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2 Study Area 

The study area represents the Crisul Alb/Negru/K r s transboundary basin 
spanning across the Romanian–Hungarian border, with a total area of 
26,600 km2 (14,900 km2 on the Romanian territory).  In Romania, the 
catchment (basin) comprises mountainous areas (38%), hilly areas (20%) 
and plains (42%).  About 30% of the catchment is forested.  On the Hun-
garian side, the catchment relief represents plains.  Annual precipitation 
ranges from 600-800 mm/year in the plain and plateau areas to over 1200 
mm/year in the mountainous areas of Romania.  This precipitation distri-
bution can be explained by the fact that humid air masses brought by fronts 
from the Icelandic Low frequently enter this area. The orography of the 
area (Apuseni Mountains) amplifies the precipitation on the western side 
of the mountain range.  Thus, the Crisuri Rivers Basin frequently experi-
ences large precipitation amounts in short time intervals and the frequency 
of such events seem to be increasing in recent years. 

In terms of hydrography, there is a marked difference between high 
rates of mountain runoff and low rates of runoff in plains.  Thus, runoff 
flood waves formed quickly in the Romanian part of the basin move rap-
idly to the plains in the Hungarian part of the basin, which is characterized 
by relatively slow flows and a potential for inundation.  In terms of flood 
forecasting, the Romanian part of the basin is of greater interest with re-
spect to flood formation, which is also reflected in this paper.  The hydro-
graphy of the study area is well established.  There are 62 hydrometric sta-
tions in Romania, on the Crisul Alb and Negru (and their tributaries); 7 of 
these stations have flow records longer than 80 years.  On the Hungarian 
territory, the hydrometric stations at Gyula and Sarkad are particularly of 
interest.  In Gyula, the flow was decreasing in time, but the stage was ris-
ing, in part due to the hydrotechnical structures; at Sarkad, both discharge 
and stage were increasing (reflects more natural conditions, without much 
change in the river channel geometry).  

The list of significant floods includes the events of June 1974, July-
August 1980, March 1981, December 1995-January 1996, March 2000, 
April 2000 and April 2001. The spring 2000 flood caused on the Romanian 
territory damages of more than $US 20 million (Munich Re,  2003) in-
cluded damages to houses, roads and railways, bridges, hydraulic struc-
tures, loss of domestic animals, and business losses.  On the Hungarian ter-
ritory, a particularly notable was the flood of summer 1980, with total 
losses of $US 15 million, including destruction of farmhouses and large 
losses in agriculture (Munich Re 2003).   
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The frequency and importance of floods in the study region require fur-
ther work to reduce flood damages and improve flood monitoring by the 
agencies in charge of flood protection, such as government agencies, civil 
protection authorities or municipalities.  To mitigate flood impacts in the 
study area, structural and non-structural measures have been undertaken in 
the past. The Romanian area is defended by dikes along the Crisul Alb 
River and Crisul Negru River. These dikes were built in the 19th century 
for a 20-year design return period and further improved in later years.  
Currently, the dikes on the right bank of the Crisul Negru River and the 
Teuz River (43 km) are designed for a 50-year return period, and on the 
Crisul Alb, 67 km of dikes on the right bank and 59 km on the left bank 
are designed for a 100-year return period.  In spite of these improvements, 
in April 2000, the right bank dike of the Crisul Negru broke near the vil-
lage Tipari (a 130 m breach) and caused significant flooding of , and dam-
ages in, the adjacent territory.  Other structural flood protection measures 
include permanent retention storage facilities (total volume of 34 x 106 
m3) and temporary storage facilities (a total storage volume of almost 80 x 
106 m3). 

On the Hungarian side, in the K r s valley, high flood potential is rec-
ognized and exacerbated by low flood plains.  Much of the area is, there-
fore, protected by flood dikes, of which construction started in the 18th 
century.  More than 440 km of dikes are maintained by the K r s River 
Authority (KOVIZIG).  Following the 1979 flood, construction of deten-
tion reservoirs started.  Altogether, these reservoirs provide storage capac-
ity of 188 million m3 and serve to reduce critical flood levels.  The reser-
voirs are activated during floods, by a controlled explosion opening a 
protected spillway (a side weir) in flood dikes.  Detained water inundates 
areas with lower intensity of agricultural activities and causes limited 
damages.  Nevertheless, the reservoirs are activated only when necessary 
to avoid higher losses caused otherwise. 

The analysis and management of floods constitute the first indispensable 
step towards, and a rational basis for, the development of flood protection.  
Where certain flood risk levels are inevitable, the affected parties must 
know it and be appropriately warned.  To reduce the frequency and magni-
tude of the damages due to flooding, comprehensive, realistic and inte-
grated strategies must be developed and implemented. 

The flood forecasting and monitoring systems existing in the study area 
do not reflect well the spatial distribution of floods and the related phe-
nomena (pertaining to geographic distances or patterns) in both pre- and 
post crises phases.  To mitigate these limitations, the SfP project was initi-
ated with emphasis on a satellite-based surveillance system connected to a 
dedicated GIS database that will offer a much more comprehensive evalua-
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tion of the extreme flood effects.  Also, so far, the flood potential, includ-
ing the risk and the vulnerability of flood-prone areas, have not been yet 
quantitatively assessed. An inventory of the past floods observed by the 
EO facilities would allow a more cost-effective design of structural and 
non-structural measures for flood protection and disaster relief.  Finally, 
such data also provide important validation of the hydrological modelling-
based flood risk assessment, because they show the actual extent of past 
flooding. 

Fig. 1. Study area: the Crisul Alb - Crisul Negru - K r s transboundary basin, 
crossing the Romanian – Hungarian border 

3 EO Data Used 

Apart from ground information on the occurrence and evolution of the 
flood, NOAA/AVHRR satellite data (locally received), microwave data 
from U.S. DMSP and Quikscat and follow-on satellites, and the high reso-
lution images supplied by the orbital platforms (SPOT, IRS, LANDSAT–
7, RADARSAT, QUIKSCAT, EOS-AM “TERRA” and EOS–PM 
“AQUA”), substantially contribute to determining the flood-prone areas.  
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RADARSAT-1and 2, based on Synthetic Aperture Radar microwaves 
penetrates clouds and rain being very efficient for the flood monitoring. 
RADARSAT operates in different modes with selective polarization with a 
nominal swath width varying from 50 Km (for the fine beam mode) to 500 
Km (for the ScanSAR wide beam mode). The approximate resolution var-
ies between 10 x 9 m (for the fine beam mode) and 100 x 100m (for the 
ScanSAR wide beam mode). RADARSAT data with finer resolution allow 
the structural flood damage assessment. 

SeaWinds on QuikSCAT is a new space borne Ku-band scatterometer 
with the resolution of about 25 km x 25 km, the swath of 1800 km (for a 
vertical polarization (VV) at a constant incidence angle of 54o) and of 
1400 km (for a horizontal polarization (HH) at 46o). SeaWinds can pro-
vide near daily global coverage with the capability to see through clouds 
and darkness. It can, in principle, detect where flooding is occurring with-
out necessarily imaging. 

Especially the new American TERRA and AQUA platforms, equipped 
with different sensors such as MODIS and ASTER, can provide compre-
hensive series of flood event observations with much higher spatial resolu-
tion where available.

The Moderate Resolution Imaging Spectroradiometer (MODIS) contin-
ues the lineage of the Coastal Zone Color Scanner (CZCS), the Advanced 
Very High Resolution Radiometer (AVHRR), the High Resolution Infra-
red Spectrometer (HIRS), and the Thematic Mapper (TM). MODIS has 36 
spectral bands with center wavelengths ranging from 0.412 mm to 14.235 
mm. Two of the bands are imaged at a nominal resolution of 250m at na-
dir, five bands are imaged at 500m, and the remaining bands at 1000m. 

The Advanced Spaceborne Thermal Emission and Reflection Radiome-
ter (ASTER), an imaging instrument, acquires 14 spectral bands and can 
be used to obtain detailed maps of surface. Each scene covers 60 x 60 km. 
The ASTER spectral bands are organized into three groups: 3 bands with 
15 m resolution in VNIR, 6 bands with 30m resolution in SWIR and 5 
bands with 90 m resolution in TIR. 

The information provided by these new sensors is of a higher quality 
than previously possible, and especially given the need for frequent repeat 
coverage while floods are underway. Information obtained from these op-
tical and radar images have been used also for the determination of certain 
parameters necessary to monitor flooding: hydrographic network, water 
accumulation, size of flood-prone area, land cover/land use features. 

A Satellite Image Database (SID) provided by different platforms and 
sensors has been set up. The purpose of the SID is to gather information 
about the raw satellite scenes available as well as of the derived products 
and make it available in a simple format. This information is useful to test 
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the processing and analysis algorithms in order to establish an operational 
methodology for the detection, mapping and analysis of flooding. The SID 
was build in Microsoft Works and will be available on-line on the file 
server, being updated as new satellite images are acquired. Each record of 
the database describe the characteristics of each satellite image: platform, 
sensor, date and time of data acquisition, duration of pass, spectral band, 
coordinates of the area covered, projection, calibration, size, bits/pixel, im-
age file format, physical location (machine, directory), origin of data, type 
(raw/processed), type of processing applied, algorithm used, quick-look 
available, cloudiness. 

4 Methods for Obtaining Useful Products for Flood Risk 
Assessment

It is generally recognized that the management and mitigation of flood risk 
require a holistic, structural set of activities, approached in practice on sev-
eral fronts with appropriate institutional arrangements made to deliver the 
agreed standard services of the community at risk (P.G. Samuels, 2004). 
The flood management includes pre-flood, flood emergency and flood re-
covery activities. Pre-flood activities are: 

Flood risk management for all causes of floods; 
Disaster contingency planning to establish evacuation routes, critical 
decision thresholds, public service and infrastructure requirements for 
emergency operations, etc; 
Construction of flood defense infrastructure, both physical defenses and 
implementation of forecasting and warning systems; 
Maintenance of flood defense infrastructure; 
Land-use planning and management within the whole catchment; 
Discouragement of inappropriate development within flood plains; 
Public communication and education of flood risk and actions to take in 
a flood emergency; 
Operational flood management includes: 
Detection of the likelihood of a flood forming; 
Forecasting of future river flow conditions from the hydrological and 
meteorological observations; 
Warning issued to the appropriate authorities and the public on the ex-
tent, severity and timing of the flood; 
Response to the emergency by the public and authorities. 
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Post-flood activities are: 
Relief for the immediate needs of those affected by the disaster; 
Reconstruction of damaged buildings, infrastructure and flood defense; 
Recovery and generation of the environment and economic activities in 
the flooded areas; 
Review of the flood management activities to improve the process and 
planning for the future events in the area affected. 
Within the framework of flood surveying, optical and radar satellite im-

ages can provide up-to-date geographical information. Integrated within 
the GIS, flood derived and landscape descriptive information is helpful 
during their characteristic phases of the flood (Tholey et al., 1997): 

before flooding, the image enables the description of the land cover of 
the studied area under normal hydrological conditions;  

during flooding the image data set provide information on the inundated 
zones, flood map extent, flood’s evolution; 

after flooding,  the satellite image point out the flood’s effects, showing 
the affected areas, flood deposits and debris, with no information about the 
initial land cover description unless a comparison is performed with a 
normal land cover description map or with pre-flood data. 

In order to obtain high-level thematic products the data extracted 
from the EO images must be integrated with other non-space ancil-
lary data (topographical, pedological, meteorological data) and hy-
drologic/hydraulic models outputs. This approach may be used in 
different phases of establishing the sensitive areas such as: the man-
agement of the database - built up from the ensemble of the spatially 
geo-referenced information; the elaboration of the risk indices from 
morpho-hydrographical, meteorological and hydrological data; the 
interfacing with the models in order to improve their compatibility 
with input data; recovery of results and the possibility to work out 
scenarios; presentation of results as synthesis maps easy to access 
and interpret, additionally adequate to be combined with other in-
formation layouts resulted from the GIS database. 

The products useful for flooding risk analysis, referred to: accurate up-
dated maps of land cover/land use, comprehensive thematic maps at vari-
ous spatial scales with the extent of the flooded areas and the affected 
zones, maps of the hazard prone areas.  

Optical and radar satellite data have been used to perform the analysis 
for inventory purposes and different kind of flood related thematic infor-
mation.
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A series of specific processing operations for the images were per-
formed, using the ERDAS Imagine software; geometric correction and 
geo-referencing in the UTM or STEREO 70 map projection system, image 
improvement (contrast enhancing, slicking, selective contrast, combina-
tions between spectral bands, re-sampling operation), statistic analyses (for 
the characterization of classes, the selection of the instructing samples, 
conceiving classifications). 

Optical high-resolution data have been used to perform the analysis for 
the inventory purposes under normal hydrological conditions as well as for 
determining the hydrographic network. The radiometric information con-
tained in these images allows the derivation of both biophysical criteria 
and those from human activity, through supervised standard classification 
methods or advanced segmentation of specific thematic indices. Once ex-
tracted, these geographical information coverages were integrated within 
the GIS for further water crisis analysis and management. 

The interpretation and analysis of remotely sensed data in order to iden-
tify, delineate and characterize flooded areas was based on relationships 
between physical parameters such as reflectance and emittance from fea-
ture located on the surface: reflectance and/emittance decreases when a 
water layer covers the ground or when the soil is humid; also reflectance 
and/emittance increases in the red band because of the vegetation stress 
cause by moisture; reflectance and/emittance changes noticeably when dif-
ferent temperatures, due to thick water layer are recorded.  

In the microwave region the water presence could be appreciated by es-
timating the surface roughness, where water layers smooth surfaces dielec-
tric constant is then heavily correlated to soil water content. In case of ra-
dar images the multi-temporal techniques was considered to identify and 
highlight the flooded areas. This technique uses black and white radar im-
ages of the same area taken on different dates and assigns them to the red, 
green and blue color channels in a false color image. The resulting multi-
temporal image is able to reveals change in the ground surface by the pres-
ence of color in the image; the hue of a color indicating the date of change 
and the intensity of the color the degree of change. The proposed technique 
requires the use of a reference image from the archive, showing the 
« normal » situation. 

4.1 The Land Cover/Land Use Mapping 

The methodology for the achievement of the land cover/land use from me-
dium and high-resolution images developed within the Remote Sensing & 
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GIS Laboratory of NIMH (Stancalie et al. 2000), is based on the observa-
tion of the following requirements: 

The structure of this type of information must be at the same time carto-
graphic and statistic; 
It must be suited to be produced at various scales, so as to supply an-
swers adapted to the different decision making levels; 
Up-dating of this piece of information must be performed fast and eas-
ily.
The used methodology implies following the main stages below: 
Preliminary activities for data organizing and selection; 
Computer-assisted photo-interpretation and quality control of the ob-
tained results; 
Digitization of the obtained maps (optional); 
Database validation at the level of the studied geographic area; 
Obtaining the final documents, in cartographic, statistic and tabular 
form. 
Preliminary activities comprise collection and inventorying of the avail-

able cartographic documents and statistic data connected to the land cover: 
topographic, land survey, forestry, and other thematic maps at various 
scales. 

To obtain the land cover map/land use map, satellite images with a fine 
geometrical resolution and rich multispectral information have to be used. 
In case of IRS and SPOT data the preparation stage consisted in merging 
data obtained from the panchromatic channel, which supply the geometric 
fineness (spatial resolution of 5 m for the IRS, 10 m for the SPOT), with 
the multispectral data (LISS for IRS, XS for SPOT), which contain the 
multispectral richness. In the figure 2 a flowchart for the generation of the 
land cover/land use maps using high resolution satellite data is presented. 
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Fig. 2. Flowchart for the generation of the land cover/land use maps 

For this application TERRA/ASTER data have also been used. These 
data proved to be suitable for detailed maps of land cover/land use, espe-
cially the visible and near infrared bands (1, 2, 3B) with 15 m resolution. 
The ASTER data were obtained from the Earth Observing System Data 
Gateway, by courtesy of Prof. Brakenridge from DFO, USA.  

A series of specific image processing operations were performed with 
the ERDAS Imagine and ENVI software. Those operations included: geo-
referencing of the data, detection of cloud and water, image improvement 
(through using the histogram, contrast enhancing, slicking, selective con-
trast, combinations between spectral bands, re-sampling operation), statis-
tic analyses (for the characterization of classes, the selection of the in-
structing samples, conceiving classifications). The computer-assisted 
photo-interpretation finalizes in the delimitation of homogeneous areas 
from images, in their identification and framing within a class of interest. 
Discriminating and identifying the different land occupation classes rely 
on the classical procedures of image processing and leads to a detailed 
management of the land cover/land use, followed by a generalizing proc-
ess, which includes: 

identification of each type of land occupation, function of the exogenous 
data, of the "true-land" data establishing a catalogue; 
delimitation of areas suspected to represent a certain unity of the land; 
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expanding this delimitation over the ensemble of the image areas, which 
display resembling features. 
Validation of results from photo-interpretation, mapping (by checking 

through on land sampling at local and regional level) and building up the 
database aims at knowing the reliability level and the precision obtained 
for the delimitation of the units and their association to the classes in the 
catalogue.

The satellite based cartography of the land cover/land use is important 
because it makes possible periodical updating and comparisons, and thus 
contribute to characterize the human presence and to provide elements on 
the vulnerability aspects, as well as the evaluation of the impact of the 
flooding. 

The land cover maps are useful to classify the terrain function of the 
main types of land cover, thus allowing their characterization function of 
the land impermeability degree, of their absorption capacity or resilience to 
in-soil water infiltration. 

4.2 Method for the Identification and Mapping of the Flooded 
Areas

The methodology for the identification, determination and mapping of the 
areas affected by floods is based on the different classification procedure 
of the optical and radar satellite images (Brakenridge et al. 1998). The ad-
vantage of the use of high resolution optical satellite images consists in the 
possibility to select precise spatial information upon the respective area 
(through merging images) and to localize and define the flooded or flood-
ing risk areas (through classifications). The radar images can bring even 
during the periods with abundant rainfalls useful information regarding the 
flooded areas. The multi-temporal image analysis, combined with the land 
cover/land use information allow the identification of the area covered by 
water (included the permanent water bodies) and then of the flooded areas.

The figure 3 presents flowchart for the generation of the flood extent 
maps using satellite radar (SAR) images. 
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Fig. 3.  Flowchart for the generation of the flood extend maps using satellite radar 
(SAR) images 

Using the methodology for the identification and mapping of the 
flooded areas is possible to monitor and investigate the flood evolution 
during different phases. The figure 4 shows an example of the utilization 
of optical and radar data for the flood evolution monitoring, in the Crisul 
Alb basin using the RADARSAT image of 7.04.2000, during the flood 
event, comparing with the reference IRS image of 4.08.2000. This ap-
proach is very useful especially after the crisis for damages inventory and 
for recovery actions, taken to re-building destroyed or damaged facilities 
and adjustments of the existing infrastructure. 

4.3 Method for the Flooding Risk Maps Preparation 

The assessment of the flooding risk hazard requires a multidisciplinary ap-
proach; coupled with the hydrological / hydraulic modeling, the contribu-
tion of geomorphology can play an exhaustive and determining role using 
the GIS tools (Townsend & Walsh, 1998). 

The structure of the GIS was planned in order to be used for the study, 
evaluation and management of information that contribute to flooding oc-
currence and development, as well as for the assessment of damages in-
flicted by flooding effects. In this regard the database represented by the 
spatial geo-referential information ensemble (satellite images, thematic 
maps and series of the meteorological and hydrological parameters, other 
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exogenous data) is structured as a set of file-distributed quantitative and 
qualitative data focused on the relational structure between the info-layers. 
The GIS database will be connected with the hydrological database, which 
will allow synthetic representations of the hydrological risk, using sepa-
rately or combined parameters. The figure 5 resumes the integration pro-
cedure of hydrologic/hydraulic model outputs and GIS info-layers for 
flooding risk maps preparation. 

Fig. 4. Flood evolution monitoring, in the Crisul Alb basin using RADARSAT 
image of 7.04.2000, during the flood event, comparing with the reference IRS im-
age of 4.08.2000 

The construction of this GIS for the study area of the Crisul Alb and 
Crisul Negru basins was based, mainly on classical mapping documents, 
particularly represented by maps and topographic plans. Most of the the-
matic plans will be extracted from this classical mapping support. Due to 
the fact that, in most of the cases, the information on the maps is old-
fashioned, it is imposed to update it on the basis of the recent satellite im-
ages (e.g. the hydrographic network, land cover/land use) or by field 
measurements (e.g. dikes and canals network). The GIS database contains 
the following info-layers: sub-basin and basin limits; land topography (or-
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ganized in DEM); hydrographic network, dikes and canals network; com-
munication ways network (roads, railways), localities, meteorological sta-
tions network, rain-gauging network, hydrometric stations network; land 
cover/land use, updated from satellite. 

Fig. 5. Integration of hydrologic/hydraulic model outputs and GIS info-layers for 
flooding risk maps preparation 

In order to obtain the flood risk map for the test-area, a important step 
refers to construction of the DTM and its integration, together with the 
land cover/land use maps in the GIS using a common cartographic refer-
ence system. 

The DEM was realized after the following steps: 
scanning the topographic maps at 1:5,000 and 1:10,000 at 300 dpi reso-
lution;
geo-referencing the maps in the UTM projection; 
color separation and raster information layer extraction as a linear image 
(black & white without gray tones); 
vectorization of raster images. 
merging the maps; 
generating a triangulated irregular network (TIN) model. 
In a TIN the point density on any part of the surface is proportional to 

the variation in terrain. A surface is a continuous distribution of an attrib-
ute over a two-dimensional region. TIN represents the surface as contigu-
ous non-overlapping triangular faces. The surface value is estimated in this 
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way for any location by simple (or polynomial) interpolation of elevation 
in a triangle. As elevations are irregularly sampled in a TIN, it was possi-
ble to apply a variable point density to areas where the terrain changes 
sharply, yielding an efficient and accurate surface model. 

Various morphological criteria may be extracted from a DEM, designed 
using topographical maps and geodetic measurement criteria, such as alti-
tudes, slopes, exposures, transversal profiles and thalweg locations. All 
these parameters are useful to evaluate the local or cumulated potential 
flowing into a zone of the basin. This approach is also useful to get a real-
istic simulation of floods, taking into account the terrain topography, the 
hydrological network and the water levels in different transversal profiles 
on the river, obtained from the hydraulical modeling. 

Using the GIS database for the study area, that include the DTM, the 
land cover / land use maps and the vector info-layers (hydrographical, 
dams and canals networks, the communication and localities network etc) 
several simulation outputs of hydrological or hydraulic models could be 
superimposed in order to elaborate the risk maps to flooding. 

5 Conclusions 

Flood risk analysis needs to make use of and integrate many sources of in-
formation. This approach is more demanded in case of a transboundary 
river. The integrated flood management approach is in harmony with the 
recommendations of the International Strategy for Disaster Reduction and 
that of the EU Best Practices on Flood Prevention, Protection and Mitiga-
tion (Z. Balint, 2004). 

Although satellite sensors cannot measure the hydrological parameters 
directly, optical and microwave satellite data supplied by the new Euro-
pean and American orbital platforms like the EOS-AM “Terra” and EOS–
PM “Aqua”, DMSP, Quikscat, SPOT, ERS, RADARSAT, Landsat7 can 
supply information and adequate parameters to contribute to the improve-
ments of hydrological modeling and warning.  

Considering the necessity to improve the means and methods to flood 
hazard and vulnerability assessment and mapping, the paper presents the 
capabilities offered by remotely sensed data and GIS techniques to manage 
flooding and the related risk. The study area is situated in the Crisul Alb - 
Crisul Negru - K r s transboundary basin, crossing the Romanian – Hun-
garian border.  

The specific methods, developed in the framework of the NATO SfP 
“TIGRU” project “Monitoring of extreme flood events in Romania and 
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Hungary using EO data” for deriving satellite-based applications and 
products for flood risk mapping (maps of land cover/land use, thematic 
maps of the flooded areas and the affected zones, flooding risk maps) are 
also presented.  

The satellite-based applications will contribute to preventive considera-
tion of the extreme flood events by planning more judiciously land-use de-
velopment, by elaborating plans for food mitigation, including infrastruc-
ture construction in the flood-prone areas and by optimization of the flood-
related spatial information distribution facilities to end-users. In the same 
time the project will provide the decision-makers with updated maps of 
land cover/land use, hydrological network and with more accu-
rate/comprehensive thematic maps at various spatial scales with the extent 
of the flooded areas and the affected zones. 
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Abstract

Informal settlements have been part of the South African landscape as far 
back as the late 1800s.  However, in the post-apartheid era, they have in-
creasingly come under the spot light as a media concern.  Housing short-
ages, service delivery, political tension, violence and crime, poverty and 
the high environmental and health risks are just some of what these settle-
ments have to face.  The problem is growing in many urban centres as in-
migration continues and exacerbates the problems.  In the case of Cape 
Town (main study context), an estimated 48 000 people are migrating into 
the City annually (CCC, 2004).  Last year alone (2003) the City of Cape 
Town had a backlog of 240 000 houses (DiMP, 2004) and this year it has 
increased to 302 000 (CCC, 2004).  Besides the huge backlog which the 
city faces, these areas have become the environments for accumulating 
disaster risk which result in repeat events that destroy the existing infra-
structure and leave many people destitute and homeless.  The causes for 
these disaster occurrences are very under researched and understanding of 
the complexity is just starting.  The data collected shows a 120% increase 
in fire incidents in the last four years, as well as the fact that the frequen-
cies of small events and the severity of disaster events are increasing dis-
proportionately to the intensity of the hazard (MANDISA, 2004).  This 
fact alone forms the basis of this study which investigation the relationship 
between settlement density and densification and the increasing patterns of 
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fire severity over time.  For this purpose two settlements, namely Imizamo 
Yethu (Hout Bay) and Joe Slovo (Cape Town Metropol) have been cho-
sen.

Upgrading the infrastructure has, up until recently, been how many local 
authorities have dealt with informal settlements.  They have started realis-
ing that the structural upgrading method used to counter the vulnerability 
of the community only partly solves the problem of fires.   Weak commu-
nity unity, limited awareness of risk, inappropriate behaviour, and irre-
sponsible tenancy by landlords need to be addressed in parallel with struc-
tural upgrades (DiMP, 2004).   GIS is the main tool used in this study to 
examine the relationship between dwelling density and informal settlement 
fires.  Its main functionality revolves around analysing certain environ-
ments spatially and representing structural factors, however does not cur-
rently include non-structural mapping tools.  This study will show that the 
socio-political and economic dynamics in informal settlements, which play 
an important role in the fire severity and community risk, also needs to be 
included when undertaking any comprehensive disaster risk assessment.  
The challenge posed by the complex nature of risk in informal settlements 
in the South African urban landscape, underlines the need for a holistic and 
integrated approach to GIS and Disaster Management.   

1 Research Context 

1.1 Introduction 

In the beginning of the 1990s, an extraordinary process of political and so-
cial change started to take root in South Africa and it took only a few short 
years for the political party that had ruled the country for 48 years to turn 
its power over to a Government of National Unity. The world was in awe 
as from 1994, South Africa started its era of democracy and the society 
began to remodel itself as people became part of the post-apartheid soci-
ety. Unfortunately, with the practices of the pasts, scars of epic proportions 
were left on the landscape and people; the new leadership was faced with 
the severe problems where many people, who had never been treated 
equally before, had to be provided for (Gawith, 1996:1). 
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One manifestation of the scars left on the South African landscape is in-
formal settlements. “Informal settlements1 are dense settlements compris-
ing communities housed in self-constructed shelters under conditions of in-
formal or traditional land tenure”2 (http://www.sli.unimelb.edu.au/informal 
accessed 01/10/04). The landscape of developing countries illustrates these 
settlements among their defining features and the development and con-
solidation of these make-shift dwellings are often in response to an urgent 
need for shelter by the urban poor which the government of these countries 
cannot provide. A report on human settlements in general, known as the 
UNCHS3 global report of 1986, pointed out that between 30% and 60% of 
inhabitants of most large cities in developing countries live in informal set-
tlements. As such, the settlements are characterized by an impenetrable 
abundance of undersized, crude shelters built from various materials, deg-
radation and erosion of the local ecosystem, relentless social problems, 
rapid, un-structured and un-planned development. Informal settlements 
arise when the existing land administration and planning fails to address 
the needs of the whole community and no low cost, basic formal housing 
is available (http://www.sli.unimelb.edu.au/informal accessed 01/10/04).  

Internationally, settlements of this nature have become a major problem 
in countries of the Third World where the majority of the populations are 
the worlds’ disadvantaged and the situation never seems to improve 
(Cross, et al 1996:1). This following sections will investigate the interna-
tional context and then more specifically the South African context that 
applies to informal settlements.  

1.2 The International Context 

Urban migration4 is a phenomenon found in First World and Third World 
countries and much research has been done in attempting to explain the 
processes and motivations behind their manifestation. Previously, re-
searchers believed that the manifestation was that of total urbanization in 

                                                     
1  Similar names for these types of settlements are squatter settlements/camps or 

shanty towns. 
2  For the purpose of this study this definition, while one of the many interpreta-

tions given to informal settlements, will be used as the primary definition. 
3  UNCHS - United Nations Centre for Human Settlements (Habitat). 
4  One of the definitions given by the Oxford Concise English Dictionary (10th

Ed) is “migrate/migration (of a person) move to settle in a new area in order to 
find work” is the definition used in this review, however it must be noted that 
reasons other than finding work will be sited and used to explain the urban mi-
gration. This definition still panders to the old idea of migration. 
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which rural occupants left their origins in increasingly larger groups to 
permanently relocate to the urban centers. This would get to a point where 
the whole country would reach full urbanization. As explained by Cross, et 
al (1993), this process was often assumed to “behave according to gravity 
flow models”, by which the movement of population was attributed to 
economic reasons where people from rural beginnings moved into urban 
areas in search of a better economic stature. This movement was predicted 
to remain reasonably constant. But, as further cited by Cross’s article and 
argued by Mabin (1989 and 1990), it is questionable whether this model of 
a distinct and stable urban evolution actually applies in the Third World. 
Recently, a trend was identified in which the population flows were found 
to be heading towards the urban areas as well as moving back to the rural 
origin. This suggests that this back-and-forth movement or circulatory mi-
gration might continue for years to come rather than settling and resulting 
in complete urbanization. Circulatory migrations are a constant feature of 
migration patterns within South Africa as well as other Third World coun-
tries (Cross, et al, 1993). The complex nature of why people migrate into 
and out of urban centers is still very misunderstood and needs to be 
grasped in order for any government to handle this movement and provide 
for it.

1.3 The South African Context 

1.3.1 Data Availability and Accuracy 

There are very limited data sources profiling the South African population 
especially the population residing in informal settlements. Many of these 
areas were not even officially counted as settlements up until very re-
cently.5 As Hindson and McCathy (1994) point out that regardless of the 
national population National Census that was held in 1991, correct, fea-
tured and adequately categorized data on the composition of population 
within the informal settlements does not exist, as well as data on the mi-
gration patterns for the entire period prior to 1996. The character of migra-
tion and its innate intricacies and convolutions, such as the phenomenon of 
circular migration, exacerbate the difficulties in analyzing migration pat-
terns in South Africa especially when the essential data records are missing 
(Hart 1992). 
                                                     
5  One example of this is Joe Slovo in the Cape Town Metropolitan area where up 

until 2001, no official zoning of National Census was preformed independently 
for the area thus no statistics exist prior to 2001. 
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1.3.2 Future Population Growth 

Presently, South Africa has a high rate of population growth which is be-
lieved by some to increase exponentially in the near future. However, there 
is reason to believe that this rate might drastically decrease due to the in-
crease in mortality after the year 2020 as the Aids epidemic plateaus, thus 
causing a mass death rate to occur (MacInnis, 1997).  This population 
boom within the urban centers as well as in-migration of the ever increas-
ing rural communities is placing immense pressure on the cities in the 
form of mushrooming informal settlements (Saff 1993:235). South Africa's 
estimated annual population growth for urban Africans is ranging from 
2.4% to 3.5% (Republic of South Africa 1994:9, South African Institute of 
Race Relations 1994:328,367, Barry and Mason 1997). Given the histori-
cal inequities of the past, the majority of the poor are African, as are the 
majority of informal settlement residents.  

1.4 Disaster Science and Hazard Context 

Originally, approaches to disaster events were reactive and focused on 
providing relief to the affected areas and households. Recent developments 
have seen a shift of focus to a proactive approach of decreasing the risk 
rather than managing the event. Risk reduction reflects a more comprehen-
sive approach than disaster management and requires different, more in-
clusive development strategies than in the past. 

1.4.1 Fire Focus and Occurrence 

Fire occurrence is widespread across most urban South African informal 
settlements. The direct and indirect triggers vary from province to province 
along with the dynamics of the settlement. Fires have become very topical, 
especially as local government is directly responsible for infrastructural 
provision. This poses an enormous challenge with the dramatic increases 
in fire incidence, as not only is local government expected to provide ade-
quate infrastructure, it is also required by law to address the level of risk. 
The DiMP6 MANDISA database contains 12 500 disaster incidents re-
corded from 1990 to 1999 for the Cape Town Metropol. From 2000 to 
2003, 11 000 fire incidents were estimated – a staggering 120% increase in 
four years. Most of these incidents were considered small to medium 
events as they did not affect more than 60 dwellings. The statistics indicate 
that the frequencies of small events and the severity of disaster events are 

                                                     
6  DiMP - Disaster mitigation for Sustainable Livelihoods Program. 
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increasing disproportionately to the intensity of the hazard (DiMP; 
MANDISA, 2004).   

1.4.2 The Historical Background to Fire Risk in Cape Town 
Informal Settlements 

In the last decade, rapid growth in the Cape Town informal settlements has 
been accompanied by a high fire risk. “Between 1995 and 1999 a survey7

of fire incidence across ten settlements8 in the Cape Town area revealed a 
total of 1 612 reported informal dwelling fires which destroyed a total of 
10 206 informally constructed homes. Of all dwellings destroyed, 3 227 
(32%) were recorded in Langa/Joe Slovo.” (DiMP, 2004) The massive in-
crease in fire risk in the Cape Town Metropol has said to have the follow-
ing contributing factors:  
1. The fast rate of in-migration, policy ambiguity, with regards to the man-

agement of informal settlements, that has directed the national, provin-
cial and local government approaches. 

2. The lack of and sluggish delivery of low income housing. 
3. Low cost housing decline over the past five years as a result of poor 

building standards, resulting in a need for necessary upgrades.  
4. The provision of affordable services.  
5. Utilizing all the housing allocations for the Western Cape of which 60% 

currently remains unspent9.
6. Inadequate, integrated development planning in informal settlements.  
7. Increases in the levels of poverty, crime and social instability within cer-

tain informal settlements. 
(DiMP, 2004) 

                                                     
7  DiMP, 2004. Report on Informal Settlement Fire Occurrence and Loss, Cape 

Town Metropolitan Area. 1995-1999. Disaster Mitigation for Sustainable Live-
lihoods Programme. University of Cape Town. 

8  Bonteheuwel, Brown’s Farm, Elsies River, Gugulethu, Imizamo Yethu, Langa, 
Manenberg, Nyanga, Redhill and Wallacedene. 

9  Rhoda Kadalie in Business Day, April 15th, 2004 as cited by DiMP, 2004. 
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2 Study Site Descriptions 

2.1 Study Site Context 

Cape Town, a major urban centre, and the location of two settlements, 
Imizamo Yethu and Joe Slovo, is experiencing an estimated growth of 48 
000 migrants annually. This has resulted in incredible pressure on a num-
ber of informal settlements of Cape Town (DiMP, 2004). The Provincial 
Government and City of Cape Town have not been able to handle this in-
flux at all with the latest figure on housing backlog as of this year (2004) is 
reported to be 302 000 houses. It is estimated that this figure is increasing 
by 27 000 annually with the local authority only able to build 23 000 
homes a year (CCC10, 2004).  

The following map illustrates the widespread location of informal set-
tlements across Cape Town, with particular focus on the two chosen study 
sites:

Fig. 1. Locations of Informal Settlement in the Cape Town Metropol 

                                                     
10  CCC – Cape Town City Council 
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The following two settlements are found in this very context, where 
their history has molded their rise, formation, consolidation and composi-
tion. They were chosen on the basis of adequate data and established re-
search prior to this study, so to have a foundation on which to work.  

2.2 Study Site 1: Imizamo Yethu, Hout Bay 

The following map is of Imizamo Yethu, Hout Bay and its surrounding ar-
eas.

From the 1960s Hout Bay started becoming popular as a residential 
suburb and its original purpose in agriculture started to phase itself out as 
the predominate land use form. Growth occurred in the fishing industry 
which provided more of a labor demand in the area. The white elite in-
creased in the area as a result of the available real estate. This development 
prompted a greater need for African labor both as temporary construction 
workers and also on a more permanent basis in terms of domestic work 
and labor. The conflict between apartheid’s segregationist policy and the 
need for African labor in the area of Hout Bay meant that evidence of early 
migrants can be traced to the area as far back as 1940. To begin with, the 
white rate-payers and the apartheid regime managed to limit the availabil-
ity of African housing in the area. However, forced removal of the col-
oured community to a township established near the harbour as well as 
strict controls and lack of provision of formal housing resulted in squat-
ting11 (Greene 1991).  

                                                     
11  The term ‘squatting’ or ‘squatter’ refers to dwellings constructed on land which 

is not zoned as a residential area and thus deems any type of settlement illegal. 
The land chosen is usually preferable due to its location to places of work or 
opportunities of work. The land is also not serviced and thus slums have been 
known to result after a while. 
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Fig. 2. Imizamo Yethu, Hout Bay and Surrounds (Data Source: 1996 National 
Census GIS Data) 

The population in the area had grown substantially by the mid-1970s 
and was largely seasonal with the fishing population growing from 130 in 
1944 to over 2000 and growing to as large as 5000 during seasonal Snoek 
catches. The fishing industry growth in the area increased the number of 
factories, which again, in turn resulted in a boost in the demand for African 
labor. Princess Bush was the name given to the area used by the Africans 
for settlement. After a severe fire in Princess Bush in 1990 and a long his-
tory of other fires and flood events prior to this, the local authorities real-
ized that the close proximity of the settlement to the coast and the lack of 
infrastructure placed the community residing in the settlement at great risk. 
Thus Imizamo Yethu was founded in 1990. The area was originally for-
estry land which was converted into an 18 hectare, 429 plot, site and ser-
vice scheme. (www.sli.unimelb.edu.au/informal/h_bay_history.html).  

According to the last available figures, Imizamo Yethu comprised 3067 
households (2003) with a total population of over 8062 people (2001 Na-
tional Census). According to the 2001 National census the main infrastruc-
ture found in Imizamo Yethu is reasonable when compared to other infor-
mal settlements in the greater Cape Town Area, as a basic level of formal 
housing exists.  
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2.3 Study Site 2: Joe Slovo, Cape Town Metropol 

Figure 3 is a macro view of Joe Slovo and it’s location in Cape Town. Joe 
Slovo began in early 1994 as a natural and steady spill-over of people from 
the already dense Langa Township. It was originally situated on the buffer 
strip that separates Langa Township from the N2 and N7 off Washington 
Avenue and Vanguard Drive. This informal settlement lay on a narrow 
strip of land which shared its boundaries with hostels, formal houses and a 
'coloured' settlement, Bonteheuwel (DiMP, 2004:20). 

Langa12 started in the 1970s and is thus one of the oldest townships in 
the Western Cape. It faced many challenges prior to 1994 like Influx con-
trol13 and Pass Laws14 but the community’s fears were put to rest after the 
country became a democratic nation in 1994. Many believe that the conse-
quences of democracy and easing of influx controls resulted in the con-
solidation and formation of Joe Slovo. The residents now occupying this 
tract of land are believed to have been old Langa residents whose families 
moved to Cape Town to join them thus causing them to search for land 
that would accommodate the increase in household size. The location of 
Joe Slovo is very attractive to new comers as it lies in close proximity to 
the Epping Industrial area as well as all the major transport networks 
which are linked to the Cape Town CBD (DiMP, 2004:21). 

                                                     
12  Langa is named after Chief Langalibalele. 
13  Limited influx into urban areas. 
14  Divided residential location of people according to race. 
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Fig. 3. Location of Joe Slovo in Cape Town (DiMP, 2004) 

This area, was however, only recently officially zoned after a massive 
fire pressured the local authorities to dedensify the land and place fire 
tracks between newly established residential blocks. Presently the area is 
very densely populated and is in a constant growth phase (DiMP, 2004:21)  

3 Methodology 

3.1 Introduction 

The methodology used sought to achieve the following: 
1. A full analysis into the trends and patterns of dwelling densification, set-

tlement density and fire severity in Joe Slovo and Imizamo Yethu 
2. An examination and map product representing the densification in Joe 

Slovo and Imizamo Yethu in a time series manner. 
3. A map product which reflected the density of Joe Slovo and Imizamo 

Yethu at a point in time in the selected years. 
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4. The close correlation and data overlay of the MANDISA fire severity 
recorded for Joe Slovo and Imizamo Yethu in a time series manner. 

5. A map product reflecting these patterns and trends of fire severity in a 
time series manner. 

6. A graphical and statistical analysis of the findings and map products as 
well as possible explanations for the identified trends and patterns. 
This was achieved through the collection of the data from various 

sources, preparation of these different data sources, correcting overlay er-
rors in spatial data, representing the different chosen study site’s trends 
and patterns, analyzing these graphically and statistically. The full method 
employed by this study is available in the main thesis which is available at 
the University of Cape Town or on request to the author. The following is 
merely a skeleton outline of what steps were taken to achieve the results. 

3.2 Collection of Data 

A number of sources of data were collected.  

3.3 EAs and Density Counts 

The aerial photographs were in MrSID15 format and thus the MrSID image 
extension was loaded to enable ArcView 3.3 to display the images.  

3.3.1 Joe Slovo 

The aerial photographs available for this settlement were: 1997, 1998, 
2000, 2002 and 2003. The CCC GIS department provided 2002 and 2003 
dwelling counts but in polygon format. These polygons were converted to 
a dot/point feature to simplify the density. This allowed for a count and to-
tal of each of the dwellings contained in each aerial photograph for each 
year.  Density was determined using Feature Density Script. 

3.3.2 EAs Use

The enumerator areas (EAs) from the 1996 Statistics SA national Census 
were brought in as a polygon theme layer. The EAs were incorrectly posi-
tioned and digitized on the aerial photographs and thus when transposed on 
top of the aerial photograph, didn’t fit. The first process that took place 

                                                     
15  MrSID is one of the many image formats that are used to store aerial photogra-

phy 
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was using a script, Shape Warp16, which enabled the warping and re-
positioning of the EAs on top of the aerial photograph. 

3.3.3 Imizamo Yethu 

The aerial photographs available for this settlement were: 1996, 1997, 
1998, 2000, 2002 and 2003. The same aerial photographs were supplied by 
the CCC GIS Department and they underwent the same conversion as per 
the settlement mentioned above. 

3.4 Fire Data Preparation Method  

The MANDISA database aims to record all small, medium and large scale 
disaster incidents in the Cape Town Metropol. It has been based on the 
1996 EAs as the data sources location information consists mainly of street 
address. These addresses are either manually entered or automatically as-
signed by the database. One of the primary reasons for choosing Imizamo 
Yethu and Joe Slovo was that both settlements’ fire data had been com-
pleted and captured.

3.5 Preparation and Production of the Density and Fire Severity 
Maps for Both Settlements 

Once all the layers were edited, each was loaded into a view. Maps of 
dwelling density and fire severity were constructed and once the placing of 
all the map elements was completed, the maps were exported as a JPEG. 
This allowed for easy insertion into the report and presentations. 

3.6 Data Manipulations and Analysis 

The aerial analysis produced figures which gave mainly the density for 
each year as well as the associated fire severity. This study was done using 
aerial photographs where dwellings under trees were excluded and the Na-
tional Census was done going from door to door throughout the different 
areas. Therefore discrepancies occurred throughout the overlaying of dif-

                                                     
16  Shape Warp is a script freely available on the web which can be loaded in Arc-

View to allow the user to warp feature themes to fit an image if required. The 
script has other available features which were not however made use of in this 
study. 
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ferent data sources. In 1999 and 2001 no aerials existed for either settle-
ment and thus a linear interpolation was used to complete the time series. 
This was done in the following way:  
E.g. in the case of 1999: 2000 dwelling density count – 1998 dwelling den-
sity count)/2 + 1998 dwelling density count. 

4 Results 

4.1 The Main Findings 

The main aim behind this study was to enhance the understanding of the 
relationship between density and densification patterns of selected infor-
mal settlements and the associated fire severity that is directly related to 
these patterns.  However, for the purpose of this symposium, the main 
finding involving density are only one of the many issues involved and can 
be further explored using the original base document found at the Univer-
sity of Cape Town. Using GIS allowed for an insight into the short com-
ings of the programs in the ArcGIS series and illuminated the different ar-
eas where development needs to take place. The following diagrams 
presented in a time series manner illustrate some of the outputs produced 
in the study.   

4.1.1 Imizamo Yethu & Joe Slovo 

The following diagram of the Imizamo Yethu Settlement illustrates how 
the aerial photographs were used to as foundation to the visual analysis 
and the resultant data. 

Figure 4 and 5 shows how two different layers, namely enumerator ar-
eas (EA) 1996 and actual area, to combine the area of the settlement to the 
fire and census data. Due to the change in EA, densification and subse-
quent increase in area of the settlement the layers do not overlay exactly. 
After the exclusion of the aerial photograph, one is able to see this problem 
more clearly.  
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Fig. 4. Imizamo Yethu, Hout Bay (ArcView) 

Fig. 5. Joe Slovo, Cape Town Metropol (ArcView) 
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Fig 6. Imizamo Yethu, Hout Bay and Joe Slovo, Cape Town Metropol Dwelling 
Density and Fire Severity 

In the time series above, one can see that in the case of both settlements, 
EAs, on which fire data was based and the actual area of the settlement did 
not match up and impose over one another exactly. In the case of Joe 
Slovo (the settlement contained by the right column in figure 6), the area 
changed drastically during the official zoning and recognition of the set-
tlement in 2000. This has caused havoc with the fire incident records as 
they were based on the 1996 EAs and now did not correlate with the de-
fined area, thus making the analysis difficult and increasing the error.  
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The findings showed that settlement density did play a part in driving 
the severity of the fires but not that start of the fires. The following graphi-
cally illustrate the relationship between these two variables. 

Imizamo Yethu Severity Plot
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Fig. 7. Imizamo Yethu, Hout Bay and Joe Slovo, Cape Town Metropolis Dwelling 
Density and Fire Severity Plots 
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The plots show that the relationship between fire severity and dwellings 
density in the case of Imizamo Yethu is extremely poor as the dwelling 
density continues to rise; the fire severity seems haphazard in nature and 
shows no distinct relationship. However, in the case of Joe Slovo a slight 
relationship does seem to exist.  This thus prompted further exploration 
which produced the following plot. 

Joe Slovo Regression

y = 1.7857x - 144.98
R2 = 0.3674
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Fig. 8. Joe Slovo Regression of Rate of Severity and Dwelling Density per hectare 

The graph shows a weak relationship level still as the R-squared value is 
only 0.3674. However, density definitely plays a role where in 2000 the 
zoning and de-densification of the settlement did cause a marked decrease 
in the fire incident and severity. This unfortunately doesn’t last for long as 
in 2003 the fire incidents increases to just above the 2000 figure of 23. but, 
even in this settlement, more factors seem to be playing roles greater than 
that of settlement density, thus illustrating the need for further research 
into the environment that surrounds these settlements. 

4.2 Discussion and Conclusion 

When dealing with informal settlements, one must realize that the envi-
ronmental context is extremely complicated with different factors playing 
roles which influence the risk of the settlement differently. Not enough 
evidence is available to imply that density primarily drives the fire severity 
within a settlement as too many areas in these two settlements are experi-
encing high fire severities yet average to below average densities. The se-
verity is not near as bad but this is probably attributed to other factors like 
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the climate at the time not being as hot as the climate experienced in 2000 
or other socio-political factors and the density continues to climb back to 
its original levels experienced in 2000. 

4.2.1 The Downfall of Disaster Management 

When dealing with the complex environment of informal settlement fires, 
the complexities tend to show themselves after the technical, simplistic ap-
proach is chosen by the authorities and disaster managers. This tends to be 
in the form of infrastructural upgrades involving the provision of housing 
and basic services. Once this is done the authorities seem to wash their 
hands of the settlement’s risk levels as they believe it has been addressed.  
This is fundamentally flawed as many of these settlements risks lie in their 
social, economic and political make-ups. When dealing with these settle-
ments a holistic, individualistic and integrated approach needs to be taken 
in order to truly address the needs and risk levels of the unique communi-
ties resident in these settlements. 

4.2.2 The GIS Context 

GIS is problematic as it handles factors which can be easily defined and 
are structurally seen. If further research were to uncover that the level of 
community cohesion were a major factor influencing fire severity, GIS 
would have limited capability to plot this, as no real social mapping tools 
are encapsulated in the program. This is an area which needs to be ex-
plored and developed not only for the GIS applications but also for disaster 
risk science. The resources required for this are immense as on the ground 
studies would have to be preformed in all settlements across a province to 
get a general index that could be applied generally. What complicates it 
further is past factors involved in South Africa’s history which clearly di-
vides the provinces as pointed out in the literature review. A model map-
ping social, political and economic factors would probably have to be de-
veloped for each province individually as informal settlements in KwaZulu 
Natal, for example are completely different to the informal settlements 
found in the Western Cape. The evolution of GIS into starting to grapple 
with social mapping factors has to take place for the technology to stay 
abreast as well as act as a tool for Provincial or City disaster managers. 

Databases like MANDISA are useful in their conceptual design as they 
could supply the right people with the right information and give a general 
indication of the level of fires in an area as well as the times or years 
where these fires are most likely to start. However, being able to use this 
as an accurate source of fire data as input into a GIS software program is 
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far from occurring. Any database is only as accurate as its source data. By 
relying on EAs, no solid foundation exists as these EAs constantly change. 
It should be noted though that this is no faults of the database and its de-
sign as the fire incident records are not locating the fire according to a uni-
versal reference frame like x:y co-ordinates and thus forces the database to 
attempt a location based on a street address. GIS cannot function without 
an EA, x;y co-ordinate or some unchanging, universal reference systems 
and so for the purposes of this study EA were necessary. But EAs can 
change shape as well as location, as seen in the case of the Joe Slovo 2001 
rezoning, and thus are not at all solid, unchanging reference frame. When 
looking at First World countries, who are streets ahead of us in terms of 
record and data capture, co-ordinates were their fundamental reference 
frame and until our fire services and other related fire response bodies start 
using co-ordinate readings off a GPS, a database like MANDISA is, in the 
long term, redundant especially in the case of informal settlements where 
the environment is constantly in flux.

4.2.3 Recommendations for Further Research 

Informal Settlements present an environment filled with research opportu-
nities which span across diverse fields of expertise. The disaster events 
that are experienced by these settlements not only incorporate fire hazards 
but also hazards like flooding. Researching these different hazard charac-
teristics and their influence on the settlements risk profile could have inter-
esting study implications. Within hazards lies another study area whereby 
the development of the index which represents the level of severity and 
occurrence could be developed. Defining whether, for example, a fire is a 
small, medium or large event is still very undefined and could be further 
refined.

In settlement density, another research direction which involves the 
study of the actual materials used to construct the dwelling is revealed. 
This study was limited in that the time limited caused the study to rely on 
aerial photographic information as its main base of data. However, there is 
evidence to suggest that fire severity is often influenced by the types of 
materials used in the settlement as certain materials are more flammable 
than others. A door to door study could be done to establish the level of 
each material and its influence on the fire severity of that settlement. 

Another direction could be to research the other factors influencing the 
risk level of the settlement and see whether they are quantifiable. This type 
of study could mainly involve the non-structural dynamics which include 
social, political and economic. Although, totally dependant on the specific 
settlement they are found in, one could find a common pattern allowing 
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certain assumption to be made that could be applied universally.  If they 
are, multiple GIS technical evolutions could be developed in the form of 
for an example, an informal settlement fire index or early warning system.  

One of the fundamental problems facing researchers wishing to choose 
this direction is the lack of strong, accurate, complete datasets. One study 
could start in the data collection arena where explorations into the costing 
and human resource requirement of installing systems which record the 
events using a universal reference frame. There are also many other data 
issues to be explored, like its use in the GIS software. GIS’s need to de-
velop to keep abreast of the Disaster Science field is highly necessary and 
could provide more available research opportunities.  

The informal settlement environment has only recently been accepted as 
officially part of the urban landscape and thus many avenues of further re-
search besides the ones mentioned above, in diverse fields are yet to be 
uncovered.
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Abstract

Flash floods strike quickly and in most cases without warning. They are 
usually observed before any warning can be issued and usually persons 
and property have been affected before the warning reaches them. Such are 
the conditions prevalent in Malaysia’s extreme monsoon weather that oc-
casionally causes floods and results in the extensive damage to property 
and sometimes loss of lives. Over the years variously hydrological and 
structural engineering measures have been implemented for flood monitor-
ing and forecasting. These measures have only yielded limited success as 
may be seen in the recurring flood situation. Yearly financial and property 
loss estimates have increased and an estimated cost of over 2.5 billion RM 
is projected for the year 2004 according to sources from the drainage and 
irrigation department of Malaysia. It has thus become apparent that Malay-
sia institutes an effective operational flood forecasting to arrest the persist-
ing flood problem.  

In this paper we will expound on current flood management and fore-
casting system being implemented in the country, particularly the Klang 
Valley that includes Kuala Lumpur where there has been tremendous ur-
ban growth and development in the last one and half decades. The paper 
further discusses where current flood management systems have been lack-
ing in the absence of real-time hydro-meteorological forecasts. Where as 
hydrodynamic simulations and structural control measures have been em-
phasized in many flood management systems in Malaysia, the integration 
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of real-time hydro-meteorological forecasts have been conspicuously ab-
sent, rendering most in-situ flood forecasts and early warnings ineffective 
in address the flood problem in the country.  

Malaysia is a tropical country that lies along the path of the northeast 
and southwest monsoon. Although satellite image based NWP have proved 
useful for the tropical and equatorial regions of the world in flood forecast-
ing, they have yet to be applied in Malaysia. Observations have generally 
shown heavy cumulonimbus clouds formation and thunderstorms precede 
the usual heavy monsoon rains that cause floods in the region. This makes 
quantitative precipitation forecast a must be input to any flood early warn-
ing design. Numerous empirical studies have determined that cloud top 
temperatures less that 235k in the tropics are generally expected to produce 
convective rainfall at the rate of 3mm/hr. In this study we thus investigate 
monsoon cloud formation that has the propensity to precipitate using 
NOAA-AVHRR data for real-time operational flood early warning in Ma-
laysia. The AVHRR data has been preferred for its relatively high tempo-
ral resolution of at most 6/hours, its easy acquisition and cost effectiveness 
and its ability for automated geometric rectification when compared to 
GEOS and GMS data.

Cloud cover and types are processed using cloud indexing and pattern 
recognition techniques on the AVHRR data. The cloud indexing technique 
was initially developed for NOAA but was later also adapted for Geo-
stationary satellite images. The technique assigns rainfall levels to each 
cloud type identifies in an image based on the relationship between cold 
and bright clouds top temperature and the high probability of precipitation.  
We discuss how visible (VIS) and infrared (IR) techniques are applied to 
bi-spectral cloud classification and rain areas are determined by classifying 
pixel clusters in the VIS/IR histogram. Precipitation probability is evalu-
ated based on the relationship between cold and brightness temperature of 
clouds. The near infrared (NIR) and infrared (IR) channels 3, 4, and 5 of 
the data are processed for temperature and brightness. Cold clouds with 
temperature below 235k threshold value are taken as indication of rain. 
Rainfall is estimated based on the assumption that every cloud pixel has a 
constant unit rain-rate of 3mmh-1, which is appropriate for tropical precipi-
tation over 2.5o x 2.5o areas around the equator. The paper finally discusses 
current developments in “nowcasting” that utilizes latest satellite observa-
tions together with numerical weather prediction models and how this sys-
tem can be adapted to the needs of very short term forecast for flood early 
warnings in Malaysia.  
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1 Flood Forecasting and the Impact of Tropical Monsoon 
Storms in Malaysia 

Every year tropical monsoon storms result in severe flooding and causes 
enormous economic damage, social disruption, and sometimes loss of 
lives. Extreme monsoon storms weather phenomena are the most destruc-
tive natural disaster afflicting Malaysia in respect of the cost, damage to 
property and the area extent (Keizrul and Chong, 2002).  Accurate fore-
casting of floods induced by tropical storm is thus instrumental to the re-
duction of flood impacts. The damages caused are generally associated 
with wind damage, storm surge, and flooding. Accurate forecasting of 
these impending floods requires adequate meteorological inputs such as 
real-time rainfall, quantitative precipitation forecasts (QPF), and the cy-
clone landfall location. Hence, close interaction, technological develop-
ment and cooperation between forecasting and meteorological technolo-
gies are of significant importance to improving flood forecasting and early 
warning in Malaysia. 

The monsoon storm threat in Malaysia is such that flash floods strike 
quickly and in most cases without warning. Flooding is usually observed 
before any warning can be issued and usually persons and property have 
been affected before the warning reaches them. Variously hydrological 
models and structural engineering measures have been implemented over 
the years for flood monitoring and forecasting but have yielded only lim-
ited success. Flood forecasting model being implemented have been effec-
tive at simulating runoff and basin responses to flood based on synoptic 
data, however for a flood forecast to be really effective it should provide 
information about expected rainfall intensity well before it actually occurs. 
This should increase the emergency response time and provide enough 
time for contingencies. In the absence of an effective hydro-meteorological 
forecasting system, there has been sturdy and yearly increase in cost of 
damage due to flood. Sources from the drainage and irrigation department 
of Malaysia, estimate the costs of damage due flood for the year 2004 to be 
over 2.5 billion Ringgits.  It has thus become apparent that Malaysia insti-
tutes an effective operational flood forecasting to arrest the recurring flood 
problem.  

According to Chong (2001) the World Meteorological Organization 
(WMO) has helped many countries in improving their national capabilities 
in flood forecasting and warning under the Tropical Cyclone Program 
(TCP) in the last decades. The Typhoon Operation Experiment (TOPEX) 
from 1982 to 1983 was a classical example in which six countries in the 
Typhoon Committee area had improved their flood forecasting systems. It 
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was   thought necessary at the time to address the limitations and problems 
affecting the effectiveness of the flood forecasting and early warning sys-
tems in its model selection, model calibration and real-time operation of 
flood forecasting models. Experts have prioritized research areas of opera-
tional flood forecasting to be in the development of improved meteoro-
logical inputs and hydrological considerations. 

2 AVHRR Data for Meteorological and Precipitation 
Monitoring

The availability of data from meteorological satellites such as polar orbit-
ing  NOAA series and Geostationary  satellites ( GMS, METEOSAT, 
GOES) for more than 30 years have made them the most suitable and cur-
rently the most commonly used data set in the monitoring and collection of 
clouds information. Meteorological satellites provide excellent aerial cov-
erage with regard to the observation of many cloud variables and other 
useful information on indirect and vertically integrated quantities, like ra-
diance at the top of the atmosphere, rather than direct measurements of 
model variables. The information gathered contributes to the basic re-
search and better understanding of the earth's radiation budget, hydrologi-
cal cycle and of the role of clouds in both systems. 
A survey conducted by CLOUDMAP2 (Accessed 15/8/04) show the use of 
geostationary METEOSAT (79%) dominates the use of polar orbiting 
NOAA satellite (21%) worldwide. The situation is however opposite in 
high latitude countries such as the Scandinavian countries, where the 
oblique view angle of METEOSAT makes it on suitable. NOAA is most 
used due to its temporal coverage of these areas. The NOAA-AVHRR im-
ages come from a series of polar orbiting environmental satellite operated 
by the United States. They have on board the Advance Very High Resolu-
tion Radiometer (AVHRR) and are the most wildly use meteorological and 
regional vegetation monitoring around the world.   

3 AVHRR Data for Real-Time Flood Forecasting in 
Malaysia 

NOAA AVHRR satellite data in local area coverage (LAC) has been in-
vestigated for its meteorological application in monsoon area of the tropi-
cal regions of the world such as Malaysia and also for its appropriateness 
in providing better understanding into rain bearing tropical clouds.  
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AVHRR data is preferred because of its repeated coverage and relatively 
high temporal resolution of at most 6/hr daily, easy acquisition, cost effec-
tiveness and it has the ability for automated geometric rectification when 
compared to GEOS and GMS data. AVHRR data has relatively high reso-
lution data with average IFOV of 1.3 miliradians and GFOV of about 
1.1km at nadir, 6+ km at the edge of the scan (Levizzani et al.2002).  
Another motivation for using  AVHRR in Malaysia is the use of its five-
channel multi-spectral observations for the purpose of discriminating 
tropical storm cloud properties not derivable from the primary three-
channel in geostationary satellite data. The challenge is to utilize the latest 
observations of NOAA satellite images of monsoon cloud formation to-
gether with suitable hydro-meteorological models to improve very short 
forecasts (Nowcasting). Karlsson et al (1999), defined nowcasting as flood 
forecasting in the approximate range 0-9 hours from observation time.  

Satellite-based information provided by  the polar-orbital meteorologi-
cal satellite series (NOAA), in the field of meteorological and climatologi-
cal application  are carried out  to improve real-time operational monitor-
ing of the atmosphere and hydrological environment, selection of 
meteorological and hydrological forecasting over short, medium and long 
range, as well as warning of dangerous hydro-meteorological  phenomena 
(Karlsson,1999). This understanding should lead to improved parameteri-
zation of clouds in operation weather forecasting models based on research 
focuses in: 

Cloud analysis and classification 
Cloud top temperature (CTT) and cloud top height (CTH) 
Cloud mask 
Surface albedo maps 
Cloud motion derived winds 
Integration of remotely sensed information in meteorological numerical 
forecasting models 

4 Processing of AVHRR data for Rainfall Intensity 

The need for satellite- estimated precipitation arises from non dependable, 
poorly maintained and spatially distributed synoptic rainfall data, some as 
a result of inaccessible dense tropical rainforest and most importantly the 
need for rain fall estimates before the rain had actually fallen. Empirical 
methods have determined that cloud top temperatures less than 235K in the 
tropics are generally expected to produce stratiform rainfall at the rate of 
1,5mm/half hour (Arkin and Meisner, 1987). AVHRR data provides the 
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means of investigating and measuring cloud parameter from monsoon 
cloud formation that are most prevalent in Malaysia. 

Multi-spectral techniques based on the relationship between cold and 
brightness temperature of clouds are used to evaluate precipitation prob-
ability in AVHRR data. The MIR and IR channels 3, 4, and 5 of the data 
are processed for temperature and brightness (TB). A processed TB data, 
typically highlights the top of the atmosphere brightness temperature for 
different observed features, cold clouds are high clouds and where cloud 
TB falls below 235k they are identified as cumulonimbus cloud with a high 
probability to precipitate (Levizzani et al.2002) Lower probabilities are as-
sociated to warm but bright stratus cloud and thin cirrus cloud that are cold 
but dull.  

According the Arkin (1979) cold clouds with temperature below 235k 
threshold value are indicative of rain. Rainfall is estimated based on the as-
sumption that every cloud pixel has a constant unit rain-rate of 3mmh-1,
which is appropriate for tropical precipitation over 2.5o x 2.5o areas around 
the equator. Based on storm tracing assumptions coupled with estimation 
techniques cloud clusters below some temperature thresholds have high 
probability of rainfall. Information on the radiance temperature on top of 
clouds in thermal infrared band can be empirically calculated into average 
rainfall intensity by mean of various techniques. These techniques have 
been detailed in (Griffith et al., 1978; Adler and Negri, 1988). Total cold 
cloud cover and the portion of the catchment covered by cloud determines 
rainfall intensity. 

5 Algorithm for Processing of AVHRR Data for Rainfall 
Intensity 

An algorithm has been developed to enhance and streamline the processing 
of AVHRR data for real-time tropical monsoon weather monitoring to im-
prove quantitative precipitation forecast as input to hydrological model for 
flood early warning. The algorithm combines processing techniques such 
as the cloud indexing that assigns rain-rates to individual cloud type identi-
fied in the satellite imagery as described by Arkin (1979) and the cloud 
model method developed by Gruber (1973). The algorithm is best illus-
trated in the flow chart (Fig 1).
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Fig. 1. Flow Chart of the Rainfall Estimation Algorithm 

NOAA AVHRR data of the monsoon season covering Malaysia (Fig 1) 
and the South East Asian region received at the local ground receiving sta-
tion of the Institute of Advanced Technology (ITMA) University Putra 
Malaysia is prepared for processing. The processing of the entire scene of 
the image involves radiometric calibration, where the visible and near in-
frared channels are calibrated in radiance or reflectance and the thermal IR 
channels in brightness temperatures. Other processing includes automatic 
geometric correction and rectification of the image, atmospheric correction 
and cloud detection. 



1364      Lawal Billa et al 

Fig.2. Peninsular Malaysia 

The multispectral images provided by the NOAA satellites are essential 
for the top cloud temperature determination. Clouds in the image are in-
vestigated to establish cloud base height using AVHRR channel 1, 2 and 4 
(Fig. 3).

Fig. 3. AVHRR data (Monsoon Period) 
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The first test is the brightness temperature and albedo processing. It uses 
the mid infrared channel 3 and the thermal channel 4 and 5 to process the 
entire scene for brightness temperature (Fig. 4) and channels 1 and 2 for 
albedo. The visible channels measure the cloud thickness and offer infor-
mation about albedo, while the infrared channels measure the temperature 
of the cloud and offer information about thermal radiation emitted by the 
land and cloud top. 

Low High 

Fig. 4. Brightness Temperature (TB in K) 

Image is further processed by performing a classification to determine 
cloud type, fraction and height. Through this parameterization of clouds 
clusters, it will be possible to classify them into different precipitation 
level (Karlsson et al, 1999). Figure 5 shows high cloud cluster classifica-
tion from which precipitation bearing clouds have been delineated (Fig.6). 
High precipitation cloud clusters may also be detected by means of an it-
erative numerical process that tests the mass, dimension and the compact-
ness of each identified structure against the established threshold parame-
ter (O’Sullivan et al, 1990). The screening for cirrus non-precipitation 
cloud is based on an established empirical discrimination of thin cirrus 
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temperature and slope plane (Adler and Negri, 1988). Where the local min-
ima in the IR TB are sought and screened to eliminate thin non-
precipitating cirrus.

High cloud pixels 

Fig.5. Classification and Delineation of High Cloud 

Operational cloud top temperature (CTT) and maps are produced using 
AVHRR data calibrated in temperature. The CTT is created from channel 
4 and 5 using a threshold method where threshold values are chosen inter-
actively by examining the histogram of the value from the look up table 
(LUT) of the image processing software. The multispectral colored im-
agery is enhanced to visualized cloud top temperature (Fig.7). The value of 
temperature less than 235K is displayed on a color from red to blue as 
shown in the temperature map presented in figure 4. The rain parameters 
of   3-12 mmh-1 depending on monsoon rainfall intensity are finally as-
signed based on the 1-D cloud model that calculates maximum rain-rate as 
a function of maximum cloud height and minimum cloud model tempera-
ture at a threshold level of 235k.  
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    Cirrus non precipitating clouds

High rainfall intensity clouds

Fig. 6. Screening of Cirrus Non-precipitating Clouds 

Since AVHRR data is received well in advance of rainfall and has 
a high temporal resolution of at least five scene coverages a day, cloud in-
formation is thus processed pre real-time and can subsequently be moni-
tored regularly. Processed rainfall intensity is projected over catchment 
area or river basin in Malaysia depending on the cloud fraction and to-
gether with an integrated GIS for hydrological data processing and suitable 
and well calibrated hydrodynamic model for rainfall runoff and flood 
simulation to determine areas likely to be inundated.  
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Moderate rainfall intensity  

High rainfall intensity  

Fig. 7. High Rainfall Intensity with TB below 235k 

6 Conclusion 

Monsoon flood by all accounts is the most significant disaster affecting 
Malaysia in terms of costs and extent of damage.  The need for improved 
hydro-meteorological models for real – time forecasting and early warning 
has been discussed in this paper in the light of an algorithm developed to 
improve the modeling of rainfall intensity and short term forecast using 
NOAA- AVHRR Data. Multi-spectral AVHRR data is excellent for the 
observation and modeling of many cloud variables. Cloud top brightness 
temperature is related to precipitation and cloud clusters with TB below the 
threshold of 235k are indicative of impending rainfall.  

The intensity of rainfall is shown to be depending on how low the TB is 
for the cloud clusters.  Through a supervised classification and TB process-
ing, high clouds have been identified and thin cirrus non-precipitating 
cloud eliminated. Rain intensity  of   3-12 mmh-1 are assigned to the  1-D 
cloud model to calculates maximum rain-rate as a function of maximum 
cloud height and minimum cloud model temperature at a threshold level of 
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235k. Good and encouraging results have been observed as they provide a 
good aerial coverage that delineates areas likely to receive intense rainfall 
on a regional scale.  The computed rainfall may however in most cases not 
have the same accuracy of the conventional observations. 

AVHRR data is received in Real-time and has a high temporal resolu-
tion thus the derive cloud information reveals many application in the 
monitoring of top of the cloud temperature, cloud fraction and clouds type 
that are important for hydro-meteorological studies with consequent flood 
information as the determination of potential flood vulnerable river catch-
ment area. In Malaysia where the continuous devastation of monsoon 
floods has become a great cause for concern, the question is how current 
flood forecasting system may be improved to provide information of im-
pending flood and the likely areas to be affected well before it actually 
rains. The concern of using satellite-based information provided by the po-
lar–orbiting meteorological satellite (NOAA) is based on its suitable char-
acteristics as has been discussed and most importantly its operational ap-
plicability in hydro-meteorological and climatologically short term 
forecast.
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Abstract

In Hungary flood disasters are the major natural hazard as a consequence 
of lowland topographic conditions. Due to both structural and non-
structural mitigation measures from the mid 19th century, like building 
dikes and developing adequate warning system, no loss of life was re-
ported since the 1950’s. Nevertheless the value of damage to human prop-
erty in flood-prone areas may reach millions of euros each year throughout 
the country. Flood forecast is performed by the national hydrological insti-
tute, and warning is transmitted to the local hydrological authorities about 
the forthcoming disaster. Disaster response measures are based on conven-
tional hydrological information and action plans are developed with tradi-
tional methods. The latest technology of GIS and remote sensing is not yet 
tested in the country to support the spatial information need of disaster re-
sponse.

The aim of our investigation was to test impact modeling using mostly 
freely available spatial data. This may ensure feasibility in a case of a fu-
ture flood catastrophe in various geographic location. The decision of us-
ing non-commercial data was further based on the experience that data ac-
quisition from dissimilar sources like local authorizes and the military 
mapping agency may last weeks or months and was found not suitable for 
rapid results.

Investigation was based on the recent flood disaster event in the North-
ern part of the country in the summer of 2004. 

To analyze the elements possibly being damaged by the flood, the extent 
of the inundation was calculated. Flood simulation was executed using 
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digital elevation model of the remotely sensed SRTM radar data and hy-
drological data from the Hungarian Water Resources Research Centre 
(VITUKI). Modeled flood extent was serving the basis of spatial analysis 
of the disaster impact. Settlements hit by the flood disaster were queried. 
Moreover the condition of flooded road and railway network was analyzed 
to support route planning of mitigation efforts. 

Results of this investigation should help to speed up decision making 
processes during future disaster events. Moreover should help to reduce 
property damages and suffering of flood victims. 

1 Introduction 

The northern rural part of Hungary was suffering sever flooding in the 
summer of 2004. A cyclone was causing heavy rainfall between 26th and 
30th July in the northern Carpathian mountains contributing to the occur-
rence of extreme runoff in the upstream drainage basin of the River Her-
nad. The amount of precipitation was reaching in 5 days the 150-250% of 
its monthly average. The river system rising in the neighboring country of 
Slovakia, entering Hungary in the Northeast was facing a 100-year flood 
disaster. Not only its downstream area in Hungary was inundated but also 
its upstream catchment area in Slovakia. Peak flows were reaching flow 
records thus the highest alert level was issued on the 26th July. Release 
came on the 4th August.  

Flooding damaged several households; around 100 people were evacu-
ated due to the risk of injuries and collapsing houses. Several roads were 
closed in the period from the 26th to the 4th August. Helicopters of the 
Hungarian military forces were helping the efforts of the local authorities 
in disaster response (VÍZÜGY 2004). 

The severity of the flood disaster was not unique in the region. Hungary 
was more often hit by inundation in the last decade (Danube, 2002 sum-
mer, Tisza, 2001 and 2000, Tarna 2003). The frequency of 50 and 100-
years probability floods are likely to increase in the region. For this reason 
studying the phenomenon of flood disaster is crucial to establish sustain-
able response strategy for the future. The aim of this investigation was to 
study the use of remote sensing techniques and Geographic Information 
Systems in supporting the relief efforts by proper spatial information. Spa-
tial data acquisition was restricted to free satellite images and geographic 
data to assure feasibility disregarding spatial location. The next chapter 
will highlight data sources and data gathering for our study aims. 
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2 Spatial Data Acquisition 

The last chapter gave an introduction into the investigation and a general 
overview of our aims. This chapter will discuss the acquisition and pre-
processing of selected spatial data of dissimilar origin. As mentioned in the 
last chapter data was gathered from freely available sources to assure fea-
sibility for different regions in the future.  

Remote sensing satellite imagery was planned to form a basis of flood 
extent derivation. The freely available highest resolution imagery of the 
American satellite system MODIS Aqua and Terra was obtained for 
flood mapping. The system has the great advantage of viewing the 
Earth’s surface with its sweeping 2230 km wide swath every day. Thus 
the change in flood extent can be monitored in time sequences. For this 
reason MODIS images are often applied for large-scale flood mapping 
like at the well-know Dartmorth Floodwatch Institute too. Images were 
obtained from the 4th August. The remaining period of the flood event 
cloud cover was restricting the use of the data due to the optical charac-
teristic of the satellite system. Obtained images were imported using 
ENVI/IDL routine. Lat/long coordinates were assigned to each 4th pixel 
in the image from the dataset (MODIS Web 2004). Thus preprocessing 
resulted in georeferenced spatial data for the flooded region. At this step 
we have to note, that preprocessing algorithms still have difficulties 
caused by images errors of double projecting the same area. After geo-
referencing these appear in form of stripes in the image mostly at image 
edges. Visual interpretation revealed that the spatial resolution of the 
data was insufficient for study aims. However a not flooded cross sec-
tion of the River Hernad is around 100 m moreover the flood inundated 
almost 500-1000 m broad floodplains still the 250 m spatial resolution 
of MODIS images were not sufficient to perform flood mapping. Figure 
1. illustrates a MODIS level 1B satellite image acquired on the 4th Au-
gust.
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Fig. 1. MODIS satellite images over the flooded region of the Hernad River. Spa-
tial resolution was insufficient for flood mapping aims 

Since no freely available data was present for flood extent mapping we 
had to decide for modeling of the inundation, based on digital terrain 
model and hydrological parameters of the flood event.  

For this new aim we obtained spatial data of the terrain elevation. C-
band radar elevation data of the SRTM mission was obtained in the 
resolution of 90 meters (NASA 2004). Some preprocessing was also 
necessary this time as well. After importing data into grid type using an 
ArcInfo AML script, mosaicing of grid subsets had to be performed be-
fore analyzing terrain conditions.  
For hydrological modeling channel profile and cross section elevation 
data had to be gathered too. The Hungarian Water Resources Research 
Centre (VITUKI) is responsible to acquire and store data. Their public 
library enables access to these data sources for research aims on a non-
commercial basis. River channel geometry data was collected for the 
River Hernad including profile and cross sections along the river chan-
nel.
Flood level data is published each day on several different medium like 
the Internet or several radio stations in the morning. Historical data is 
stored in two different databases accessible free of charge thought the 
Internet. Discharge data of the flood event on the River Hernad was col-
lected for two hydrological stations along the river from the database 
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operated by National Directorate for Environment, Nature and Water in 
Hungary (VÍZÜGY 2004).
Last but not least to analyze flood disaster situation basic spatial data of 
the area has to be collected. These are unfortunately mostly commercial 
datasets. Datasets were however present at out department over the re-
gion. Vector data of settlements, population, road and railway network 
were used to study flood situation. 
After gathering above described spatial and hydrological data, hydro-

logical modeling was executed for the River Hernad to derive flood extent 
and analyze flood situation. The next chapter will describe analysis steps.  

3 Spatial Extent of the Flooded Areas 

To improve the effectiveness of disaster management enabling rapid re-
sponse, better information on the flood situation has to be provided. Re-
ducing uncertainties in decision making processes of relief operations may 
help to improve public safety and lessen the cost of damages caused by a 
disaster events. As described above the spatial extent of the inundation had 
to be modeled due to the lack of non-commercial satellite imagery with 
sufficient spatial resolution.

Hydrological simulation was executed using the freeware modeling soft-
ware HEC-RAS developed by the American Army Corps of Engineers. It 
performs 3D modeling of water dynamics based on geometrical data of the 
river channel with its proximity and hydrological data of the flood level. 
The software includes GIS interface enabling to import channel geometry 
from geographical data of many GIS software. Thus necessary cross sec-
tion data of the River Hernad and profile was imported from ArcView us-
ing the data preprocessing tool of HEC-GeoRAS.

After importing channel geometry in HEC-RAS and editing hydrologi-
cal parameters including channel discharge hydrological modeling can be 
executed. Unfortunately modeling with this sophisticated tool was too 
much time consuming consequently, we had to restrict modeling to river 
geometry to enable rapid result. 

SRTM data of terrain elevation and channel geometry data of river pro-
file was used to derive a first approach of inundated areas. Flood peak lev-
els of the two hydrological stations of Gesztely and Hidasnémeti were in-
terpolated according to the channel slope properties to obtain approximate 
flood levels every 10 km segment along the River Hernad. As a result the 
elevation of the different flood level was assigned to each 10 km segment. 
Inundation was performed in each segment with the assigned flood level 
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using the digital terrain data of SRTM. In a last step flood mask segments 
were unified into one great flood map. Resulting flood mask was no output 
of a sophisticated hydrological model, but a good approximation of the as-
sumed flood extent. At the time of the flow peak (31st July) around 150 
km2 was found to be inundated along the River Hernad in Hungary. 

Fig. 2. Profil of the River Hernad including right and left bank dike elevation. 
Slope of the river channel was used to perform flood extent modeling 

This chapter discussed hydrological modeling of the inundation to de-
liver information on the latest flood extent. Next chapter aims to describe 
the integration of this spatial information to perform analysis of the flood 
situation in order to assist geographical information need of disaster re-
sponse.

4 Spatial Analysis of the Crisis Situation 

Mitigation of natural disasters can be successful only when detailed 
knowledge is obtained on the crisis situation (Skidmore 2002). Relief 
planning after a disaster has occurred, needs numerous information with 
spatial reference like where did the catastrophe strike, how many people 
are affected, where are possibly people in danger and how could they be 
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rescued? This chapter will highlight the results of the spatial analysis about 
the crisis situation in the Hernad River valley during the flood of 2004. 
Geographic data introduced in chapter 3 was used to derive spatial infor-
mation on flood conditions. (see figure 3). 

Natural phenomena becomes a catastrophe when it affects human activ-
ity, thus an inundation occurring in low populated regions causes less 
damage than in densely inhabited areas (Smith and Ward 1998). Thus spa-
tial distribution of human population has to be analyzed in a first step im-
pact assessment. Assumed flood extent described in the last chapter was 
overlaid with the geographic data on settlements including number of in-
habitants and additional attribute information. Spatial query revealed that 
around 10 villages were hit by the flood disaster. Furthermore around 
12000 inhabitants are settled in these affected settlements. As a conse-
quence around 100 people were evacuated during the crisis event as men-
tioned in the introduction. The number of damaged households is also a 
crucial information to support mitigation efforts. Unfortunately, due to the 
lack of this attribute no answer could be generated from our existing data 
to this question.  

Fig. 3. Geographic data of the affected region was forming the basis of spatial 
analysis of the flood situation 



1378      Zsofia Kugler and Arpad Barsi 

Planning evacuation or transportation of primary gods for flood victims 
requires up-to-date information on road network conditions. Several roads 
were closed during the flood crisis furthermore bridges crossing the River 
got impassable. Thus in a next step the condition of road and railway net-
work was analyzed.  

Overlaying the flood mask with the road network flooded road sections 
were derived. The length and number of flooded road sections are listed in 
table 1.

 Main road Secondary road Total 
Length (km) 5,9 38,8 44,6 
Nr. of sections 10 80 90 

Table 1. Condition of inundated road network. Road section are divided in two 
categories: main and secondary roads 

Result reveals that mostly secondary roads run parallel to the river 
channel were inundated during the catastrophe. Furthermore 4 bridges 
were flooded according to our analysis. No railway or highway was af-
fected in the flood.

Outputs from flood situation analysis may be visualized in form of the-
matic maps or tables of statistics. This chapter highlighted some means of 
impact analysis. After the flood mask is generated situation assessment re-
sults highly depend on the available spatial data inputs. Further queries 
may be performed if more spatial information is available over the area. 

5 Conclusions 

This study aimed support flood disaster response with spatial information 
about the affected area on the River Hernad in the summer 2004. To re-
duce uncertainties in problem solving and improve decision making the 
crisis situation was analyzed during the catastrophe.  

Main aim was to test feasibility on freeware spatial data. Experience 
showed that non-commercial satellite images were not sufficient to per-
form flood mapping on the Hernad River. For this reason flood extent had 
to be simulated for the region. At this step we have to mention that the spa-
tial resolution of SRTM data was too low to perform sophisticated hydro-
logical modeling. It gave a good approximation of the possible flood ex-
tent, but higher resolution could enhance results. After simulating the 
spatial extent of the inundation the impact of the disaster was investigated. 
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Thus spatial analysis was executed on the flood situation. In this step re-
sults highly depended on the availability of input geographic information.  

Our future aims are to perform hydrological modeling with more sophis-
ticated simulation tool of HEC-RAS. Furthermore to test feasibility on 
commercial datasets in order to draw a comparison to free spatial data.  
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Abstract

Risk assessment is a complex issue aiming at evaluation of different as-
pects of disaster damages. Traditionally, risk analysis relies on mathemati-
cal models to establish the likelihood of a given event occurring with a 
given degree of intensity in a given site. The major limitation of this type 
of approach is the fact that the field of risk necessarily entails uncertainty 
and it is not therefore always possible to make realistic hypotheses about 
possible future scenarios.

Therefore, a new approach is required, that can take into account social, 
economic, cultural, and political aspects that are not generally considered 
in traditional assessment methods, but that serve to define the capacity of 
response of a territorial system to a disaster.

In this paper we present a new approach, according to which the as-
sessment process breaks down the principal goals into a hierarchy of lower 
level sub-goals. Each element of the hierarchy is assigned a local weight 
that evaluates the importance of that element not in overall terms (i.e. re-
ferred to the principal goal), but only in relation to the supra-ordinate ele-
ment with which it is compared.

The approach is tested in a case study estimating the risk of flooding in 
the Municipality of 

Monopoli, Italy.
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1 The Complex Issues Related to Risks 

Although the risk of particular calamities appears in a certain sense un-
avoidable, the same cannot be said of the entity of the damage they may 
cause. Damage due to disastrous events can be classified according to the 
time phase when they occur:    

material damage 
This occurs at the moment of impact and involves damage to people and 
property. It is present principally in the zones most affected by the 
disaster.
systems-organizational damage 
This occurs during the emergency assistance phase and can be caused 
by inefficient emergency services, lack of specialist staff and resources, 
inadequate aid. 
process damage 
This occurs during the phases of rebuilding and “return to normal”.  
Such damage is closely linked to the complexity of the urban system, 
and has repercussions on the economic, social, political-administrative 
conditions. This kind of damage is more spread out and less 
homogeneous over time and space. 
A good knowledge of the structural complexity of an urban system can 

serve to define its vulnerability (liability to suffer devastation) to a 
calamity and hence to limit the real damage.  

2 The Need for a Different Approach 

Traditionally, ever since a definition of risk was proposed by the UNDRO 
in 1979, according to which risk is the result of the product of the hazard,
vulnerability and exposure scores, risk analysis relies on mathematical 
models to establish, starting from a series of experimental data, the 
likelihood of a given event occurring with a given degree of intensity in a 
given site (hazard score). By subjecting a model of the host system 
(vulnerable, exposed sites) to the calculated stress, the possible scenarios 
can be enacted and the ensuing material damage “ascertained”. 

One of the limitations of this type of approach, that can be described as 
quantitative, is the fact that the field of risk necessarily entails uncertainty 
and it is not therefore always possible to make realistic hypotheses about 
the possible future scenarios.  Still more importantly, such a method of 
analysis does not take into account all the aspects related to the social,
economic and political spheres, that are strongly linked to the problem 
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because they serve to describe reality in the sense of a complex system of 
relations.

It is due to this very complexity that any territorial system presents an 
intrinsic systemic vulnerability whereby the effects of any disaster will 
have repercussions, in terms of both space and time, going well beyond 
those observable in the zone actually physically struck by the disaster. 

For this reason, a qualitative approach is required, that can take into 
account all those aspects (social, economic, cultural, political) that are not 
generally considered in traditional assessment methods, but that serve to 
define the capacity of response of a territorial system to a disaster.   

It is necessary to define how and to what extent these aspects affect, and 
are affected by, a hypothetical catastrophe in order to be able to reduce 
systemic vulnerability and hence the damage ensuing after such an event.

Far from being merely a collection of data or an aseptic, quantitative 
technical evaluation, therefore, risk analysis becomes a procedure aiming 
to investigate how spatial, territorial, social and economic factors interact 
in the face of a particular hazard, or a combination of several hazards” 
(Menoni1997). 

3 The Assessment Method 

“The emergence of a systemic notion of reality, and the discovery of the 
inter-relations that link human beings with each other and the habitat, have 
caused the notion of the possibility of isolating single study elements to 
vacillate” (Menoni 1997). 

The difficulties inherent to the search for relationships based on the 
links among the various aspects of the problem make it preferable to 
consider them separately, albeit within a logical, hierarchically structured 
framework.

For this reason, first of all the assessment process involves breaking 
down the principal goals (risk analysis) into a hierarchy of lower level sub-
goals (analysis of vulnerability and hazard scores).

N.B. The concept of exposure which is traditionally referred to, is 
“included” in that of vulnerability, that therefore effectively represents the 
vulnerable, exposed sites.  This procedure relies on a multicriteria method 
of support for decision-making developed by  T. L. Saaty towards the end 
of the ‘70s: the AHP (Analytic  Hierarchy Process) method, that “breaks 
down a macro-problem into more easily solved micro-problems and can 
manage a certain degree of incoherency in the manager within limits 
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judged to be acceptable, so that it does not require perfect rationality” 
(Giangrande 2001). 

Each element of the hierarchy is assigned a weight (local weight) that 
evaluates the importance of that element not in overall terms (i.e. referred 
to the principal goal), but only in relation to the supra-ordinate element 
with which it is compared.  This weight is the result of the score attributed 
by experts on the basis of a series of paired comparisons among the 
various elements subordinate to the same higher level element. The global 
weight (referred to the goal) of each element is equal to the product of its 
local weight multiplied by the local weights of all the elements to which it 
is subordinate. 

Thus, the problem is structured according to the following hierarchy: 

The vulnerability and hazard scores constitute the risk components and 
are described by factors, whose presence and entity on the territory are 
expressed by markers.

The global weight W of a marker is equal to  

W = w3 * w2 * w1. 

N.B. The sum of the weights of the elements belonging to the same 
level and subordinate to the same element is equal to 1. 

In this way, the risk can be defined starting from an analysis of the 
presence and entity on the territory of those elements that constitute the 
risk.

Fig. 1. Risk assessment hierarchical scheme
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4 Building the Maps 

The presence and entity of the risk factors individuated is graphically 
illustrated by maps, and overlay of these gives rise to supra-ordinate level 
maps. The overlay operations are effected by GIS software, which makes it 
possible to associate graphic data (individuation of the presence of the 
factors) and numerical data (the weights  associated with the single 
factors), in a simple, dynamic manner.   

Essentially, risk assessment consists of a process of overlay mapping 
which yields complex information by structuring, according to causal 
relationships, levels of more simple data.   

The vulnerability and hazard score maps are obtained by means of 
overlay of the maps of the respective factors going to make up each map. 

Overlay of these maps yields the risk map. From the graphic overlay 
mapping operations, the sum of the overall weights of the single markers 
of hazard score and vulnerability is obtained, which expresses the overall 
risk index (see Eq. 4.1) 

IR = IV + IP =  pVVi i +  pPPj j
(4.1)

IR : global risk index 
IV : general vulnerability index 
IP : general hazard index 
pVVi : local weight of vulnerability factors 

pPPi : local weight of hazard factors 

i/j : presence index : 1= present, 0 = not  present 

5 Application of the Method in Field: Assessment of the 
Risk of Flooding in the Municipal Territory of Monopoli 

A study was conducted of the risk of flooding in the Municipality of 
Monopoli. The territory under study is exposed to the risk of flooding 
above all because of the interference by the urban built-up area with the 
natural orographic gully system. This generates a condition of risk because 
it contributes to the hazard score  (it can cause alterations in the natural 
drainage processes of the water running down from the Murgia highlands 
to the sea) and vulnerability score (exposing the population living near the 
gully system to the risk of flooding). 

The hierarchical scheme adopted to assess the risk is as follows:  

Fig. 2. Risk assessment hierarchy
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5.1 Analysis of the Hazard Score 

The representative factors of the hazard score are: 
rainfall (0.278); 
slope (0.167); 
permeability (0.167); 
vegetation (0.167); 
anthropic interference with the gully system (0.222). 

Fig. 3. Hazard assessment hierarchy
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5.1.1 Rainfall 

An excessive quantity of rainfall can overwhelm the natural drainage 
system and flood the surrounding areas. On the basis of the rainfall data 
recorded at the rain stations of Fasano, Polignano and Castellana, in the 
period 1976-1996, the table below was drawn up: 

Table 1. Rainfall data recorded at the rain stations of Fasano, Polignano and 
Castellana 

On the basis of these values, three areas with different levels of rainfall 
can be determined, coinciding from the geographic point of view, with the 
relative zones (“topoieti”) (recorded by the same rainfall station) covered 
by the three rainfall stations, attributed three different classes of hazard 
score:

high rainfall zone (Fasano): 0.500    
   Hpio1= (0.500/0.500)*0.278*0.500 = 0.139 

average rainfall zone (Polignano): 0.333 
   Hpio2= (0.333/0.500)*0.278*0.500 = 0.093 

Rain station

  Castellana Fasano Polignano
     

1st h intensity 49 66 61 

     
min 0 0 0 
max 77.4 81.0 78.4 da

y

aver. 1.7 1.6 1.5 
     

min 0 0 0 
max 274.0 231.8 225.0 

m
on

th

aver. 49.9 48.1 45.8 
     

min 368.4 364.6 349.6 
max 849.8 914.4 808.8 ye

ar
 

aver. 598.9 577.6 549.4 
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low rainfall zone (Castellana): 0.167 
   Hpio3= (0.167/0.500)*0.278*0.500 = 0.046. 

5.1.2 Slope 

Exclusively sloping terrain has the effect of increasing the rush of water 
and reducing the quantity absorbed by the earth:  this phenomenon can 
result in breaking down the natural and/or artificial river banks and 
inundating the surrounding areas.   For this reason, the presence of 
impluvia, dolinas, gullies and depressed terrain below sloping terrain 
becomes extremely important.  

Three grades of slope are defined, associated with different classes of 
hazard:

steep slopes: 0.500   
Hpen1= (0.500/0.500)*0.167*0.500 = 0.084 

average slopes: 0.333 
Hpen2= (0.333/0.500)*0.167*0.500 = 0.056 

mild slopes: 0.167 
Hpen3= (0.167/0.500)*0.167*0.500 = 0.028 

5.1.3 Permeability 

This characteristic of the terrain allows rainfall to be partly absorbed by 
the soil, a favorable circumstance (in this case) because it reduces the 
quantity of rushing water.   

Basically, there are two lithotopes (Altamura limestone and Gravina 
limestone) in the territory of Monopoli, distributed along two strips lying 
parallel to the coast. These can be attributed different degrees of 
permeability. Another element to be considered in the context of this 
characteristic is that of waterproofing, that causes a reduction  (partial or 
total) of the filter properties of the soil.   

In this case, again, three classes of hazard can be defined:   
waterproofed soil: 0.571 

Hper1= (0.571/0.571)*0.167*0.500 = 0.084 
Gravina limestone: 0.286 

Hper2= (0.286/0.571)*0.167*0.500 = 0.056 
Altamura limestone: 0.143 

Hper3= (0.143/0.571)*0.167*0.500 = 0.028 
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5.1.4 Vegetation

The vegetation and soil contribute to define the catchment and absorption 
of rainfall, and hence the quantity of rushing water. Catchment and 
absorption vary according to whether trees (and suchlike), shrubs (and 
suchlike) or crops are present on the terrain, featuring three hazard classes: 

trees: 0.500 
Hveg1= (0.500/0.500)*0.167*0.500 = 0.084 

shrubs: 0.333 
Hveg2= (0.333/0.500)*0.167*0.500 = 0.056 

crops: 0.167 
Hveg3= (0.167/0.500)*0.167*0.500 = 0.028 

5.1.5 Anthropic Interference with the Gully System 

As stated above, this factor can trigger a latent hazard because it can cause 
overflowing of the section of natural canals (gullies) where the water runs 
down.

Disturbing elements can include a single raised road (that can pose a 
true dam), or inhabited areas built near the gully.  In some cases an 
interference factor can actually be an advantage from the safety standpoint;  
this is the case of the quarry flanking the  Monopoli-Castellana road: 
owing to interference with the Belvedere gully higher up, this deep quarry 
acts as a reservoir, preventing the water running down from the hills in 
cases of heavy rainfall from reaching the town below. 

To represent the interference condition, the graphic concept of the 
buffer, referred to the impluvia, is used. The width of the margin of 
impluvia must be  50 m from the axis of the running water:  the buffer 
zone must therefore be this wide.  If there is an interference element within 
the buffer, a value of 1 is associated (0 if it should constitute a safety 
advantage);  multiplied by the weight associated with this factor, the true 
weight is therefore:

Hlam= 1*0.222*0.500 = 0.111 

5.2 Analysis of Vulnerability 

The representative factors of vulnerability are:
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population: 0.600 
built-up zone: 0.400 

Fig. 4. Vulnerability assessment hierarchy 

5.2.1 Built-Up Zone 

The vulnerability of this factor depends on three markers, attributed the 
following weights:  

habitation density: 0.250 
architectural-historical-cultural value: 0.250 
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function: 0.500 
The following classes are individuated for habitation density:
high density: 0.500 

Hdins1= (0.500/0.500)*0.250*0.400*0.500 = 0.050 
average density: 0.333 

Hdins2= (0.333/0.500)*0.250*0.400*0.500 = 0.033 
low density: 0.167 

Hdins3= (0.167/0.500)*0.250*0.400*0.500 = 0.017 
To indicate the architectural-historical-cultural value (representing a 

local identity value, a sense of belonging), the following overall weight is 
obtained:

Hintarc= 0,250*0,400*0,500 = 0,05. 
For the function marker, the classes residential, productive, hospital

facility, emergency zone, infrastructures and social premises  are 
identified, and attributed the following classes of vulnerability: 

residential: 0.262 
Hfun2= (0.262/0.277)*0.500*0.400*0.500 = 0.095 

productive: 0.140 
Hfun4= (0.140/0.277)*0.500*0.400*0.500 = 0.050 

hospital facility: 0.277 
Hfun1= (0.277/0.277)*0.500*0.400*0.500 = 0.1 

emergency zone: 0.104 
Hfun5= (0.104/0.277)*0.500*0.400*0.500 = 0.037 

infrastructures: 0.175 
Hfun3= (0.175/0.277)*0.500*0.400*0.500 = 0.063 

social premises: 0.043 
Hfun6= (0.043/0.277)*0.500*0.400*0.500 = 0.015. 

The hospital facilities have the highest associated value, both because of 
their importance in emergencies (to save human lives) and because they 
are highly vulnerable during the impact phase (many people with reduced 
motor function are present), so it is vitally important to safeguard these 
structures. The “emergency zones” are those areas deputed to become 
points of reference in the emergency phase, hosting temporary structures 
for aid and lodging (medium and long term) for the homeless.  Such zones 
include schools, gymnasiums, and large sports facilities, as well as large 
open spaces.

Residential areas also have a high weight, because they are essential to 
life and loss of these areas can generate obvious practical problems 
(survival), and economic hardship, as well as psychological problems.   
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5.2.2 Population 

To assess the vulnerability of this factor, the population density factor is 
used, individuating the three classes listed below: 

high: 0.500 
Hdabi1= (0.500/0.500)*1*0.600*0.500 = 0.300 

average: 0.333 
Hdabi1= (0.333/0.500)*1*0.600*0.500 = 0.200 

low: 0.167 
Hdabi1= (0.167/0.500)*1*0.600*0.500 = 0.100. 

When assessing systemic vulnerability, some markers such as mean age 
of the resident population or income or cultural level may be relevant 
because capacity of response, in terms of action, to the calamity can be 
deduced from them.   In fact, a population with a high level of culture and 
high income, and with a relatively lower mean age, clearly has a greater 
capacity of response (in terms of strength and economic power) than an 
older, less well-off population. The classification below is therefore 
considered.

It is evident that risk analysis cannot ignore social factors, because they 
serve to calculate the balance (long term) of the damage suffered by a 
community struck by a disaster.    

6 The Maps 

A map has been built on the basis of each of the factors highlighted, 
representing their presence and entity within the municipal territory of 
Monopoli. 
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Rainfall

Fig. 5. Rainfall map

Slope

Fig. 6. Slope map
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Permeability

Fig. 7. Permeability map

Vegetation

Fig. 8. Vegetation map
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Intereference with 
the gully system

Fig. 9. Anthropic interference with the gully system map

Habitation
density

Fig. 10. Habitation density map



1396      Giuseppe Orlando, Francesco Selicato and Carmelo M. Torre 

Population
density

Fig. 11. Population density map

Architectural
value

Fig. 12. Architectural value map
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Function

Fig. 13. Function map

Hazard

Fig. 14. Hazard map
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Fig. 15. Vulnerability map

Vulnerability

Risk

Fig. 16. Risk map
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7 Conclusions 

The individuation of areas at risk of flooding due to interference with the 
natural rainwater drainage system by the urban system has been shown to 
be tragically reliable. In fact, on the occasion of an intense rainfall that 
occurred in the zone analyzed in this study, on the 26th July 2004, some of 
the highlighted areas  were flooded by the abundant rush of water which, 
as a result of the obstruction or interruption of the natural drainage canals, 
ran down into the inhabited centers and surrounding zones, provoking 
huge damage.   
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Abstract

The eastern Africa sub-region is an expansive land-mass, more than 6 million 
km2 comprising about 9 countries. Ecologically and environmentally the area 
is highly precarious, more than 65% of the sub-region being classifiable as 
semi-arid or arid. Some of the countries in the sub-region experience real de-
sert like conditions with less than 250 mm annual rainfall. The sub-region ex-
periences very frequent droughts, while rainfall distribution and intensity vary 
considerably, spatially and temporally. Frequent drought-related disasters in-
clude famines as a result of crop failures and lack of grazing and browse.  The 
famines often result into human calamities such as hunger, starvation, malnu-
trition, mass migration of populations and in many cases death.  These nega-
tive impacts of famine, resulting from environmental factors, are often com-
pounded by several socio-economic and political factors that have over the 
years impacted negatively on the general production of the area.  Many of 
these calamities due to their slow onset are ignored and often realised late, 
many times when their negative impacts and toll on the population have 
reached devastating levels. Part of the reason is lack of or inadequate Early 
Warning Systems (EWS) for monitoring environmental conditions as well as 
crop yields. This paper gives an overview of some the often ignored disasters 
suggesting some disaster management mechanisms that need to put into con-
sideration in addressing and managing such calamities. 
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1 Introduction 

1.1 Definitions 

Adopted from UN, 2002 and Draft National Policy on Disaster Management in 
Kenya:

Disaster refers to an overwhelming occurrence resulting into serious disrup-
tion of the functioning of a society or community. Disasters lead to wide-
spread human, material and environmental losses exceeding the ability of 
the affected society or community to cope hence requiring external assis-
tance or intervention. 
A Hazard is a dangerous situation or event that is likely to lead to or result 
into a disaster. 
Vulnerability is the susceptibility by an individual, community or society or 
property or infrastructure to hazardous conditions or to a disaster. 
Risk refers to probability or likelihood of a given population to suffer the 
disruption of a disaster. 
Management in this case refers to mechanisms for disaster analysis, plan-
ning, decision-making, and assignment of resources for prevention, prepara-
tion and mitigation. Management may involve recovery programmes from 
the effects of disasters. 

1.2 Background 

It is important to note that disasters know no boundaries and neither do they 
recognize the mightiness of nations nor their smallness (UN, 2002). Disasters 
vary from unexpected occurrences such as the earthquakes (that caused the 
December 2004 Tsunami in Asia) to more predictable seasonal floods and pe-
riodic storms. Whereas some disasters are less immediate and slow in evolving 
such as droughts and environmental degradation, others are spontaneous such 
as the Tsunamis. In the book “Living with Risks” hazards are categorised into 
natural, technological and environmental degradation (UN, 2002). 

Natural hazards have been listed to include: 
Geological hazards such as earthquakes; tsunami; volcanic activity and 
emissions; and mass movements such as land slides, rock slides, rock fall, 
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liquefaction, submarine slides. Other geological hazards include subsidence 
such as surface collapse and geological fault. 
Hydro-meteorological hazards which include floods, mud flows, debris; 
tropical cyclone, storm-surges, thunderstorms, rainstorms, windstorms; 
drought and desertification as well as heat waves, dust-storms and wild 
fires. 
Biological hazards – include outbreaks of epidemics, epizootic conditions 
and extensive infestation. 
Technological disasters or hazards refer to danger originating from techno-

logical or industrial accidents (such as the Chernobyl atomic accident of 1986), 
dangerous procedures, infrastructure failure or certain human activities which 
may cause loss of life or injury, property damage, social or economic disruption 
or environmental degradation. They are sometimes referred to as anthropogenic 
hazards. Examples include industrial pollution, nuclear activities and radioactiv-
ity, toxic wastes, dam failures, transport, industrial or technological accidents. 

Environmental degradation as a hazard refers to processes induced by man’s 
behavior and activities (many of the time in combination with natural processes) 
that damage the natural resource base or destroy ecosystems. 

There are, however, a number of disasters that do not fit in the above descrip-
tions or categorizations. I am tempted to categorize such disasters as “human 
disasters” or “human induced or human inflicted disasters”. I have in mind dis-
asters such as the Twin-Tower disaster that was deliberately caused. Similarly 
are the Rwanda and Darfur genocides. These are disasters that were deliberate or 
intentional. Their management are equally very difficult. 

2 The Horn of Africa and the Commonly Occurring disasters 

2.1 The Horn of Africa 

The eastern Africa sub-region also referred to as the Horn of Africa comprises 
Burundi, Djibouti, Eritrea, Ethiopia, Kenya, Rwanda, Somalia, Sudan, Tanza-
nia and Uganda. Due to several other factors the Democratic Republic of 
Congo (DRC) tends to be included in this sub-region to some extent. Of these, 
seven countries (Djibouti, Eritrea, Ethiopia, Kenya, Somalia, Sudan and 
Uganda) form the IGAD sub-region. Human population of this sub-region is 
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estimated at more than 200 million people (WRI, 1996), with an estimated 
land surface area of more than 6 million km2.  Ecologically and environmen-
tally the area is highly precarious, more than 65% of the sub-region being clas-
sifiable as semi-arid or arid. Other countries such as Sudan experience real de-
sert like conditions with less than 250 mm annual rainfall. 

2.2 Common disasters 

2.2.1 Droughts 

Among the most natural disasters in the Horn of Africa are the less immediate 
and slowly evolving droughts and environmental degradation – desertification. 
Because of their less immediate and slow onset nature, they are often ignored 
and yet they have greater impacts – affecting far more people and have poten-
tially greater costs for the people’s future (UN, 2002). Exemplified by the re-
cords by the Kenya Government, droughts usually accompanied by land deg-
radation (desertification) have, between 1977 and 2000 affected more than 7.7 
million people compared with about 1.5 million people affected by floods and 
less than 20,000 people affected by fires (table 1). Edmund Barrow (Barrow, 
E. G. C., 1996) purports that drought, famine and relief aid now appear to be 
commonplace in the arid and semi-arid lands of many parts of the world, but 
more so in Africa. Systematic ecological and environmental degradation is be-
coming highly influential and this is lowering the natural resilience to disaster 
impact, delaying recovery. The Kenya Government in its Draft National Policy 
on Disaster Management recognized drought as a recurrent phenomenon that 
affects large areas and numbers of people in the country. According to the 
Centre for Research in the Epidemiology of Disaster (Blaikie et al, 1994), the 
frequency of occurrence of droughts has been increasing and whereas only 62 
droughts were reported in the 1960s, the number rose to nearly 240 in the 
1990s.  However, according to Donald Wilhite (Wilhite, D. A., 2000), these 
figures are misleading because drought is one of the most under-reported natu-
ral disasters because the sources of most of these statistics are international aid 
or donor organizations.  If countries afflicted by drought do not request assis-
tance from the international community or donor governments, these episodes 
are not reported. 
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Some of the most affected regions of the world are the Sahelian and Sub-
Saharan countries in which fall the eastern Africa countries.  The droughts of 
the mid 1980s directly adversely affected more than 40 million people in Sub-
Saharan Africa (Wilhite, D. A., 2000).  The eastern Africa sub-region has been 
significantly affected as evidenced by the frequent famines and starvation that 
have attracted world attention in the recent past.  One of the main resulting 
consequences of droughts has been the escalating poverty due to diminished 
means of economic production such as the cases where pastoralists’ livestock 
have been wiped out during a drought (Oroda, A., 2001).  Like most of the re-
gions of Africa, the economies of all the countries of eastern Africa are highly 
dependent on rain-fed agriculture – both crop and livestock production, mainly 
for subsistence. The cumulative effects of these droughts include the erosion 
of assets, decreasing ability to cope with future droughts, impoverishment of 
rural communities and depletion of the government coffers. The effects of 
drought have become more pronounced in recent decades. The Government of 
Kenya reports that the effect of the 1991/92 drought in its arid districts led to 
livestock losses of up to 70% of herds and unprecedented high rates of child 
malnutrition of up to 50%.  During this drought 1.5 million people in seven-
teen arid and semi-arid districts of four provinces, received relief food assis-
tance.  Rains failed again at the end of 1995 and 1996, leading to another 
drought situation, which affected an estimated 1.41 million people. 

It is important to appreciate that besides determining the quality and quan-
tity of agricultural production, rainfall is also a major factor determining water 
availability for the various socio-economic uses. The consequences of drought 
are, thus, manifold. 

The demographic pressure, like everywhere else in the world, has meant more 
forest loss and more land degradation. This has meant more droughts as well as 
more flooding due to diminished water holding capacities. The sub-region, thus, 
experiences very frequent droughts as exemplified by the Kenyan data above, 
while at the same time rainfall distribution and amounts varying considerably, 
both spatially and temporally. The frequent droughts often lead to crop failures 
and lack of grazing and browse with frequent occurrence of famines in the sub-
region (see figures 1 and 2 below).  The famines often result into hunger, starva-
tion, malnutrition, mass-migration of populations and in many cases death.   
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Year Type of 
Disaster 

Area of Coverage Number of People 
Affected 

1999/2000 Drought Widespread 4.4 million 
August 
1998 

Terrorism Nairobi 214 killed and 5,600 
injured 

1997/1998 Elnino Flood Widespread 1.5 million 
1995/1996 Drought Widespread 1.41 million 
1994 Ferry acci-

dent 
Mtongwe channel 270 died 

1992 Train acci-
dent  

Mtito Andei 31 died, 207 were in-
jured 

1991/1992 Drought Arid and semi-arid Districts of 
NE, Rift, Eastern and Coast 

1.5 million 

1990 Fire Lamu 20 died 
1985 Floods Nyanza/Western 10,000 
1984 to 
2001 

HIV/AIDS Widespread and continuing 2.2 million by 2001 
700 die daily as of 
2001 

1983/1984 Drought Widespread 200,000 
1982 Fire Nairobi 10,000 
1982 Flood  Nyanza 4,000 
1982 Fire Lamu 4,000 
1980 Drought Widespread 40,000 
1977 Drought Widespread 20,000 
1975 Drought Widespread 16,000 
1971 Drought Widespread 150,000 

Table 1. Recent History of Disasters in Kenya 

These negative impacts of famine, resulting from environmental factors, are 
often compounded by several other social, economic and political factors that 
have over the years impacted negatively on the general production of the area, 
principally poor economic management and political instability. 

Although the economic, social and environmental costs and losses associ-
ated with droughts and desertification have been increasing dramatically in the 
Horn of Africa, it is difficult to quantify their trends precisely because of lack 
of reliable historical estimates as a result of lack of systematic assessments, 
monitoring and recording and neither has there been systems that have specifi-
cally mapped the extent and trend of drought and desertification. This lack of 
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reliable and operational warning and study systems has all along caused inade-
quacy in food supply information, a situation significantly exploited by unscru-
pulous and speculative traders thereby denying a reasonable population size ac-
cess to food and hence compounding food insecurity situations in the sub-
region. 

Fig. 1. Failed drought afflicted maize crop Fig. 2. Devastating impacts of droughts 

The above scenario calls for setting up systems, Early Warning Systems 
(EWS), to continually provide reliable data and information on drought, deser-
tification and the resulting consequences useful for decision-making. 

The unfortunate situation is that drought has not acquired precise and uni-
versal definition. As such it is often forgotten once it ends, and everyone 
seems to be caught unawares again by the next drought. Some of the defini-
tions adopted have been impact or application specific, and some of them are 
regional specific. The focus is, thus, often on three types of droughts viz.:- me-
teorological drought, agricultural drought and hydrological drought. Meteoro-
logical drought refers to deficiency of precipitation from expected or normal 
levels over an extended period of time while hydrological drought is defined 
by deficiencies in surface or sub-surface water supplies. Hydrological droughts 
result in lack of water for meeting normal and specific water demands. Agri-
cultural drought is characterized by deficiency in the water availability for 
specific agricultural operations such as crop production. 
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It is predicted (UN, 2002) that drought vulnerability will increase with time 
due to development pressures, population increases and environmental degra-
dation that leads to climate change. 

Drought, besides its slow onset, has some other unique characteristics hence 
requiring different approaches in its address. Some of these characteristics are: 

Drought does not directly destroy food in storage, shelter or infrastructure, 
Its effects are cumulative, 
It is difficult to detect its onset, and, 
The impacts of drought are often widespread geographically hence difficult 
to quantify. 

2.2.2 Land and Environmental Degradation: Desertification 

Land and environmental degradation is a major hazard in the Horn of Africa 
where about 65% of land is arid or semi-arid, of which over 70% is classified 
as degraded (UN, 2002). Evidence of desert-like conditions has been on the 
increase and in the past the situation was described as “Sahara Desert march-
ing southwards”. The environmental degradation has been and continues to be 
caused by deforestation and increased agricultural activities. Other causes in-
clude inappropriate agricultural practices and increased settlement and infra-
structure development. 

Consequences of environmental degradation include decreased vegetation 
cover, decrease in soil and land stability which has resulted in land slides, and 
increase in soil erosion. Other consequences are decreased soil productivity re-
sulting in poor agricultural yields and increased runoff and soil salinization 
whose consequences are flooding, flash floods and mud and land slides. De-
crease in vegetation cover has been due to logging (for timber and other wood 
products), increase in demand for wood fuel and increase in human population 
putting more pressure on land for more food production. 

Like drought, environmental degradation requires thorough studies and 
monitoring systems. No proper systems have, however, been established in the 
sub-region. 
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2.2.3 Human Immune Virus and Acquired Immune Deficiency 
Syndrome: HIV/AIDS 

Using Kenya as an example, HIV/AIDS stands out as the second most severe 
disaster in the Horn of Africa sub-region. About 10% of the population has 
been affected by HIV/AIDS in Kenya. The situation was worse in Uganda in 
the late 1980s and early 1990s. The HIV/AIDS must have been exacerbated by 
the war situations in Rwanda, Burundi and the DRC. 

Considered a biological hazard, HIV/AIDS has impacts on other natural 
disasters. For example, it reduces the labor force usually critical during the 
droughts (more so because it affects the most energetic members of the com-
munity). It also diminishes resources required for inputs in the management of 
other disasters. Like drought, HIV/AIDS has slow onset. 

2.2.4 Industrial Pollution 

The Kenya Government objective, according to its blue print, is to industrial-
ize by the year 2020. The National Environment Management Authority, 
based on its unpublished reports, this industrialization spells a lot of doom. 
Lake Victoria alone receives more than 15,000 tons untreated wastes from the 
industries located near or within its catchment basin annually. 

Again, due to its slow onset, the impacts of industrial pollution are going 
unnoticed hence not being realized immediately. 

2.2.5 Other Hazards and Disasters 

Other hazards and disasters commonly occurring but with less magnitude in-
clude floods, earthquakes, wildfires, land slides and motor accidents among 
others. 

3 Disaster Management 

Disaster Management includes a development-based set of activities aimed at 
reducing vulnerability within populations that are at risk to particular hazards.  
Disaster management, therefore, requires that adequate measures are in place 
to prevent the onset of a disaster and mitigate disaster effects and threats to 
development.  Disaster mitigation activities need to overlap with development 
activities, as they are long-term in focus and continuous in nature. 
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Disaster management needs to include preparedness as precautionary meas-
ures taken in advance of an imminent threat to help people and institutions re-
spond to and cope with the effects of a disaster.  Effective disaster prepared-
ness is supposed to be based upon a comprehensive and continuous assessment 
of vulnerabilities and risks.  The assessment of risks will create awareness of 
the most likely hazards, their geographical spread, their magnitude and the 
elements at risk. The following are, thus, critical: 

Effectively review and updating of early warning systems with a view of 
improving efficiency and state preparedness. The early warning systems 
must be closely linked to the decision-making arms of the government as 
well as the international disaster response organs. These warning systems 
must also be capable of delivering critical information to emergency man-
agement organs as efficiently as possible and in real-time. 
Regular and independent assessment strategies and intervention policies; 
Determination of adequacy and efficient utilization of disaster resources; 
Assessment of impacts of disaster management programmes on the popula-
tion, economy and the environment; 
Establishing an institutional framework that will manage disasters; 
Ensuring that disaster management and institutions involved are well coor-
dinated and focused on both risk and vulnerability reduction. This should 
take cognizance of the fact that disaster management is a multi-sectoral and 
multi-disciplinary issue, involving governmental, non-governmental and in-
ternational players; 
Promoting the linkages between disaster management and development 
planning; 
Fostering partnerships between the government and stakeholders at all lev-
els, including regional and international bodies; 
Promoting disaster management culture, training, research and information 
dissemination, community awareness and preparedness. 

4 The Role of Geo-Spatial Technologies: The Use of Space 
Technology and GIS in Disaster Management 

Remote Sensing and GIS are increasingly being used in disaster management 
due to various reasons. Among the reasons are timeliness and repetitiveness of 
information, the synoptic coverage of the disasters and more details of remote 
sensing data due to their multi-spectral nature. Other benefits include free 
availability of certain satellite datasets and improvements in methods for ap-
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plication of space technology, whereas GIS has become an important tool for 
data integration, analysis, modeling and management. 
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Abstract

This paper describes the development of an Arcview GIS extension 
namely SFlood.avx to integrate the SFlood hydraulic and sediment trans-
port model (modified version of HEC-6 model) within ArcView GIS envi-
ronment. The extension was written in an Avenue script language and Dia-
log Designer with a series of ‘point and click’ options. The flood risk 
model was tested using the hydraulic and hydrological data from Pari 
River catchment area in Malaysia. The required sediment input parameters 
were obtained from field sampling. Sflood.avx has the capability of ana-
lyzing the computed water surface profiles generated from SFlood hydrau-
lic model and producing a related flood risk map for Pari River in Arc-
View GIS. The user-friendly menu Graphic User Interface guides the user 
to understand, visualize, build query, conduct repetitious and multiple ana-
lytical tasks with SFlood model outputs. The results of this study clearly 
show that GIS provides an effective environment for flood risk analysis 
and mapping. 

1 Introduction 

Most computer models used in the flood risk analysis of rivers have inade-
quate functions in its spatial analytical capabilities and without sediment 
transport simulation capacity or suitable equations to represents correctly 
in-situ hydraulic processes (Sinnakaudan et al., 2001, Sinnakaudan, 2003). 
These models give detailed results on water surface elevation, erosion and 
sedimentation, riverbed changes and other hydraulic characteristics in huge 
text files. However, a great amount of time, expertise and cost are needed 
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for visualizing the model results in presentable formats so that can be eas-
ily used by engineers, planners and decision makers. Further more, the 
consistent deficiencies of these models are their inability to connect the in-
formation describing the water profiles with their physical locations on the 
land surface.  This is where a Geographic Information System (GIS) be-
comes a valuable tool in spatial modeling for engineers, planners and geo-
scientist (Burrough, 1986; Sinnakaudan et.al, 2003).  

In recent years, efforts have been made to integrate hydraulic models 
and GIS to facilitate the manipulation of the model output for flood risk 
analysis. Tate (1999) introduces some of the flood risk analyzing methods 
by integrating HEC-RAS model with ArcView GIS. Similar attempts were 
also made by Jones et al. (1998) and Anrysiak (2000). Unfortunately, these 
attempts miss the important element in river modeling that is the sediment 
transport processes. Due to this, Sinnakaudan et al (2003) had loosely cou-
pled  ArcView GIS and HEC-6 sediment transport model by writing an in-
tegrator tool namely AVHEC-6.avx (Sinnakaudan et al., 2002b).

However,  Sinnakaudan (2003) has confirmed that the sediment trans-
port equation embedded in the HEC-6 model such as Ackers-White (1973) 
and Yang (1973) (USACE, 1991)  gives less reliable water/flood level pre-
diction incorporating sediment transport for Malaysian Rivers. As a result, 
the current research presents the development of a new total bed material 
load equation using multiple linear regression analyses that is applicable 
for flood risk analysis in Malaysian rivers. It was developed and embedded 
as a modified version of HEC-6 model and named as SFlood model which 
later used together with ArcView GIS for flood risk analysis (Sinnakau-
dan, 2003; Gee, 2003).  

2 Study Area 

Pari River, which is one of the main tributary of Kinta River located in 
Ipoh, Perak, Malaysia (Figure 1) has been chosen to quantify the flooding 
scenarios to meet the tasks specified in this study. A 3.0 km stretch be-
tween the gauging stations at Silibin Bridge (upstream) and Kinta River 
confluence (downstream) is chosen. The design main channels are rectan-
gular in shape with an average width of 18 meter at the downstream of 
Tapah River and 16 meters for the rest.  
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Fig. 1. Study area 

3 Methodology 

This study was carried out in four stages. This includes field sampling, 
spatial and non-spatial data collection and processing, total bed material 
load equation development, customization and modification of the HEC-6 
model source codes using Compaq Visual FORTRAN to create SFlood 
sediment transport model. The modeling tool was compiled with an Arc-
View GIS extension and is named as Sflood.avx. The procedure is com-
prised of three elements, which are (1) a set of equations compiled in the 
form of SFlood geospatial model governing the hydraulic processes, (2) 
maps that define the study area and (3) database tables that numerically de-
scribe the study area and the model parameter. The GUI for the modeling 
system has been designed so that it perfectly integrates the three compo-
nents as stated above.

A total of 346 reliable sediment and hydraulic database was established 
from recent studies (Ariffin et al., 2001; Sinnakaudan et al., 2003; 
Sinnakaudan, 2003; DID, 2003). The data sets were then divided, in which 
181 data were used for analyses process (equation development), and the 
balance of 165 data were utilized for model validation. The validation 
process was further extended using a total of 987 available sediment 
samples and hydraulic data from rivers in the United States and Pakistan 
(Brownlie, 1981). 

The regression technique namely multiple linear regression was used to 
predict sediment discharge using selected flow and sediment discharge pa-
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rameters (Hair et al, 1995). The final regression equation derived is as fol-
lows:
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The Total Bed Material Load, Tj is derived using: 

**QCT vj
(1.1)

Where,

Cv = volumetric concentration of 
                          Sediment 
V  = average velocity 

s   = sediment fall velocity 
S0 = Energy slope 
g = acceleration due to gravity 
Ss = specific gravity of sediment 
d50 = sediment diameter where 50% 
                          of bed material are finer 
R = hydraulic radius 
Tj =  Total bed material load 
Q  = Discharge 

s  = Specific weight of sediment 

Equation 1.0 accounts for 71.51 % of the variability in analyses data and 
63.63 % in the validation data. However, Yang’s (1973) equation only ca-
ters for 35.91 % and 38.78 % variability in the analyses and validation 
data. Ackers & White (1973) predicts 12.71% for analyses data and nil for 
variability data.  Figure 2 show the comparison between measured and es-
timated total bed material load and validation of Equation 1.0. The model 
is best suited for perennial rivers having uniform sediment size distribution 
with a d50 value within the range of 0.37 mm to 4.0 mm and performs bet-
ter than the commonly used Yang, Graf and Ackers-White total bed mate-
rial load equations. 
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Equation 1.0 was coded in FORTRAN 90 and embedded into the exist-
ing HEC-6 source codes. The modified codes of HEC-6 were compiled 
and named as SFlood.exe with the permission from Hydraulic Engineering 
Center (HEC) of United States Army Corps of Engineers (USACE) (Gee, 
2003). The variable names in the new coding remained the same so that 
they will tally with the various existing subroutines hydraulic calculations 
in SFlood hydraulic model. The sample output file/header information of 
the SFlood is shown in Figure 3. This model later used to simulate the ef-
fect of sediment transport mechanism on flood risk. 

Fig. 2. Validation of predicted total bed material load using Equation 1.0 
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Fig. 3. Header information of the SFlood output File 

The water surface profile through the reach was computed for ARI 10, 
50 and 100 years with 30, 60 and 120 minutes design storm conditions. 4th

November 1997 flood was used to calibrate and validate the simulation re-
sults. The rainfall and discharge pattern at Silibin Bridge which were used 
in the calibration and validation process is shown (Figure 4). The calibra-
tion and validation results are shown in Figure 5. 

A user-friendly, menu-driven GUI for two and three-dimensional (2D & 
3D) digital floodplain delineation was developed through ArcView GIS 
and SFlood tight coupling procedure by utilizing Avenue Scripting Lan-
guage and Dialog Designer. This version of the model comprises user-
friendly interfaces for Pre-Processor, Post Processor, SFlood Tools and 
SFlood buttons (Figure 6 and Figure 7). It is capable to produce quick 
analysis (snapshots) at any desired discharge time steps in flood risk map-
ping procedure. Field measurements were carried out to validate the hy-
draulic setting and the accuracy of model outputs. 

The feasibility of simulating a flood event along a river channel and 
floodplain by using SFlood model was tested for Pari River catchment’s 
area. The model calibration is focused mainly to high flows which cause 
floods and is related to the water level (WL) data obtained for 4th Novem-
ber 1997 flood (Figure 4). Flood risk analysis were conducted for the de-
sign flood events for 10, 50, 100-year Average Recurrence Interval (ARI). 
The design rainfall duration (D) of 30, 60 and 120 minutes for the present 
and future land use conditions (year 2020) were considered in the simula-
tion scenarios. 
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Fig. 4.  29th October 1997 – 31st December 1997  Rainfall (Station 4511111) and 
Discharge Hydrograph (Station 4610466) Records 

Fig. 5. Calibration and Validation of SFlood Modeling Results 
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Fig. 6. Graphic User Interface (GUI) of SFlood model 

Fig. 7. SFlood Pre-Processor, Post Processor and Tools Menus

The model simulation results between Silibin Bridge (upstream) and 
Lahat Bridge (downstream) were analyzed. The simulation results between 
Chainage 3600 - 4500 and 7020 – 7300 (downstream) were treated as 
model stabilization sections and not used for flood risk analysis and map-
ping.
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Wherever the flood level is greater than the bund surveyed in the year 
1999, the areas are considered as flooded and validated with field observa-
tion, flood photographs and water level records as provided by Department 
of Irrigation and Drainage, Perak, Malaysia. The predicted flood level for 
ARI 10, 50 and 100 years for present and future land use conditions were 
draped over an Integrated TIN (Sinnakaudan et al., 2002a) (Figure 8) to de-
rive the flood inundation and flood risk zone map. 

Figure 9 and Figure 10 shows the flood inundation map for present and 
future land use conditions respectively. Figure 11 and Figure 12 shows the 
delineated flood risk zones based on the probability of flood event for pre-
sent and future land use (year 2020) conditions. 

Fig. 8. Sample 3D Mesh of Integrated TIN (ITIN) for study area

The existing bund level is adequate to cater for 10 to 50 year flood for 
present land use conditions. However, for future land use conditions (Year 
2020), the Pari River is unable to convey the excess water at the Chainage 
4120 to 4520 at the upstream of Silibin Bridge and Chainage 5240 to 7340 
(Figure 13).

Thus, flood-proofing measures may be considered such as raise up the 
existing bunding crest level above the predicted flood level (Figure 14)
with an appropriate freeboard. The existing channel also may be widening 
up by removing the compound channels. This alternative will provide 
more flood conveyance for Pari River at the affected chainages. The sec-
ond alternative may be implemented with the relocation of the flood plain 
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dwellers who are most vulnerable to flood according to the flood risk 
zones as shown in Figure 11, 12 and 13. The third alternative is to imple-
ment “source control” oriented designs based on the Urban Stormwater 
Management Manual for Malaysia (2000) for new development in the Pari 
River catchment area. The main aim is to delay the time of the excess run-
off to reach the main conveyance channel. 

Fig. 9. Flood risk map for D120,
ARI 100 years (Q = 220 m3/s) - Pre-
sent land use conditions 

Fig. 10. Flood risk map for D120,
ARI 100 years (Q = 343.0 m3/s) -
Year 2020 land use conditions 
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Fig. 13. Proposed bund elevations and channel improvement locations 
(Sinnakaudan, 2003)  

Fig. 11. Delineated flood risk zones
based on the probability of flood
event for present land use conditions

Fig. 12. Delineated flood risk zones
based on the probability of flood
event for future land use (year 2020)
conditions 
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4 Conclusion 

The principal purpose of this research is to develop a new sediment trans-
port equation applicable to rivers in Malaysia is achieved by the derivation 
of Equation 1.0. This equation successfully applied to simulate the effect 
of sediment transport mechanism on flood level and extend by developing 
SFlood modeling interface. The result of this research indicates that GIS is 
an effective environment for flood risk analysis and its integration with 
hydraulic model is not only feasible but also mutually beneficial for both 
GIS users and hydraulic modelers. 
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Abstract

This paper presents the efforts by Bo aziçi University, Kandilli Observa-
tory and Earthquake Research Institute (BU-KOERI), Istanbul Community 
Impact Project in Istanbul, Turkey in piloting three innovative uses of geo-
spatial information technology for community-participation in disaster 
mitigation. 1) The Neighborhood Geographic Information Sharing Sys-
tem provided volunteers with skills and tools for identification of seismic 
risks and response assets in their neighborhoods. Field data collection vol-
unteers used low-cost hand-held computers and data compiled was fed into 
a geospatial database accessible over the Internet. Interactive thematic 
maps enabled discussion of mitigation measures and action alternatives. 
This pilot evolved into a proposal for sustained implementation with local 
fire stations. 2) The Basic Disaster Awareness Program Monitoring Fa-
cility involved collaboration between the Istanbul Community Impact Pro-
ject and the Istanbul Education Directorate. School Basic Disaster Aware-
ness instructors reported on dissemination of training using a web-based 
data entry application. The data was used to create a series of interactive 
Web-based thematic maps showing the geographic reach of the training 
program with hot links which allow the public to drill down to see local 
contact information. 3) The School Commute Contingency Pilot was de-
signed to track school-bus routes in Istanbul, in order to stimulate contin-
gency planning for commute-time emergencies when 400,000 students 
travel an average of 45 minutes each way on 20,000 service buses. Global 
Positioning System (GPS) data loggers were used to determine service bus 
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routes displayed on printed maps highlighting nearest schools along the 
route. It is proposed that bus-drivers, parents and school managers be is-
sued route maps with nearest schools that could serve as both meeting 
places and shelters. The system is designed to be in synchrony with the Is-
tanbul Earthquake Early Warning and Rapid Response System housed at 
BU-KOERI.

1 Introduction 

Following the 1999 Kocaeli and Düzce earthquakes in Turkey where 
20,000 people lost their lives and 120,00 were injured, there was a con-
certed effort to identify the seismic risk faced by Istanbul, a mega city of 
12 million inhabitants, and to develop mitigation programs. Istanbul is 
some 15 km. away from the fault that generated the 7.4 magnitude earth-
quake that hit the Kocaeli province 60 km. to the east. There is strong his-
torical evidence that earthquake epicenters move westward on this section 
of the North Anatolian Fault system referred to as the Marmara Fault that 
is now threatening Istanbul.  

One of the disaster mitigation projects undertaken by Bo aziçi Univer-
sity, Kandilli Observatory and Earthquake Research Institute (BU-KOERI) 
was the Istanbul Community Impact Project (ICIP) funded by the United 
States Agency for International Development, Office of Foreign Disaster 
Assistance. (1) ICIP focused on the development of disaster preparedness 
education programs and their dissemination in and around the metropolitan 
city of Istanbul. Within the Istanbul Community Impact Project three in-
novative uses of geospatial information technologies were piloted. The 
motivation behind these pilots was to go beyond the customary post-
disaster “war-room” Geographic Information Systems (GIS) implementa-
tions by deploying bottom-up, open access and participatory, multi-
purpose/user, voluntary and low-cost public geospatial information sharing 
applications.

2 The Three Pilot Projects 

2.1 The Neighborhood Geographic Information Sharing System  

There are 32 municipalities and over 650 neighborhoods in metropolitan 
Istanbul representing a wide range of natural, socio-economic, physical 
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and even cultural characteristics shaped by the long history of the city. For 
disaster mitigation measures to be effective they need to be developed in 
recognition of the local differences and adopted by the active participation 
of each community. To assist the identification, compilation and sharing of 
neighborhood-specific disaster risk information, preparedness resources 
and the development of mitigation alternatives, a public participation GIS, 
named the Neighborhood Geographic Information Sharing System, was 
deployed in three Istanbul districts. In the process, volunteers were pro-
vided with skills and tools for identification of seismic risks and response 
assets in their neighborhoods. Field data collection volunteers were trained 
in structural awareness for seismic safety, hand-held computer and Global 
Positioning System (GPS) receiver usage and fieldwork protocols. Office 
staff were trained in data transfer and creation of thematic maps using a 
desktop mapping application. Data compiled was fed into a geospatial da-
tabase accessible over the Internet via interactive thematic maps (Figure 
1). Seeing the results of their efforts taking shape in a relatively short time 
and sharing them over the Internet with their neighbors was another source 
of satisfaction and motivation for the volunteers. The map displays helped 
facilitate discussion of mitigation measures and action alternatives by local 
stakeholders.

The Greater Municipality of Istanbul Fire Department is in the process 
of establishing mini fire stations throughout the city manned by a newly 
trained cadre of professional and voluntary fire fighters. It is suggested that 
the Neighborhood Geographic Information Sharing System pilot evolve 
into a proposal for sustained implementation with local fire stations, with a 
GIS technician trained in each station, and with community organization 
support in the first two years to forge partnerships between fire stations 
and local neighborhood and other civic organizations.   

The pilot project assessed the potential of neighborhood organizations 
and volunteers to collect and utilize disaster preparedness field data using 
advanced technologies. It highlighted the critical importance and feasibil-
ity of compiling and fusing local data with institutional data for the infor-
mation to be current. It offered a model that can be generalized for a com-
munity-based disaster mitigation and preparedness Public Participation 
Geographic Information Sharing System. 
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Figure 1: The Web-based Neighborhood Geographic Information Sharing System 
data entry and query page 

2.2 The Basic Disaster Awareness Program Monitoring Facility 

BU-KOERI Istanbul Community Impact Project staff collaborated with the 
Istanbul Education Directorate to implement a primary school-based Basic 
Disaster Awareness Education Program. ICIP experts trained Lead Basic 
Disaster Awareness trainers who, in turn, trained School Instructors. 
School Instructors delivered Basic Disaster Awareness Seminars in pri-
mary schools throughout the 32 districts of Istanbul reaching close to 
2,000,000 students plus thousands of teachers, staff and parents.  

After each school seminar, instructors reported the number of trained 
students, teachers, support staff and parents using a web-based data entry 
application. Over the course of the school year data compiled at the school, 
neighborhood and district levels were mapped against base population of 
students, teachers, support staff and estimated number of parents to display 
rates of population penetration and geographical diffusion of the program. 
An interactive map (Figure 2) of Istanbul districts was posted on the ICIP 
web site (www.iahep.org) where each district area constituted a hot link 
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to another Web page which displayed program statistics and contact in-
formation for that district (Figure 3). A further click on each district page 
supplied the names of School Basic Disaster Awareness Instructors at the 
district together with their telephone numbers.  

Fig. 2. Thematic interactive map Web page displaying percentage of primary 
school students who have received Basic Disaster Awareness Education by dis-
trict. Each colored area on the map is a hot link to district-level operational statis-
tics

The purpose of this effort is to increase accountability and civic interest 
and involvement in the implementation of this educational program. The 
Basic Disaster Awareness Program Monitoring Facility allowed the dis-
semination of disaster preparedness information to be tracked geographi-
cally by the program coordinator, district superintendents and school prin-
ciples at the metropolitan region, district and school levels, respectively. 
Using the facility, parents and students were able to identify and contact 
School Basic Disaster Preparedness educators to ask for training or to seek 
answers to questions. 
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Fig. 3. Web page displaying district-level operational statistics and district 
superintendent contact information  

2.3 The School Commute Contingency Pilot 

In response to educators’, administrators’ and parents’ concerns for student 
safety while in transit between home and school, the School Commute 
Contingency Pilot was implemented. The project involved the tracking of 
three school-bus routes in Istanbul, in order to stimulate contingency plan-
ning for commute-time emergencies when 400,000 students travel an aver-
age of 45 minutes each way on approximately 20,000 service buses every 
school day. GPS data loggers were used to record the three routes, pick-up 
points on each route and vehicle speed. Each route was then segmented 
into 5-15 minute travel segments of approximately equal length. School 
buildings on the route were identified as potential shelters in case of an 
emergency. Prototype maps highlighting the route of each service bus and 
the schools in proximity to the route were produced.  

The idea was that should there be a major tremor or any other general-
ized emergency that disrupts communication for a prolonged period of 
time during the commute to or from the school, the driver of the service 
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bus and/or the hostess on board would have advanced instructions to guide 
their passengers to the nearest school identified as a shelter. Administrators 
of shelter schools would refer to the table of demand estimates for shelter 
by school and time slots during commuting hours to have a pretty good 
idea about the size of the student population that would seek shelter and 
plan their response accordingly. Similarly, a parent or guardian who is is-
sued the route map for the service bus his child is taking would refer to this 
resources to narrow the number of sites where he could meet his child in-
stead of being completely in the dark about the child’s whereabouts. 

The School Commute Contingency Pilot results suggest that ICIP’s 
School Disaster Management Planning Manual is supplemented to incor-
porate commute time emergency response procedures that encourage in-
formation sharing to: 
1. Increase safety and security (of children) and reduce (parental) anxiety 
2. Reduce transportation overload/chaos and increase access of emergency 

vehicles
3. Increase citizen response in the vicinity and efficient mobilization of 

personal resources 
4. Encourage cooperation with organized responders  
5. Reinforce ability of authorities to exercise legitimate control 

The system is currently being redesigned to be in synchrony with the Is-
tanbul Earthquake Rapid Response and Early Warning System housed at 
BU-KOERI. (2) In addition to the printed individual route maps and shel-
ter school estimated population charts, the feasibility of near real-time ser-
vice bus position reporting and shelter assignment based on load balancing 
among shelter schools is being explored. An emergency dispatch center 
software application module is being designed to manage data communica-
tion and processing, and to send automated cell phone text messages con-
taining customized information and instructions to shelter school adminis-
trators as well as parents who subscribe to the system, Discussions are 
underway among a number of interested parties for the formation of a pub-
lic-private partnership to make this system one of the first examples of a 
Disaster Response Location Based Service (LBS) in the world.
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