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Preface

Fractured porous aquifers are an important source of water for public, in-
dustrial and agricultural use, both in developed and developing countries.
Recently, understanding, characterizing and modeling physical and chem-
ical interactions within fractured porous aquifers has become increasingly
important, particularly with regard to the question of water resources devel-
opment and groundwater contamination. This book presents concepts and
methods for characterizing flow and transport in fractured porous media
from an experimental and modelling perspective on the basis of the aquifer-
analogue concept.

A fundamental understanding of the response of a system to particular
tests is a prerequisite, especially for the characterization of fractured porous
aquifers, which are highly heterogeneous systems. This understanding is es-
sential to identifying the governing flow and transport processes as well to
calculating and predicting flow and transport in such systems.

In the classical concept of the aquifer analogue, which was established
in the petroleum industry, the potential reservoir rocks are investigated in
outcrops and characterized by detailed sedimentological studies. The prop-
erties of the system under investigation, i.e. the geometry and petrography
of the sedimentological elements in the outcrop, are considered to be directly
transferable to similar reservoir rocks. In the field of fractured porous rock
hydrogeology, this approach has very rarely been applied. In the application
of the aquifer-analogue approach presented in this book, accessible outcrops
of the unsaturated fractured porous aquifer are examined. This concept al-
lows sections of an aquifer to be investigated on several scales with field and
laboratory techniques.

Employing appropriate investigation methods on each scale meant that a
high resolution and precise data sets could be obtained, e.g. detailed informa-
tion on the geometry of the fracture network and on the hydraulic character-
istics of the porous matrix. The results of the investigations and the processes
thus revealed are then assumed to be applicable to the inaccessible section of
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the saturated aquifer. While this approach offers considerable advantages,
basic assumptions have to be made.

The choice of outcrop for the analogue investigation is crucial, because
the samples chosen determine how representative the results are for the frac-
tured porous aquifer system. Effects of the experiments themselves, for ex-
ample a widening of the fracture apertures as a result of a pressure decrease
following the removal of a sample, also have to be taken into account. In the
investigation, the main focus is on basic experimental techniques for deter-
mining the effects of the heterogeneous system on flow and transport pro-
cesses. The investigations that are based on the analogue concept usually
cover small volumes of the aquifer or the aquifer analogue (ranging from
centimeters to tens of meters) so that possible scale-dependency effects of the
hydraulic properties need to be taken into account. On this assumption, the
aquifer-analogue approach can be utilized in experimental and modelling
investigations to characterize inaccessible fractured porous aquifers.

The work on the aquifer-analogue approach is divided into two parts.
Firstly, flow and transport experiments are developed and applied to ob-
tain highly resolved data sets enabling a detailed investigation of the system
under consideration. Secondly, these data sets are used to develop reliable
models, allowing the verification and interpretation of the observed results.
Additionally, these models are simplified and verified in order to study the
principle behavior of the fractured porous system. The proposed models are
realized by using a discrete and a multi-continua modeling approach.

The experiments and model approaches used here allow the effects aris-
ing from heterogeneity to be analyzed and the heterogeneous nature of the
investigated system to be characterized. In addition, the processes that can be
expected to occur during flow and transport within fractured porous media
are understood more clearly.

The aquifer analogue approach was also used as the basic concept of
the research initiative “Fractured-Rock Aquifer-Analogue Approach”. This
research initiative was launched in 1996 and funded by the German Re-
search Foundation (DFG). It was headed by the University of Tiibingen and
supported by research groups from the universities of Aachen, Karlsruhe
and Stuttgart. While the emphasis of the groups from Tiibingen and Karls-
ruhe was mainly on the design of appropriate and adapted experimen-
tal techniques on the laboratory and field scale, the Stuttgart and Aachen
groups concentrated on the development of suitable modelling tools using
discrete and continuum approaches. The major results of the research ini-
tiative “Fractured-Rock Aquifer-Analogue Approach”are presented in this
book.

The work on the aquifer-analogue approach in the frame of the research
initiative is divided into two parts. Firstly, flow and transport experiments
are developed and applied to obtain highly resolved data sets enabling a de-
tailed investigation of the system under consideration. Secondly, these data
sets are used to develop reliable models, allowing the verification and inter-
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pretation of the observed results. Additionally, these models are simplified
and verified in order to study the principle behavior of the fractured porous
system. The proposed models are realized by using a discrete and a multi-
continua modeling approach.

The experiments and model approaches used here allow the effects aris-
ing from heterogeneity to be analyzed and the heterogeneous nature of the
investigated system to be characterized. In addition, the processes that can be
expected to occur during flow and transport within fractured porous media
are understood more clearly.

The book is divided into three main parts. In the first part Assessment of
Fractured Porous Media, the aquifer-analogue approach and model concepts
are introduced. The realization and results of flow and transport experiments
in fractured porous media are described in the second part Project Scale Stud-
ies. The investigated objects range from small cores with a diameter of 10 cm
to the field block with a dimension of approx. 10m X 8 m x 2m. In the final
part, scale-independent approaches and investigations are presented and il-
lustrated by examples. the final part, Scale-independent Approaches and In-
vestigations are presented and illustrated by examples.

The research initiative “Fractured-Rock Aquifer-Analogue Approach”,
funded by the German Research Foundation (DFG), was launched in 1996. It
was headed by the University of Tiibingen and supported by research groups
from the universities of Aachen, Karlsruhe and Stuttgart. While the emphasis
of the groups from Tiibingen and Karlsruhe was mainly on the design of ap-
propriate and adapted experimental techniques on the laboratory and field
scale, the Stuttgart and Aachen groups concentrated on the development of
suitable modelling tools using discrete and continuum approaches.

Our thanks are due to the German Research Foundation for funding the
project. We are grateful to the firm Fauser, which supplied the block for the
laboratory experiments, to Michel Lambert for his technical support and to
the town of Pliezhausen where the quarry is situated. Thanks also to the pub-
lishing house Springer, particularly Dr. Thomas Ditzinger. Finally, we would
like to thank all the numerous technicians, computer network administra-
tors, student assistants and others for their indispensible contributions.

Tiibingen and Stuttgart, Peter Dietrich
August 2004 Rainer Helmig
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Part1l

Assessment of Fractured Porous Media



1

Aquifer-Analogue Approach

Characterizing of fractured rock systems is probably one of the most chal-
lenging problems that petroleum geologists as well as hydrogeologists have
to face. The identification and assessment of fractures as barriers or hy-
draulic conductors in a geological environment, the understanding of flow
and transport in fracture systems and the development of mathematical
models are of utmost importance for the prediction of the hydraulic behavior
of fractured porous geological systems.

Problems associated with the occurrence of fractures and their impor-
tance for flow and solute transport cover a wide area, ranging from subsur-
face oil, water and geothermal reservoirs, mining and quarrying, isolation of
nuclear and hazardous wastes as well as geotechnical problems involved in
tunnelling and cavern excavations.

Fractured rock systems display unique features compared to unconsoli-
dated granular porous materials. The contrast in permeability between frac-
tures and the porous matrix spans many orders of magnitude and can vary
extremely in space. Fracture permeabilities can also change to a large ex-
tent, depending on whether a fracture is filled with, for example, sealing sec-
ondary calcite or wide open due to extensional stresses. Characterizing frac-
tured systems therefore requires a careful examination of the interconnec-
tions in the fracture network as well as an evaluation of the fracture-matrix
interaction.

Research into fracture flow and transport processes has mainly been mo-
tivated by the need to identify safe repositories for nuclear wastes. Com-
prehensive studies at the Yucca Mountains site in Nevada (e.g. Bodvarsson
et al. (2003)), the ASPO underground laboratory (e.g. Wikberg et al. (1991))
and the STRIPA mine in Sweden (e.g. Olsson (1992) ), the WIPP site in the
United States (e.g. Ostensen (1998)), the Grimsel rock laboratory in Switzer-
land (e.g. Majer et al. (1990)), the Fanay-Augeres mine in France (e.g. Cacas
et al. (1990)), and the URL site in Canada (e.g. Everitt et al. (1994)) provided
insight into the fundamental processes influencing fluid flow and (reactive)
transport processes in fractured rock materials. Due to the nature of the prob-
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lem, predominantly low-permeability environments such as granites and
gneisses were investigated. Therefore, the results from the projects listed
above cannot be directly transferred to fractured porous aquifer systems with
a significant fracture permeability and storage in the rock matrix.

However, fractured rock systems forming relevant aquifers show some
very varying characteristics. Frequently, consolidated sand-, silt- or clay-
stones with multiple (fracture-) porosity features prevail. The hydraulic con-
ductivity is generally much higher than in crystalline rocks and both the orig-
inal sedimentary layering as well as the diagenetic cementation may affect
the distribution of the effective porosity as well as the hydraulic conductivity.
However, most of the existing subsurface investigation and hydrogeological
assessment techniques were designed for highly conductive unconsolidated
aquifers and a few techniques (e.g. fluid logging) were developed to work
in low-permeability environments. There is in fact no appropriate concept or
technique available for the characterization of materials with medium-range
permeability, i.e. multiple-porosity systems commonly encountered within
thick sedimentary beds.

The investigation of individual discrete flow paths with the volume-
averaging techniques generally available, such as pumping tests or tracer
tests, is almost impossible. This is mainly because these types of test pro-
vide integral information on system characteristics. In contrast, it is known
from numerical modelling and laboratory experiments that the characteriza-
tion of the fracture geometry (length, orientation, aperture, connectivity, etc.)
as well as a knowledge of fracture/matrix interaction is a prerequisite for
understanding transport in these systems. There is therefore a gap between
the technical possibilities available for determining the large-scale spatially
dependent flow and transport parameters of the fractured porous system
on the large scale and the theoretical knowledge of factors influencing the
system on the smaller scales. Furthermore, there are large discrepancies be-
tween hydraulic features in fractured porous rocks that are detectable and
those that are actually relevant for process understanding and the prediction
of flow and transport.

Below, the fundamentals of the “Fractured-Rock Aquifer-Analogue Ap-
proach”are presented as a concept to reconcile both a)an honoring of the ef-
fect of small-scale important hydraulic features, and b) the provision of inte-
gral spatially variable parameters on the large scale for prediction modelling.

An overview of the occurrence of fractured rock aquifers and a brief re-
view of current methods employed in the investigation of flow and transport
processes of fractured rocks is provided as a general background and frame-
work, together with some new paradigms in the characterization of fractured
porous systems.
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1.1 Occurrence of Fractured Rock Aquifers

M. Weede

Fractured rock aquifers make up a significant part of the world’s known
aquifer systems. To be more precise: about 53.4 % (190,000 km?) of Germany
and about 75 % of the earth’s surface consist of fractured or karstic fractured
rock aquifers covered by negligibly small amounts of loose granular soil ma-
terial (fig. 1.1 and fig. 1.2).

mainly fractured - mainly surficial

bedrock aquifers aquifers

Fig. 1.1. Sketch-map of worldwide fractured rock aquifer distribution (interpreted
after Plummer ef al. (2002)).

The prevalence of rock-aquifer systems, even though they are less pro-
ductive than porous media, makes their enormous potential for worldwide
water resources evident. In addition, during the last few years the hydraulic
characteristics of fractured rocks have gained increasing interest in the con-
text of the search for storage of, for example, radioactive material.

1.2 Characterization of the Hydraulic Properties of Fractured
Rock Aquifers

M. Sauter

There are a number of excellent reviews and summaries describing the cur-
rent state of research into the characterization of fractured systems (e.g. Wang
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mainly fractured mainly surficial
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Fig. 1.2. Distribution of fractured rock aquifers in Germany (Holting (1980), mod.).

(1991); Faybishenko et al. (2000); NRC (1996), Bodvarsson et al. (2003), Evans
et al. (2001)). The review presented here is not intended to give a compre-
hensive and exhaustive overview on the subject but is meant to provide in-
formation on some trends in the investigation of fractured rock systems as
well as to locate the “Fractured-Rock Aquifer-Analogue Approach”within
the context of other approaches for parameterization of such systems.

1.2.1 Fracture Characterization and Flow Processes in Individual
Fractures

The hydraulic properties of individual fractures as well as the transport pa-
rameters are determined by the fracture aperture, their variability in space
(roughness), depending on the stress field. Many investigations focussed on
the so-called “channelling effect”. In natural joints only a small proportion of
the total fracture face is actually open in contrast to the frequently adopted
parallel plate assumption (Snow, 1965), i.e. a larger part of the fracture area
is in contact with the opposite complementary fracture face. The field of rock
mechanics introduced a number of techniques for describing fracture fre-
quencies, fracture geometry, and fracture characterization (e.g. Priest (1993);
Kendorski and Bindokas (1987)). A systematic compilation summarizing the
current understanding of the formation of fractures is presented by Pollard
and Aydin (1988). A direct determination of the spatial variability of fracture
apertures can be achieved by casting techniques using epoxy resin or Wood’s
metal (Pyrak-Nolte et al. (1987); Gale (1987); Gentier and Billaux (1989); Cox
et al. (1990)). The roughness of fracture faces is measured either mechanically
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or optically (Voos and Shotwell (1990); Miller et al. (1990); Brown and Scholz
(1986)).The heterogeneous flow field in natural fractures was investigated in
laboratory experiments (Moreno et al. (1985); Neretnieks et al. (1987); Bourke
(1987); Abelin et al. (1987)). Tsang (1992) pointed out that the variability in
experimentally determined equivalent apertures was often a result of differ-
ent definitions by the authors. The theory of flow in individual fractures on
a basis of fluid mechanics was recently reviewed by Zimmermann and Yeo
(2000). The flow through individual fractures under variable stress was in-
vestigated by, for example, Raven and Gale (1985), Pyrak-Nolte et al. (1987),
Sundaram et al. (1987), and Ryan et al. (1987).

Schrauf and Evans (1986) conducted laboratory experiments to investi-
gate flow processes and parameters of individual fractures with pneumatic
techniques. The authors were able to show that, especially at high flow ve-
locities and with low-viscosity gases, non-linear flow laws apply. Kilbury
et al. (1986) demonstrated in similarly designed experiments with adapted
double-ring infiltrometers for fracture networks, that water-saturated pa-
rameters could be predicted with gas-flow methods. Using numerical exper-
iments, Thunvik and Braester (1990) simulated flow through partially sat-
urated fracture networks. According to Baehr and Hult (1991), permeabil-
ities in the vadose zone can be predicted from air-injection measurements
assuming homogeneous fracture distributions and good connectivity. Fur-
ther useful information is available from the investigations in the fractured
tuff at Apache Leap in Arizona (e.g. Guzman ef al. (1996); lllman ef al. (1998);
Chen et al. (2000)). Systematic experiments were conducted in order to en-
able parameters found in the laboratory to be transferred to the field. Further
knowledge regarding gas flow and transport in the unsaturated zone stems
from the field of soil physics (e.g. Flury (1996); Jury and Wang (2000) and
the investigations into air venting remediation at contaminated sites. Exten-
sive reviews can be found in Croisé (1996), Wang and Dusseault (1991), and
Brusseau (1991).

Fracture/matrix exchange processes, especially matrix diffusion, can play
a major role in transport through a fractured porous system. Matrix diffusion
is mainly determined by porosity. Skagius and Neretnieks (1986) and Birg-
ersson and Neretnieks (1990) conducted experiments in the laboratory using
different types of rock samples and demonstrated the long-term effect of ma-
trix diffusion on radionuclide transport. Grader et al. (2000) investigated the
multiphase flow of water and mineral oil in an induced fracture in a labora-
tory experiment using X-ray tomographic imaging techniques and demon-
strated the importance of the fracture matrix interaction for flow through
such systems.

1.2.2 Flow Processes in Fracture Networks

To investigate flow in fracture networks on the field scale, a number of dif-
ferent hydraulic and geophysical tests are available. Packer, drillstem and
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slug tests are employed to obtain hydraulic and geometric parameters at
well-defined fracture intervals. Evaluation procedures for pumping and in-
jection tests are generally based on a conceptual model assuming flow from
a homogeneous matrix towards a single (equivalent) fracture, directly con-
nected with the borehole. A review of the individual interpretation meth-
ods adopted from the petroleum-engineering field for individual conceptual
models and well/fracture configurations is presented in Gringarten (1982).
The effects of well storage and well skin as well as their influence on test
interpretation are being discussed. More comprehensive summaries are pre-
sented by Matthews and Russel (1967), Earlougher (1977) and Streltsova
(1988). The application of the Laplace inversion technique in the field of
groundwater (Moench and Ogata, 1981) made it possible to consider more
complex problems with elaborate conceptual models in the field. There are
numerous further analytical solutions for more complex systems, partly
based on double-porosity approaches (e.g. Naceur and Economides (1988);
Karasaki et al. (1988); Barker (1988)). Barker (1988) first presented the concept
of a fractional flow dimension for the analysis of hydraulic tests in fractured
systems. The flow geometry towards the well can be derived from the frac-
tional dimension. Heterogeneity, however, can be the reason for ambiguity
in the interpretation. Chang and Yortsos (1990) introduced solutions for frac-
ture networks which can be described by a fractal dimension. Hsieh (2000)
presents a review of hydraulic testing and evaluation procedures in fractured
and tight formations as well as illustrations of problems involved in rational-
izing of local-scale measurements. The hydraulic properties of fracture net-
works can also be investigated with borehole-geophysical techniques, such
as flow meter, temperature and fluid logging (e.g. Morin et al. (1988), Silliman
(1989); Paillet et al. (1987); Tsang et al. (1990)).

Transport in fracture networks can be investigated with tracer exper-
iments which require substantial effort for a differentiated measuring of
tracer breakthrough. In Grimsel and STRIPA (Abelin et al., 1987), sorbing and
non-sorbing tracers were collected throughout the entire ceiling of former
mine workings to obtain individual tracer-breakthrough curves. The inter-
pretation demonstrated that only a few fractures dominate tracer transport
and that matrix diffusion (Skagius and Neretnieks, 1986) and channelling
(Tsang and Tsang (1989); Tsang et al. (1991)) play an important role in the
distribution of the concentration measured. The development of specialized
packer equipment by Novakowski and Lapcevic (1994) contributed largely
to the advancement of the field testing of tracer experiments. The test and
interpretation techniques whisch are currently generally available as well
as the problems encountered are summarized by NRC (1996). Some experi-
ence in the investigation of single-fracture flow processes was also obtained
from field experiments (e.g. Novakowski and Lapcevic (1994); Himmelsbach
(1993); Kelley et al. (1987)).

Only recently, the investigation of crystalline basement rocks received
more attention as to their potential as aquifers. In particular in the African
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Shield and the Scandinavian countries, such resources can be very impor-
tant locally (e.g. Krasny (2002); Olofsson (2002); Gudmundsson et al. (2002)).
Several recent conferences were devoted to this topic, summarized in the
proceedings of Rohr-Torp and Roberts (2002) and Krasny and Mls (1996).

1.2.3 Unsaturated Flow Processes in Fractured Systems

The research into flow through unsaturated fractured porous rocks, rele-
vant for the aquifer-analogue experimental concept, received major atten-
tion within the context of determining recharge rates through the thick un-
saturated zone of the tuff at the Yucca Mountains experimental site. Further
contributions to the field result from investigations by the University of Ari-
zona at the Apache Leap Research Site (Rasmussen et al., 1993) where elabo-
rate pneumatic experiments in fractured tuff were conducted and inversion
techniques developed (Neuman and Federico, 2003). There are a number of
excellent summaries highlighting major important processes as well as tech-
niques for their identification and parameter quantification (Faybishenko
et al. (2000); NRC (2001); Evans et al. (2001); Evans and Nicholson (1987);
Bodvarsson et al. (2003)).

New developments in the understanding of flow and transport processes
in the fractured vadose zone are emerging from the research at Yucca Moun-
tains and from soil physics. The previous conceptual models of flow in the
vadose fractured porous system predicted that fractures convey water only
in a saturated state. These models rely on the capillary model (e.g. Wang and
Narasimhan (1985); Peters and Klavetter (1988)) which implies that water
preferentially remains in small pores and that fractures do not conduct wa-
ter unless they reach saturation. Recently, isotope studies in the Yucca Moun-
tains suggest that bomb-pulse radionuclides migrated over several hundred
meters during the last 50 years. Pruess (1999) suggests limiting fracture-
matrix interaction in the respective models because of fracture coating and
Tokunaga and Wan (1997) propose the film flow model, which implies a flow
mechanism that is supported by a continuous water supply and a water-solid
contact angle of zero. Dragila and S. W. Wheatcraft (2001) provide an exten-
sive review of unsaturated flow models and a mathematical model for the
quantification of the flow due to a free-surface film. Another model by Doe
(2001) proposed the drop-flow conceptual model, which takes into account
variable contact angles between water and solid surfaces; according to the
author, this is an important effect which is not considered in the film-flow
models.
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1.3 Aquifer Genesis Approaches for the Assessment of
Hydraulic Characteristics of Geological Materials

M. Sauter

Determining aquifer heterogeneity constitutes a major challenge for hydro-
geologists. Although the analysis of flow problems is more forgiving regard-
ing the resolution of zones of variable hydraulic conductivity because of the
averaging characteristics of diffusion-type processes, the investigation of so-
lute transport demands a small-scale quantification of the variation in the
hydraulic properties (Frind et al. (1988); Essaid et al. (1993)). In general, only
point information on aquifer properties is available, e.g. from boreholes and
core samples; this however, only allows flow and, in particular, transport
prediction on a large scale for more or less homogeneous conditions. The un-
certainty in prediction of contaminant migration as a result of limited infor-
mation on aquifer characteristics is demonstrated by, for example, Whittaker
and Teutsch (1996). Petroleum reservoir geologists and engineers face simi-
lar kinds of problems. The presence and the continuity of highly permeable
features determines reservoir properties and their integration in reservoir
performance models is therefore of utmost importance. Similar problems are
incurred in the field of rock mechanics and slope-stability assessment as well
as in the prediction of radionuclides from nuclear-waste repositories (Bod-
varsson ef al. (2003);Billaux ef al. (1989)). Here, a few individual fractures,
difficult to detect, might represent large failure risks.

In the following, the extent to which the understanding of sedimentary
processes as well as the generation of fractures might contribute to the char-
acterization problem in fractured aquifers is demonstrated briefly. This is re-
flected in some sessions at recent conferences of the Geological Society of
America (GSA) held in 2001 and 2003 and devoted exclusively to this topic.

1.3.1 Aquifer Sedimentology

The investigation of aquifer sedimentology aims at the development of meth-
ods for quantifying the subsurface characteristics of aquifers and, in particu-
lar, the heterogeneities of hydraulic and transport parameters in a continuous
manner on the basis of sedimentological information and principles.
Huggenberger and Aigner (1999) demonstrate the general approach em-
ployed in aquifer sedimentology. The geometry of the aquifer units is ob-
tained from concepts employed in sequence stratigraphy and facies analysis,
which identify sedimentary architectural elements and depositional units.
These units are grouped on the basis of an understanding of the genesis
(e.g. Miall (1985)) and the geological history of the depositional environment.
From outcrop-analogue studies, further information can be obtained on spa-
tial continuity and qualitative parameter distribution. Actual hydrogeologi-
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cal parameters are then attributed to the individual units, which can be spec-
ified by a single parameter value. Different approaches are taken for obtain-
ing permeabilities, e.g. minipermeameter measurements in consolidated de-
posits (Hornung and Aigner, 1999) or gas-flow measurements in unconsoli-
dated fluvial materials (Klingbeil et al., 1999). Ground penetrating radar in-
vestigations have been shown to provide a spatial resolution of the geometry
of individual units (Huggenberger et al., 1997) as well as a semi-quantitative
estimate of the geological characteristics of the material. Kleineidam et al.
(1999) demonstrated how aquifer material properties as well as their spa-
tial variability, which determine transport in the subsurface, can be obtained
from sedimentary composition.

1.3.2 Genesis of Fracture Networks

In the last ten years, a development can be observed from a purely descrip-
tive analysis of fracture patterns towards an understanding of fracture gen-
esis caused by variable stress (e.g. Rawnsley et al. (1992), Rives et al. (1992);
Narr and Suppe (1991); Gudmundsson et al. (2002); Brenner and Gudmunds-
son (2002)). A systematic summary of the processes relevant to the forma-
tion of fractures and fracture networks can be found in the review of Pollard
and Aydin (1988). Gudmundsson et al. (2003) discuss the importance of un-
derstanding fracture genesis for permeability generation and groundwater
flow in crystalline rocks in general. They also present a principle numerical
model illustrating important factors for fracturing. Rutqvist and Stephansson
(2003) present a review of the state of the art in hydromechanical coupling
and highlight its importance for the fields of rock engineering, groundwater
and geothermics. Gentier ef al. (2000) show how a variation in the stress field
changes the hydromechanical behavior of fractures and thus also the flow
and transport.

Modelling of fracture formation, however, does not yet extend beyond
the formation of individual fractures. It can, however, be expected that fu-
ture progress in the field will contribute largely to the quantification of the
parameter field in fractured systems.

1.4 The Aquifer Analogue Approach for Fractured Porous
Aquifers

M. Sauter

The need to provide alternative approaches for characterizing fractured
porous aquifer systems different from those applied in low-permeability
crystalline or shaly rocks is outlined above. In sum, methodologies have to
be developed which are capable of (a) distinguishing between the relative
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importance of the contributions of fractures and matrix to flow and trans-
port processes, and (b) reconciliating hydraulic integral measurements from,
for example, pumping tests with the hydraulic effect of discretely visible per-
meable features (fractures).

Therefore, the research initiative “Aquifer-Analogue Approach for Frac-
tured Porous Aquifers”, funded by the German Science Foundation (DFG),
was launched in 1996. Groups from the universities of Aachen, Karlsruhe,
Stuttgart and Tiibingen collaborated in this research initiative.

1.4.1 Objectives

The objectives of the research initiative “Aquifer-Analogue Approach for
Fractured Porous Aquifers”were to:

e provide integral large scale hydraulic information for model prediction,
while still considering important small-scale features in characterization,

e provide criteria and techniques for differentiating between visibly dis-
crete features and those that are actually hydraulically important,

e provide recommendations for minimal model requirements by combin-
ing both detailed discrete process models with integrating continuum
models,

e contribute to the discussion on the extent to which upscaling techniques
(e.g. Neuman and Federico (2003)) can assist in developing large models
from small scale measurements.

1.4.2 Concept

The research concept of the “Fractured-Rock Aquifer-Analogue Approach”
is based on the so called outcrop-analogue method (Fig. 1.3), in which well
defined samples from sandstone outcrops (quarries) are used as a realistic
representation of those sections of the (aquifer) system where access is lim-
ited to (a few) boreholes.

Outcrop analogue studies have mainly been used in the petroleum indus-
try for reservoir characterization (Flint and Bryant, 1993). Based on a detailed
sedimentary analysis of outcrops, assumed to represent the characteristics of
the reservoir rocks, deductions are made about their hydraulic properties.
The advantages of analogue studies are the accessibility of the material in a
larger (than a borehole, for example) context and the opportunity to obtain
detailed small-scale measurements in two and sometimes three dimensions.

For fractured systems the aquifer analogue approach has rarely been em-
ployed and then only in two dimensions (Kiraly (1969); Billaux et al. (1989)).
In the mine adit of Fanay-Augeres, Billaux ef al. (1989) attempted to generate
fracture networks statistically based on a 2D survey of fracture traces. How-
ever, this approach suffers from the problem of ambiguity, i.e. there is an
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Fig. 1.3. Fractured rock aquifer analogue approach.

infinite number of possibilities that can satisfy the 2D observations. Apply-
ing various statistical and pattern-recognition techniques, La Pointe (2000)
showed some relationship between increased flow rates measured by well
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tests and geological data (structure, lithology) and derived a regional hydro-
geological model on the basis of 8 boreholes. Similar ambiguities apply here
as well.

In the frame of the research initiative “Aquifer-Analogue Approach for
Fractured Porous Aquifers”, the flow and transport properties of fractured
porous sandstone materials were determined on different scales and ap-
propriate measuring techniques were developed. Samples with dimensions
from approx. 0.05m (cores) to 10m (field block) of lengths were used to in-
vestigate the main hydraulic features of the system, i.e. the influence of the
fractured system as compared to the properties of the permeable porous ma-
trix on the flow and transport behavior. Various direct (e.g. hydraulic and
pneumatic) and indirect (e.g. geophysical) investigation methods were de-
signed in order to parameterize the system adequately. For example, resin
casting techniques were employed to discretely determine fracture dimen-
sions on the core scale, gas flow and gas transport tomographical experimen-
tal set-ups were used to evaluate the three-dimensional properties of large
scale (1 m?) laboratory samples. Diffusivity (K/S) investigations proved to
be extremely useful to emphasize the contrast in hydraulic conductivity be-
tween fractures and permeable matrix and to categorize the samples. Inverse
techniques allowed the determination of the equivalent continuum three-
dimensional anisotropy tensor of the hydraulic conductivity from the exper-
imental data, i.e. the estimation of equivalent parameters. The experimental
methods were also employed on the field block, allowing estimates on the ef-
fect of the scale of investigations on the estimates of flow and transport prop-
erties. On the basis of these parameters, various physically based distributed
and lumped parameter models were developed to analyze the experimental
data and also to predict the outcome of future experiments (experimental de-
sign). These model approaches included a stream-tube model that proved to
be very efficient and useful for the interpretation of the experimental results,
but also multi-phase discrete fracture flow and transport models capable of
simulating the actual physical processes. Double continuum model investi-
gations assisted in identifying the simplest equivalent model that could rep-
resent the experimental data and phenomenological observations, such as
fracture geometries.

For some scenarios, we were able to conduct independent model valida-
tion exercises and used those to rank the modelling concepts employed.



2

From Natural System to Numerical Model

Natural geological systems are generally highly complex, both as far as the
geological structure and the physical processes occurring within them are
concerned. In order to investigate such systems, it is necessary to understand
the natural processes, their interaction with the geological structure and their
relative importance on different problem scales.

Due to the geometrical complexity of the natural system and the large
number of physical processes involved, it is not feisable to describe the ex-
act system in great detail. The system structure and the processes occurring
within it are therefore represented by conceptual models, designed to meet
the requirements of certain types of problems on a given scale. This implies,
for example, the introduction of parameters representing the material prop-
erties and of physical descriptions of the relevant flow and transport pro-
cesses.

In order to solve a problem, a mathematical description of the model con-
cept is required. Due to the degree of complexity of this type of problem,
analytical solutions are not an option. The numerical solution involves the
spatial and the temporal discretization of the problem and the use of effi-
cient and stable numerical algorithms.

Nature

Conceptual model

Mathematical model

Numerical model

¢ Complex stucture

e Large number of
interacting physical
processes

sInteraction between
structure and physical
processes

¢ Conceptual representation
of the structure

* Selection of relevant
physical processes

« Conceptual representation
of the physical processes

* Mathematical description
of physical processes

* Mathematical description
of structure geometry

* Deterministic or
stochastic approaches

* Spatial and temporal
discretization

* Implementation of
initial and
boundary conditions

* Stable and efficient
numerical algorithms

Level of simplification
Level of complexity

Fig. 2.1. Transformation from a complex natural system to a simplified numerical
model (Suf3, 2004).
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The transformation of a natural system to a model inevitably leads to sim-
plifications of the real system as visualized in Fig. 2.1. When model results
are being interpreted, it is therefore essential to keep in mind that a model
is merely an approximation of nature. One must always be aware of the as-
sumptions and the concepts used for a specific model in order to assess its
results correctly.

This chapter describes the transformation from nature to model of sat-
urated fractured porous systems as well as the flow and the transport pro-
cesses that are relevant for the investigations discussed in this book. The first
part (Sect. 2.1) deals with the characteristics of natural fractured porous sys-
tems. This is followed by a discussion of different model concepts used on
different scales and for different problem types (Sect. 2.2). Finally, the gov-
erning equations of the pertinent physical processes and the mathematical
implementation of the discussed model concepts are presented (Sects. 2.3 —
2.5). It should be underlined that this chapter does not provide a complete
overview of physical processes, theories, concepts and models. It is restricted
to the scope of the research work presented in this book. For a more detailed
discussion of the topic, we refer to the literature references given in the vari-
ous sections.

2.1 Natural Fractured Porous Systems

A. Silberhorn-Hemminger, M. Siif3, R. Helmig

Solid rock can be classified according to its diagenetic characteristics (Kolditz,
1997). Consolidated sedimentary rock evolves from the cementation of min-
eral grains, metamorphic rock is the result of recrystallization under high
temperature and stress whereas igneous rock forms by the direct crystalliza-
tion of minerals from magmaic melt.

In direct response to the stress applied, which may be lithostatic, tectonic,
thermal or the result of high fluid pressures, joints, faults and systems of
such discontinuities occur on different scales and with different geometries.
Tectonic fractures tend to be oriented along stress fields on a regional scale,
whereas the other types of stresses give rise to local fractures that vary more
greatly in orientation. Apart from stress-induced fractures, joints may also
occur at the boundaries of sedimentary layers consisting of deposits of dif-
ferent properties. The properties of existing fractures can be altered by local
physical and chemical processes. In hydrogeology, the term fractures is often
used for all the different types of discontinuities (e.g. faults or fissures) in the
rock matrix.

Figure 2.2 shows an exposed vertical wall of fractured sandstone contain-
ing both vertical and horizontal fractures. In this case, the horizontal frac-
tures are separation planes between different sedimentary layers, whereas
the vertical fractures are the result of mechanical stress.
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Fig. 2.2. Vertical exposed wall of fractured sandstone at the field site (Sect. 5).

The hydraulic properties of hard rock are to a large extent determined
by the porosity of the rock. Table 2.1 presents typical ranges of porosity for
different types of hard rock, considering the rock as a whole, including both
fractures and matrix (see below). Depending on the type of rock, the contri-
bution of these two components to the porosity varies. For example for gran-
ite, the porosity is almost exclusively determined by the fractures, whereas
for sandstone, the matrix porosity is considerable. Table 2.1 shows that there
is a large difference between the total n and the effective porosity 7. The total
porosity includes all the pores of the system whereas, for the effective poros-
ity, only connected pores that are available to fluid flow are considered. It
is important to point out that the effective porosity is not directly correlated
with the hydraulic conductivity of the system. The hydraulic conductivity
varies over a wide range for different rock types as well as for one single
rock type.

This book is concerned with fractured porous rock, in which the rock matrix
is considered to be permeable to flow. Fractured porous rock is generally
divided into three different components:

e A fracture network is a system of partially intersecting single fractures.
Its hydraulic properties are typically characterized by the distribution of
fracture size, fracture permeability, fracture orientation, fracture distance,
and fracture density. Due to its small volume relative to the volume of the
total domain, the storage capacity of the fracture system is small.

e Within the fractures, filling material consisting of mineral deposits can be
found. Open fractures can channel and speed up the transport of pollu-
tants from disposal sites, e.g. leading to a locally high concentration of a
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Table 2.1. Total porosity, effective porosity and hydraulic conductivity of selected
hard rocks (Domenico and Schwartz (1990); Matthess and Ubell (1983)).

Rock Total Effective Hydpraulic

porosity 1 (%) porosity ne (%) conductivity K (m s71)
Granite 0.1 0.0005 0.5-10712-2.0-10712
Limestone 5-15 0.10-5 1.0-107%9-6.0-1079
Chalk 5—44 0.05-2 6.0-10799-1.4.10797
Sandstone 5-20 0.5-10 3.0-10710-6.0-10-06
Shale 1-10 05-5 1.0-107183-2.0-107%

pollutant at a great distance from the source, whereas filled fractures may
inhibit the flow in otherwise highly permeable aquifers (Odling, 1995).

e The matrix blocks between the fractures have a spatially varying texture
and porosity. The permeability contrast between fractures and matrix is
decisive for the importance of the matrix for flow and transport processes.
As opposed to the fracture system, the storage capacity of the matrix is
often significant as a result of its large volume relative to the total domain.

The research results discussed in this book are obtained from flow and
transport experiments in fractured porous systems on different scales. This
means that the matrix is permeable to flow and plays a significant role for
both flow and transport within the experimental domains. Open as well as
filled fractures occur, in most cases acting as preferential flow paths. In some
cases, however, the filling material inhibits the flow.

In order to characterize a fractured system, criteria and properties must
be defined that can be qualitatively or quantitatively determined directly in
the field or in laboratory investigations. Since the evaluation of fracture ge-
ometry and the generation of fracture systems for modeling are discussed in
this book, some frequently used properties are now briefly presented.

Fracture Size

The fracture size, i.e. the lateral limitations of a fracture, can in most cases
not be recorded and determined directly. Usually, fracture traces are detected
at exposed walls (e.g. outcrops, quarries, tunnels). The fracture trace is the
intersection line of a fracture with the exposed wall. In the field, the actual
fracture sides are therefore often not determined, but the fracture traces are
recorded and evaluated further using statistical methods. These difficulties
are demonstrated in Fig. 2.3. The vertical two-dimensional section, showing
the fracture intersection lines with the x-y-plane at y = 1m, is only a limited
representation of the actual three-dimensional system.

The approximation of the empirical fracture trace length distribution can
be accomplished using different theoretical distribution functions, e.g. power
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Fig. 2.3. Artificial three-dimensional fracture system (left) and a vertical two-
dimensional section showing the fracture traces at y = 1 m (right).

law, log-normal, hyperbolic or gamma-1 distributions. References for these
distributions are given by Dershowitz and Einstein (1988). They explain the
diversity of possible distributions by the fact that fracture traces and not
the actual fracture sides are detected, and by the processes that cause the
formation of fractures. An interesting aspect is whether it is possible to re-
construct the actual three-dimensional fracture system based on the deter-
mined fracture-trace distribution. Considering fractures with circular shape,
Baecher et al. (1977) show that a power law and a log-normal distribution of
the fracture radii both lead to a log-normal distribution of the fracture traces.
Hence, a unique reconstruction of the fracture system is not possible.

Fracture Distance

The fracture distance is defined as the distance measured between two di-
rectly neighboring fractures along a straight line. The fracture distance, or the
distribution of the fractures distance controls the geometrical arrangement of
the fractures. According to Meier and Kronberg (1989), the principle of the
fracture distance is based on the idea that the formation of a fracture causes
a tension decrease in the vicinity of the fracture. The next fracture can only
be formed if the critical regional tension occurs again, causing the genesis
of another fracture. In sedimentary rock, the fracture distance depends, for
example, on the elastic properties of the individual layers of a sedimentary
sequence, the thickness of the layers, the permeabilities and the deformation
intensity.

According to Priest (1993), three different definitions of fracture spacing
can be distinguished:

o Total spacing: Distance between two directly neighboring fractures with
different orientation measured along a straight line.

e Set spacing: Distance between two directly neighboring fractures with
equal orientation measured along a straight line.
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e Normal set spacing: Distance between two directly neighboring fractures
with equal orientation measured along a straight line that is parallel to
the mean normal direction of the fractures.

Extensive field investigations have shown that a POISSON distribution,
describing the arrangement of the fractures in space, corresponds to a power-
law distribution of the fracture distances. Sachs (1997) circumscribes the
POI1SSON distribution as follows: ”"The POISSON distribution is valid, if the
average number of events is the result of a large number of event possibili-
ties and a very small event probability. The POISSON distribution is used to
solve problems that occur when counting relatively rare random and inde-
pendent events in time, length, area or space domains”.

The determination of the fracture distance is schematically represented in
Fig. 2.4.

Scanline

Length | of the / Fracture trace

scanline

n = Number of fractures

Angle of incidence ®

Normal direction of the fractures

Fig. 2.4. Determination of fracture distances.

The mean fracture distance can be determined from the length [ of the
scanline, the number of fractures n and the angle of incidence 6 between the
scanline and the normal direction of the fractures:

)
mean distance = " -cosf. (2.1)

Fracture Density

The fracture density is determined on the basis of core samples and scanline
measurements. Scanlines are observation lines, positioned on an exposed
wall. Along the scanline, the number of intersections with fractures, the an-
gle of incidence etc. can be determined.

The one- and two-dimensional fracture density d; and d; (see below) are,
except for isotropic systems, dependent on the orientation of the scanline and
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the exposed wall. The volumetric fracture density d3, i.e. the mean fracture
area per unit volume, is, according to Chiles and de Marsily (1993), deter-
mined by:

1

, 2.2
sin Qi ( )

1 n
3 = )
! i=1
where ; is the angle of incidence of the fracture, / is the length of the scanline
and 7 is the number of fractures per scanline.

For randomly distributed fracture orientations, the following two rela-
tionships between the volumetric fracture density d3 and the linear fracture
density d; and the area-related fracture density d;, respectively, are obtained.
The linear fracture density d; describes the average number of fractures per
unit length along a line:

di = _ds. (2.3)

The area-related fracture density d, defines the average fracture length per

unit area:
¢ 7T

d =,

ds. (2.4)

Fracture Aperture

The fracture aperture is defined as the perpendicular distance between two
directly neighboring fracture walls. The aperture can be increased by, for
example, dissolution and erosion processes. This is mainly observed in the
weathered zones close to the ground surface. Another reason for an increase
in aperture is displacement due to external forces or subsidence. The aperture
generally decreases with increasing depth due to the increasing thickness of
the overlying rock.

Figure 2.5 shows two sides of a fracture. The roughness of the two sur-
faces can be clearly seen. If the two pieces are put together, the actual fracture
is obtained as the space between the two surfaces. The aperture varies sig-
nificantly throughout a fracture. It is therefore not possible to characterize
the fracture aperture by a single measurement. In the case of single fractures,
one possibility is to assume a heterogeneous fracture-aperture distribution;
however, for the consideration of multiple fractures or fracture systems, this
approach is made impossible by the degree of detail required.

In general, for the discrete representation of fractures in models, the frac-
ture aperture is described using the parallel-plate concept. This concept is
explained in detail in Sect. 2.4.1.

The fracture aperture has an essential influence on the flow and transport
processes in a fractured system. However, the determination of the aperture
is not trivial (Chiles and de Marsily, 1993):

¢ Innature, there is no constant aperture throughout a fracture plane. There
are closed and open regions.
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Fig. 2.5. Image of the two opposite walls of a single fracture from a sandstone core
sample with a diameter of approximately 20 cm (created in cooperation with the In-
stitute for Robotics and Process Control, Technical University of Braunschweig, Ger-
many).

e The flow between two parallel plates (parallel-plate concept), separated
by a constant aperture, has little in common with the actual flow through
a natural fracture.

e Due to the pressure release that a sample experiences during sample ex-
traction, the measured aperture deviates from the aperture that would be
measured in situ.

Fracture Orientation

The orientation of geological formations in space is uniquely determined by
the strike angle S; or the azimuth A, and the dip D;. According to Murawski
(1998), the strike is the section boundary of a natural surface (e.g. layer or
fracture) at an imaginary horizontal plane. The strike angle S; is defined as
the angle between the northerly direction and the section boundary. The pro-
jection of the line of greatest slope onto the horizontal plane is the dip direc-
tion and is always perpendicular to the strike. The inclination angle between
the line of greatest slope and the dip direction is the dip D;. The angle be-
tween the northerly direction and the dip direction is defined as the azimuth
A. It is connected to the strike angle through the equation A, = S; +90°.
Figure 2.6 summarizes the relationship between strike, dip and azimuth.

If fractures or layers occur in a preferred direction, the statistical distri-
bution of the orientation is often described by the FISHER distribution, also
called the spherical normal distribution. The FISHER distribution is charac-
terized by the fact that orientations are distributed around a certain main
orientation with rotational symmetry. In Wallbrecher (1986) and Fisher et al.
(1993), the distribution is discussed in detail. The probability density func-
tion of the FISHER distribution has the following form:
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Fracture plane

Horizontal plane

Section boundary

Fig. 2.6. Determination of the location of a geological surface: strike, dip, azimuth.
The dip direction is the projection of the line of greatest slope onto the horizontal
plane.

f(e,¢) = -explk (sin® sina cos(¢p — B)

K
47 - sinhk (2.5)

+ cosO cosa)]-sin® .

Here, « is the ©-pole coordinate (latitude) of the main direction, 3 is the ¢-
pole coordinate (longitude) of the main direction and « is the concentration
parameter. The concentration parameter « is a measure of the distribution of
the orientations around the main orientation. For k = 0, the orientations are
uniformly distributed. The larger « is, the stronger the concentration around
the main orientation. The cone of confidence is used to quantify the signifi-
cance of the distribution. The cone of confidence yields a small circle around
the main orientation R;. The calculation of the cone of confidence is only per-
missible for k > 4. For k < 4, there is no spherical normal distribution or
the sample size is too small. The measures for the cone of confidence are the
spherical variance

n— [Ry

n

S* = (2.6)

and the spherical aperture

w = arcsin \/21 —Kl/n . (2.7)

Here, R; is the main orientation and # is the sample size. Figure 2.7 shows the
relationship between the main direction R; and the spherical aperture w. The
spherical aperture for the FISHER distribution corresponds to the standard
deviation of the GAUSSIAN normal distribution.
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Main Orientation R ;

Fig. 2.7. Sketch of the cone of confidence with the spherical aperture w.

Orientation data are represented graphically in pole diagrams. The inter-
section points of the normal vectors of the planes with one half of a globe
are projected onto a circular area. Examples of such diagrams are shown and
discussed in Sect. 5.3.

2.2 Model Concepts in Fractured Porous Systems

M. Siifs, R. Helmig

As discussed in the introduction to this chapter, it is not possible to set up
a model that is an exact representation of reality, but conceptual models are
developed that are able to describe the relevant structures and physical pro-
cesses of a problem. The choice of a model concept for the description of
fractured media strongly depends on the scale of the problem, the geological
characteristics of the area of investigation, and the purpose of the simula-
tion. Bear (1993) classifies various problems of flow and transport in frac-
tured porous media according to their scale. On these scales, different types
and extensions of heterogeneities occur (Rats and Chernyashov, 1967).

e Zone1: The very near field. Interest is focused on flow and transport pro-
cesses within small-scale fractures (fissures) and the pore space. Single,
well-defined fractures and the surrounding porous rock, which is possi-
bly accessible to transport, are considered.

e Zone 2: The near field. The flow and transport processes are considered
in a relatively small domain, which contains a small number of well-
defined small and intermediate fractures. The location and shape of the
individual fractures are either deterministically defined or can be gener-
ated stochastically, based on statistical information from the real system.

e Zone 3: The far field. On this scale, the flow and transport processes are
regarded as taking place, simultaneously, in at least two continua. One
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continuum is composed by the network of large scale fractures and the
other one by the porous rock. Mass of the fluid phase and its components
may be exchanged between the two continua.

e Zone 4: The very far field. The entire fractured medium is considered as
one single continuum, possibly heterogeneous and anisotropic in order
to account for large scale geological layers and fault zones.

In order to set up models of systems with such varying characteristics,
different model concepts are necessary. These concepts are discussed on the
basis of Fig. 2.8. Two principal approaches are possible (Helmig, 1993):

1. Assuming that the concept of the representative elementary volume (REV)
(see Sect. 2.3.1) is valid and that the scale of the investigation area is suffi-
ciently large, it is possible to describe the model area as a heterogeneous,
anisotropic continuum. According to Bear (1993), this is possible on the
very far scale. Krohn (1991) also considers this to be a feasible approach
for describing poorly fractured rock (type I) and rock with a very high
fracture density (type II) on a smaller scale.

2. If the flow and transport processes in the fractured media are dominated
by shear zones (spatially concentrated small-scale fractures) or fracture
systems, it is feasible to describe these features specifically, neglecting
the rock matrix, using a discrete fracture network model (consideration of
each single fracture) (type III).

However, the rock matrix, filling the space between the fractures, is often
not negligible, but plays an essential role in flow and transport processes. If
the porous rock matrix can be idealized as a continuum with averaged mate-
rial properties, a model can be set up where a continuum model, accounting
for the matrix, is coupled with a discrete model considering the fractures
(Fig. 2.8, type IV). This type of model is further discussed in Sect. 2.4.

Another widely used possibility for describing areas of type II (system
with high fracture density) and IV (dominant single fractures + rock ma-
trix) (Fig. 2.8) is to transform the matrix and the fracture systems on differ-
ent scales into separate homogeneous equivalent continua. This approach
is mainly applied on large scales. With the concept originally presented by
Barenblatt et al. (1960), the flow and the transport processes between the con-
tinua can be represented by coupling them via exchange terms and in this
way setting up a so-called double-continuum model. It is essential to the
principle of homogenization for heterogeneous media to define equivalent
model parameters and to find appropriate expressions for the interaction of
the hydraulic components which are capable of describing the correct phys-
ical system behavior. Extending this model allows the consideration of more
than two continua, a multi-continuum model, if required by the geological
characteristics of the investigation area and by the nature of the problem.
This type of model concept is further described in Sect. 2.5.
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Fig. 2.8. Model concepts for the description of fractured porous media (based on
Krohn (1991) and Helmig (1993)).

2.3 Governing Equations of Flow and Transport in Porous
Media
M. Siifi, A. Silberhorn-Hemminger, R. Helmig

In this section, the mathematical description and the governing equations of
flow and transport processes in porous media in general, i.e. without the con-
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sideration of fractures, are presented. The discussion focuses on the processes
which are relevant to the research work presented in this book. The imple-
mentation of the discrete and the multi-continuum concepts for considering
the fractures is discussed in Sects. 2.4 and 2.5 respectively.

2.3.1 Representative Elementary Volume

The concept of the representative elementary volume (REV) as defined by Bear
(1972) is fundamental to the mathematical description of fluid flow and
transport in porous media. By means of volume averaging, the micro-scale
properties of the porous medium (grain-size and pore-space geometry) are
represented by an equivalent continuum on a larger scale described by new
properties. On the one hand, the REV must be large enough to avoid undesir-
able fluctuations of the averaged properties, and on the other hand, it must
be small enough to render the spatial dependency of these properties. In Fig.
2.9, the definition of a suitable extent of the REV is visualized. The appli-
cation of the REV approach in different model concepts for fractured porous
media is discussed in Sects. 2.2, 2.4 and 2.5.

2 | Effects on the ™~ ~™ Consideration as
“é_ micro—scale ! a porous medium
a possible
Heterogeneous medium
Homogeneous medium
Lower Upper Volume
limit REV limit

Fig. 2.9. Representative elementary volume (REV) (modified from Bear (1972)).

2.3.2 Flow Processes
2.3.2.1 DARcCY Equation

The DARCY equation for laminar flow in porous media was defined by
HENRY DARCY in 1856. In one-dimensional column experiments, DARCY
found that the volume discharge Q is proportional to the hydraulic gradi-
ent Ah/Al as described by the following equation:

Ah

Q=-AK . (2.8)
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Here, A is the cross-sectional area of the column, K is the hydraulic conduc-
tivity, Ah is the difference in hydraulic head and Al is the distance between
the measurement points. From (2.8) and the relationship

Q=4q4, 2.9
the three-dimensional DARCY velocity g; is determined:
oh
qi = _Ki‘ . (210)
! aX]

The hydraulic conductivity tensor K;; depends on the properties of the
porous medium as well as of the fluid:

K ngij,

i} (2.11)

ij =
where p is the fluid density, g is the gravitational acceleration, k;; is the per-
meability tensor and p is the dynamic viscosity. The permeability tensor k;;
represents the directional resistance of a porous medium and is independent
of the fluid properties. Expressing the piezometric head / as a pressure p and

inserting the permeability k;; instead of the hydraulic conductivity K;;, yields
the following expression for the DARCY velocity g;:
kij ( op 0z
P = — . 2.12
qi i ( ax, +pg ax;; (2.12)

In the case of gas flow, the gravity effect is often neglected. This is legiti-
mate if the gravity effect, due to low density, is small compared to the effect
of the pressure gradient. Neglecting the gravity effect, the equation can be
simplified to

kij op

. (2.13)
H axi]’

qi = —
This form of the equation may be applied for two-dimensional horizontal
calculations as well.
The range of validity of the DARCY equation is expressed in terms of the
REYNOLDS number Re. According to Bear (1972), the upper limit of the va-
lidity of the DARCY equation is at a value of Re between 1 and 10.

2.3.2.2 Continuity Equation

The continuity equation is based on the principle of conservation of mass,
and states that the temporal change of mass in a control volume is the sum
of the mass flux across the volume boundaries and the mass flux due to
sources and sinks. The temporal change of the mass in the control volume
is described as follows:



2.3 Governing Equations of Flow and Transport in Porous Media 29

d(np) d(pq;:)
a T o +qs - (2.14)
Here, g5 is the source and sink term, e.g. describing well withdrawal or in-
jection, and n represents the total porosity, also including the pores through
which there is no flow. The porosity is slightly pressure-dependent (Kinzel-
bach, 1992). However, this aspect is neglected here, i.e. the matrix is consid-
ered as inelastic. From this, the continuity equation is obtained in the follow-

ing form:
dp d(pq;)
=— ) 2.15
"o ox, T 219
If we introduce the piezometric head / as the independent variable instead
of the DARCY velocity g;, we may express the continuity equation as

dp 0 ( , kij oh
n o = o <p g 0o ) (2.16)

The source and sink term g is omitted for simplicity’s sake. This general
expression is valid for heterogeneous, anisotropic and compressible media.
Bear (1972) rewrites (2.16) for the independent variable pressure p using the
relationship
oh 1 dp

g ox; gex,Z + b Ax; (2.17)
where ey, is the unit vector in z-direction. Assuming that k;; = 0 for i # j,
this results in the expression

oo 0 ki dp 0 ky dp 0 ks [ op
"ot T oxq (p“ 8x1> +8x2 pu dxy +8x3 ‘Ou ox3 +eg| ). (218)

In (2.18), the term pg, expresses the gravity effect. In many cases, this effect is
much smaller than the pressure gradient dp/dx3, and is therefore neglected
(Bear, 1972).

Depending on the fluid, the pressure dependency of the fluid density p
is more or less significant, e.g. water is generally assumed to be incompress-
ible whereas gas is highly compressible. The experiments and the numerical
simulations discussed in this book are mainly concerned with gas-saturated
media. Assuming an ideal gas, the relationship between the density and the
pressure is described by the ideal gas law:

_r
P = Rr (2.19)

Here, R; is the individual gas constant and T is the temperature.
Introducing (2.19) into (2.18) and neglecting the gravity term, the follow-
ing diction of the continuity equation is obtained:

dp 0 [kij 9p?
"ot T ox <2u axi) ' (2.20)
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2.3.3 Transport Processes

Assuming a conservative tracer, i.e. no adsorption and no reactions, in an
isothermal system, three mechanisms determine the transport process, name-
ly advection, dispersion and diffusion.

2.3.3.1 Advection

Advective transport comprises the movement of the tracer in the direction
and with the average fluid velocity of a control volume (Kinzelbach, 1992).
Here, the determining velocity is the seepage velocity v; defined as:

qi
v = e (2.21)
Dividing by the effective porosity ne, and not by the total porosity n, takes
into account that the fluid can only flow through the connected pore space
of the control volume, i.e. not through the dead-end pores. The seepage ve-
locity v; is a bulk property and is therefore only indirectly measurable. The
advective mass flux is expressed as

Jaj = cvi, (2.22)

where c is the solute concentration of the transported substance.

2.3.3.2 Hydrodynamic Dispersion

Dispersion describes the mixing of two miscible fluids due to fluctuations
around the average velocity, caused by the morphology of the medium, the
fluid flow condition and chemical or physical interaction with the solid sur-
face of the medium (Sahimi, 1995). The concept generally used to describe
this mixing process is based on FICK’s law, assuming that there is a com-
pensation of the concentration in the direction of the negative concentration
gradient. The dispersive mass flux is expressed as

Jc
Jai = — Dd,ij~_ » (2.23)
1 l] ax]

where Dy ;; is the dispersion tensor. Dispersive mixing is assumed to take
place in two principal directions, longitudinal and transversal to the direc-
tion of the seepage-velocity vector v;. The dispersion tensor Dy ;; is not con-
stant, but depends on the seepage-velocity v;. Provided that the system of
coordinates is aligned with the direction of flow, the dispersion tensor Dy ;;
is diagonal:

D] 00 X101 0 0

Dd,ij =|10D: 0| = 0 vy O . (2.24)
00 Dt 0 0 03
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Here, D) and D are the longitudinal and the transversal dispersion coeffi-
cients respectively, assuming that the vertical and the horizontal transversal
dispersivity is equal. &1 and «; are the longitudinal and the transversal dis-
persion lengths. The ratio between o and «; is generally larger than 1.

Diffusion induces a mass flux between regions of different concentration.
Mass flux occurs in the direction of the negative concentration gradient and
is described by FICK's law:

ac
Jmei = — Dme ox; (2.25)

Here, Dn e is the effective diffusion coefficient which takes into account that
the diffusion process is dependent not only on the combination of fluids, on
the temperature and the pressure (Reid et al., 1987) but also on the porous
medium (Grathwohl, 1998). The diffusion coefficient for gases is higher than
for liquids. Since the diffusion process is slow, the significance of this mass
flux depends on its relative importance compared to the advective and the
dispersive fluxes. In regions of high velocities, it may be neglected, whereas
for low velocities, it is one of the essential processes that determine the shape
of the tracer-breakthrough curve. Since, in this book, first, most of the cases
discussed involve gas flow and, second, the investigations are concerned
with flow in fractured low-permeable porous media, the diffusive processes
may not be neglected.

From the above discussion, it is obvious that dispersive as well as dif-
fusive processes are implemented according to the same concept, i.e. FICK’s
law. Consequently, these transport flux terms may be combined in one term,
generally defined as the hydrodynamic-dispersion term, where Dy ;j and Dm e
are summarized in the hydrodynamic-dispersion tensor D;; (Scheidegger,
1961):

Dm,e + xvq 0 0
Dij = 0 Dm,e + o102 0 . (2.26)
0 0 Dme+ s

The mass flux due to hydrodynamic dispersion is expressed by:

dc

Jhai = = Dij5 - (2.27)
j

The concept of hydrodynamic dispersion accounts for the spreading of
the tracer due to the irregular pore space. On a larger scale, the concept of
macro-dispersion accounts for dispersion due to heterogeneities of the porous
medium. In continuum models, a FICKIAN approach is often chosen for
the macro-dispersion. In, for example, Cirpka (1997), the concept of macro-
dispersion as well as different model approaches are discussed in detail.



32 2 From Natural System to Numerical Model
2.3.3.3 Transport Equation

Following the same principle as for the continuity equation (2.14), the trans-
port equation is derived by balancing all mass fluxes across the boundaries
of a control volume:

0
it 5. (Jai + Jnai) = 0. (2.28)
Xi
If J; is expressed as
ac
Ji = 5 T Am (2.29)
where g, is the tracer mass source/sink term, (2.28) can be written as
ac 0 0 ac
ic) — i =0. 2.
o + o1, (vic) o, (Dl] ax]-> + gm 0 (2.30)

A measure of the relative importance of advective and dispersive/diffu-
sive transport is the PECLET number Pe. It is defined as

_ lolL

Pe = ,
|Dy|

(2.31)

where v is the average seepage velocity in flow direction, L is a typical length
scale of the problem and D; is the hydrodynamic dispersion coefficient in the
flow direction. Large PECLET numbers indicate that advection dominates the
transport process.

2.4 The Discrete Model Concept

A. Silberhorn-Hemminger, M. Siif$, R. Helmig

As discussed above, in situations where the fractures as well as the matrix
play a significant role for the flow and transport processes, the model do-
main cannot be homogenized but a model concept that includes fractures as
well as matrix is required. One approach is to use the discrete model con-
cept, where the matrix and the fractures are locally idealized as continua and
the fractures are implemented discretely at their actual location within the
domain. It is obvious that the amount of data required to set up a discrete
model of the actual domain is very large and to some extent not measurable.
Consequently, the discrete model concept is preferably used for relatively
small domains and is a suitable tool for principle studies of flow and trans-
port processes.

In the previous sections (2.3), the physical-mathematical description of
the flow and transport processes in porous media, i.e. in the porous matrix,
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Fig. 2.10. Discrete modeling of flow and transport processes in fractured porous me-
dia - necessary steps.

is presented. This section deals with the model concept specific to the frac-
tures and the mathematical description of the flow within a fracture as well
as of its location and geometry. The stochastic fracture generator FRAC3D is
presented and the implementation of the discrete model concept in the nu-
merical model is briefly discussed. Figure 2.10 shows the steps from a natural
system to a discrete process model.

2.4.1 Parallel-Plate Concept

A natural fracture is bounded on both sides by the rock surface (Fig. 2.5). The
rough fracture walls do not have an identical profile and the normal tension
is carried by contact zones between the walls. A model concept frequently
used for a fracture consists of two plane parallel plates, representing the frac-
ture walls. As illustrated in Fig. 2.11, it can be applied locally, maintaining a
variation in fracture aperture throughout the fracture, or globally, assuming
one constant aperture for the total fracture. It is a well-known fact that espe-
cially the latter approach is a strong simplification of nature. However, other
methods proposed in the literature have not yet found general acceptance
(Berkowitz, 2002).

Tsang and Tsang (1987) showed that preferential flow paths exist, hence
channeling effects may have significant influence on the flow and therefore
also on the transport processes. For multi-phase flow, the variation in entry
pressure is strongly related to the distribution of the aperture; therefore chan-
neling effects are particularly important for simulations including more than
one fluid phase.
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Fig. 2.11. From nature to parallel-plate concept.

For the numerical studies presented in this book, the parallel-plate con-
cept is applied. The decision to use this simplified concept is justified by the
fact that the simulations are concerned with single-phase flow only and that,
for the principle character of the investigations, this approximation of nature
is sufficient.

When the parallel-plate concept is applied, it is assumed that the length
scale I of the plates is much larger than the distance between them b (I > b).
Furthermore, hydraulically smooth walls and laminar flow are assumed,
corresponding to the POISEUILLE fluid model (Wollrath, 1990) . Figure 2.12
shows the two parallel plates and the parabola-shaped velocity profile, indi-
cating laminar flow. The NAVIER-STOKES equation for the laminar single-

Fig. 2.12. Laminar flow between two parallel plates: parabola-shaped velocity profile.

phase flow of an incompressible NEWTONIAN fluid yields the following
equation for the velocity profile between two parallel plates (Snow (1969);
White (1999)):

_pg | d(p 2 2
v(z) = o [ i (pg + z)} (H z7) . (2.32)
The maximum velocity vmax is reached at z = 0:
N N _ P8 i d p
Umax = 0(z=0) = o H i <pg> . (2.33)
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For a parabola-shaped profile, the mean velocity v is derived from the maxi-
mum velocity Umax:

2 _pgHX _d[p
v = 3Umax T4 3 dx \pg) (2.34)

From (2.34) and under consideration of the distance between the plates b
(b = 2H), the mean three-dimensional velocity v; can be written as:

2
b"pg Oh _ ok (2.35)

v = _12 n axi N axi

Here, the hydraulic conductivity K and the permeability k have the following
relationship (see (2.11)):

2
K = kP with k=" (2.36)
u 12

From this, it can be concluded that the permeability of a fracture, approxi-
mated by the parallel plate concept, is proportional to the square of the frac-
ture aperture b. The volume discharge Q is derived by integrating the veloc-

ity over the distance between the plates (assuming a constant depth [ parallel
to the y-axis):

+H
Q= / v(z) ldz. (2.37)
“H
Including (2.32) yields:
__pg b on
Q = 512 l o, (2.38)

Due to the proportionality of Q to the third power of the aperture b, (2.38) is
referred to as the cubic law (Romm, 1966).

2.4.2 Generation of Fracture Structural Models - FRAC3D

The use of the discrete modeling approach for simulating flow and transport
processes in fractured porous media requires the discrete description of the
fractures in space. Here, the fracture generator provides the geometrical de-
scription and the structural properties of the fracture system. The fracture
generator represents a link between the natural and the numerical model.
The generating algorithm requires information on the geometrical char-
acteristics of the fractures. This is obtained by investigating core samples
or outcrop sites. The information gained from these samples and locations
is of one- or two-dimensional character. Here, one problem of generating a
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stochastic fracture field, particularly a three-dimensional fracture field, be-
comes obvious: the information content of the data does not account for the
clearly three-dimensional characteristics of fractured porous systems. The re-
liability of such stochastically generated geometric models depends strongly
on the qualitative and quantitative description of the aquifer system: are
there main fracture orientations, is the fracture density high or low, is there
a single dominating fracture or fault zone, are the fractures open, are they
filled, how wide and rough are the fractures? These questions are just a selec-
tion of many more that have to be answered or at least to be considered dur-
ing the process of generating stochastic fracture systems. Additionally, we as-
sume that the selected real aquifer from which the field data is obtained can
be considered representative of the ensemble of all possible realizations. The
stochastic properties of the ensemble are given by adapted theoretical distri-
butions. Consequently, a stochastically generated fracture network based on
the field data can be regarded as one possible realization out of the ensemble.
The fracture-generating algorithm makes it possible to combine the available
field information adequately in order to obtain structural geometric fracture
models which are realizations of the real aquifer system.

In structural models, the natural fractures are represented by discrete el-
ements. In a two-dimensional model, the fractures are one-dimensional ele-
ments. In a three-dimensional model, the fracture planes are two-dimensional
elements. Additionally, distinctive flow channels may be represented by one-
dimensional elements in the three-dimensional model. Figure 2.13 shows a
two- and a three-dimensional stochastic structural fracture model.

Fig. 2.13. Stochastically generated two- and three-dimensional fracture models.

The three-dimensional fracture generator FRAC3D was developed on
the basis of the work of Long (1983), Long and Billaux (1987), and Wollrath
(1990) A flow chart of the program algorithm can be seen in Fig. 2.14. Beside
the fracture-generating routine itself, the program FRAC3D offers various
methods for analyzing the quality of the generated fields, and for optimizing
the generated fields. An interface for the mesh generation program ART and
the flow and transport simulation program MUFTE-UG (see Sect. 2.4.4) is
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included. A detailed description of the fracture generation program can be
found in Silberhorn-Hemminger (2002).

External way (in progress)

! v
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(e.g. variogram)

Random number Y
* ) ) Read in known Read in known Conditional simulation
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END

Fig. 2.14. Program algorithm of the fracture generator FRAC3D.

2.4.2.1 Generation Routine

As can be seen in Fig. 2.14, the algorithm for structure models for generating
fractures is based on two different approaches: deterministic and stochastic.
The choice of approach depends on the quantity and the quality of the input
data available.

The deterministic approach requires exact information about a fracture
network or a single fault zone. One of its main problems is that one has to
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generate a three-dimensional system out of one- and two-dimensional infor-
mation. Often, this approach is not feasible due to lack of information.

The second basic approach is the stochastic one. A large sample of frac-
ture data (e.g. length, orientation) is required and a description of these field
data by parameterized theoretical distributions, such as the FISHER distri-
bution for the spherical orientation or the exponential distribution for the
fracture lengths, must be available. It is important to be aware of the fact
that these theoretical distributions are based on linear statistics. They do not
include any information about the spatial variability of the data.

The generating routine includes the following steps:

while (simulated_fracture_density < target_fracture_density)
{
step 1: Fracture location
Generation of the mid point of fracture [i]
step 2: Fracture orientation
Generation of the normal vector of fracture [i]
step 3: Fracture extension / length
Generation of the spatial extension of
fracture [i] and calculation of the four edge
points of the fracture [i]
step 4: Inclusion of the new generated fracture
element [i] into the global list of all
fracture elements
step 5: Calculation of the simulated_fracture_density

++i
total number of fractures: nfrac=i

}

An optional optimization routine for the parameter fracture distance com-
pletes the fracture generation.

The statistical characteristics of the newly generated fracture field are an-
alyzed. For this purpose, the distribution functions of several fracture param-
eters are calculated. The difference between the input distribution functions
and the distribution functions of the new field indicates the quality of the
new field. If the differences are too large, the newly generated field is either
rejected and the generation routine run again or the optimization routine
starts.

2.4.2.2 Optimization

As the optimization routine, a Simulated Annealing algorithm followed by a
Markov-Chain-Monte-Carlo algorithm is implemented in the fracture genera-
tor FRAC3D. The Simulated Annealing optimization step serves as a pre-
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conditioning of the starting field for the subsequent Markov-Chain-Monte-
Carlo optimization.

Because of the relatively smooth distributions of the fracture parameters
orientation and fracture length, a good agreement between the input distribu-
tions and the distributions of the generated fields is generally achieved.

However, for the fracture parameter fracture distance an optimization is
necessary since the information of the fracture distances cannot be taken into
account in the generating routine described above. In order to include this
important information in the generated fracture fields, a modified scanline
technique is applied. The scanline technique allows the calculation of the
fracture distance distribution and the optimization of the distribution.

2.4.2.3 Post-processing

In the next step, the intersection lines of the fracture planes and the intersec-
tion points of the intersection lines are determined (Fig. 2.15). Subsequently,
the investigation domain is extracted from the generated domain (Fig. 2.16).
Optionally, the inactive, disconnected fracture elements can be removed from
the fracture network.

Fig. 2.15. Fracture network (left) and intersection lines (right).

Finally, the xyz-coordinates of the investigation domain, the fracture
planes, the intersection lines, and the intersection points are converted into
the data format required for the following mesh generation. Figure 2.17
shows a stochastically generated three-dimensional fracture network and
two details of the finite element mesh of the fracture network. Fuchs (1999)
gives detailed information about the mesh-generation program ART (Al-
most Regular Triangulation).
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Fig. 2.16. Generated domain and extracted investigation domain.

2.4.2.4 Remarks

There is never a perfect match between a stochastic geometrical model and
the real system on which it is based. It is possible to generate different real-
izations which are similar in their statistical description. However, one sin-
gle realization can never exactly predict the behavior at a certain point of the
real system. Therefore, one has to consider a large number of realizations.
On the basis of these realizations, system properties such as the effective per-
meability and the effective dispersion of the system can be investigated and
calculated (see e.g. Sect. 4.3.3). Additionally, one has to be aware of the fact
that single fractures sometimes control the flow and transport processes in
a fracture network completely by connecting different independent fracture
clusters. If such dominating fractures are known and can be described by
their orientation and extension, a combination of the deterministic and the
stochastic approaches improves the reliability of the generated fracture net-
work.

The generation approach discussed above incorporates deterministic and
univariate stochastic information. A further improvement of the generation
process is the implementation of routines for considering geostatistical in-
formation as well. Such algorithms are being developed as this book is being
written. In Sect. 5.4, a geostatistical evaluation of the test site is discussed.
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Fig. 2.17. Three-dimensional fracture network and details of the finite element mesh.
Mesh generator ART (Almost Regular Triangulation) (Fuchs, 1999).
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2.4.3 Spatial and Temporal Discretization

Due to the large discrepancy between the properties of the matrix and the
fractures, large gradients occur in the vicinity of the fracture-matrix inter-
face. To achieve an acceptable numerical accuracy, the mesh of the numer-
ical model must have a high degree of refinement in these areas. Fractures
may either be discretized with one dimension less than the matrix, i.e. as
lines in a two-dimensional matrix or as a surface in a three-dimensional
matrix, or with the same dimension as the surrounding matrix elements,
i.e. equidimensionally (Fig. 2.18).

Q4

N N
1/{1/[

e vy

Qi

Qo

Fig. 2.18. Spatial discretization of a fracture embedded in a porous matrix in a
two-dimensional domain. Left: Lower-dimensional discretization. Right: Equidimen-
sional discretization. From Ochs et al. (2002).

For transport simulations, Neunhduserer (2003) showed that the equidi-
mensional approach yields a more accurate solution than the lower-dimen-
sional one. However, the differences in the global solution are only signifi-
cant if certain local effects accumulate in the system or if the processes are
slow so that a relevant amount of tracer mass exchange occurs between the
fracture and the matrix.

For time-dependent problems, sharp moving pressure and concentra-
tion fronts are obtained in the fractures, suggesting an adaptive refinement
method in order to save computing time, especially for highly complex sys-
tems. The temporal discretization required is in general finer in the vicinity
of the fractures, where very high flow velocities occur compared to the veloc-
ities in the surrounding matrix. An implicit temporal discretization is often
chosen in order to achieve a stable solution, despite the wide range of veloci-
ties. The disadvantage of this approach is a significant influence of numerical
dispersion.

Detailed discussions on spatial and temporal discretization methods can
be found in, for example, Neunhduserer (2003), Helmig (1997), Bastian et al.
(1999), Kinzelbach (1992), and Hirsch (1984).
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2.4.4 Applied Numerical Model - MUFTE-UG

The numerical model used for most discrete modeling investigation in this
book is MUFTE-UG. It consists of the two parts: MUFTE (Multiphase Flow,
Transport and Energy Model) and UG (Unstructured Grids). Figure 2.19
gives an overview of the features of the models. UG is a software toolbox
providing techniques for the numerical solution of partial differential equa-
tions (PDEs) on unstructured grids (Bastian, 1997). For solving linear and
nonlinear PDEs, several multi-grid solvers are available as well as adaptive
and parallel techniques. MUFTE contains numerous discretization meth-
ods and applications for modeling non-isothermal multi-phase processes in
porous and fractured media (Helmig (1997); Helmig et al. (1998)). Geomet-
rically complex structures, such as fractures systems, can be simulated with
MUFTE-UG due to the flexibility of the system and its compatibility with
the powerful mesh generator ART (Fuchs, 1999).

Department of Hydromechanics and
Modeling of Hydrosystems,
University of Stuttgart

- problem description
- constitutive relationships
- physical and mathematical models

Interdisciplinary Center of
Scientific Computing,
University of Heidelberg

- multigrid data structures
- local mesh refinement
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- discretization methods
- numerical schemes
- refinement criteria

- h,p,r — adaptive methods
- parallelization
- user interfaces

- physical interpretation - graphics, visualization +
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Fig. 2.19. Overview of the model system MUFTE-UG.

2.4.5 Summary

This section provides a rough overview of the discrete model concept as it is
applied and implemented for the investigations within the framework of the
research work presented in this book. It gives a basis for a better understand-
ing of the simulation results presented and discussed later on.

Discrete modeling of fractured porous media requires not only an accu-
rate approximation of the flow and transport processes in the matrix, within
the fractures and at their interfaces but also the best possible description of
the geometrical properties of the system.
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The parallel-plate concept for the description of flow within the fractures
is explained and the fracture generator FRAC3D presented. Possible spatial
and temporal discretization methods are discussed briefly and the numerical
model MUFTE-UG is introduced.

Typical numerical difficulties are not included here. Detailed discussions
on this topic are given in, for example, Jakobs (2004), Reichenberger (2003),
Neunhduserer (2003) and Barlag (1997).

2.5 Implementation of the Multi-continuum Concept

T. Vogel, D. Jansen, |. Kongeter

The basic idea of multi-continuum modeling is to model separate, cou-
pled hydraulic components of a heterogeneous aquifer. This principle of the
multi-continuum model is illustrated in Fig. 2.20 for three identified con-
tinua. Itis assumed that each component is distributed continuously in space
and satisfies the conditions of a porous medium (Bear and Bachmat, 1990).
For fracture matrix systems, this could be two fracture continua, such as a
micro- and a macro-fracture system, and a matrix continuum with appropri-
ate equivalent parameters (cf. Sect. 2.5.5).

A detailed modeling of such systems by a discrete model approach re-
quires a high standard of modeling techniques and sufficient computer re-
sources, as well as very detailed experimental investigations of the aquifer
properties. Conversely, a representation of the aquifer by a single continuum
model neglects the interactions between the components, which may be sig-
nificant for the integral transport behavior of the aquifer. Multi-continuum
models offer an efficient solution for this conflict.

The scale of interest (cf. Sect. 2.2) is the third zone (the far-field scale),
where flow and transport may be considered to occur simultaneously, in
overlapping continua. Single fractures are not observed to be dominant, as
the mean length of the fractures is much smaller than the scale of interest.

It may seem that fewer input data are required for setting up a multi-
continuum model than for the discrete approach (cf. Sect. 2.4). However,
for high-quality multi-continuum modeling, a very good data basis is nec-
essary. Data are needed so that hydraulically effective components and their
interactions can be identified. An aquifer within fractured porous media with
two components could be identified as double-porous and single-permeable
(DPSP), double-porous and double-permeable (DPDP) or as single-porous
and single-permeable (SPSP).

2.5.1 Governing Equations

The governing equations concerning flow and transport are formulated in
the same way as for a porous medium (cf. Sect. 2.3) and are based on the
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Fig. 2.20. Principle of the multi-continuum approach for fractured permeable forma-
tions (Jansen, 1999).

principle of conservation of mass. The multi-continuum approach requires a
particular consideration of volume consistency and of exchange terms.

For the denomination of parameters and variables, the number of averag-
ing processes is taken into account. Parameters with a single bar are equiva-
lent continuum parameters and parameters with two bars are averaged over
certain areas of the continuum. Equivalent parameters such as porosity are
to be averaged once over the REV (cf. Sect. 2.3.1). An example of a second
averaging is the averaging of the concentration distribution in a matrix block
to obtain one equivalent mean value (cf. Fig. 2.21).

The equations for the continuum correspond to the equation for transient
flow and the advection-dispersion equation for conservative tracers. In ad-
dition to the familiar terms (storage, flow, source and sink term, advection
and dispersion terms), the exchange terms W, and the relative reference
volumes @4 have to be considered. The latter transform the governing equa-
tions for the continuum based on the natural volume of this component. The
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Determination of the equivalent porosity n in the fracture component

First average

=11

Determination of the average concentration C in the matrix block
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Fig. 2.21. Determination of the first and second average of parameters over certain
areas of the continuum (Jansen, 1999).

following equations apply to the continuum «. The index 3 denotes the con-
tinuum coupled with «.

The equation for the flow field, formulated for the hydraulic head as vari-
able, is thus expressed for the permeable component as follows:

_ oh 9 _ oh )

Transport processes within a permeable component are modeled by solv-

ing the advection-dispersion equation (2.40):

0y . 00y 0 = Oy

O <ﬁe,oc ot + Jix dx; - x; Dij,oc ax]- + QQ,S,{X(CR - Eoc))
+ @{X(Dﬁwcraﬁ =0.

(2.40)

Within this formulation, 7, « is the equivalent porosity and §; , is the DARCY

velocity. D; jis the tensor of hydrodynamic dispersion (cf. Sect. 2.3.3.2) in this
context, written as

+ ﬁDm/i]‘ . (2.41)

= B} o i
Dij = (Xt(sijmi]" + ((Xl —(X[) |lq]
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Q0,s,a(crR — €x) is a source or sink term and W, is the exchange of mass be-
tween the coupled continua o and . If all exchange processes are taken into
account, W is given by equation (2.42):

Weap = Wolag + Watag + War,ap - (242)

Wpy is the diffusive solute exchange due to a concentration gradient between
the two components. Wy and Wy, are exchange masses due to local and
regional advection respectively. The local advection is caused by a fluid ex-
change resulting from a transient flow, where the tracer is transported advec-
tivly between the coupled continua. If the flow within the subordinate com-
ponent (e.g. matrix component) is not negligible, a mixing of the flows may
occur at the fracture-matrix interface, leading to an exchange of tracer mass.
This mixing is represented by the regional advection term (cf. Fig. 2.22).

2.5.2 Types of Coupling

The characteristics of a multi-continuum model are described by the number
of identified hydraulic components and the type of coupling and exchange
formulation between the continua (cf. Fig. 2.25). The different coupling meth-
ods are either parallel, serial or selective (cf. Fig. 2.23). A parallel coupling
means that all identified continua are coupled with each other directly, as
shown by Gwo et al. (1995). A serial coupling (e.g. Lee and Tan, 1987) implies
a coupling in the order of hydraulic conductivity (i.e. macro-fracture system,
micro-fracture system and matrix). The selective coupling (e.g. Closmann,
1975) would, for example, couple the macro-fracture system to the micro-
fracture system and to the matrix, but would not couple the micro-fracture
system and the matrix.

2.5.3 Exchange Formulation

Besides the coupling method of the total system, the exchange formulation
chosen for the single couplings is important (cf. Fig. 2.25). In the follow-
ing, double-continuum models are considered, representing two coupled
components of a multi-continuum model. The type of continuum model
(DPSP or DPDP) defines the appropriate exchange model. Transient ap-
proaches (Bertin and Panfiloy (2000), Moyne (1997), Zimmermann et al.
(1993), Pruess and Narasimhan (1985), among others) and quasi-steady for-
mulations (Quintard and Whitaker (1996), Kazemi (1969),Warren and Root
(1963), Barenblatt ef al. (1960), among others) can be distinguished.

2.5.3.1 DPSP Models with Transient Exchange Formulation

If DPSP models are considered, only molecular diffusion (matrix diffusion),
which is of a local nature and does not depend on regional processes, is mod-
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Fig. 2.22. Possible exchange processes for the components (Jansen, 1999).

eled for the matrix. Making use of the local nature of matrix diffusion, trans-
port in the matrix is described by the local one-dimensional diffusion equa-
tion (2.43)

aC/g 1 d aCﬁ .
e, 3 Aﬁ(s)ne’ﬁDm’ﬁ 3 (A/g(S) 3 >+Q/3(CR —cg)=0, (2.43)

where s is the distance from the exchange interface (the matrix block surface),
A(s) is the interface area for diffusive flux at this distance and Dy, is the
molecular diffusion coefficient. Formulations for A(s) are given by Pruess
and Karasaki (1982) and Jansen et al. (1996). Within the specific surface to
volume ratio of the porous blocks Qg, Wp is given by FICK’s law:
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(c) parallel coupling
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Fig. 2.23. Serial (a), selective (b) and parallel (c) coupling of hydraulic components.
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2.5.3.2 DPDP Models with Quasi-Steady Exchange Formulation

If regional transport is considered in both coupled continua, exchange pro-
cesses are no longer only of a local nature. Therefore, equation (2.40) must be
solved for both continua.

The quasi-steady formulation describing the solute exchange W, can be
written for the fluid exchange as follows:

Warag = |Qw,ijap Ji,8 (2.45)
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WQLOCﬁ = O(iﬁacQ,ﬁ(fl“ — Eﬁ) (246)
and for the solute exchange as
Woiap = 05 e 5(Cx — ) (247)
WaLap = [Waiapl(Ca — Cp) (2.48)
WAI‘,(Xﬁ - ‘WQI',OC/.;‘ (E(X - Eﬁ) . (249)

In equation (2.48), W is the fluid exchange due to the local pressure gradi-
ent between continuum « and 3. In equation (2.49), W, is the fluid exchange
due to the mixing of fluxes. Procedures for determining Wq, are presented
in Jansen (1999). Qyy is the surface function that describes the relevant part
of the fracture for mixing. Figure 2.24 illustrates how exchange processes be-
tween two components depend on direction. The regional hydraulic gradient
induces a fluid flow in the fracture and the matrix system. The direction of
flow, egM, in the matrix system is in accordance with the conductivity char-
acteristics. Inside the fracture, flow is possible only in the direction of the
fracture axis. If the flow in the matrix system is perpendicular to a fracture,
the regional mass exchange is maximal. If the flow in the matrix system is
parallel to the direction of flow in the fracture, the two flows do not mix.
Thus, the intensity of mixing of the two flows depends on their relative ori-
entation and magnitude.

The specific fracture surface Qw (e ) is the measure for the surface of
interaction participating in the regional fluid exchange. It is defined as the

regional gradient

‘ Ireg <

X1 nF

qF X2
eqm

Fig. 2.24. Dependence of regional exchange processes on flow direction (Jansen, 1999).
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ratio of the sum of the perpendicular projections of all N fracture surfaces
AF to the direction of flow e,y in the matrix and the volume V) of the total
system under consideration:

N
Owlegu) = Vle): Ar(K)eqrnp (k) (2.50)
=1

QOyw can be obtained by a best-fit analysis. The exchange parameters &.
and &g have to be calibrated.

transient exchange formulation
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Fig. 2.25. Transient and quasi-steady exchange formulations (Jansen ef al., 1998).

2.5.4 Numerical Model

The numerical model STRAFE was developed by the Institute of Hydraulic
Engineering and Water Resources Management, Aachen University. The fol-
lowing list provides an overview of the characteristics of the STRAFE multi-
continuum model used for the investigations in this book:

the number of components is theoretically infinite;

permeable components can only be modeled globally;

porous components can be modeled locally or globally;

two permeable components are coupled with the quasi-steady exchange
formulation;

e the coupling of a permeable and a porous component can be performed
with the quasi-steady exchange formulation or the transient formulation;
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e simultaneous coupling of several components can be done in a parallel,
serial or selective way;

e the numerical solution is achieved by the standard Galerkin Finite Ele-
ment method;

e acombination of one-, two- or three-dimensional finite elements is possi-
ble.

Birkholzer (1994b) and Jansen (1999) have presented very detailed descrip-
tions of the numerical model. For the evaluation of flow and transport pro-
cesses in the unsaturated zone, STRAFE has been further developed to han-
dle these processes in multi-continuum systems by taking the RICHARDS
equation into account (Lagendijk (1997) and Thielen (2002)).

2.5.5 Determination of Equivalent Parameters

In the following sections, methods for determining equivalent parameters
are presented. These methods are used to obtain parameter sets that are
necessary to set up a multi-continuum model as described in the previous
section. Applications of these methods are described later in this book (e.g.
Chapter 4).

2.5.5.1 Tensor of Equivalent Hydraulic Conductivity

The equivalent hydraulic conductivity tensor describes the flow properties
of a fractured and/or porous medium, determined by an averaging process
over the corresponding REV. The determination of the hydraulic conductiv-
ity tensor is performed according to Long (1983) and Wollrath (1990): a hy-
draulic gradient is imposed on the system under investigation with varying
angles and the corresponding discharge is established (Fig. 2.26, left). The
equivalent hydraulic conductivity for each direction is calculated as

_ Qy
Ky = A - grad(hy)’ (2.51)
where v is the direction, K is the equivalent hydraulic conductivity, Q is the
discharge, A is the area of the outflow boundary and grad(h,) is the im-
posed hydraulic gradient. With the least-square method, an ellipse is fitted
to the collection of directional values, representing the equivalent hydraulic
conductivity tensor of the system (Fig. 2.26, right).

K, = e'Ke with e = {“’”] (2.52)

The better the directional hydraulic conductivities fit the ellipse, the closer
the system is to an REV and the better its flow processes can be described by
a continuum with the properties of the determined equivalent tensor.
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Fig. 2.26. Fracture system and directional discharges (left). Calculated hydraulic con-
ductivities (right) for different fracture system realizations and fitted ellipse (Hem-
minger et al., 1998).

2.5.5.2 Equivalent Porosity

To describe the mean transport characteristics of a medium, the equivalent
porosity 7 is ascertained. The procedure is based on the same principle as
for the determination of the tensor of equivalent hydraulic conductivity (cf.
Sect. 2.5.5.1).

For each angle y in which a hydraulic gradient is applied to the system,
a transport calculation is performed (Fig. 2.26, left). At the input boundary, a
known quantity of an ideal tracer is introduced into the system. At the out-
put boundary, the breakthrough curve is determined and the corresponding
cumulative curve is calculated. The equivalent porosity n of the system is
obtained by:

Qytmedian

v . (2.53)
The parameter 7, is the directional equivalent porosity, Q, is the directional
discharge, and V is the volume of the total system.  ,¢4jan is the point in time
at which 50 % of the tracer mass are detected at the outflow boundary.

Here, only volumes are considered, since the ratio of the volume occupied
by flow processes to the total volume is calculated. Initially, the porosity is re-
garded as being directional, as it is determined on the basis of a breakthrough
curve corresponding to a certain direction. It goes without saying that for the
calculations, the porosity is considered to be independent of direction and is
thus a scalar quantity.

ny, =

2.5.5.3 Tensor of Equivalent Dispersivity

In order to derive the equivalent dispersion tensor Dy ;j, first the directional
dispersivity « , is determined for each of the tracer breakthrough curves.
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The determination is based on the one-dimensional transport equation for a
DIRAC impulse:

B 2
c(x,ta,) = AM - exp [— (x — o)

2neybm /Ot oy, dvte, 1 23
Here, c is the concentration, x is (in this case) the distance between the in- and
the outflow boundary, t is the time, A M is the injected tracer mass, 71¢ y is the
directional porosity, b the width of the area, m the thickness of the domain,
v is the mean seepage velocity and « ,, is the directional dispersivity to be
determined. With equation (2.54), the « ,, yielding the best reproduction of
each of the tracer breakthrough curves is iteratively obtained. For this pur-
pose, the equation is solved with gradually varying «; , and the deviation
from the simulated curve is derived using the least-square method, where N
is the number of time sampling points of the tracer breakthrough curve:

N 2
E = (Csim,i — C (x, ti/ “l,y)) . (255)
1

The error is plotted over & ,, and the minimum is established.

From the determined directional dispersion lengths, the directional dis-
persion coefficient D, can be ascertained using the corresponding seep-
age velocity. The dispersion tensor is established according to the same
procedure as for the determination of the hydraulic conductivity (cf. Fig.
2.26). From the principal axes of the tensor, the equivalent longitudinal and
transversal dispersion for the angle between the first principal axis and the
polar axis can be determined. This concept yields an approximated reference
value for the directional dispersivity. The disadvantage of this rather sim-
ple approach is that early concentration peaks and strong tailing, both very
typical characteristics of the tracer breakthrough curves of fractured porous
systems, are not satisfactorily reproduced.

2.5.6 Characteristic Values

Birkholzer (1994a) and Jansen (1999) develop characteristic values in order
to evaluate the importance of exchange processes and to assess the integral
transport behavior of the model. A good approximation of characteristic val-
ues is necessary to choose an appropriate type of exchange model and to
identify the relevant parameters of the aquifer.

As the multi-continuum model presented here allows for both a coupling
of fracture-matrix systems and fracture-fracture systems, two conceptual sys-
tems are investigated to identify the characteristic values.

Berkowitz et al. (1988) present an idealized model area that consists of a
regularly fractured fracture network and uniform matrix blocks. The model
area and boundary conditions are illustrated in Figure 2.27.
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Fig. 2.27. Idealized model area to identify the characteristic values (Jansen, 1999).

The superordinate component consists of two fracture sets that are in-
clined by 8; and —6; respectively. These matrix blocks are quadratic with a
side length of d; that are supposed to be isotropic and homogeneous. The
fracture spacing d; and the fracture aperture of by are assumed to be con-
stant. The subordinate fracture set of the fracture-fracture system consists of
horizontal fractures with a spacing of d, and an aperture of b,.

For the confined model area, steady-state flow conditions are assumed.
Continuous tracer injection is performed on the left model boundary.

A regional flow in the direction of the x-axis occurs due to the model area
and boundary conditions. This flow field does not cause a dispersive tracer
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flow at the fracture intersections. Thus, the model area may be reduced to a
strip of dicos 61 in height and a length x.

2.5.6.1 Mobility Number

The mobility number Ny is defined as the ratio of the equivalent DARCY ve-
locity of the subordinate component 3 and the superordinate component a:

Ny="1¢. (2.56)
Ju

It allows for a characterization of the coupled components with regard to
the mobility of the fluid in the subordinate component and is therefore a
significant criterion on for choosing between a storage or mobility approach.
In the case of isotropic flow conditions and a hydraulic gradient in the x-
direction considered here, the mobility number of the fracture-matrix system

is defined as

K

Ny = %2 — . J . (2.57)

2NN S ( dll) c0s20;

whereas, for the fracture-fracture system it is defined as:
- 3 )
Gxp 1/ by\ dicos0;

Ny = = _ . 2.58
M gx1 2 (bl) dyc0s26, (2.58)

In order to evaluate the mobility of the fluid in the subordinate component,
the relevant parameters for a fracture-matrix system are, according to equa-
tion (2.57), the equivalent hydraulic conductivity of the matrix, the fracture
width and fracture density of the superordinate component, as well as the
orientation of the fractures to the hydraulic gradient.

The flow regime in fracture-fracture systems is determined according to
equation (2.58) by the ratio of the fracture width, the ratio of the fracture
densities and the ratio of the orientation to the hydraulic gradient.

The reciprocal value of the fracture distances is equal to the fracture den-
sity of parallel fractures which is defined as the number of fractures per unit
area (Long et al., 1982). Fracture densities are used here because they may
also be applied to irregular fracture networks.

2.5.6.2 Diffusion-Advection Number

The diffusion-advection number Npj is defined as the ratio of mass trans-
ferred in a diffusive and regional-advective way:

Mp

. 2.59
My, (2.59)

Npa =
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This parameter allows for the characterization of the importance of ex-
change processes. It is defined for steady-state flow conditions, where mass
transfer due to local advection does not occur.

The diffusive mass transport in the subordinate component results from
the spatial and temporal integration of the FICK’s second law:

oC 92C
3 = D, 32 (2.60)
leading to
Mp = Conp\/8Dm 2TdA , (2.61)

where the equivalent porosity of the subordinate fracture component is de-
fined as:

by
dy
Concerning the advective mass transport, only the perpendicular projection

sin 61d A in the direction of the flow g is relevant. The mass transferred ad-
vectively in the subordinate component during the time T thus results in:

ny = (2.62)

MAr = C0q2TSil’l QldA . (2.63)

Taking the flow velocities into account, the diffusion-advection number of
the fracture-matrix system is defined as

Mp 1y \/ 8D 2
N, T) = = ’ 2.64
palT) = pp,, Kilsing; ' T (2.64)
and, for the fracture-fracture system, one obtains:
Mp 12v \/ 8Dp 2
N T) = = _ - 2.65
pa(T) My, gb3cos?0;1sin 6, T (2.65)

Interpreting the importance of mass-exchange processes by the diffusion-
advection number leads to the same parameters of the discrete system as for
the mobility number (cf. Sect. 2.5.6.1). Additionally, the time scale is taken
into account. At early points in time, the gradient of concentration at the
block surface is very steep, resulting in a high diffusive mass exchange and
a maximum value for Np. Later, the concentration gradient decreases and
the diffusion-advection number exhibits a smaller value. As a characteristic
point in time, the loading time T* is suggested.
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2.5.6.3 Loading Time

The loading time T* is a characteristic time scale describing the period of in-
teraction between the components. In order to determine T*, both advective
and diffusive processes are considered. T* is defined to account for the time
a tracer particle takes to move the distance s,4x (penetration depth) from the
block surface to the middle of the block advectively during the time T’ and
diffusively during the time T} respectively:

—1
11
T = <T;3 + Tz’5> . (2.66)

The maximum advective transport distance from the block surface to the
center of the block is expressed by

Smax,A = dlcos O . (2.67)
The pore velocity within the matrix component is defined as
K¢l
va= 1, (2.68)

13

and, for the subordinate fracture component,
Uyo = 1 g b3cos?0s 1 , (2.69)
’ nt 12v

where nt is the porosity of the fracture filling. The advective loading time T
is therefore defined for the matrix component as

« _ nhodicosfq

T = K1, (2.70)

and as
n¢12vdycos 61

s = "l
gb3c0s26, 1,

2.71)

for the fracture component. The diffusive transport distance perpendicular
to the block surface is defined for a matrix component as

Smax,D = dlsin 91 . (2.72)

Within the subordinate fracture component, diffusive solute transport may
only occur in the direction of the fractures. The diffusive transport distance
to the center of the block may thus be determined as

Smax,D = d1¢0567 . (2.73)

Therefore, the diffusive loading time of a matrix component is
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5 = ( Ldysin20 o (2.74)
D=\ 2™ ') 2Dy, '
and
S|
T, = (dlcos 91> (2.75)
b 2Dmol,2

for a subordinate fracture component.

Comparing the loading times for a fracture-matrix system and a fracture-
fracture system, special attention has to be given to the equivalent porosity of
a matrix and a fracture component because of their different orders of mag-
nitude. The equivalent porosity of a matrix component is, in general, much
higher than for a fracture component. Therefore, the relevant time scales for
the exchange processes of fracture-matrix and fracture-fracture systems dif-
fer.

2.5.6.4 Loss of Identity Length

The loss of identity length L* is a characterisitic length scale. It is used to esti-
mate the transport distance within which a distinction between the two com-
ponents is necessary. It is defined by an empirical approach and specifies the
transport distance within which the concentration in the superordinate com-
ponent, introduced at the input boundary, is dissipated to 0.1 % of the initial
value, due to exchange processes with the subordinate component. There is a
distinction between the advective loss of identity length L% and the diffusive
loss of identity length L},, which are calculated as the loss of identity length
exclusively for regional advection and diffusive mass exchange respectively.
The loss of identity length is defined as:

-1
L*:<1+1> . (2.76)

Ly Ip

Birkholzer (1994a) expresses the term for the advective loss of identity
length by:

1n0.001
Nm

According to Tang et al. (1981) the diffusive loss of identity length L7, is
estimated by means of the analytical solution of the diffusion of a tracer from
a single fracture into an infinite half space. Making use of the simplification
that adsorption and degradation processes can be neglected, the following
equation is established:

Ly = — (2.77)
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c exp(vz) 7 B 2_0222 Y
. =2 i l/exp( 3 462 Jerfc oT dé (2.78)

with: -
"=, (2.79)
VB2, . , 4Dy b
Y = AA & with 7= 02 and A= 13/ Dy (2.80)
T Z 2.81
=/t — 4D1£ (2.81)
z 1
| = 2.82
2 /Dyt (2.82)
D1 = v+ Dy (2.83)
Dy = 7Dy, . (2.84)

z characterizes the transport distance, v; is the pore velocity and D; the
coefficient of dispersion in the fracture. The effective coefficient of molecular
diffusion in the matrix is described by D, and the tortuosity in the matrix is
defined as 7. The period of the observation is .

By means of equation (2.78), the concentration profiles along the fracture
axis are determined for specific points in time (Fig. 2.28). The transport length
for which the concentration is equal to 0.1 % of the concentration at the input
boundary can be deduced from these profiles. Birkholzer (1994a) proposes
a value of 0.2T}; as the period of observation. T}, is the diffusive loading
time of a component. A detailed derivation of this parameter can be found
in Birkholzer (1994a).

2.5.7 Summary

Whereas Sect. 2.4 presents the discrete model concept, this section gives an
overview of the alternative multi-continuum model concept. Additionally,
necessary equivalent parameters are defined and the determination of these
parameters is explained. Characteristic values quantifying the exchange pro-
cesses in hydraulic systems with more than one component are introduced
and their derivation is shown based on a idealized model area. This allows
for a better understanding of the numerical investigations presented and dis-
cussed within this book.



2.6 Summary 61

1.0

0.9 i

08 [\

0.7 b \
RN

0.6

0.5 "".\".\‘ \

cic, [-]
d

04—
(W \
03—+
Y \
0.2 FER \
'.\ \. \\
0.1 LY
) RN
0.0 \"\\.. Sl i ——
0.0 100.0 200.0 300.0

x[m]

Fig. 2.28. Typical concentration profiles along the fracture for different points in time
(Tang et al., 1981).

Multi-continuum models, as a compromise between a detailed discrete
approach and a simplified single-continuum approach, substitute the hetero-
geneous structure of an aquifer by overlaying, coupled homogeneous com-
ponents that are continuously distributed in the model domain. Special at-
tention has to be paid to the exchange processes and the related coupling
terms.

Even though a multi-continuum approach is more general than a discrete
model, a basis of solid and reliable experimental data is critical for the success
of the model.

2.6 Summary

Following the steps of the transformation from a complex natural system
to a simplified numerical model, general characteristics of fractured porous
systems, the basic theory and concepts of flow and transport processes in
such systems, and two different model approaches are presented.

The discussion has the objective of founding a basis for a better under-
standing of the research results presented in this book in later chapters.

The general properties of the components of fractured porous systems
and in particular the geometrical characterization, often based on statistical
approaches, are described.

A basic physical-mathematical description of single-phase flow and trans-

port processes in porous media is given, relevant to the issues discussed in
this book.
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Depending on the problem scale, the types of heterogeneities (e.g. faults,
fractures, fissures) and their frequencies, two different model approaches for
the consideration of fractures in porous domains are proposed.

In a discrete model, the matrix and the fractures are locally idealized as
continua and the fractures are implemented discretely at their actual location
within the domain. Due to the extensive property and geometrical data re-
quirements, as well as the high spatial and temporal resolution necessary to
obtain accurate results, discrete models are best suited for principal investi-
gations on a limited scale.

The second approach introduced is the multi-continuum model approach.
By transforming, for example, the matrix and the fractures on different scales
into separate equivalent continua, the domain is partly homogenized. The
exchange between the defined continua is realized by introducing exchange
terms for both flow and transport interaction processes. This approach is ap-
propriate for larger problem scales due to the requirement of averaging over
a representative elementary volume.

The amount and quality of available data is, for both model approaches,
an essential pre-requisite for reliable model results.
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Core Scale

S. Baraka-Lokmane, R. Liedl, M. Sauter, G. Teutsch

Activities on the core scale (sample size approx. 0.1 m) focus on determin-
ing the permeability and hydraulic conductivity of fractured-porous sand-
stone samples. Core scale experiments benefit from the fully controlled con-
ditions prevailing in the laboratory. The contribution of individual fractures
to overall sample properties and the feasibility of using air as a test fluid in-
stead of water, which represent two major issues in aquifer analog studies,
can therefore be analyzed without external perturbations. The development
and application of experimental techniques is complemented by simple ge-
ometric and hydraulic considerations establishing quantitative expressions
for the sample properties mentioned above. In the end, basic knowledge ob-
tained from the experimental and modeling investigations at the core scale
may support the characterization of fractured porous media at larger scales.

3.1 Sample Characterization

Eight core samples of 10 cm in diameter and thickness are chosen to demon-
strate the feasibility of the experimental methods developed. The samples
originate from the middle Stubensandstein that belongs to the Middle Keu-
per of the Southwest German Trias. They are selected according to the follow-
ing criteria in order to ensure flow governed by fractures (Baraka-Lokmane,
2002a):

e visible and open fractures;
e fractures with the same orientation as the core axis;
e fractures cutting the core from top to bottom.

Mineralogical investigations show that the samples are classified as arko-
se with well to poorly sorted grains (Baraka-Lokmane, 2002a). Quartz is the
dominant framework (70% to 80%), feldspars are present with a proportion
of 10% to 25% and micas are rare. Cements are abundant and clay minerals,



66 3 Core Scale

carbonate (calcite or dolomite) and quartz are most common. Figures 3.1 and
3.2 are scanning electron microscope (SEM) photographs, providing exam-
ples of the coexistence of several types of cements.
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Fig. 3.1. SEM photograph of a cement containing kaolinite (K) and carbonate minerals
(C) (Baraka-Lokmane et al., 2003).
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Fig. 3.2. SEM photograph of a cement containing smectite (S), kaolinite (K) and illite
minerals (I) (Baraka-Lokmane, 2002a).
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According to the type of the dominant cement, the eight samples (Table
3.1) can be divided into three groups:

samples with carbonate as the dominant cement (samples 4 and 5);
sample with kaolinite as the dominant cement (sample 8);

samples with clay minerals (kaolinite or smectite) and carbonate as the
dominant cements (samples 1,2, 3, 6 and 7).

Table 3.1. Characteristics of the eight selected samples (Baraka-Lokmane, 2002a)

Sample Porosity Saturation Type of cement

Number

1

3.2 Experiments

(%)
21.54

25.69

21.31

21.85
21.19
20.52
20.17

17.89

(%)
95.89

91.37

91.01

93.27
93.27
98.21
90.22

76.69

(* = dominant)
kaolinite*,
carbonate*, quartz

kaolinite*,
carbonate*
carbonate®,
smectite®, illite,
kaolinite, quartz
carbonate®,
kaolinite
carbonate*
kaolinite
carbonate*
quartz, smectite*
carbonate*
quartz, smectite*
kaolinite*, quartz
carbonate

Fraction characteristics

e more than one fracture

o large fracture aperture

o presence of clay nodules
in the matrix

e one fracture

o large fracture aperture

e more than one fracture

e more than one fracture
e one fracture
e more than one fracture

e more than one fracture

e one fracture
o large fracture aperture

The experiments on the core scale include two approaches. First, detailed
investigations of the fracture geometry are performed by resin casting and
magnetic resonance imaging. Second, flow tests are conducted using water
and air as test fluids (hydraulic and pneumatic experiments, respectively).
Both approaches are pursued in order to derive sample permeabilities and
conductivities in Sect. 3.3.

3.2.1 Fracture Geometry Investigations

The importance of fracture geometry for fluid flow behavior is widely rec-
ognized in the disposal of radioactive waste, petroleum exploitation and
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underground energy storage. Indeed, the hydrogeological response is gov-
erned by the size of the fractures, their connectivity and by the roughness
of the fracture surfaces. Various laboratory and field studies have improved
the understanding of flow in natural fractures (e.g. Brown and Scholz (1986);
Gentier (1986); Pyrak-Nolte et al. (1987); Gale (1987); Hakami (1988)). These
empirical investigations of fracture void geometry have led to a conceptu-
alization of fractures as two-dimensional heterogeneous porous media (Cox
et al., 1990). In the following, a new resin casting technique and magnetic
resonance imaging (MRI) are shown to provide relevant information about
fracture geometry.

3.2.1.1 Resin Casting

Resin casting is a well known method for obtaining a complete description of
the fracture void geometry. Gentier and Billaux (1989) suggest and, for exam-
ple, Coxet al. (1990) and Dollinger et al. (1994) actually use a silicone polymer
resin as the casting material. During casting, the sample is subjected to a nor-
mal stress. The two sides of the fracture are fitted together to act as a mould
which is filled with the resin. For calibration purposes, a wedge of known
thickness is cast at the same time, using the same batch of silicone material
in a machined mould with a flat cover plate. The fracture and wedge moulds
are both filled with the resin, and excess polymer is squeezed out by applying
pressure on the opposite sides of the fracture. The main problem associated
with this technique is that the fracture aperture is no longer natural. Further-
more, the technique cannot be applied to very small fracture apertures (in
the order of micrometers).

In order to circumvent these disadvantages, a new resin impregnation
method was developed to determine the total and detailed fracture geome-
try of 10 cm samples without disturbing the fracture (Baraka-Lokmane et al.
(2001); Baraka-Lokmane (2002b)). In contrast to the studies mentioned above,
the focus is not on granitic rocks but on fractured sandstone. The parameters
of the fracture geometry to be determined are the fracture aperture, fracture
length, fracture width and fracture roughness (Sect. 2.1 and Fig. 3.3).

Using material from the Stubensandstein rock described in Sect. 3.1, i.e.
the same type of material as samples 1-8, core sections of 1cm thickness are
impregnated under vacuum with the help of the equipment illustrated in Fig.
3.4. The top of the core section is left open and the resin enters through the
bottom by capillary forces. In order to make the fracture space more visible
for the subsequent digital analysis of the fracture geometry, two dye tracers
(Fluoresceine and Methylene blue) and two resins (RTV 141 and EPOFIX) are
used for the impregnation. The physical characteristics of these compounds
are listed in Table 3.2.

The resin impregnation results are illustrated in Figs. 3.5 and 3.6. For
a better visualization of the fractures, the resins RTV 141 and EPOFIX are
colored black. The different impregnations show that, due to the improved
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Fig. 3.3. Fracture parameters to be determined by the resin impregnation method
(Baraka-Lokmane, 2002a).

Fig. 3.4. Resin impregnation equipment (Baraka-Lokmane, 2002b).

contrast, the results are better with resins than with dye tracers, especially
when the resin is colored black.

Figures 3.5 and 3.6 show that Fluoresceine and Methylene blue do not
improve the visualization of the fractures. The pixel maps just become paler
than the pixel map of the same sandstone section without any impregnation
(Fig. 3.7).
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Table 3.2. Physical properties of the compounds used for the impregnation (from
Baraka-Lokmane (2002a))

Method Dye tracer Cast (resin)

Compound Fluoresceine Methylene blue RTV 141 EPOFIX
resin + resin +
hardener hardener
(Rhone
Poulenc) (Struers)

Experiment under vacuum

Dosage 1.5mg/ 100mg/ 70gresin+ 50g resin +

100 ml water 100 ml ethanol 7 g hardener 6 g hardener

Coloration green blue colored black
with Araldite coloring paste
(Gbrot)

Viscosity - - 4000 550 150

in cps (20°C) (50°C)

Temperature 20°C

Pot life - 4hours 30 minutes

Hardening time - - 2hours 8 hours

at 100°C at20°C

Fracture Fracture
__ traces traces

Fig. 3.5. Pixel maps of a sandstone core section impregnated with Fluoresceine (left)
and Methylene blue (right) (Baraka-Lokmane, 2002a).

Impregnating core sections of 1cm thickness under vacuum requires al-
most five hours under vacuum for each core section. For this reason, Baraka-
Lokmane (2002a) developed a resin injection apparatus (Fig. 3.8) to impreg-
nate the complete sample with 10cm thickness in one experimental run,
i.e. within an impregnation time of 1 hour (Baraka-Lokmane, 2002b). In this
setup, the sample is wrapped in a latex membrane and then fixed in a core
holder. The resin is injected through the sample from the top to the bottom
using air pressure. At the same time, the apparatus is connected at its base to
a vacuum pump.
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Fig. 3.6. Pixel maps of a sandstone core section impregnated with RTV 141 (left) and
EPOFIX (right). Resins are colored black (Baraka-Lokmane, 2002a).

Fracture
. traces

e

Fig. 3.7. Pixel map of a sandstone core section without any impregnation (Baraka-
Lokmane, 2002a).

A series of resin impregnation experiments were performed by Baraka-
Lokmane (2002a) using the injection technique. Three resins (Sika Injektion
26, EPOXY and SPURR) were tested to find the most suitable resin to be
used for the impregnation. The physical properties of the tested resins are
displayed in Table 3.3. The injection pressure was varied, injecting the resin
at 6 pressure levels (0.05bar to 0.1 bar in steps of 0.01 bar) for 10 minutes each.

Observations derived from the experiments can be summarized as fol-
lows:

e The sample should be oven-dried and placed under vacuum before in-
jecting the resin.

e The best resin was found to be SPURR because of its low viscosity (60 cps
at 20°C) and its long pot life (2d).
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Fig. 3.8. Resin injection equipment (Baraka-Lokmane ef al., 2003).

e A latex membrane is superior to silicon or gypsum encapsulation for
avoiding leakage of the resin.
The use of a piston to separate the resin from the air is not necessary.
1his an appropriate period for resin injection.

Figures 3.9 and 3.10 show two examples of the upper and the lower sec-
tion of the same sample impregnated with resin using the injection technique
described above. The results clearly show the sedimentary layers as well as
the location of the fractures.

After impregnation, the cores characterized in Sect. 3.2.1 (Table 3.1) were
cut into slices of 5 mm thickness (Figure 3.11). The resulting 128 cross-sections
from the eight samples were then photographed and 196 fracture traces were
digitized. The image analysis program OPTIMAS (Optimas Corp., Bothell,
Washington) was used for the calculation of the parameters of the fracture
geometry. Based on this analysis, the rough fracture walls are approximated
by a series of rectangles and the length as well as the aperture of each rect-
angle determined (Fig. 3.12). This approach corresponds to the local parallel
plate concept mentioned in Section 2.4.1 (Fig. 2.11). As an example, results
for sample 8 are given in Table 3.4.

Various three-dimensional images of the samples were produced by com-
bining a series of slice pictures with the fracture traces (Baraka-Lokmane,
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Sedimentary
layer
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" with' SPURR
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Fig. 3.9. Pixel map of the top of sample 1 impregnated with SPURR resin colored
black (from Baraka-Lokmane et al. (2003)).

2002a). Figure 3.13 shows sample 8 containing a single fracture, which passes
through the core from top to bottom. The study of the slices of 5mm thick-
ness and the three-dimensional images of the samples allow a detailed de-
scription of the fracture system in terms of the fracture aperture, fracture
width, fracture length and the connection of the fractures. This can also be

Table 3.3. Physical properties of the tested resins (Baraka-Lokmane, 2002a).

Resin
Compounds Sika Injektion 26 EPOXY SUPPR
2 compounds  (resin + hardener) 4 compounds
(Sika, Nagra, (Gbrot, France)  (Plano, United

Switzerland) Kingdom)
Experiment injection with pressure
Dosing compound 1.12 g resin + VCD10g
A:114¢g 0.95ghardener DER:6g
compound NSA:26g
B:1g DMAE: 1g
Coloration  colored black with Araldite coloring paste (Gbrot)
Viscosity 100 150 60
in cps (20°C)
Temperature 20°C
Pot life 2.5hours 50 minutes 2 days
Hardening 1-2days 3hours 3hours

time at 20°C at 60°C at 70°C
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Sedimentary
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Sfwo’connected
fractures

Fig. 3.10. Pixel map of bottom of sample 1 (from Baraka-Lokmane et al. (2003)).

N

OO

Fig. 3.11. Schematic sketch of a core sample cut in three slices (modified from Baraka-
Lokmane et al. (2003)).

seen in Fig. 3.14, which shows sample 1 with three fractures, two of which
intersect. A fracture which does not connect the top and bottom of the core
is present in sample 2 (Fig. 3.15).
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Fig. 3.12. Cross section of a real fracture and the approximation in the digital analysis
(modified from Baraka-Lokmane et al. (2003)).

Table 3.4. Fracture geometry parameters obtained by OPTIMAS for section 10 of sam-
ple 8 (from Baraka-Lokmane (2002a))

Number i of rectangle Width [; (mm) Aperture b; (mm)

1 2.082 0.061
2 0.796 0.035
3 11.993 0.058
4 0.534 0.033
5 22.353 0.066
6 2.372 0.065
7 0.749 0.055
8 0.551 0.088
9 2.093 0.065

The roughness of each individual fracture can, in principle, be deter-
mined by two different methods. In the first method, the surface roughness
is measured by profilometry (Barton (1973), Barton and Choubey (1977)),
which consists of dragging a sharp stylus in a straight line over the surface to
record the surface height in the form of a profile. The fracture roughness in
a sample is then approximated by tracing many linear profiles. The second
method, which is used here, is the optical method developed by Brown and
Scholz (1986).

According to the optical method, square sections (about 1 cm x 1cm) of
the fracture surface are photographed using a SEM (Fig. 3.16). From the pho-
tographs, the elevations of the asperities can be calculated to determine the
absolute roughness, defined as the mean height of the surface asperities in
the fracture with respect to some reference datum.

The fracture surface in Fig. 3.16 is viewed at 45 degrees. Therefore, a cor-
rection of each elevation measurement is necessary. For the evaluation of the
absolute roughness, ten SEM photographs of a fracture surface were taken
for each sample and an arithmetic mean of the real elevations was calculated
for each photograph. Arithmetic averaging of the results yields the absolute
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Single fracture, which
run right through
the core sample

Fig. 3.13. Three-dimensional visualization of sample 8 (Baraka-Lokmane et al., 2003).

Intersection between
Fracture and ** Fracture

Fig. 3.14. Three-dimensional fracture visualization of sample 1 (Baraka-Lokmane
et al., 2003).
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Single fracture, which
does not run right
through the core sample

Fig. 3.15. Three-dimensional visualization of sample 2 (Baraka-Lokmane et al., 2003).

fracture roughness values given in Table 3.5. The results are used in Sect.
3.3.1.1 to determine the effective conductivities of the samples.

Table 3.5. Absolute fracture roughness for investigated samples (Baraka-Lokmane,
2002a).

Sample Absolute roughness (um)
1 2.77
not determined
2.31
6.93
5.08
10.17
1.85
2.31

OO WN

3.2.1.2 Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) is another method which is used here to
determine the fracture geometry of one of the eight sandstone cores investi-
gated with the resin casting technique. MRI is a relatively fast method and
can be carried out without any perturbation of the fracture aperture. It allows
the visualization of mobile fluids and the interaction of these fluids with the
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Fig. 3.16. SEM photograph of a fracture surface (Baraka-Lokmane, 2002a).

surface of the pores (Chardaire and Roussel, 1990). Nuclear magnetic reso-
nance imaging adds the extra feature of a three-dimensional visualization of
fluids in porous media.

Nuclear Magnetic Resonance (NMR) has long been used in the oil indus-
try as a research tool for the measurement of petrophysical rock properties
such as porosity (Timur (1969); Cowgill et al. (1981a) Cowgill et al. (1981b)),
permeability (Headley (1973); Kenyon et al. (1986)) and wettability (Brown
and Fatt (1956); Kumar et al. (1969); Williams and Fung (1982)). It also allows
the distribution of pore sizes (Seevers (1966); Kozlov and Ivanchuk (1982);
Brown et al. (1981); Gallegos et al. (1987); Gallegos and Smith (1988); Kenyon
et al. (1989)) and the saturation in samples (Saraf and Fatt (1966); Saraf and
Fatt (1967)) to be determined.

Application of MRI to porous media can be traced back to Gummerson
et al. (1979), who used NMR to observe the capillary absorption of water as
a function of time. They used a magnetic field of 0.7 T. Horsfield et al. (1989)
and Dechter et al. (1989) employed MRI to selectively visualize water or oil
by additionally inferring chemical displacement data.

Chardaire and Roussel (1990) applied the MRI technique to study fluid
distributions in porous media using a magnetic field of 0.9 T. This work fo-
cused on the determination of the local porosity through the intensity of the
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NMR signal of a fluid in a porous medium and the visualization of oil and
water distribution by chemical-shift selective excitations.

Dijk et al. (1999) have used nuclear MRI for measuring the water flow ve-
locities in the fractures and have investigated the effects of wall morphology
on flow patterns inside a typical rock fracture. Their study demonstrates that
nuclear MRI can effectively and accurately measure even highly heteroge-
neous flow fields in such systems.

NMR is mainly known as a spectrometric technique. When nuclei with
magnetic moments are put in a static homogeneous magnetic field, discrete
energy levels are observed. A suitable radio-frequency field is applied to in-
duce transitions between the levels, thus changing the magnetization. At the
end of radio-frequency excitation, the nuclei return to equilibrium and the
magnetization decays as a function of time. The frequency of this decay de-
pends on the strength of the magnetic field and is characteristic of both the
nucleus species and their chemical environment.

To obtain an image of the distribution of a specific nucleus, e.g. hydrogen,
in a rock sample, a spatial discrimination is required instead of a chemical
one. This discrimination is produced by superposition of three mutually per-
pendicular, uniform magnetic field gradients on the main magnetic field. In
this way, each point of the sample is subjected to a different magnetic field
and yields a signal at a different frequency, which is linked to a spatial po-
sition. One of the gradients is used to select a slice through the sample. The
higher the gradient, the narrower the slice (in conjunction with the length
of the radio-frequency pulse). The other two gradients determine the size of
the pixels in the slice. The resolution depends on the strength of the three
gradients, on the mass of the nucleus and on the transverse relaxation rate.
There are two kinds of relaxation: longitudinal relaxation, which governs the
recovery of the system towards equilibrium and the frequency of the repe-
tition rate, and transverse relaxation, which characterizes the extinction of
the signal and the width of the frequency spectrum, hence the resolution of
the method. The time needed to apply and interrupt gradients, especially in
echo methods, can be long, and it is necessary to adjust this time with the
relaxation rate to obtain a signal.

Relaxation is governed by porosity, permeability, wettability and para-
magnetic impurities. In cores, it might be necessary to use sequences of fast
nuclear MRI or, in extreme cases, the technique of back projection (Timur
(1969); Williams and Fung (1982)). This method enables signals to be re-
ceived 1ms or less after excitation instead of 4-6 ms for standard spin-warp
sequences. In strong magnetic fields, it is also possible to differentiate species
with sufficient chemical resolution (Chemical Shift Selective Sequences) to
obtain, for instance, an image of a fluid distribution in core samples (Hinedi
et al., 1997). One of the eight fractured porous sandstone samples (sample 1)
was chosen to be investigated by the MRI technique, using a magnetic field
strength of 1 T. To obtain images of total hydrogen content, a standard spin-
warp sequence was applied to five vertical slices of 8 mm thickness, i.e. 40%
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\ / -16
Slice of I ___________ 32

a) 8 mm thickness

Fig. 3.17. Investigation of sample with MRI (after Baraka-Lokmane et al. (2001)):
a) sample saturation using a receptacle of water and b) positions where images are
taken.

of the sample was imaged (Figure 3.17b). For this type of pulse sequence, the
sample was excited by a 90° radio-frequency pulse in a spin-echo sequence.
The signal was refocused by a 180° selective pulse which, in conjunction with
a magnetic field gradient along the core axis, selected the slice of interest.
Discrimination in the slice plane was obtained by two gradients applied as
phase encoding and a third one during the acquisition. A two-dimensional
Fourier transform produced the corresponding image. The experiments were
performed with a spin-echo time of 12 ms. The echo time is the time between
the 90° pulse and the middle of the spin-echo production.

The sample was dried and placed in a receptacle of water so that about
1.5 cm of the lower part of the sample was immersed (Fig. 3.17a). This setup
was then inserted in the MRI system (Fig. 3.18) in order to observe the de-
velopment of a wetting front close to a fracture due to capillary action (Fig.
3.19).

During the MRI measurements, the sample was raised a few millimeters
from the bottom of the receptacle, allowing water to infiltrate the sample
from its base as well. Figure 3.19 shows that the sample is not visible as long
as it is not saturated, i.e. only water is observed with MRI measurements and
appears black. After two hours, the images show the fracture structure of the
saturated sample. It is evident from Fig. 3.19 that sample 1 has two fractures.

The 55 images of sample 1 are combined to yield three-dimensional vi-
sualizations of the fracture geometry (Fig. 3.20), showing the two fractures
already observed in Fig. 3.19. The first image of Fig. 3.20 also shows the po-
sition of the slice illustrated in Fig. 3.19. From 19 minutes after the start of
the measurement, only the development of the wetting front in the matrix is
observed. This indicates that the two fractures are present only in the lower
half of the sample.

According to Baraka-Lokmane (2002a), the results of the MRI measure-
ments are comparable to those obtained from resin casting methods in terms
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S— T

Fig. 3.18. Generic configuration of an MRI system (Baraka-Lokmane, 2002a).

of fracture inventory, orientation, position and connections. The two frac-
tures present in the lower half of sample 1 (Fig. 3.10) are observed with MRI
measurements with images taken at the position -16 (Fig. 3.17b). Unfortu-
nately, the selection of imaging positions prohibits the detection of the frac-
ture present in the upper half of the sample (Fig. 3.9).
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SAMIPLE FRAUTURES
Il

WATER ‘

Beginning 9 minutes after start 19 minutes after start

(

29 minutes after start 43 minutes after start 56 minutes after start

(f

1 hour 41 minutes after start

1 hour 11 minutes after start 1 hour 26 minutes after start

1 hour 55 minutes after start 2 hours 10 minutes after start

Fig. 3.19. 8 mm thick slice showing the distribution of water inside sample 1 at posi-
tion -16 (see Figure 3.17b) as a function of time (Baraka-Lokmane et al., 2001).
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Start 9 minutes after start

19 minutes after start 56 minutes after start

1 hour 26 minutes after start 2 hours 10 minutes after start

Fig. 3.20. Three-dimensional visualization of the development of the water front in
sample 1 as a function of time (from Baraka-Lokmane et al. (2001)).

3.2.2 Hydraulic and Pneumatic Experiments

In fractured porous aquifers, average permeability is a complex function of
fracture characteristics, e.g. connectivity, aperture and spacing distributions
(Bloomfield and Williams, 1995) as well as matrix properties. In the field, it
is extremely difficult to characterize fractures and to quantify their contri-
bution to the permeability of the medium. Laboratory experiments can aid
in determining the permeability of fractured porous systems. Since gas ex-
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periments can be conducted much faster than water flow experiments, gas
is a desirable replacement fluid (Jaritz, 1999). This section is devoted to the
measurement and comparison of intrinsic permeabilities obtained by using
air and water as fluids.

3.2.2.1 Hydraulic Tests

Hydraulic tests rely on water as the test fluid and are carried out under vac-
uum for the eight fractured porous sandstone samples with the equipment
shown in Fig. 3.21. The samples are sealed in a latex membrane to avoid
leakage and a confining pressure of at least 3-10° Pa is applied (the maxi-
mum pressure allowed by the equipment is 7-10° Pa). Water is pressed from
a storage container through each saturated sample and, with the help of bu-
rettes, the volumes of water inflow and outflow are measured. The outflow
is routed into another storage container where a saturation pressure is main-
tained. To ensure complete saturation of the samples, the measurements are
carried out at high saturation pressures ranging from 2-10° Pa to 5-10° Pa.
The air residue is compressed and the saturation of the sample increases.
Pressure differences across the sample are between 1-10* Pa and 7-10* Pa and
flow rates range from 1.77-10 8 m3/s t0 1.03-10 7 m3/s.

Fig. 3.21. Equipment for hydraulic tests (Baraka-Lokmane, 2002a).

The flow in these experiments is laminar, as can be seen from Fig. 3.22
showing the water flow rate through sample 3 as a function of the hydraulic
gradient. Similar results were obtained for the other samples.

3.2.2.2 Pneumatic Tests

The experiments with air as the test fluid were accomplished for the same
samples as the hydraulic tests (Sect. 3.2.2.1). Before starting the pneumatic
tests, the samples were oven-dried.
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Hydraulic gradient (-)

0 20 40 60 80 100 120

Water flow rate (10° m%/s)

Fig. 3.22. Water flow rate as a function of the hydraulic gradient for sample 3 (Baraka-
Lokmane, 2002a).

The equipment for the pneumatic tests is shown in Fig. 3.23. In contrast
to the hydraulic experiments, the air pressures are measured directly at the
sample input and output with two high-grade steel potential probes placed
at either end of the sample. This is done to compensate for pressure losses
in the supply. The oven-dried samples are sealed with a flexible latex mem-
brane to avoid leakage. The dry air flows from the bottom to the top of the
sample. Because of the compressibility of the gas, flow through the sample is
allowed to stabilize before measurements are undertaken. The pressure dif-
ference adjuster helps to regulate pressure differences within short periods.
For a sample with a permeability higher than 1 md, steady state is achieved
within 1 min. The measurement apparatus used allows the mean sample
pressure to be increased without increasing the pressure gradients. In this
way, the rate of flow stays small and turbulent conditions are avoided.

Fig. 3.23. Equipment for pneumatic tests (Baraka-Lokmane, 2002a).
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Two parameters are measured. The first is the flow rate of air. It is mea-
sured by a flowmeter and ranged from 2.79-1077m3 /s t0 2.95-10 9 m3 /s for
the eight sandstone samples. The second parameter is the difference in gas
pressure across the sample; this ranges between 7.20-10 Pa and 8.37-10° Pa.
The differential pressure is adjusted to be as small as possible to give a suit-
able rate of air flow.

Turbulent flow conditions can be avoided by applying low gas pressure
gradients. To check that this is achieved, the flow rate is measured for each
sample for a range of pressure differences. The resulting graph of the gas
flow rate plotted against the gas pressure gradient for sample 5 is shown in
Fig. 3.24. Measured data are closely approximated by a linear function and
it is therefore concluded that the permeability tests were performed under
conditions of laminar flow.

Air pressure gradient (-)
n
o

0 1 2 3 4 5 6 7

Air flow rate (107 m¥%s)

Fig. 3.24. Correlation between normalized pressure gradient and gas flow rate for
sample 5 (Baraka-Lokmane, 2002a).

3.3 Interpretation

In this section, experimental data from fracture geometry investigations and
hydraulic and pneumatic tests are used in order to determine the (effective)
conductivities or permeabilities of each sample. The evaluation of fracture
geometry information (Sect. 3.3.1) involves an averaging procedure applied
to the conductivities of the individual components of each sample (fractures,
matrix). This step is not necessary when permeabilities are obtained from hy-
draulic or pneumatic experiments 3.3.2, which per se provide pressure dif-
ferences and flow rates for the entire sample.
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3.3.1 Effective Conductivities Obtained from Fracture Geometry Data

Early attempts at modelling fluid flow within fractures were based on the as-
sumption that a fracture could be geometrically represented by a pair of par-
allel flat plates with a constant aperture between them (Snow, 1968). How-
ever, this has been found to be inadequate in describing fluid flow and trans-
port through natural fractures (Abelin et al. (1987); Neretnieks (1985)). The
parallel plate model can be considered only a rough approximation of flow
through real fractures (Sect. 2.4.1).

Real fracture surfaces are not smooth parallel plates, but are rough and
may even touch each other at discrete points. Consequently, the fluid is
expected to take a tortuous path when moving through a real fracture
(de Marsily (1981); Tsang and Tsang (1987); Tsang and Tsang (1989); Brown
(1987); Tsang et al. (1988); Silliman (1989); Bear and de Marsily (1993)).

Therefore, the determination of effective conductivity accounts for the
roughness of individual fractures. However, for the eight fractured-porous
samples studied, it is not sufficient to consider flow through the fractures
alone. Rather, the contribution of matrix conductivity has to be quantified. To
do so, available data are processed in two steps. First, effective fracture aper-
tures are determined for each core slice (Sect. 3.3.1.1). In the second step,
these results are used to compute effective conductivities for each sample
(Sect. 3.3.1.2). It should be said that this procedure applies to both liquids
and gases as test fluids, i.e. effective hydraulic and effective pneumatic con-
ductivities can be determined.

3.3.1.1 Effective Fracture Apertures

Based on to the local parallel plate model (Sect. 2.4.1), the geometrical con-
siderations of this section refer to Figs. 3.11 and 3.12, where fracture cross
sections were approximated by an ensemble of rectangles. Considering flow
in parallel to the axis of the cylindrical samples, the approximation used here
implies that the fracture aperture is assumed to be constant along the flow
direction for each rectangle in a given slice, but may vary between rectangles.
The total discharge in the nth fracture, Qg, [L3/T], can then be represented as

Mpz

Qen =Y, Qin (3.1)
i=1

where Q;, [L3/T] is the discharge in rectangle i and my,; is the number of
rectangles in slice z.
The total cross-sectional area of fracture # in slice z, A, [L?], is given by

Mpz

Afpz = Z Ainz (3.2)
i=1
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where A;,, [L?] is the cross-sectional area of rectangle i. According to Figs.
3.11and 3.12, A;;,, is given by

Ainz = binz . linz ’ (3-3)

where bj,, [L] is the fracture aperture and [;,,, [L] is the width of rectangle i
in slice z.

The hydraulic or pneumatic conductivity Kg [L/T] of a fracture with con-
stant aperture b [L]is defined as (de Marsily, 1981)

pgb?

= , 3.4
1214 (14 8.8R}?) G4

Kr

where p is the density of fluid [M/ L3], i is the dynamic viscosity of fluid
[M/(LT)], g is the acceleration due to gravity [L/ T2] and R; is the fracture
relative roughness [-]. The latter is approximately given by R; = ¢/(2b) with
¢ denoting the absolute roughness [L] (Sect. 3.2.1.1). Equation (3.4) can be
directly used to express the conductivity of rectangle i of fracture » in slice z
as
P
Finz ™ 124 (1 4 8.8R15)

With the fact in mind that the difference in hydraulic head between the faces
of slice z is the same for each rectangle, equations (3.1) - (3.5) can be combined
with DARCY’s Law (2.8) to yield the effective aperture b, of fracture n in slice
z as

(3.5)

Mpyz

; (b?nz : li”Z)
bpr = | =1 . (3.6)

Mnz
inz * linz)
i=1
Next, the effective aperture b, [L] of fracture n along the complete sample is
computed. To this end, the relationship

mz
Ah =Y Ah, (3.7)

z=1

is employed, which states that the head difference Ah[L] along the sample
equals the sum of head differences Ah, [L] across individual slices. In equa-
tion (3.7), m, denotes the number of slices. An expression for b, is obtained
by combining equations (3.7) and (3.4). This results in

(3.8)
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where L, [L] is the thickness of slice z and L = Z L, is the length of the

sample. According to equation (3.8), a weighted harmomc average of the
cubes of by, has to be used in order to compute the effective fracture aperture
by.

Effective apertures for the fractured porous core samples under consid-
eration are summarized in Table 3.6. The samples contain up to 5 fractures
with effective apertures between 13.5 and 145 um. Fractures marked with an
asterisk (*) were found to be dominant, i.e. traversing the entire sample.

Table 3.6. Effective apertures b, (in um) of fractures found in the core samples. Values
with an asterisk (*) are related to dominant fractures (from Baraka-Lokmane ef al.
(2003)).

Sample Fracturel Fracture2 Fracture3 Fracture4  Fracture5
(aperture by) (aperture by) (aperture b3) (aperture by) (aperture bs)

1 43.6* 41.0

2 54.5

3 13.5* 41.3 35.8*

4 15.4* 145 16.3 20.8 115
5 54.9

6 41.1* 36.9* 35.3 26.3 34.0
7 31.8* 27.7 29.8

8 49.0

3.3.1.2 Effective Conductivity

The modelling approach used in the previous subsection is extended to yield
the conductivities of the investigated samples. To this end, fracture geometry
parameters and matrix conductivities are taken into account by estimating
the conductivity of individual slices as a weighted sum of the contribution
of the matrix and each fracture. Finally, the conductivity of the bulk sample
is obtained by a weighted harmonic average.

First, the conductivity Kg,, of fracture n in slice z [L/T] is calculated by
combining equation (3.1) with DARCY’s Law (2.8). This results in

Myz
;.1 (KFinz “binz - linz)
Kppz = 7 , (3.9)

bnz : lnz

mz
where l;; = Y 1, is the width of fracture n in slice z [L].
i=1
Next, the conductivity of slice z is given. It is composed of two terms rep-
resenting the conductivity of the fracture system and the matrix respectively.
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With corresponding ratios of cross-sectional areas used as weighting factors,
the conductivity of slice z is given by

m
(KFnz by - lnz) Ky - HR,% - Y (bnz : lnz)

K, — n n=1 )
. "R? + k2 , (3.10)

[RagE

where R, is the core radius [L], m is the number of fractures, and Ky is the
conductivity of the matrix [L/T]. From this, the conductivity of the bulk sam-
ple, K [L/T], can be obtained as a harmonic average yielding

k= b (3.11)

mz
L
Z z
z=1 K
Similarly, the conductivity K of the fracture system can be computed via

K= T, (3.12)

my
L
Z ¥4
7=1 KFz
where Kp, denotes the conductivity of the fracture system in slice z [L/T].
Kg;, can be shown to be equal to

1 (KFnz : bnz : lnz)

Kg, = " . , - (3.13)
m 3 m 3

£ )| £ ]

n=1

[NaeE

The hydraulic conductivities K and Kr computed with the method outlined
above are given in Table 3.7 for the eight samples investigated. In addition,
Table 3.7 shows the percentage of discharge flowing through the fracture sys-
tem.

The results of the values of the effective fracture apertures of all eight core
samples (Table 3.6) and the results of the contribution of the fracture to the
total hydraulic conductivity of the sample (Table 3.7) are combined in Table
3.8. It can be seen that two different types of sandstone are involved:

e sandstone with fractures conducting less than 80% of the flow and with
an effective fracture aperture less than 40 um (samples 2, 3,4, 5, 6 and 7);

e sandstone with fractures conducting more than 80% of the flow and with
an effective fracture apertures larger than 40 ym (samples 1 and 8).

The results show that, in spite of the large aperture (54.5 um), the fracture
in sample 2 transports only 1% of the flow. The fracture does not dominate
the flow because of its limited vertical extent (Fig. 3.15). The partial blocking
of the fracture aperture by clay minerals in the case of samples 5 and 6 ap-
pears to be the reason for the reduction of the hydraulic conductivity within
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Table 3.7. Hydraulic conductivities of the samples and of the respective fracture sys-
tems (from Baraka-Lokmane et al. (2003)).

Sample Sample conductivity Fracture system conductivity Qr/(Qr + Qm)

(m s~1) after eq. (3.11) (ms~1) after eq. (3.12) (%)
1 1.41x10~° 1.26x10~° 89
2 1.31x10°° 2.03x10~8 1
3 3.88x10~7 442x10°8 11
4 2.14x10°° 1.29%x10~7 6
5 1.54x10° 6.92x10~7 45
6 6.23x10~7 3.74x1077 60
7 6.31x10~7 4.80x10~7 76
8 9.00x10~7 8.30%x10~7 92

Table 3.8. The relationship of the fracture aperture and the amount of the flow
through the fracture (from Baraka-Lokmane (2002a).

Fracture aperture (um) Share of fracture flow (%)

<20 <30
>30 >50
>40 >80

the fracture. The fractures in samples 5 and 6 transport only 45% and 60% of
the flow respectively, in spite of the large apertures (more than 40 um). The
partial sealing of the fractures by clay minerals was verified by two indepen-
dent methods. The MRI technique was used to determine the geometry of
a flood front during a water imbibition experiment for quantifying the dis-
tribution of water saturation as the flooding progresses. MRI measurements
carried out on sample 5 showed that the fracture shows up as a lighter tone,
implying lower water saturation (Baraka-Lokmane et al., 2001). The partial
sealing of the fractures in the case of samples 5 and 6 was also verified by
resin casting (Baraka-Lokmane, 2002a).

3.3.2 Permeabilities Obtained from Hydraulic and Pneumatic Tests

This section provides permeabilities of the samples derived from hydraulic
and pneumatic tests. A comparison of these results with the conductivity
values of Table 3.7 will be given in Sect. 3.3.3.

3.3.2.1 Permeabilities Derived from Hydraulic Tests

Hydraulic tests can be evaluated to calculate sample permeability k [L?] by
using DARCY’s Law (2.8):

Kiyar = ) (3.14)
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where Ap = pygAh is the pressure difference [M/(LT)]], Q is the discharge
[L3/T] and A is the cross-sectional area [L2] of the sample. The subscript
hydr is introduced in equation (3.14) to show that intrinsic permeability val-
ues are derived from hydraulic tests. Accordingly, the subscript w indicates
that nw and pw are the dynamic viscosity [M/(LT)] and density [M/ L3] of
water respectively.

A value for the dynamic viscosity of water can be determined by consid-
ering that 1y depends on temperature via

1.002 1.3272-(20—T)—0.001053-(T—20)2

= 1000 T+105 : (3.15)

Equation (3.15), which has been taken from Schwarzenbach et al. (1993), is
valid for temperatures T > 20°C. It is important to note that the temper-
ature T enters equation (3.15) in °C and the resulting values for dynamic
viscosity are given in Pa-s.

The permeability values obtained from equations (3.14) and (3.15) for the
eight sandstone samples investigated in Sect. 3.2 vary between 10md and
50md (Baraka-Lokmane et al., 2003). They are given in Table 3.9.

Table 3.9. Permeabilities derived from hydraulic tests (from Baraka-Lokmane et al.
(2003)).

Sample number 1 2 3 4 5 6 7 8
Permeability ki 4, (md)

derived from hydraulic tests 38.6 27.9 17.3 43.2 46.9 12.3 15.1 25.2
by using eq. 3.14

3.3.2.2 Permeabilities Derived from Pneumatic Tests

When intrinsic permeability is determined from pneumatic tests, three effects
must be taken into account (Bloomfield and Williams, 1995):

the compressibility of the fluid (e.g. , air),
the KLINKENBERG effect,
the turbulent flow regime.

For compressible fluids such as air, it has been shown by, for example,
Dullien (1991) that permeability can be calculated from an extended version
of DARCY’s Law:

2QmnaLp

Alpt-r3) '
where p; and p, denote the pressure [M/ (LT?)] at the inlet and at the outlet
of the sample and 7, is the dynamic viscosity of air [M/(LT)].

kpneu = (3.16)
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The KLINKENBERG effect is responsible for systematic deviations be-
tween the permeabilities derived from pneumatic and hydraulic tests. Dif-
ferences occur due to gas slippage at the pore walls. In order to quantify this
process, Klinkenberg (1941) combined the slip theory developed by Kundt
and Warburg (1875) with DARCY’s Law and thereby established a formula
which relates the apparent permeability measured with gas and the true per-
meability. This relationship, termed the “KLINKENBERG correction”, makes
results from pneumatic tests usable for predicting water flow behavior. It can
be obtained graphically by plotting the permeability derived from pneumatic
tests (equation 3.16) against the inverse of the mean absolute gas pressure on
the sample, 1/p (Klinkenberg, 1941). The permeability is evaluated by ex-
trapolation and the KLINKENBERG correction is expressed as follows

k
% _ HKpneu
kpneu = L (3.17)
p

with by, denoting the KLINKENBERG factor [M/(LT?)] and p = (p1 + p2)/2
the average of inlet and outlet pressure [M/(LT?)].

According to Rasmussen et al. (1993), the KLINKENBERG factor b can be
written as b, = 8CAp/ dp, where dp, is the effective pore diameter [L], C is
a constant [-] representing a proportionality factor approximately equal to
1, and A is the mean free path of air molecules [L] at pressure p, i.e. the av-
erage length of free movement of molecules between successive collisions.
Gas slippage is significant when the mean free path of the gas molecules is
of a similar order of magnitude as the pore size. The average length of this
free movement is inversely proportional to the pressure. When the gas mean
free path is negligibly small with respect to pore size, the gas slip velocity
becomes insignificant (Rasmussen et al., 1993).

On the basis of the KLINKENBERG formula (3.17), the permeability k}; ...,
is obtained by recording the flow rates and mean pressures of a gas tlow
experiment, plotting the apparent permeability kpneu against the inverse of
mean pressure (Fig. 3.25), fitting a regression line to the points and locating
the intercept which is then taken to be equal to the permeability kp ¢, of the
sample.

Generally, the KLINKENBERG corrections vary between approximately
1% and 70% (Mertz, 1991). In this study, the KLINKENBERG corrections vary
between 3.70% and 16.67% and the permeabilities obtained from pneumatic
tests for the eight samples range from 30 md to 160 md (Table 3.10).

3.3.2.3 Correlating Permeabilities Derived from Hydraulic and
Pneumatic Tests

As a next step, the degree of correlation between permeabilities obtained via

hydraulic (kpyg4r) and pneumatic (k;‘,neu) tests is determined.
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Fig. 3.25. KLINKENBERG correction of the apparent permeability for sample 2 (from
Baraka-Lokmane (2002a)).

Table 3.10. Intrinsic permeabilities derived from pneumatic tests including KLINKEN-
BERG correction (from Baraka-Lokmane ef al. (2003)).

Sample number 1 2 3 4 5 6 7 8
Permeability kp ey, (md)

derived from hydraulic tests 159 125 44.2 56.7 55.1 33.4 31.9 130
by using egs. (3.16) and (3.17)

In Table 3.11, the degree of correlation is analyzed on the basis of the
permeability ratios kj ey /knydr , which are found to be larger than 1 for all
samples. Two tendencies in the distribution of this ratio may be observed:

e ratios ranging from 1 to 2 (samples 3, 4, 5, 6, and 7);
e ratios ranging from 4 to 5 (samples 1, 2, and 8).

Table 3.11. Comparison of permeabilities derived from hydraulic and pneumatic tests
(from Baraka-Lokmane ef al. (2003) and Baraka-Lokmane (2002a)).

Sample number 1 2 3 4 5 6 7 8
Permeability kpyq, (md)

derived from hydraulic tests 38.6 27.9 17.3 43.2 46.9 12.3 15.1 25.2
by using eq. (3.14)

Intrinsic permeability ke, (md)

derived from hydraulic tests 159 125 44.2 56.7 55.1 33.4 31.9 130
by using egs. (3.16) and (3.17)

Ratios kjneu/Knydr 4.12 4.48 2.55 1.31 1.17 2.72 2.11 5.16
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These results may be compared with ratios kj,ey /Knydr reported to be
between 1 and 30 in various publications (Table 3.12).

Table 3.12. Permeability ratios kjney/knydr reported in the literature (after Baraka-
Lokmane (2002a)).

kfneu/knydr Nature of samples Number of sample Reference

1-5 Sandstone 1155 Lovelock (1977)

1-10 Sandstone 10 Sampath and Keighin (1982)
2—4 Fractured tuff 105 Rasmussen et al. (1993)

1—30 Sandstone 55 Bloomfield and Williams (1995)
1—3 Sandstone 15 Jaritz (1999)

The sandstone used in this study is from the same outcrop as used by
Jaritz (1999). The permeability ratio k}’;neu / knydr is in the range 1 to 3 for the
sandstone cores studied by Jaritz (1999) and in the range 1 to 5 for the frac-
tured sandstone cores investigated here (Table 3.12).

The factors which may in general affect the observed scatter of perme-
ability ratios are:

migration of clay particles,
breakdown of original fabrics,
undersaturation of samples during hydraulic tests.

Migration of clay particles can be induced by swelling clays which repre-
sent strongly hydrophilic minerals known to be important in controlling the
water permeability (Sampath and Keighin (1982); Bitton and Gerba (1984);
Appelo and Postma (1993); Bloomfield and Williams (1995)). Swelling of clay
may be associated with low ionic strength and a large double layer. Accumu-
lation of migrating clay particles in pore throats may lead to clogging and,
consequently, to a decrease in permeability. Swelling clays are dispersed,
plastic, sticky and have low hydraulic conductivity. During the hydraulic
permeability tests, this effect was observed for the samples with a large frac-
ture aperture. This is explained by the presence of the clay minerals as filling
materials within the fracture aperture, which may be responsible for the re-
duction of water flow.

Breakdown of original fabrics may be caused by the passage of wetting
fronts across relatively delicate clay mineral complexes (Lovelock (1977);
Bloomfield and Williams (1995)). The geometry of some of the flow channels
may be physically altered, leading to irreversible changes in the permeability
of the medium. This effect is much stronger for water than for air, because
water is about 800 times denser and 55 times more viscous than air at 20°C
and 1013 hPa.

The undersaturation of samples during hydraulic tests may cause a sys-
tematic underestimation of the permeability. It may be practically impossible
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to fill all the pore space in the sample with water during the hydraulic tests,
particularly in finer-grained sandstone (Lovelock, 1977).

In order to understand the reasons for the scatter of water and gas per-
meability data among the eight samples, physical parameters such as the
matrix porosity # and the saturation Sy, as well as matrix permeabilities de-
rived from pneumatic k7 .., \; and hydraulic tests kyyqr v tests were carried

pneu,
out (Table 3.13).

Table 3.13. The hydraulic, pneumatic and physical parameters of the eight selected
samples (Baraka-Lokmane, 2002a).

Sample kjney knydr ke n Sw k;neu’M KnydrMm krpnm  Characteristics
number (md) (md) (-) (%) (%) (md) (md) ()
e more than one

fracture

1 159 386 412 2154 9589 3326 1350 246 ° 18 fracture
aperture

e presence of

clay nodules in
the matrix

e one fracture

2 125 279 448 25.69 91.37 12349 2660 4.64 e large fracture
aperture

e more than one

3 442 173 255 2131 91.01 31.74 1245 2.55
fracture

e more than one
fracture

5 55.1 469 117 21.19 9327 3122 26.68 1.17 e one fracture

4 56.7 432 131 21.85 9327 3405 2599 1.31

e more than one

6 33.4 123 272 2052 9821 2834 1042 2.72
fracture

e more than one

7 319 151 211 20.17 90.22 26.84 12.72 211
fracture

e one fracture
8 130 252 516 17.89 76.69 2490 748 333 e large fracture
aperture

(kr = kpneu/knydr kem = k;neu,M /knydr,m, 1 - porosity, Sw - saturation)

From Table 3.13, it is concluded that migration of clay particles and break-
down of original fabrics caused by the passage of wetting fronts across rela-
tively delicate clay mineral complexes affect the observed scatter of perme-
ability data for the eight core samples (Baraka-Lokmane, 2002a). For instance,
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the presence of clay nodules in the matrix may explain the high permeability
ratio of 2.46 for sample 1 (Fig. 3.14).

In addition, the scatter of permeability ratios is particularly high for the
samples where a large fracture aperture is observed (samples 1 and 8). In
these cases, the two first processes cited above seem to be relevant because
of the presence of clay minerals within the large fracture aperture. The min-
eralogical study shows that kaolinite, which is known as swelling clay, is the
dominant cement in these samples (Table 3.1). For sample 8 (Fig. 3.13), the
scatter of the permeability ratios is also explained by the undersaturation of
this sample during water permeability measurements; indeed, the saturation
is lower than 80%. This phenomenon occurs for finer-grained sandstone, as
is the case for this sample.

For sample 2, there is no difference between the matrix and the sample
permeability ratios (Table 3.13). As mentioned above, the fracture of sample
2 does not run right through the core sample (Fig. 3.15) and, hence, the con-
tribution of fracture permeability to the sample permeability is negligible.

The matrix permeability obtained from pneumatic tests is up to 4.6 times
higher than the results derived from hydraulic experiments. Therefore, the
clay minerals present as cement in the matrix seem to be responsible for
the scatter between groups of permeability values. Pneumatic experiments,
however, can be carried out much faster than hydraulic tests and are less
prone to experimental problems and errors. The pneumatic technique mea-
sures the permeability more closely and it is therefore recommended to use
air as a replacement fluid, especially for clay-rich fractured porous rocks.

3.3.3 Comparison of Conductivities

In this section, conductivities obtained by evaluating geometrical informa-
tion (Sect. 3.2.1) and values derived from hydraulic and pneumatic tests are
compared. To this end, permeabilities obtained in the previous section are
converted to hydraulic conductivities via

Ky = pwgkhydr (318)
Mw
and to pneumatic conductivities via

Pag *
Ko= "k , 3.19
a Ta pneu ( )

where subscripts w and a stand for the test fluids “water”and “air”.

Figure 3.26 shows the correlation between hydraulic conductivities (K. )
based on the geometric approach and results derived from hydraulic ex-
periments. Similarly, pneumatic conductivities (K,) obtained via geometrical
considerations are plotted against conductivities resulting from pneumatic
tests (Fig. 3.27).
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Fig. 3.26. Correlation of hydraulic conductivities obtained via geometrical considera-
tions and those derived from hydraulic experiments (Baraka-Lokmane, 2002a).
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Fig. 3.27. Correlation of pneumatic conductivities obtained via geometrical consider-
ations and those derived from pneumatic experiments (Baraka-Lokmane, 2002a).

The model of Sect. 3.3.1 leads to a good match for hydraulic conductiv-
ities with a squared correlation coefficient R? of 0.81. However, the model
results are about four times higher than conductivities obtained by evaluat-
ing hydraulic tests. The results from pneumatic tests seem less reliable than
those from the hydraulic experiments, the squared correlation coefficient R?
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being as low as 0.14 and the pneumatic conductivities deduced from geo-
metric investigations twice as high as the values obtained from pneumatic
tests.

For samples with fracture flow representing less than 80% of the total
flow (Table 3.8), correlations between conductivities calculated according to
Section 3.3.1.2 and values derived from experimental results are provided in
Figures 3.28 and 3.29. These diagrams show good correlations for hydraulic
tests, with a squared correlation coefficient R? equal to 0.81, as well as for
pneumatic tests, with R? equal to 0.71. However, the modelled conductivities
are about three to four times higher than the values obtained from pneumatic
and hydraulic tests respectively.

25,0 1

E ~

SRR L

z‘,\E 20,0 7

= o

S > 150 °

S © ’

2T °

o ©

© o 10,0 1

L =

c_€ ?E) b 2

5 © 50t o y:3.9x

=5 R® = 0.81
0,0 } } } | } |

0,0 1,0 2,0 3,0 4,0 5,0 6,0

Experimental hydraulic conductivity (107 m/s)

Fig. 3.28. Correlation of hydraulic conductivities obtained via geometrical considera-
tions and those derived from hydraulic experiments for the group where the fracture
flow represents less than 80% of the total flow (Baraka-Lokmane, 2002a).

The correlation of hydraulic conductivities based on fracture geometry
data with values derived from hydraulic tests show comparable results in
the case of the six and all the eight core samples. However, the corresponding
correlation of pneumatic conductivities gives better results for the six core
samples, where the channelled transport in the fracture comprises less than
80% of the total flow.

Two factors may cause the observed systematic difference between con-
ductivities derived from hydraulic and pneumatic tests on the one hand and
values obtained by evaluating fracture geometry data on the other:
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Fig. 3.29. Correlation of pneumatic conductivities obtained via geometrical considera-
tions and those derived from pneumatic experiments for the group where the fracture
flow represents less than 80% of the total flow (from Baraka-Lokmane (2002a)).

e the reduction of permeability during hydraulic tests according to the
three phenomena already mentioned in Sect. 3.3.2.3,
e aslight overestimation of the fracture aperture.

The second possibility is significant because the fracture conductivity is
proportional to the square of fracture aperture (3.4). Therefore, the hydraulic
conductivity of each slice K; (3.10) is proportional, as a first-order estimation,
to the cube of the effective fracture aperture. In the case where the conduc-
tivities obtained by the geometric approach are about three to four times
higher than the measured ones and if we consider only the overestimation
of the fracture aperture as a factor causing the difference between these two
parameters, the effective fracture aperture determined from the resin cast-
ing method would only have to be about 1.6 (hydraulic tests) to 1.2 (pneu-
matic tests) times higher than the true values. That is, a small systematic
error during the derivation of the effective fracture aperture can propagate
into a much larger systematic error in the implied hydraulic or pneumatic
conductivity.

In the case of the pneumatic experiments, only the second factor (the
overestimation of the effective fracture aperture) is applicable. However,
when the channelled transport in the fracture comprises more than 80% of
the total flow and the effective fracture aperture is more than 40 um (Table
3.7), the model results are of the same order as the pneumatic conductivity
values obtained from pneumatic experiments. The overestimation of the ef-
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fective fracture aperture from the optical method does not occur for apertures
greater than 40 um.

These results indicate that the determination of the conductivity from
fracture geometry parameters such as the effective fracture aperture, frac-
ture width, fracture length and relative roughness measured using an optical
method (Sect. 3.2.1) can be valid. This is consistent with the strong geometric
constraints imposed on fluid flow in network models of macroscopic scenar-
ios (Zhu and Wong, 1996).

3.4 Summary

The core scale investigations presented in this chapter demonstrate how
properties of fractured-porous sandstone samples can be determined by em-
ploying different approaches. On the one hand, fracture geometry analysis,
which can be based on results from resin casting or MR, is coupled with a
simple but efficient modelling approach yielding hydraulic conductivities.
On the other hand, permeabilities are derived from hydraulic and pneu-
matic experiments using water and air as respective test fluids and applying
adequate laws of motion which relate discharges and pressure differences.
The comparison of hydraulic and pneumatic test results confirm a correla-
tion between sample permeabilities obtained by both methods. It has to be
emphasized, however, that permeabilities from pneumatic tests are found
to be up to five times higher than those from hydraulic experiments. This
systematic discrepancy seems to be less evident for samples with smaller
fracture apertures. A qualitatively similar effect is observed when hydraulic
conductivities derived from hydraulic tests are compared with values cal-
culated by the geometry-based modelling approach. Again, a good correla-
tion is obtained for samples without highly dominating fractures although
model results are systematically higher than conductivities determined via
water or air flow experiments. The reasons for these differences may be ex-
plored in future studies based on a larger number of samples, involving a
detailed petrographical characterization and an increased resolution of MRI
measurements. In addition, the impact of the confining pressure, which is ex-
erted on the samples and could reduce fracture aperture widths during flow
experiments, can be regarded as a subject for further analysis.
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The investigation of the governing flow and transport processes and the
quantification of relevant parameters of fractured porous rocks are often lim-
ited by the question as to what extent the parameters measured in the labora-
tory are applicable to other investigation scales. In order to investigate the ef-
fects of scale on pneumatic tomographical investigation techniques for flow
and transport in fractured porous rock, cylindrical samples and laboratory
block samples are recovered from the field and new experimental techniques
are developed.

To bridge the gap between the experimental studies conducted on the
core scale as described in Chapt. 3 and on the field block scale (Chapt. 5), on
the one hand, cylindrical fractured sandstone cores with a diameter of 0.3m
are collected. To increase the support volume for the estimation of effective
parameters without losing the geometrical boundary conditions with respect
to the 0.1 m samples. On the other hand, larger sandstone blocks with sample
volumes of ca. 0.2 and 0.7 m? are selected; these account for the geometrical
boundary conditions of the field block scale but still allowing for laboratory
experiments under fully controlled boundary conditions.

The description of the experimental studies conducted on the cylindrical
samples and on the block samples including their preparartion are described
separately for each sample size:

1. cylinders with a diameter of 0.3 m, and
2. laboratory blocks with a size of 90 x 90 x 80 cm? and 60 x 60 x 60.cm?.

4.1 Preparation of Fracture Porous Bench Scale Samples for
Conducting Flow and Transport Experiments

C.I. M¢Dermott, C. Leven, B. Sinclair, M. Sauter, P. Dietrich

There are no established techniques for recovering either cylindrical or block
shaped bench scale samples. This section is divided into two parts, the first
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covering the recovery and preparation of the cylindrical samples, the second
the recovery and preparation of the block samples.

The greatest problem with fractured rocks is that during sampling or
preparation the fractures, natural planes of weakness, open up and the sam-
ple disintegrates before reaching the laboratory (e.g. Alexander et al. (1996);
Baraka-Lokmane (2002a)). The problem is by no means new as demonstrated
by the work of Wichter and Gudehus (1976) in the recovery of large scale
fractured samples. More recently, a number of methods involving resin in-
jection (Freig et al., 1998) have been suggested, but the danger that the resin
will impregnate the rock mass and alter the characteristics of the material
being sampled remains. A further disadvantage is the sometimes complex
preparation of the resin itself under difficult field conditions.

4.1.1 Recovery and Preparation of the Cylindrical Bench Scale Samples

In this section, a method for collecting, preparing and describing very closely
spaced fractured samples (j 20 mm to 60 mm spacing) is presented where no
hardening material is required. This method is used to recover ten relatively
undisturbed extremely closely to very closely fractured samples as well as
three samples where the fracturing is more discrete. All of the samples are
cylindrical with a smooth top and bottom, have a diameter of 30cm and a
length of 30 to 40 cm. From the samples retrieved, five contain clay filled
fractures with some open fractures, five contain sand filled fractures, and
three samples contain open fracture systems. An example of each of the three
types of sample is presented in Fig. 4.1. The samples are ideal for a number
of different laboratory applications, including the triaxial investigation of the
strength of the fracture network and, in this case, pneumatic tomographical
investigation of the flow and transport parameters.

30 to 35cm
30 to 35cm
30 to 35cm

29cm

Fig. 4.1. Samples with open (a), sand-filled (b) and clay-filled (c) fracture systems
(McDermott et al., 2003b).
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4.1.1.1 Sample Size

The selection of the size of the sample is very important. Samples must be
large enough so that the fracture network can be investigated, but not too
large so that handling in the field or laboratory becomes impossible with con-
ventional techniques. A sample diameter of 30 cm and a length of 30 cm and
40 cm are chosen to fulfil the sampling, field and laboratory requirements.
Samples of this size weigh approximately 40kg and can generally be han-
dled without mechanical assistance. A larger diameter of 40 cm and length
of 40 to 50 cm, although technically feasible and containing a much larger
selection of the fracture network, would lead to samples in excess of 100 kg,
rendering handling difficult.

4.1.1.2 Sampling Location

The sampling locations are chosen on the basis of the experimental re-
quirements and, to some degree, the access to the site. Two different sam-
pling locations, illustrated in Fig.4.2, are chosen, one in an active quarry
(Pliezhausen) and one in the vicinity of an abandoned quarry (Herrenberg ).
The criteria for selecting the sampling material are primarily geological,
those for the selection of the location are logistic. The quarry faces provide
an excellent outcrop and hence an overview of the material to be sampled. In
the case of the location Pliezhausen , all the samples are taken from material
that is freshly exposed. In the case of the sampling location Herrenberg, it is
necessary to expose a new surface behind the quarry face, as the face itself is
a protected area. Samples are taken some five to ten meters behind the face
edge of the quarry, and the ground reinstated once work is completed.

All the samples are taken from the upper Triassic Stubensandstein forma-
tion, a fractured arkose sandstone. In Pliezhausen five samples are taken from
the forth Stubensandstein (Hornung, 1998) containing two types of frac-
ture systems, a dominant closely spaced fracture system predominantly clay
filled and a secondary widely spaced open fracture system with a apertures
of approximately 1 mm. Three further samples are taken in Pliezhausen from
the third Stubensandstein (Hornung, 1998), containing a number of discrete
and interlinked open fractures. Five samples are collected from the second
Stubensandstein (Hornung, 1998) in the vicinity of Herrenberg, containing
fractures which are extremely closely spaced and sand filled.

4.1.1.3 Sampling Considerations, Sample Removal and Preparation

The sampling system is a point-sampling system one, and is designed as far
as possible to fulfil the following criteria:

1. Random location and hence flexibility regarding the location of sam-
pling,
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Fig. 4.2. Location of recovery of cylindrical samples: (a) Sampling location Herren-
bergand (b) Pliezhausen (after McDermott ef al. (2003b)).

. preservation of in-situ conditions,
. repeatability,
. efficiency,
. fulfilment of later experimental requirements:
e samples to contain a fracture network, not just discrete individual
fractures,
e samples to be geometrically cylindrical with smooth surfaces, a di-
ameter of 30 cm and a length of 30 to 40 cm.

Gl W N

There are Four main technical problems:

o drilling of the sample: the main consideration is how to ensure that there is
no washout of the fractures caused by drilling flux;
sample recovery: maintaining the sample and fracture network;
preparation of the sample for experimental use: maintaining the undisturbed
nature of the sample and fracture system;

o sample description: deriving a three-dimensional impression of the fracture
network.

It is clear that some sort of support mechanism for maintaining the sta-
bility of the sample is necessary due to the closeness of the fractures to one
another. This support mechanism can not be removed from the fractured
sample until immediately prior to the experimental investigation. It has to
be applied directly after drilling and left in place during the recovery, prepa-
ration and description of the sample.

In principle, the support mechanism chosen is a transparent plastic
sheath, heated and inserted into the drilling, thereby encompassing the sam-
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ple. The sheath then cools and contracts around the sample, exerting a lim-
ited stabilizing pressure on the sample.

In practice, the sheath comprises 3 mm thick PVC plastic that has to be cut
and glued together in such a manner that its internal radius is some 5mm
less than the external radius of the drilled sample. To form the sheath, the
ends of the PVC sheet are bevelled and a low-viscosity adhesive with high
initial surface tension is used to join the two ends of the plastic (Fig.4.3).
After the ends of the PVC sheet are joined, the properties of the adhesive
allows injection of the adhesive into areas of the joint where bonding has not
occurred, ensuring an almost perfect joint. In the field, the sheath is warmed
in a water bath to a temperature of over 70°C, whereupon it expands to a
circumference slightly larger than the drilled sample.

e : /;_4 PVC sheath , =~

' Bevelled '
' joint

Fig. 4.3. Joining of the PVC sheet to form the protective sheath (McDermott et al.,
2003b).

The sampling procedure can be divided into five stages; these are de-
scribed below and illustrated in Fig. 4.4.

Stage 1: Location The area of porous fractured rock to be sampled is se-
lected and prepared in that any extraneous material is removed until a rel-
atively stable and consistent rock surface is uncovered. Should instauration
of the sampling area be necessary once work is completed, as in the case of
the Herrenberg samples, care is taken to ensure that the extraneous material is
removed and stored separately in layers for replacement. Excavated material
is stored on a sheet thus protecting the ground surface. The cleared area must
have a width of at least 1m to allow for access during sample recovery. The
clearance can be undertaken by hand, or by an excavator.

Stage 2: Drilling A portable electric drilling machine, able to drill cores
in rock of up to a diameter of 400 mm, is anchored on the prepared surface
with the chemical plugs or typical concrete anchoring plugs. The cores are
drilled using a water cooled diamond bit with sufficient but not excessive
water flux. The pressure of the flush is kept minimal; generally, a head of the
order of 1 m is enough to ensure that the drilling barrel is lubricated and that
the material that has been loosened as a result of the drill bit action is washed



108 4 Bench Scale

out. The drill flush is applied to the top of the sample and the cuttings (sand
washed out) are drawn out on the outside of the drill bit (Fig.4.5). Given
the low hydraulic gradient in the drill flush and the approximate hydrostatic
conditions within the drill head during drilling, there is very little outwash
of the fractures.

Drilling must be precise and requires the drill bit to be stabilized, particu-
larly for the first cut. In practice, this involves stabilizing the drill head with
some heavy weight until the first cut has been made and the drilling barrel
rotates smoothly. To recover the bench scale samples, a drill barrel with an
external diameter of 300 mm and a cut width of 5 mm is used. Once a sample
has been drilled to a depth of approximately 50 cm the drill barrel is removed
and the sample, with a diameter of 290 mm, is left in place. During removal of
the drill barrel, care is taken to ensure no suction effect is generated inside the
barrel. In practice, this means ensuring that the barrel is disconnected from
the drill, leaving the opening where the drill flush enters the barrel free, and
the drill barrel is removed by hand.

Stage 3: Protection A pre-cut, transparent, 3mm-thick PVC cylindrical
membrane is then inserted into the 5mm cut left by the drill (Fig. 4.6). This
membrane, prepared before the sampling, has an internal circumference
some 5mm less than the external radius of the drilled sample. The mem-
brane is heated in a water bath to a temperature of 70°C to 90°C, causing it
to expand, so that it fits over the sample. Once in place the membrane cools
and returns to its original size, exerting a stabilizing pressure on the sample
and isolating the sample from the surrounding rock.

Stage 4: Removal After the required number of samples has been drilled
and protected, the material surrounding the samples is removed with great
care by hand or mechanically to at least the depth of the samples. Once the
samples are fully exposed, the PVC membrane is pressed radially onto the
sample with the use of metal supporting rings. These rings are in a number
of positions along the sample, including the top and bottom, thus providing
further stability. Care is taken at this stage to avoid applying excess radial
pressure to sensitive areas of the sample, such as soft weathered fracture
zones. The exposed top of the sample is covered with a thin plastic sheet,
followed by a hardening foam which moulds itself to the sample top. Once
the foam has obtained some stability, the upper surface is covered with a
pre-cut wooden lid, which is fixed in position using tape, and the protective
sheath cut flush to the lid. (Fig.4.7)

After the foam has hardened the sample can be removed from the host
rock, using the natural fracture system. This provides a plane of weakness
across which the sample can be broken away from the rock. Should the sam-
ple be firmly attached to the host rock, a chisel is used to fracture the material
artificially at a predetermined position. Finally, the sample is lifted from its
position, placed upside down on its lid, and further wrapped with water-
proof plastic to ensure that the field moisture content is maintained as far as
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possible. In addition, if further support and protection are considered neces-
sary, it can easily be done at this stage.

Stage 5: Cutting to fit cell For later use in the experimentation cell the sam-
ples must be cylindrical and have smooth bottom and top surfaces (McDer-
mott et al., 1998). To achieve this, the samples are cut with a large circular
saw, leaving samples with a length at least as large as the diameter of the
sample (Fig.4.8). Prior to cutting, the samples are further supported using
metal rings ensuring that minimum damage occurs during cutting. The ex-
tra supporting rings are positioned as close to the proposed cutting surfaces
as possible. This exerts a radial pressure inwards at the cutting position and
reduces the danger that the blade used for cutting will remove any mate-
rial from the sample. Once cut, the samples are immediately repacked and
protected before transport to the laboratory. Material cut from the samples is
retained for other tests, e.g. determination of porosity, specific gravity, etc.

4.1.1.4 Repair

In a few instances, small parts of the samples are lost during the cutting pro-
cess. As a cylindrical sample is necessary for the later experimental proce-
dure, the missing material is replaced with a moulded plastic element, en-
suring that the geometry of the sample is maintained.

4.1.1.5 Description of the Fracture System

The fracture description of the samples is very important for the future ex-
perimental investigation and for the development of modeling techniques to
analyze the results. To describe the fractures and other important character-
istics of the samples, a transparent plastic sheet is wrapped around the sam-
ples and significant features on the sample surfaces are drawn onto the plas-
tic. Recording the fracture profile may be carried out whilst the PVC sheath
is protecting the cylindrical samples or, if the sample is considered stable
enough, without protection. The orientation of the samples is recorded in the
field so that the direction north is given. The fracture record of the sample
is then digitized, allowing a three-dimensional reconstruction of the fracture
network from the surface traces. Where possible, the opening widths of the
fractures are recorded for use in discrete modeling approaches. An example
of the digitized records is presented in Fig. 4.9. The later experimental inves-
tigation techniques are then linked to the location of the fractures within the
sample.

4.1.2 Recovery and Preparation of the Block Samples

In the literature,only a few successful attempts to retrieve large scale labo-
ratory samples are reported, including a granite block by Vandergraaf et al.
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(1997) and a welded tuff block by Tidwell and Wilson (1997). The former
was prepared to investigate one fracture plane and latter for examining flow
along natural bedding planes. However, as far as the authors are aware, no
highly fractured porous sandstone blocks have been recovered because of the
risk of sample disintegration due to its weakened nature and logistic prob-
lems.

4.1.2.1 Site Location

The two block samples are chosen on the basis of the following criteria:

e 90 x 90 x 80 cm3-block: closely fractured with significant fracture aper-
tures,

e 60 x 60 x 60 cm3-block: homogeneously distributed fissures with small
apertures.

They are taken from the third Stubensandstein -formation (Hornung,
1998) adjacent to the test site used for the investigation of a large scale in-
situ field block 5 in an active quarry (Fig. 4.10).

4.1.2.2 Sample Removal

Several large scale blocks (2m x 1.5m X 2m) are removed by a quarrying
company from the third Stubensandstein formation. These blocks are ideal
for experiments and for developing the experimental techniques.

Once the blocks are selected, it is necessary to cut them to get regular sides
for easier experimental and modeling work. However, because of the risk of
disintegration, it is only possible to cut the 90 x 90 x 80 cm3-block with two
parallel faces. The instability of the block due to its fractured nature pre-
vented further cuts leaving dimensions of 90 x 90 x 80 cm?.

Because the 60 x 60 x 60 cm3-block is much more compact, it was possi-
ble to cut it to an exact cubical shape with side lengths of 60 cm.

Once cut, the block samples are placed in a heated room for thorough
drying. A special extraction system has also been constructed to expedite the
drying process (Fig. 4.11).

4.1.2.3 Sample Description

This section describes the physical characteristics of the matrix and the frac-
ture network of the block samples.

Sandstone matrix

Common laboratory experiments (e.g. helium pycnometer and gas perme-
ameter) are used to determine the physical parameters of the porous sand-
stone matrix of the blocks. Typical values for the third Stubensandstein -
formation are summarized in Table 4.1.
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Table 4.1. Typical parameters of the upper Stubensandstein formation (“km40s3”).

Specific gravity ca.2.7 g/ cm’
Porosity 10-25 %
Hydraulic conductivity ~ 5-1078-1.5-1075 ms~!
CaCQOj; content ca.7 %
Corg content ca.04 %
Saturation from humid air ca. 12 %
Dominant grain sizes:

clay ca.1-5 pum
quartz ca.100-500 pum
Dominant pore size ca.0.1-1 pum
Macro pores (> 1 um) ca.20 %
Cement of matrix kaolinit

The sandstone matrix of both blocks can be described as a hard closely
bedded laminated fine to medium sandstone. From a macroscopic point of
view, the 90 x 90 x 80 cm3-block comprises a more or less homogeneous ma-
trix while the 60 x 60 x 60 cm3-block shows several zones of more coarsely
and more finely grained sandstone respectively (cf. Figs. 4.12 and 4.13).

Fracture network

To describe the fractures, any significant morphological profile and other im-
portant characteristics of the sample, a transparent polyethylene sheet was
placed on the block samples and the surface features are drawn onto the
sheet. The fracture record of the sample is then digitized, allowing for a three-
dimensional reconstruction of the fracture network from the surface traces.
The fracture apertures are also gauged using a caliper square and the type
of filling is recorded (open, sand, clay-filled). An example of the digitized
records of fracturing combined with a surface image of the block is presented
in Fig. 4.12 for the 90 x 90 x 80 cm3-block and in Fig. 4.13 for the 60 x 60 x
60 cm3-block.

The fracture network of the 90 x 90 x 80 cm3-block is dominated by a
main fracture that intersects sides I and III at a right angle and has aper-
tures up to 4mm (in Fig. 4.12 marked with “fracture 1”). Another dom-
inant fracture lies nearly horizontally (marked as “fracture 2”) within the
90 x 90 x 80 cm?-block.

The 60 x 60 x 60 cm3-block comprises only one vertical fracture with an
aperture of up to 1.75 mm. As is also evident from Fig. 4.13, further fissures
are parallel to the bedding and are open to some extent and mostly clay-
filled.
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4.1.2.4 Sealing and Further Preparation of the Block Samples

For the two blocks, two different sealing techniques are applied, both based
on epoxy resin. The sealing procedure is described for each block individu-
ally in the following sections.

Sealing the 90 x 90 x 80 cm>-Block

The sealing jacket for the 90 x 90 x 80 cm3-block is composed of a resin which
had to be poured or painted onto the sample. The top side of the block is
prepared and levelled to a flat surface in the field using hand tools. Before
the block faces are coated with resin, a thin coating of silicon is applied to
all visible fractures, ensuring that an impregnation of the fracture system is
prevented. The resin is then poured onto the surface of the block in four or
five successive coats until a minimum thickness of 5mm is reached.

Once the upper surface of the block hardened, the block is rotated and
placed upon a specially designed mobile platform (Fig. 4.14). Prior to rota-
tion, the block is reinforced on all sides with metal tension bands, exerting
an inward force on the block faces to stabilize any planes of weakness.

The following method is developed for rotating the block without caus-
ing any further fracturing: To turn the block, weighing some 1600kg, and
place it on the mobile platform, a front-loading fork-lift truck with tiltable
prongs is used. This procedure is illustrated in Fig. 4.15. The block is at-
tached to the prongs, using three material tension bands capable of with-
standing 4 tonnes of tensile force. Once attached, the block is lifted and the
prongs of the fork lift titled 90° so that the weight of the block is taken by the
material bands. The block is then placed on a pallet and the material bands
released. The procedure is repeated and the block placed on the mobile plat-
form. Finally, the remaining block faces are coated with four to five coats of
epoxy resin until again a minimum thickness of 5 mm is reached.

The technique developed to allow access to the block sample involves
drilling holes in the resin coat and a thread cut directly into the resin. How-
ever, it is found that drilling dust is forced into the sandstone matrix and
fractures. This can not be extracted and leads to the local sealing of the ma-
trix and fractures (Fig. 4.16). In addition, dust coming out of the matrix and
fractures over a period of time and entering the airtight connections renders
them useless.

To solve this problem, a hole saw is used to extract a core of the same
surface area as the required port area from the resin coat. The process of en-
suring extraction of the resin coat rather than drilling ensures that the dust
sealing described above is prevented. The resulting hole in the resin coat
is then sealed with a plastic plug into which a thread is turned so that an
airtight connection can be attached to this plug. The plug is inserted into
the drilled hole but not allowed to rest on the sandstone, thus ensuring that
there is a small air pocket between the sample surface and the plug. This



4.1 Preparation of Fracture Porous Bench Scale Samples 113

air pocket ensures that later injection through the airtight connection is dis-
persed over the whole port area and not restricted to specific points. Before
the airtight connection is attached, a thread is cut in the underside of the
connection to which a filter plug is attached. This ensures that any loose dust
generated during the drilling of the port or existing in the matrix of the block
sample does not interfere with the operation of the airtight connection. The
airtight connection is then mounted in the plastic plug and sealed using a
sealing paste in the thread. In Fig. 4.17 the construction of the ports is shown;
Fig.From Fig. 4.18 the exact location of the ports with respect to their position
on the blcok surface can be seen.

However, it is found that the fractures running close and parallel to the
surface of the block provide a large plane of action for the force resulting
from the internal pressure on the block, attempting to push the resin from the
block. During a test phase, a pressure of approximately 1.2bar was applied to
the block and led to failure of the base of the block. The entire base had to be
prepared again and loose material removed. In order to counteract this force
across the fracture planes and provide the resin with some support, it was
necessary to install a number of supporting anchors normal to the fracture
planes where this problem could arise.

Sealing the 60 x 60 x 60 cm3-Block

To circumvent problems resulting from insufficient coating support, a multi-
layer approach is used for the sealing of the 60 x 60 x 60 cm3-block sample,
as described in the following. However, because this procedure requires the
successive and repeated rotation of the block sample, the procedure is only
applicable for sample sizes for which common lifting gear can be used.

To rotate the block sample, the same principle is applied as described for
the 90 x 90 x 80 cm3-block, except that a small lift is used.

Sealing the block sample comprises the following steps:

1. Attaching ports allowing access to the block faces (Fig. 4.20 (a): In con-
trast to the preparation of the 90 x 90 x 80 cm3-block, ports are attached
to the block faces prior to sealing. For this purpose, special cylindrical
aluminium plugs are constructed with an air pocket towards the block
faces (Fig. 4.19). These plugs are attached with a sealing paste. Attaching
the ports prior to sealing has the advantage that
e the problem of drilling dust can be avoided, and
e the ports are stabilized by the resin coat applied in the following

steps.

2. Sealing fissure traces: as described for the 90 x 90 x 80 cm>-block, the
traces of the fissures on the block faces are sealed with a thin coat of
silicon, preventing impregnation along fissure planes.
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3. First resin coating (Fig. 4.20 (b)): in the first resin-coating step, two layers
of a thick epoxy resin with low viscosity are painted onto the block faces,
giving the surface an airtight seal.

4. Contact coating: in this second resin-coating step, a thin layer of fiber-
glass scraps suspended in highly viscous epoxy resin is applied. Because
of the high specific surface area of the fiberglass scraps, this layer will
ensure that the resin coat and the subsequent coats of fiberglass matting
will adhere.

5. Coat of fiberglass matting (Fig. 4.20 (c)): In the next steps, the block is
covered with two to three layers of fiberglass matting. Each layer has to
be soaked in the highly viscous epoxy resin used in the step before. It is
important to note that the individual mats should overlap the adjacent
block faces by at least one third to ensure a high stability. The layers of
fiberglass matting will make the block stable, allowing high pressuriza-
tion.

6. Fiberglass plasticine coat (Fig. 4.20 (d)): in the final step, all the block
faces are coated with a very thick fiberglass plasticine with an extremely
low viscosity. This coat can be several centimeters thick and provides
additional stability and also acts as a safety coating.

It is important to note that all steps that include the application of epoxy
resin have to be carried out before the individual resin coatings harden,
which usually takes - depending on the type of resin - approx. 30 to 60 min-
utes. To apply all the individual coats, the successive and repeated rotation
of the block sample is necessary.

Because of this coating, pressures of more than 2bars could be applied
to the 60 x 60 x 60 cm3-block sample. Higher pressures are believed to be
possible. However, it is also important to consider laboratory safety when
working with pressurization above atmospheric pressure.

Controlling the hermetic seal

After the blocks were encased , it was necessary to prove they are hermeti-
cally sealed. This is done by pre-pressurizing the blocks to 0.5 to 1.0 bar above
atmospheric pressure. Once the system has stabilized the air supply is cut off
and the pressure in the blocks monitored using a manometer attached to one
or more ports (Fig. 4.21 (a) and (b)).

If the pressure is found to fall with time, it can be assumed that the resin
jacket or one of the connections are leaking. At times, it is necessary to sub-
merge the block in water to find the leaks. This is done by rolling it onto
a waterproof plastic sheet, then constructing a bath around it using flexible
plastic walls (Fig. 4.21 (c)). The bath is then filled with water to cover the
block (Fig. 4.21 (d)).
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Fig. 4.4. Overview of the steps for sample recovery and preparation (after McDermott
et al. (2003b)).
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Fig. 4.5. Drilling and flush during the taking of a cylindrical sample (McDermott et al.,

2003b).
Heated
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Fig. 4.6. Protection of cylindrical sample with a heated PVC membrane before the
removal (McDermott et al., 2003b).
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\ Hardening

foam

Metal supporting
rings

Fig. 4.7. Protection, support and preparation of a cylindrical sample for extraction.
The top surface of the sample is protected, then hardening foam is squirted on the
top of the sample, a wooden lid is then pressed onto the foam. Once the foam has
hardened the sheath is trimmed and taped to the wooden lid. Then the surround-
ing material is removed and the sample is further supported with metal rings (after
McDermott et al. (2003b)).
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Prior to cutting the samples are further supported
with metal rings adjacent to the indeded cut positions.

g l

Sample is cut using a large
diameter circular saw.

Once cut the ends of the sample
are protected with plastic and

a second wooden lid, of

slightly larger radius than sample,
flush with the protecting sheaf.

Fig. 4.8. Preparation of the cylindrical sample for laboratory investigation (McDer-
mott ef al., 2003b).
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Fig. 4.9. Digitized record of a sample investigated. Example of the nature of fractur-
ing in a sample investigated (height of sample 290 mm, diameter of sample 286 mm)
(McDermott et al., 2003b).
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Fig. 4.10. Location of recovery of block sample.
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Fig. 4.11. Extraction system for drying the block sample.

0.5 [m] Bedding
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Fig. 4.12. Recording and digitizing the fracture and other important characteristics
of the 90 x 90 x 80 cm3-block. “Fracture 1” and “fracture 2“ indicate the locations of
dominant fractures within the block sample.
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Fig. 4.13. Recording and digitizing the fracture and other important characteristics of
the 60 x 60 x 60 cm?-block.

Fig. 4.14. 90 x 90 x 80 cm3-block: Block sample on mobile platform.
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Fig. 4.15. Rotation of block sample.
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Fig. 4.16. Local sealing of matrix and fractures as a result of drilling.
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Fig. 4.17. Construction of the ports.
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Fig. 4.18. Surface profiles and location of ports at the 90 x 90 x 80 cm>-block.
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Fig. 4.20. Preparation of the 60 x 60 x 60 cm3-block. (a) Block with attached alu-
minium plugs. (b) Block with first resin coating. (c) Block with glass fiber mat coating.
(d) Block with glass fiber plasticine coat.
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a) Pressurizing the block sample c) Water bath for submerging blocks
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Fig. 4.21. Method for ensuring the hermetic sealing of the block. (a) Pressurizing the
block sample. (b) Monitoring the pressure in the block to determine whether leaks are
present. (c) Constructed water bath for submerging blocks and checking for leaks. (d)
Partly submerged block.
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4.2 Flow and Transport Experiments Conducted on
Laboratory Cylinders

C.I. M€Dermott, M. Sauter, R. Liedl, G. Teutsch

In this section a flexible experimental technique allowing the experimental
tomographical investigations of large scale laboratory samples (30 cm diam-
eter x circa 35 cm length) is presented. The samples contain fracture networks
and the experimental procedure is designed to allow for the measurement of
discrete and integral signals of the constituent elements within the samples,
i.e. matrix, individual fractures, fracture matrix interaction, and fracture net-
work response. The signals can easily be evaluated in terms of the geometry
of the system and scale of measurement.

4.2.1 Application and Method

In practical experimental terms, when the tomographical investigation con-
cept is applied, it is necessary to make numerous point-to-point, or surface-
to-surface measurements of flow and transport across a sample. Several
point-to-point measurements are illustrated in 4.22a for a homogeneous
isotropic sample and in 4.22b for an anisotropic sample. The results of the
measurements are combined, using an appropriate model to produce a pa-
rameter field representing the processes causing the signal measured. Here,
we concentrate on the experimental procedure and apply a simplified model
to present the types of results available from the equipment developed.

To allow such a large number of measurements to be collected, gas flow
techniques were applied, enabling the rapid measurement of flow (pres-
sure and flow rate) and transport (tracer concentration) signals. Using gas
flow techniques means it is not necessary to saturate the samples prior
to the investigation, and very small flow rates could easily be measured
rapidly with a high degree of accuracy. In contrast, a direct hydraulic to-
mographical investigation of such fractured porous samples has proved to
be technically very difficult and time consuming (Hagemann, 2001) princi-
pally due to the problem of saturation. The saturation of the samples inves-
tigated was assumed to remain constant throughout the experimentation,
allowing the comparison of the results. The conversion of gas flow parame-
ters to hydraulic parameters has been investigated in detail by Jaritz (1999)
for one-dimensional flow systems. In the current experimental cell, flow is
anisotropic and multidimensional. The detailed effects of slip flow (Klinken-
berg, 1941) and free molecular flow (Carman, 1956) still need to be consid-
ered on the basis of a modelled description of the flow system before a direct
transfer of gas parameters to hydraulic parameters can be performed.

The difficulties and techniques for collecting fractured samples large
enough so that the fracture network could be tomographically investigated,
but small enough to remain manageable in the laboratory is discussed in
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Fig. 4.22. Principles behind the tomographical investigation of a fractured sample
with isotropic a) and anisotropic b) parameter distribution (after McDermott et al.
(2003a)).

McDermott et al. (2003b). Following the techniques presented in McDermott
et al. (2003b) the samples collected for the experimental work have a diame-
ter of 30cm and length of between 30 cm and 40 cm (Fig. 4.23). An example
of the fracture record for such a sample is presented in Fig. 4.9.

In accordance with the concepts outlined above and the sample geome-
try, a special experimental cell was developed which allowed access to pre-
selected positions along the surface of the sample (ports). Spatially orientated
point-to-point measurements of the flow and transport characteristics could
then be carried out from port-to-port. Additionally, the experimental cell was
designed to adjust for samples differing in length (10 cm to 40 cm) and in di-
ameter (290 mm =+ circa 15mm) and was able to maintain stable boundary
conditions throughout the period of measurement. The principles and con-
cepts behind the design of the cell to fulfil these criteria for reliable flow and
transport measurements are presented in Fig. 4.24.

The experimental cell, named the Multi Input Output Jacket (MIOJ)
formed the key element in the experimental set-up, the general arrangement
of which is illustrated in Fig. 4.25. To investigate the flow and transport pa-
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30 to 35cm

< >

29cm

Fig. 4.23. Example of a fractured sample. The visible fractures are filled with sand
(McDermott et al., 2003a).

rameters, a stable linear flow field is established across the sample from the
input port/ports to the output port/ports. The flow rate across the sample
is recorded using a flow meter (a bubble meter is illustrated). Gas tracer is
then injected via a flow-through loop (Jaritz, 1999) into the flow field be-
fore the input port/ports and the breakthrough of the gas tracer at the out-
put port/ports is recorded using a mass spectrometer. The exact mass of the
tracer introduced into the system is known, the location and the time of in-
put, the mass recovered, location and rate of recovery are measured. Further
details of the experimental procedure can be found in McDermott (1999).

4.2.2 Technical Details

The Multi Input Output Jacket (MIO]J) consists of two sealing membranes
(outer and inner) with predefined open spaces or ports in them, three trans-
parent curved polycarbonate shells (brace shells), two transparent polycar-
bonate circular plates (top / bottom plates) and a rigid frame. The function-
ality of the cell is achieved in that the membranes are pressed against the
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Fig. 4.24. Concepts and principles of the experimental cell enabling tomographic in-
vestigation of samples (McDermott et al., 2003a).
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Fig. 4.25. Experimental set-up for investigation of cylindrical samples (McDermott
et al., 2003a).

sample with the use of the brace shells and the top and bottom plate, thereby
forming a complete cylinder hermetically sealing the sample, Fig. 4.26.

The outer sealing membrane is formed by a soft rubber seal 5mm thick,
the inner sealing membrane consists of a self adhesive elastomer 1mm to
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Fig. 4.26. Elements of the Multi Input Output Jacket (MIO]J), (McDermott et al., 2003a).

2mm thick (Fig. 4.27), stuck to the outer sealing membrane. Under the in-
fluence of pressure from the supporting brace, the membrane deforms and
adjusts to any unevenness along the surface profile of the sample, thereby
sealing any potential leaks. The ports for access to the sample are formed by
the spaces in the membranes and each port can be connected to an external
pressurized air supply through the connections in the supporting brace (Fig.
4.27).

As the individual brace shells are pressed onto the sealing membrane,
the gap between the brace shells is filled with a soft rubber strip of the same
material as the outer sealing membrane. The thickness of these inter-brace
shell sealing elements can be varied to account for variations in the diameters
of the samples.

The supporting brace is held against the sample by four metal bands (Fig.
4.28). These bands are removable and, when screwed together, exert an in-
ward radial force on the brace. The top and bottom braces are pressed against
the sample from a rigid frame and a series of screws (Fig. 4.28).

4.2.3 Procedure

Hermetically sealing the sample in the MIOJ and ensuring that flow from
port-to-port occurred through the sample and not along the surface of the
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Fig. 4.27. Detailed view of the technique used to isolate port areas on the surface of
the sample (McDermott ef al., 2003a).
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Fig. 4.28. Technical realization of the principle behind the MIOJ (McDermott ef al.,
2003a).

sample as a result of insufficient contact of the sealing membrane with the
surface of the sample (Fig. 4.29) required a lot of care. The techniques em-
ployed during the construction of the MIO] to ensure these conditions in-
cluded:

e ensuring that the sample was thoroughly cleaned from any fine loose ma-
terial on the surface;

e any large scale unevenness or missing material from the sample was filled
with silicon, thus enabling the sealing membrane of the MIOJ to have a
smooth contact with the surface of the sample;
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e where the sample had a weak consistency, a thin layer of silicon was
placed around the locations of the input and output ports to aid in the
sealing of these areas;

o for highly fractured samples, silicon was used to seal all the surface pro-
file of the fractures apart from those areas appearing in ports. The silicon
remained only on the surface of the sample and did not enter more than a
couple of millimeters into the fracture itself; consequently, the permeabil-
ity distribution remains practically unaffected. The silicon could be easily
removed, allowing re-measurement of the sample using a new geometri-
cal set-up of the ports;

e the outer surface of the sealing membrane was lubricated to ensure an
even distribution of the pressure applied by the supporting brace on the
sample.

Fiow aiong surface of the samp:e,
avoiding samp.e, seaiing membrane
not shown here for ciarity

Sealing membrane Supporting brace

Fig. 4.29. Major flow paths through a cylindrical sample (McDermott et al., 2003a).

Once the sample was sealed in the MIOJ, the apparatus was left for a
period of 24 hours to make sure the sealing elastomer (inner sealing mem-
brane) had time to plastically deform and fill any unevenness in the sample
profile or block any potential leaks in the system. After this period, the air-
tightness of the MIO] (comprising some 30 connections) was tested by en-
suring it could maintain a pressure of some 150 mbar. Once it was clear that
the system was airtight, stable benchmark flow measurements were made
across the sample. After these results had been recorded, the pressure on
the supporting brace (both edge and top and bottom) was increased slightly,
the benchmark measurements repeated and the results compared. If the rate
of flow remained constant, then it was assumed that the flow was through
the sample. However, if the flow rate had been reduced by an increase of
pressure exerted by the supporting brace, then flow along the surface of the
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sample and not through the sample was assumed to be occurring. In such
cases, the pressure exerted by the supporting brace was increased until no
reduction in the flow rate was observed.

The benchmark measurements were repeated throughout the experimen-
tal investigation to ensure consistency of results. Both sealing membranes
were deformable under light hand pressure; therefore, the effect of the pres-
sure exerted by the supporting brace to ensure complete sealing of the sam-
ple on the fracture aperture due to the stiffness of the fractures was assumed
to be negligible.

4.2.4 Flexibility of the MIOJ

Depending on the type of investigation required, different surface areas of
the sample can be placed under a predefined pressure system, thus allowing
a variety of adjustable boundary conditions in an enclosed system. The flow
direction across the sample can easily be varied, and the anisotropy of flow
and transport parameters can be determined (Fig. 4.30). The MIOJ is not just
limited to point-to-point measurements. Any combination of the ports can
be used to measure the flow and transport parameters depending on the
geometry of the sealing membrane (Fig. 4.31).

As can be seen from Figs. 4.30 and 4.31, the dependency of the flow on
scale effects such as the distance between the input and output ports or the
size of the port area on the sample at a bench scale can easily be investigated
as well as the effect of individual fractures in a fracture system or the fracture
network itself.

Measurement of the flow field characteristics. The variable air pressure sup-
ply (Fig. 4.25), provided by a regulator valve, enabled a stable pressure dif-
ference to be established across the MIOJ. The flow rate across the sample
as a result of this pressure difference was recorded using a flow meter. Ex-
perimental measurements indicated a linear relationship between flow and
pressure difference with the application of a pressure difference of 150mbar
in the fractured system and allowed for the assumption that linear flow con-
ditions were present within the samples.

In practice, it was assumed that the stable flow field was established by
maintaining stable boundary conditions for a period of five minutes. For the
sample