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Preface

One of the primary purposes and obligations of science, in addition to un-
derstanding nature in general and life in particular, is to assist in enhancing
the quality and longevity of life, indeed a most daunting challenge. To be
able to meaningfully meet the last of the above expectations, it is neces-
sary to provide the practitioner of medicine with diagnostic and predictive
capabilities that science will accord when its seemingly disparate parts
are melded together and brought to bear on the problems that they face.
The development of interdisciplinary activities involving the various basic
sciences—biology, physics, chemistry, and mathematics, and their applied
counterparts, engineering and technology—is a necessary key to unlocking
the mysteries of medicine, which at the moment is a curious admixture of
art, craft, and science.

Significant strides have been taken during the past decades for putting
into place a methodology that takes into account the interplay of the various
basic sciences. Considerable progress has been made in understanding the
role that mechanics has to play in the development of medical procedures.
This collection of survey articles addresses the role of mechanics with regard
to advances in the medical sciences. In particular, these survey articles
bring to one’s attention the central role played by mathematical modeling
in general and the modeling of mechanical issues in particular that have a
bearing on the biology, chemistry, and physics of living matter.

This book is written with the intent to highlight the fact that it is neces-
sary to expend considerable effort in bringing together scientists, engineers,
and doctors to address important problems in the medical sciences. The
aim is to foster the notion that it is necessary to train professionals who
are able to understand the medical needs, as well as the basic sciences,
in sufficient depth to be able to apply them to the problem at hand; to
develop a reasonable model; to have the capability to carry out numerical

xiii



xiv Preface

simulations; and finally to develop tools that can be used by those in the
practice of medicine. Even more challenging is the ability to suggest new
technological innovations on the basis of such modeling efforts. Completing
the crucial circle of observations in the medical field to the development of
phenomenological models, the use of computer simulations, and the devel-
opment of diagnostic and predictive tools, as well as new medical technolo-
gies that can be used for further medical observations, is the ultimate aim
of the medical research scientist, and the chapters in this book address an
important part of this circle.

The articles that appear in this volume are not merely conjectural in
nature. There is a genuine effort to test the theories under realistic sit-
uations. Explicit theoretical results are extracted either in analytical or
in numerical form, and a comparison with experimental findings is carried
out. The success of the models that have been developed can be judged by
the agreement between the predictions of the theories and the experiments.

It ought to be borne in mind that the modeling and subsequent mathe-
matical analysis of many biomechanical problems relevant to the different
parts of the human body share some basic characteristics; however, as the
applications are very different, spanning a variety of complex problems,
the modes of approach, the ways of thinking, and the semantics, are widely
different. As a result the pertinent literature is spread across journals
with widely varying styles and often involves mutually nonintersecting com-
munities of readership, for example, engineers, biologists, and medical doc-
tors. Given such a situation, another ambitious aim of this book is to
alleviate this situation to a certain degree, by publishing several survey
papers of those actively working in a variety of areas and gathering them
in one place so that the diverse audience will have the opportunity to rec-
ognize the similarities as well as the differences in the approaches that
are used. Articles by specialists working in some of the most important
areas of biomedicine—tumor growth, blood flow, mechanics of the circula-
tory system, cell rheology, mechanical properties of hard tissues, modeling
of biological membranes, and the modeling of natural tissue substitutes
(i.e., biomaterials)—are featured in this book. There is also a conscious
effort to address both theoretical and experimental issues.

Each chapter focuses on a specific biomedical application and explains as
simply as possible both the biological and mechanical background, together
with the basic ideas of the appropriate models. One can easily discern fea-
tures that are peculiar to each model as well as those that are in common.
An attempt is made to explain the rationale behind the model, and in most
of the contributions theoretical predictions are compared with experimen-
tal data. The authors have avoided cumbersome mathematical techniques
to illustrate their ideas, however, at the same time they provide references



Preface xv

to literature where more complicated methods have been used to attack
specific problems.

The first chapter focuses on the description of the mechanical properties
of biological materials both from a macroscopic and a microscopic point of
view and of the different techniques for measuring cell and tissue properties.
The second chapter concerns biological and mechanical aspects involved in
blood flow. The next three chapters deal with other important problems
involving the cardiovascular system. In particular, the third chapter deals
with the formation and growth of aneurysms, the fourth chapter with the
mechanics of biodegradable stents, and the fifth chapter with the process
of hemostasis, including the effects of hemodynamic conditions and the
mechanical properties of the vasculature. The last three chapters deal with
the mechanical properties of different biological materials–bones, tumors,
and cell membranes, respectively.

It is our hope that the book will be of interest to graduate students in ap-
plied mathematics, engineering, and biomedicine and to young researchers
with an aptitude for multidisciplinary research in biomedicine.



1
Rheology of Living Materials

R. Chotard-Ghodsnia and C. Verdier

Laboratoire de Spectrométrie Physique, UJF-CNRS, UMR 5588
BP87, 140 avenue de la Physique
F-38402 Saint-Martin d’Hères, France

Abstract. In this chapter, the properties of biological materials are
described both from a microscopic and a macroscopic point of view. Dif-
ferent techniques for measuring cell and tissue properties are described.
Models are presented in the framework of continuum theories of viscoelas-
ticity. Such models are used for characterizing experimental data. Finally,
applications of such modeling are discussed in a few situations of interest.

1.1 Introduction

1.1.1 What Is Rheology ?

Rheology (in Greek, rheos: to flow, -logy: the study of) is a pluridisci-
plinary science describing the flow properties of various materials, i.e. the
study of the stresses that are needed to produce certain strains or rate of
strains within a given material. It consists of different approaches that are
all needed to understand the complexity of fluids or materials possessing
viscoelastic or viscoplastic properties. The main approaches are:

• Measurements of the rheological properties in simple flows (shear and
elongation)

1



2 Modeling of Biological Materials

• Simultaneous description of the underlying microstructure as a func-
tion of deformation

• Constitutive modeling using generalized continuum or molecular mod-
els based on the previous observations

• Applications to real situations (complex flows and geometries)

• Numerical simulations when analytical works are not possible

Typical fluids or materials under investigation in the framework of rheol-
ogy can be polymers (including polymer solutions, rubbers, polymer emul-
sions), suspensions of particules or deformable objects (e.g. blood cells),
and other complex systems (foams, gels, tissues, etc.) as described by
Larson [LAa].

1.1.2 Importance of Rheology in the Study of
Biological Materials

Biological materials (see the textbook by Fung [FUa] or the review paper
by Verdier [VEa]) start at the cell level (order of a few microns) and can
reach sizes up to the size of an assembly of cells or tissue (a few millime-
ters). Rheology is important for describing such materials because they
are usually made of the above-mentioned systems. The cell (Figure 1.1), to
start with, possesses an elastic nucleus, a viscous or viscoplastic cytoplasm,
and is surrounded by an elastic membrane made of a lipid bilayer, where
adhesion proteins coexist [ALa].

An example of a biological fluid is blood, which is a suspension of pro-
teins (i.e. polymers) and cells (erythrocytes, as well as various white blood
cells) inside a fluid (plasma). Another example is the one of a biological

cytoplasm

Cell or ECM

Adhesion proteins

nucleus

membrane

Focal adhesion contacts

V

Figure 1.1. Sketch of a cell modifying its contacts and microrheology to
undergo migration, at velocity V .



1. Rheology of Living Materials 3

tissue. It contains an assembly of cells connected to each other by the ex-
tracellular matrix (ECM) and adhesion proteins. These complex systems
lead to viscoelastic properties due to the presence of fluids (viscous effects),
and the presence of elastic components (particles, inclusions with interfa-
cial tensions, elastic membranes). Several rheological models can already
predict such behaviors. The complexity of the biological tissue or fluid
relies on the fact that such media are active, and can rearrange their mi-
crostructure to produce different local (or nonlocal) properties or stresses
in order to resist, or to achieve a precise function; in other words, they are
intelligent materials.

In this chapter, we describe a few rheological models useful for modeling
complex media. Then a brief description of biological media is presented.
Measuring techniques to investigate the properties of cells and tissues is
then explained. Finally, we present a few examples of predictions achieved
through rheological modeling.

1.2 Rheological Models

In this section, a simple 1-D viscoelastic model, the Maxwell model, and a
viscoplastic 1-D one, the Bingham model, are presented. These models are
quite interesting and can provide valuable information for the interpretation
of simple experiments. A generalization of such models is made in three
dimensions.

1.2.1 One-Dimensional Models

1.2.1.1 The Maxwell Fluid

We consider a simple viscoelastic 1-D model, which is depicted in Figure 1.2
where a spring (spring constant G) and dashpot (viscosity η) are assembled
in series. The resulting stress τ is the same in the two elements whereas
the deformation γ is the sum of the deformations in each element. This
leads to the following constitutive equation,

λτ̇ + τ = ηγ̇, (2.1)

where λ = η/G is the relaxation time, and γ̇ is the rate of deformation. This
form is the differential form of the Maxwell model. It leads to a decrease in
stress τ(t) = τ0 exp(−t/λ), when motion is stopped, where τ0 is the initial
stress.
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1 2

Figure 1.2. Schematic representation of the Maxwell element.

Limiting cases of elastic and viscous materials can be recovered:

• When t � λ (short times), τ = Gγ ⇒ the material is elastic
(G = η/λ).

• When λ � t (long times), τ = ηγ̇ ⇒ the material is Newtonian.

Equation (2.1) has an exact solution which is

τ(t) =
∫ t

−∞
Ge−((t−t′)/λ)γ̇(t′) dt′. (2.2)

Relation (2.2) is the integral version of the Maxwell model. It has the
advantage of showing that the stress is a function of the history of defor-
mation, and also shows that stress and rate of strain are related via this
integral form with a kernel G(t) = G exp(−t/λ). This function is called
the relaxation function. Similarly, a relation between the strain γ(t) and
the stress τ(t) can be obtained in integral form through another kernel
J(t) = 1/G + t/η which is called the compliance.

Remark 2.1 The other simple model considered in the literature is the
Kelvin–Voigt model consisting of a spring and dashpot in parallel. This
model exhibits a constitutive equation of the type τ = Gγ + ηγ̇. In this
case G(t) = G and J(t) = 1/G(1−exp(−t/λ)), where λ is defined similarly
but is a retardation time.

A generalization to multiple-mode Maxwell models can easily be made
through the use of the following distribution (Gi, λi) appearing in the re-
laxation function, corresponding to the use of several Maxwell elements in
series,

G(t) =
n∑

i=1

Gi e
−(t/λi) (2.3)
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This is sometimes enough to obtain a good idea of the dynamic mod-
uli, often used in oscillatory rheometry [BIc]. Otherwise, one may use a
continuous distribution of relaxation times:

G(t) =
∫ ∞

0

H(λ)
λ

exp
(

− t

λ

)
dλ. (2.4)

Such formulae have been used successfully for predicting the dynamic
rheology of molten polymers, in particular Baumgaertel and Winter [BAc]
who used two specific empirical formulae for H(λ) for small times and long
times.

1.2.1.2 The Bingham Fluid

Bingham fluids are an example of the so-called viscoplastic materials. A
Newtonian fluid can flow under the action of any stress but it is unlikely
that a Bingham fluid will do the same. Indeed, it usually requires that
a certain stress, i.e. the so-called “yield stress,” is applied. For example,
under the action of its weight alone, a fluid element might or might not flow.
This relies on the fact that the typical stress (shear, elongation) dominates
the effect of the yield stress. Yield stresses are due to complex interactions
taking place at the microscopic level, which link the material particles. A
solution of F-actin (essential component of the cytoplasm), as an example,
can flow only if the actin concentration is not too large. If it is large, then
interactions between the actin proteins are such that temporary links exist
throughout the fluid, showing the existence of a yield effect.

The simplest 1-D model (in the case of shear) is the Bingham fluid [MAa],
given by

τ ≤ τs γ̇ = 0 or τ = Gγ

τ ≥ τs τ = τs + ηγ̇.
(2.5)

This relation explains that a certain stress τs needs to be overwhelmed
by the shear stress (τ) to achieve flow. Under this threshold, no flow is
obtained, but a simple elastic relation can be verified generally. Above this
threshold, the material exhibits a Newtonian behavior with viscosity η.
Other viscoplastic relations exist, such as the Casson model (useful for
describing the behavior of blood, at different hematocrit contents), or the
Herschel–Bulkley model [MAa]. Finally, note that the cell cytoplasm may
be modeled using the Bingham model or Herschel–Bulkley model, based
on the constituents in presence. Another model introduced by He and
Dembo [HEa], is the sol–gel model: it has been found to be successful
to predict cell division. Sol–gel models can help in predicting transitions
from a liquid state (“sol”) to a quasi-solid state (“gel”) when a certain
constituent’s concentration is reached.
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1.2.2 Three-Dimensional Models

To start with, we recall the principal relations used in classical fluid me-
chanics and elasticity, before presenting the 3-D viscoelastic models. Let
us define the total stress tensor Σ with an isotropic part, and an extra
stress τ :

Σ = −pI + τ , (2.6)

where p is the pressure, and I is the identity tensor. To define constitutive
equations and generalize the 1-D ones in the previous section, we need to
define laws valid for all observers (principle of material frame-indifference).
Indeed, two observers in given reference frames should be able to measure
the same material properties or laws. Consider a motion �x = �x(�X, t) and
stress tensor Σ = Σ(�X, t). Another observer with clock t∗ = t − a, in
a frame defined by �x∗ = �x∗(�X, t∗) = �c(t) + Q�x(�X, t), should observe a
stress Σ∗ = Q(t)ΣQT(t), following Malvern [MAd], for example. In the
previous relations, a, �c, and Q are, respectively, any constant, vector, and
orthogonal tensor. Σ is said to be frame-indifferent.

1.2.2.1 General Fluids

For the classical Newtonian fluid, the extra stress is expressed in terms
of D, the symmetric part of the velocity gradient tensor, which is frame-
indifferent. This defines the isotropic Newtonian fluid:

Σ = −pI + λtr(D)I + 2ηD, (2.7)

where η and λ are the viscosity and second viscosity coefficients, respec-
tively. For incompressible fluids, the equation simply reduces to Σ =
−pI + 2ηD.

More general fluids can be defined, such as the Reiner–Rivlin fluid,
where one makes use of the fact that an expansion of the stress in terms of
the powers of D is also a good model and can be reduced to powers of D
and D2 only.

Σ = −pI + 2ηD + 4η2D2, (2.8)

where η2 is considered to be a second viscosity, but has different units
(Pa.s2). In Eq. (2.8), the constants η and η2 depend on the invariants of D,
in particular IID. Note that the first invariant ID is 0 for incompressible
materials. Equation (2.8), associated with the assumption that η2 = 0,
has been used extensively to predict the shear thinning (and thickening)
behavior of polymer solutions and suspensions [MAa].
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1.2.2.2 Elastic Materials

Similarly to fluids, the constitutive equation of an isotropic elastic material
gives the stress Σ in terms of the linear part of deformation ε (symmetric
part of �grad�u, where �u = �x − �X is the displacement between the initial
and present position, in Lagrangian coordinates):

Σ = λtr(ε)I + 2με, (2.9)

where λ and μ are the Lamé coefficients (in Pa). The generalization of
this relation to large deformations is made possible through the use of
the frame-indifferent strain tensor B = FFT , where F is the deformation
gradient. Again, by assuming the stress to be a polynomial function of B,
and making use of the Cayley–Hamilton theorem, we obtain a relation for
large deformations, the so-called Mooney–Rivlin model (MR):

Σ = αI + 2C1B − 2C2B−1, (2.10)

where C1 and C2 are constants in the MR model but may also be functions
of the invariants of B. α is a constant that needs, like a pressure, to be
determined, for example, through boundary conditions.

More generally, any function of the invariants of B can be used, via
a strain energy function W (IB, IIB). Here, for an incompressible material
IIIB = 1. This defines a more general hyperelastic material:

Σ = αI + 2
∂W

∂IB
B − 2

∂W

∂IIB
B−1. (2.11)

1.2.2.3 Viscoelastic Materials

If one wants to generalize the case of the Maxwell element in Eq. (2.1), it is
natural to replace the 1-D stress τ by the tensor τ , and then to replace γ̇ by
its tensor form 2D. Still one needs to be careful about the generalization
of τ̇ , because τ̇ is not frame-indifferent. In fact, there are a limited number
of frame-indifferent derivatives [MAd], such as the following upper and
lower convected derivatives given by, respectively,

∇
τ = τ̇ − �grad�v τ − τ( �grad�v)T , (2.12)

�
τ = τ̇ + τ �grad�v + ( �grad�v)T τ . (2.13)

The co-rotational derivative is also another one,
◦
τ= 1

2(
∇
τ +

�
τ ), as well

as other linear combinations of the above two. Note that we are now using
the extra stress τ .
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Following this, we obtain the upper convected Maxwell model, as the
generalized differential form of (2.1):

λ
∇
τ +τ = 2ηD. (2.14)

There is also an integral version of this equation:

τ(t) =
∫ t

−∞
M(t − t′)(B(t, t′) − I) dt′, (2.15)

where M(t) = (η/λ2) exp(−(t/λ)) = −(dG/dt), and B(t, t′) is the relative
deformation tensor. Formula (2.15) is called Lodge’s formula and can in-
clude general functions G(t), for example, such as the ones in (2.3), or more
generally decreasing convex functions that have a finite value for G(0).

Finally, a generalization of Lodge’s model, as well as ideas developed
in the previous part on elasticity, in particular, Eq. (2.11), lead to another
more general form, known as the K–BKZ equation (factorized form):

τ(t) =
∫ t

−∞
M(t− t′)

[
2
∂W

∂IB
(IB, IIB)B(t, t′) − 2

∂W

∂IIB
(IB, IIB)B−1(t, t′)

]
dt′.

(2.16)
This model has been used quite a lot for predicting the elongational

properties of polymers or polymer solutions, and gives excellent agree-
ment [WAa]. On the other hand, it is not very good for predicting shear
data [BIc].

1.2.2.4 Viscoplastic Models

The generalization of Eq. (2.5) to a tensor form gives:

IIτ ≤ τs D = 0 or τ = GB,

IIτ ≥ τs τ = 2
(

η +
τs√
II2D

)
D,

(2.17)

where IIτ = 1
2(tr(τ)2 − tr(τ2)) is the second invariant of the extra stress

tensor τ . This way of defining the inequality implies that all components
of the stress may contribute to overwhelm the yield effect. Other possible
models (Herschel–Bulkley, Papanastasiou, Casson [MAa]) can be used, in
particular, using the fact that the viscosity η in (2.17) may be taken to be
a function of the invariants of D, in particular, IID. As an example, models
that characterize blood are described in the part concerning rheological
modeling of tissues and biofluids.
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1.3 Biological Materials

The response of a material to applied loads depends upon its internal consti-
tution and interconnections of its microstructural components. Biological
tissues are composed of the same basic constituents: cells and extracellular
matrix.

1.3.1 Cells

Cells are the fundamental structural and functional unit of tissues and or-
gans. It has been known over the last two decades that many cell types
change their structure and function in response to changes in their mechan-
ical environment. A typical cell consists of a cell membrane, a cytoplasm,
and a nucleus [ALa].

The cell membrane consists of a phospholipid bilayer with many embed-
ded proteins that function as channels, receptors for target molecules, and
anchoring sites.

The cytoplasm is a fluid containing the cytoskeleton and dispersed or-
ganelles.

The cytoskeleton is a network of protein filaments extending throughout
the cytoplasm. The cytoskeleton provides the structural framework of
the cell, determining the cell shape and the general organization of the
cytoplasm. The cytoskeleton is responsible for the movements of entire cells
and for intracellular transport. It is formed by three structural proteins:
actin filaments, intermediate filaments, and microtubules. Actin filaments
are extensible and flexible (5–9 nm in diameter). Intermediate filaments
are ropelike structures (10 nm in diameter). Microtubules are long cylin-
ders (25 nm in diameter) with a higher bending stiffness than the other
filaments. These three primary structural proteins perform their functions
through interactions with accessory cytoskeletal proteins, such as actinin,
myosin, and talin.

The organelles play various roles. For example, the Golgi apparatus plays
a role in the synthesis of polysaccharides and in the transport of various
macromolecules. The endoplasmic reticulum is the site of the synthesis of
proteins and lipids.

The extracellular matrix consists of proteins (collagens, elastin, fibronectin,
vitronectin, etc.), glycosaminoglycans, and water. Collagen, the most
abundant protein in the body and a basic structural element for soft and
hard tissues, and elastin, the most linearly elastic and chemically stable
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protein, are primary structural constituents of the extracellular matrix,
from a mechanical point of view. The extracellular matrix has many func-
tions. It serves as an active scaffold on which cells can adhere and migrate.
It serves as an anchor for many substances (growth factors, inhibitors) and
provides an aqueous environment for the diffusion of nutrients between the
cell and the capillary network. It maintains the shape of a tissue, giving it
strength and mechanical integrity. To summarize, the extracellular matrix
controls cell shape, orientation, motion, and function.

1.3.2 Tissues

A tissue is a group of cells that perform a similar function. There are four
basic types of tissues in the human body: epithelium, connective tissue,
muscle tissue, and nervous tissue [FAb].

Epithelium is a tissue composed of a layer of cells. It can line internal (e.g.
endothelium which lines the inside of blood vessels) or external (e.g. skin)
free surfaces of the body. Functions of epithelial cells include secretion,
absorption, and protection.

Connective tissue is any type of biological tissue with extensive extra-
cellular matrix that holds everything together. There are several basic
types.

• Bone: contains specialized cells, osteocytes, embedded in a mineral-
ized extracellular matrix and functions for general support, protec-
tion of organs, and movements. It is a relatively hard and lightweight
composite material. It is formed mostly of calcium phosphate which
has relatively high compressive strength though poor tensile strength.
Although bone is essentially brittle, it has a degree of elasticity con-
tributed by its organic components (mainly collagen).

• Loose connective tissue: holds organs in place and attaches epithelial
tissue to other underlying tissues. It also surrounds blood vessels and
nerves. Fibroblasts are widely dispersed in this tissue and secrete
strong fibrous proteins (e.g. collagen and elastin) and proteoglycans
as an extracellular matrix.

• Fibrous connective tissue: has a relatively high tensile strength due
to a relatively high concentration of collagenous fibers. This tissue
is primarily composed of polysaccharides, proteins, and water and
does not contain many living cells. Such tissue forms ligaments and
tendons.

• Cartilage: is a dense connective tissue primarily found in joints. It is
composed of chondrocytes that are dispersed in a gellike extracellular
matrix mainly composed of chondroitin sulfate.
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• Blood: is a circulating tissue composed of cells (hematins, leukocytes,
and platelets) and fluid plasma (its extracellular matrix). The main
function of blood is to supply nutrients (e.g. glucose, oxygen) and
to remove waste products (e.g. carbon dioxyde). It also transports
cells and different substances (hormones, lipids, amino acids) between
tissues and organs.

• Adipose tissue: is an anatomical term for loose connective tissue com-
posed of adipocytes. It provides cushioning, insulation, and energy
storage.

Muscle is a contractile form of tissue. Muscle contraction is used to move
parts of the body and substances within the body. There are three types
of muscles:

• Cardiac muscle

• Skeletal muscle (or “voluntary”): attached to the skeleton and used
for movement

• Smooth muscle (or “involuntary”): found within intestines, throat,
and blood vessels.

The nervous tissue has the function of communication between parts of
the body. It is composed of neurons, which transmit impulses, and the
neuroglia, which assists the propagation of the nerve impulse and provides
nutrients to the neurons.

1.4 Measurements of Rheological Properties of
Cells and Tissues

1.4.1 Microrheology

Conventional rheological measurements are not always adapted to biolog-
ical materials because they require large quantities of rare materials and
provide an average measurement and do not allow for local measurements
in inhomogeneous systems. Microrheological methods address this issue by
probing the material on a micrometer-length scale using microliter sample
volumes. Two microrheological approaches can be found in the literature:
active tests and passive tests.

1.4.1.1 Active Tests

In this class of microrheological measurements, the stress is locally applied
to the material by active manipulation of the probe through the use of
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electric or magnetic fields or micromechanical forces. Then, the resultant
strain is measured to obtain the local shear moduli. We describe three
active manipulation techniques in the following paragraphs.

Optical tweezers. Optical tweezers consist of a focused laser directed at a
micrometer-scale dielectric object, such as beads or organelles, and used to
control their position [ASa]. For typical object sizes (0.5–10 μm in diame-
ter) used, the force (limited to the pN range) is generated by the refraction
of the laser within the bead coupled with the differences in photon density
from the center to the edge of the beam. Very small objects do not trap
well because the trapping force decreases with decreasing object volume.
By moving the focused laser beam, the trapped particle is forced to move
and applies a local stress to the sample. The resultant particle displacement
reports strain from which rheological properties can be obtained. Elasticity
measurements are possible by applying a constant force with the optical
tweezers and measuring the resultant displacement of the particle. The
membrane elastic modulus of red blood cells was measured using this ap-
proach [HEc]. Frequency-dependent rheological properties can be measured
by oscillating the laser position with an external steerable mirror and mea-
suring the amplitude of the bead motion and the phase shift with respect
to the driving force. Microrheology of soft materials was studied using this
approach [HOa].

Magnetic tweezers and magnetic twisting. Magnets are used to apply either
a linear force (magnetic tweezers) or a twisting torque (magnetic twist-
ing) to embedded magnetic particles. The resultant particle displacements
measure the rheological response of the surrounding material. Particle se-
lection is critical because its magnetic contents influence the applied force.
Ferromagnetic beads can generally exert large forces but they retain a part
of their magnetization each time they are exposed to a magnetic field. Para-
magnetic beads are less susceptible to magnetization but they exert smaller
forces (typically 10 pN to 10 nN). Videomicroscopy is used to detect the
displacements of the particles under applied forces. The spatial resolution
is typically in the range of 10–20 nm and the temporal range is 0.01–100 Hz.
Three modes of operation are available: (1) a viscometry measurement by
applying a constant force; (2) a creep response measurement by apply-
ing a pulselike excitation: using this method Bausch et al. found linear
three-phasic creep responses consisting of an elastic domain, a relaxation
regime, and a viscous flow behavior for different cell types [BAd, BAe]; and
(3) a measurement of the viscoelastic moduli in response to an oscillatory
stress: using this method Fabry et al. [FAa] suggested that the cytoskele-
ton may behave as a soft glassy material [BOa, SOa], existing close to a
glass transition, rather than as a gel.
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Atomic force microscopy. The atomic force microscope [BIb] has been
widely used to study the structure of soft biological materials, in addition to
imaging information about the surface topology. A soft cantilever is pushed
into the sample surface. The cantilever deflection is measured by a laser
detection system (reflecting laser beams off the cantilever and position-
sensitive photodetector). Knowing the cantilever’s spring constant, the
cantilever deflection gives the force required to indent a surface and this
has been used to measure the local elasticity and viscoelasticity of thin
samples and living cells. For elasticity measurements [RAa, ROa], a modi-
fied Hertz model is used to describe the elastic deformation of the sample
by relating the indentation and the loading force. Elastic mapping of cells
was possible using this technique [AHa]. A common source of error for
very thin or soft materials is the contribution of the elastic response of the
underlying substrate on which the sample is placed. This contribution is
higher for higher forces and indentations and can be reduced by using a
spherical tip. This increases the contact area and allows application of the
same stress to the sample with a smaller force [MAb].

For viscoelastic measurements, an oscillating cantilever tip is used [AHa,
MAb, ALb, MAc]. A small amplitude (5–20 nm) sinusoidal signal is ap-
plied normal to the surface around the initial indentation position at fre-
quencies ranging from 20 to 400 Hz. Using this test, Mahaffy et al. [MAc]
characterized the lamellipodium of fibroblast cells and obtained a rubber
plateaulike behavior. Smith et al. [SMa] characterized the microscale vis-
coelasticity of smooth muscle cells with AFM indentation modulation in
their fibrous perinuclear region. They found that the complex shear modu-
lus, measured in response to nanoscale oscillatory perturbations, exhibited
soft glassy rheology. The elastic (storage) modulus of these cells scaled as
a weak power law and their loss modulus scaled with the same power law
dependence on frequency.

1.4.1.2 Passive Tests

In this class of microrheological measurements, the passive motion of the
probes, due to thermal or Brownian fluctuations, is measured [MAe]. In this
case, no external force is applied to the material. Phenomenologically, em-
bedded probes exhibit larger motions when their local environments are less
rigid or less viscous. Both the amplitude and the time scale are important
for calculating the mechanical moduli. The mean squared displacement
(MSD) of the probe’s trajectory is measured over various lag-times to quan-
tify the probe’s amplitude of motions over different time scales. In purely
viscous materials, MSDs of probes vary linearly with lag-times. In purely
elastic materials, MSDs are constant regardless of lag-times. A viscoelastic
material can be modeled as an elastic network that is viscously coupled to



14 Modeling of Biological Materials

and embedded in an incompressible Newtonian fluid. A natural way to in-
corporate the elastic response is to generalize the standard Stokes–Einstein
equation for a simple, purely viscous fluid with a complex shear modulus
to materials that also have a real component of the shear modulus [MAf]:

G̃(s) =
kBT

πas < Δr̃2(s) >
, (4.1)

where s is the complex Laplace frequency, kB is the Boltzmann constant, T
is the absolute temperature, a is the radius of the probe, and < Δr̃2(s) > is
the unilateral Laplace transform of the two-dimensional MSD < Δr2(t) >.
To compare with bulk rheology measurements, G(̃s) can be transformed
into the Fourier domain to obtain the complex shear modulus G∗(ω).

For most soft materials, the temperature cannot be changed signifi-
cantly. Thus, the upper limit of the measurable elastic modulus depends
on both the size of the embedded probe and on our ability to resolve small
particle displacements. The resolution of detecting particle centers depends
on the particle tracking method and ranges from 1 to 10 nm. This allows
measurements with micron-sized particles of materials with an elastic mod-
ulus of 10 to 500 Pa. This is smaller than the range accessible by active
tests but sufficient to study many soft materials. Moreover, passive mea-
surements have the advantage of dealing with the linear viscoelastic regime
because no external stress is applied.

To use the generalized Stokes–Einstein relation (4.1) to obtain macro-
scopic viscoelastic shear moduli of a material, the medium should be treated
as a continuum material around the embedded particle. Thus, the size of
the embedded particle must be larger than any structural length scales of
the material. Moreover, this relation is valid for a large frequency range
(10 Hz to 100 kHz) which is much higher than traditional methods where
inertial effects become significant around 50 Hz. The MSD of embedded
particles should be measured with a very good temporal and spatial resolu-
tion to take full advantage of the range of frequencies and complex moduli
measurable in a passive microrheology test. The MSD can be obtained
from methods that directly track the particle position as a function of time
or from light-scattering experiments.

The rheological properties of living cells have been measured using par-
ticle tracking microrheology. Yamada et al. [YAa] showed that the cyto-
plasmic viscoelasticity of kidney epithelial cells varied within subcellular
regions and was dynamic. At low frequencies, lamellar regions (820 ±
520dyne/cm2) were more rigid than viscoelastic perinuclear regions (330 ±
250dyne/cm2) of the cytoplasm, but the spectra converged at high frequen-
cies (>1000rad/s).

Finally, other groups have used improved particle-tracking methods: in
particular, Crocker et al. [CRa] have developed a two-point microrheology
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technique, based on cross-correlation of the motion of two particles. Tseng
et al. [TSa], on the other hand, used multiple-particle-tracking microrhe-
ology to spatially map mechanical heterogeneities of living cells.

To summarize, microrheological techniques allow us to characterize com-
plex materials on length scales much shorter than those measured with
macroscopic techniques. In an incompressible homogeneous material, the
response of an individual probe due to an external force (active tests) or
to thermal fluctuations (passive tests) is an image of the bulk viscoelas-
tic properties of the surrounding medium. In heterogeneous materials, the
motion of individual probes gives the local properties of the material, and
cross-correlated motion of the probes gives its bulk properties. Moreover,
viscoelastic properties can be measured in a larger frequency range (0.01 Hz
to 100 kHz) than in macroscopic measurements.

1.4.2 Macroscopic Tests

There are different macroscopic tests that can be carried out with biological
tissues. They are classified here into two categories: the ones giving access
to shear properties (transient assays, steady shear, oscillations) such as pure
shear and compression, or the ones giving access to tensile or elongational
properties.

1.4.2.1 Shear

Classical definitions of shear experiments need to be given first. Usually,
it is common to carry out experiments in a rotational rheometer when
dealing with biological fluids or materials. This instrument allows us to
have access to stresses (or torques) and strains while measuring strains and
stresses, respectively. The basic idea is that operating in a circular geome-
try allows us to keep the fluid (material) in the same device, whereas capil-
lary rheometry requires systems that push the fluid, therefore they require
a larger amount of material. Usual rotational rheometers include differ-
ent geometries such as the plate–plate, cone–plate, and Couette geometry
(usually used for less viscous fluids). There is a different working formula
for each one.

Transient motions. In classical rheometry, one applies a steady shear rate γ̇
(in fact, startup from 0 to γ̇) and the stress τ = σ12 is measured. Then the
transient viscosity η+(t, γ̇), the first and second normal stress coefficients
ψ+

1 (t, γ̇), and ψ+
2 (t, γ̇), can be determined:

η+(t, γ̇) = σ12(t,γ̇)
γ̇ , (4.2)

ψ+
1 (t, γ̇) = (σ11−σ22)(t,γ̇)

γ̇ , (4.3)
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ψ+
2 (t, γ̇) = (σ22−σ33)(t,γ̇)

γ̇ . (4.4)

They are named the viscosimetric functions. If these behaviors cor-
respond to typical viscoelastic materials, one expects a rise of η+(t, γ̇),
ψ+

1 (t, γ̇), and ψ+
2 (t, γ̇), until a plateau is reached. The limiting values will

then be η(γ̇), ψ1(γ̇), ψ2(γ̇). When elastic effects are important at high
shear rates, for example, there might be an overshoot in the time evolution
of the previous functions [BIc] until a steady state is found.

Steady-state functions. As previously discussed, the steady-state functions
η(γ̇), ψ1(γ̇), ψ2(γ̇) are the limits of the time-dependent functions as time
becomes large. These limits are usually reached in times inversely propor-
tional to the velocity of deformation (shear rate γ̇ here). Materials or fluids
with a decreasing η(γ̇) are said to be shear-thinning whereas the opposite
is the shear-thickening behavior, as observed for certain suspensions of par-
ticles. When the stress goes to a limit at small shear rates, the material
exhibits a yield stress as explained previously for Bingham fluids.

The first and second normal stress differences are quite important, be-
cause they are related to elastic effects, not usually encountered with New-
tonian fluids. They correspond to the fact that the application of a shear
in the 1–2 plane can give rise to normal stresses σ22 and σ33 in the other
directions (rod-climbing effect, etc.).

Dynamic rheometry. This is the most common test used for characteriz-
ing biological materials, when large quantities of materials are available
(collagen, actin solutions, etc.) and when such properties can be consid-
ered to be homogeneous, and not local. In shear, one applies a sinusoidal
deformation γ(t) = γ0 sin(ωt). The stress τ is assumed to vary as does
τ(t) = τ0 sin(ωt + ϕ). One of its components is in phase with γ (elastic
response), and the other one varies as does γ̇ (viscous part). One de-
fines, respectively, the elastic and viscous moduli G′ and G′′. They are
defined by G′γ0 = τ0 cos ϕ and G′′γ0 = τ0 sinϕ. The loss angle ϕ is given
by tanϕ = G′′/G′. In complex variables, the complex modulus G∗ is:
G∗ = G′ + i G′′ and the dynamic complex viscosity is η∗ = G∗/iω =
η′ − iη′′ = G′′/ω − iG′/ω. Moduli G′ and G′′ are determined for small
deformations (linear domain), i.e. the domain where they remain constant
for small enough γ0. An example of the dependence of G′ and G′′ versus
frequency ω is given in Figure 1.3.

As can be seen, two different behaviors can be obtained:

• Newtonian behaviors at low rates: Case of usual fluids with respective
slopes 2 and 1 for G′ and G′′.

• Yield stress effects: G′ and G′′ have a limiting value (fluid with a
yield stress).
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Figure 1.3. Dependence of G′(Pa) and G′′(Pa) on frequency ω(rad/s). At
low frequencies, the fluid exhibits yield effects (dotted lines), such as in the
case of concentrated actin solutions [SCa] or decreases with slopes 2 and 1
respectively, as in the limiting case of the Newtonian fluid (solid lines).

At moderate frequency values, G′ usually exhibits a plateau value (case
of polymer solutions) and at high frequencies, G′ and G′′ increase similarly
as ωn, where n is about 0.5–0.7, until the solid-high frequency regime is
obtained.

Remark 4.1 The Maxwell model (Fig. 1.2) has a complex modulus G∗ =
G (iωλ/(1 + iωλ)) therefore G′(ω) = G(ω2λ2/(1 + ω2λ2)) and G′′(ω) =
G(ωλ/(1 + ω2λ2)). This allows us to recover the typical behavior at low
frequencies corresponding to the slopes of 2 and 1 for G′ and G′′.

1.4.2.2 Extension

The extensional properties of viscoelastic biological materials have been
usually characterized using traction machines [FUa], or more subtle sys-
tems when biofluids are used. Usually constant rates of extension should be
used, although this is rarely the case. In a constant stretching experiment
at rate ε̇, the fluid element length increases exponentially, which is difficult
to achieve. The elongational stresses of interest are combined to elimi-
nate pressure effects in the form σ11 − σ22, and the transient elongational
viscosity is defined by:

η+
E(t, ε̇) =

σ11 − σ22

ε̇
(t, ε̇). (4.5)



18 Modeling of Biological Materials

If formula (4.5) has a limit for infinite times, then the elongational
viscosity ηE(ε̇) can be defined. This limit exists usually at small enough
elongational rates ε̇ < 1/2λ (λ is the relaxation time defined previously),
but it happens (as in Maxwell’s fluid) that there is no limit above this value.

Typical instruments for obtaining constant stretch experiments are the
traction experiment, the spinning fiber method, or the opposed jet method
and four-roll mill apparatus for less viscous fluids [MAa].

Usually, the cases of biological materials under investigation has led to
results that give rise to hyperelasticity, as depicted by sharply increasing
stress–strain curves, but there is always a small effect due to the rate of
stretch [FUa] which is usually neglected, unlike with biofluids.

1.5 Applications of Rheological Models

1.5.1 Cells

In this section, a few examples of successful predictions of cell modeling
corresponding to real situations are presented, in particular in the case of
cell motion under flow, and in the case of cell migration.

1.5.1.1 Cell Behavior Under Flow

Basic ideas. Red blood cells have a very precise size (diameter 8 to 10 μm)
whereas leukocytes are usually bigger (around 15 μm). Cells are able to
travel through arteries or veins and also through small capillaries that are
of the order of a few μm. They must therefore possess very special rheolog-
ical properties to achieve these features; sometimes they can also migrate
through the endothelial barrier (in the case of leukocytes or cancer cells).
Let us consider the case of a single cell traveling in a vessel, and assume
that the plasma is Newtonian. When subjected to an applied pressure, it
takes an equilibrium position depending on the viscosity ratio and on the
capillary number (ratio of viscous forces over surface effects). For leuko-
cytes in capillaries, for example, assuming the Reynolds number is small
and that the viscosity ratio is usually larger than one, the cell will take an
equilibrium position between the wall and the centerline, and its deforma-
tion will basically depend on the capillary number [FUa].

To model a cell, several possibilities exist. The first authors to model
cells used a membrane with a cortical tension surrounding a Newtonian
fluid [YEa]. This model is already a good one for red blood cells. Mem-
branes can also be considered to be linear elastic or nonlinear elastic sheets
[SKa] (deriving from a strain energy function). They usually have a large
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2-D elastic modulus so that their surface is almost inextensible. They only
exhibit a bending energy [HEb]. Other possibilities (dropletlike models)
such as a Newtonian fluid surrounded by a cortical layer [YEa] are also
possible, and have proved to be efficient for describing micropipette exper-
iments, for example. Finally, viscoelastic cells with a cortical tension have
been proposed recently [KHa,VEb], and seem to be good candidates for
describing cell behavior under flow.

Usually, due to the constraints, or simply to the fact that cells do not
really travel in a linear fashion, they will eventually get close to the vascular
wall and interact with it. This is studied next.

Modeling cell interactions. Cells are known to exhibit proteins (LFA–1,
MAc–1, ICAM–1, etc.) on their surface, also named ligands (ICAM–1,
VCAM–1, etc.). These ligands might interact with receptors present at the
wall, on the endothelial lining. A simple reaction between a ligand (L) and
a receptor (R) can give rise to a bond (L–R) according to

L + R ⇀↽ L − R. (5.1)

Assume that N0
L and N0

R are the initial concentrations of ligands and
receptors, respectively, and that N is the number of bonds formed; then
the rate-equation for N is:

dN

dt
= kf (N0

L − N)(N0
R − N) − krN. (5.2)

This is called a kinetics equation for cell-mediated adhesion. The solu-
tion of this equation starts at an initial prescribed value and then decreases
until a plateau is reached. This model (microscopic) can be coupled with
the usual macroscopic equations describing the cell behavior [DEb], there-
fore it is a way to couple the microscopic and macroscopic descriptions.
Indeed, the forward and backward constants kf and kr are respectively
known through

kf = k0
f exp

[
−σts(xm − λ)2

2kBT

]
, (5.3)

kr = k0
r exp

[
(σ − σts)(xm − λ)2

2kBT

]
, (5.4)

where k0
f and k0

r are constants, xm is the bond length, λ the equilibrium
length, kB is the Boltzmann constant, and T is temperature. σ and σts

(transition state) are the spring constants.
Then the force within a bond is simply given by fB = σ(xm − λ), and

finally the macroscopic force FB is equal to the single force times the bond
density N : FB = NfB [DEb]. Other simple models may use a force FB

which is attractive and derive from a simple attractive potential [VEb].
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Models combining cell viscoelasticity and interactions. There are limited
number of studies devoted to the motion of cells close to a wall. The most
interesting ones are studies by Dembo et al. [DEb], N’Dry et al. [NDa],
Liu et al. [LIa], Jadhav et al. [JAa], Khismatullin et al. [KHa], or Verdier
et al. [VEb]. The first studies are 2-D analyses of the motion of cells close
to walls using kinetic models described previously. Let us discuss the cases
of the works of Khismatullin et al. [KHa] and Jadhav et al. [JAa] dealing
with 3-D problems.

Khismatullin et al. [KHa] used a nonlinear viscoelastic model for the
cell description. This model is a Giesekus model which is the same as the
one in Eq. (2.14), except that the nonlinear term κτ2 on the left-hand side
has been added. Note that this type of nonlinear equation is useful for
predicting shear transient motions during startup. The originality of the
work is also that a composite cell is considered. Indeed, the cell consists
of a viscoelastic nucleus and a viscoelastic cytoplasm. A kinetic law of
attachment–detachment is used as previously described. Finally, cortical
tensions are imposed at the boundaries. The problem of the motion of a cell
close to a wall (with receptors) is considered in the presence of microvilli.
Deformability of the cell is calculated under physiological conditions (shear
stresses of 0.8 to 4 Pa), as well as inclination angle, flow field, contact times,
and microvilli number of attachments. Typically, cells are deformed quite
a lot and exhibit a very small contact area.

Let us now compare this analysis with a quite different model [JAa],
where viscoelasticity is introduced through the combined effects of a non-
linear elastic membrane with a Newtonian cytoplasm. The same kinet-
ics of bond formation is used but a stochastic process is used to model
receptor–ligand interactions. For example, the probability of bond forma-
tion P = 1−exp(−konΔt), where kon is a formation constant, is introduced
and compared with a random number between 0 and 1. If it is larger, the
bond will form, otherwise not. Differences with the previous model are
obtained. Indeed, the cells are less deformed and exhibit a round shape,
but adhere very strongly and form a much larger contact area, increasing
with decreasing membrane elasticity. This can be understood because the
stronger the membrane, the more spherical the cell, therefore the smaller
number of bonds is formed.

To compare the models, one needs to compute a capillary number Ca =
ηV/σ in the first case [KHa] (η is the viscosity of the carrying fluid and V a
typical stream velocity), and Ca = ηV/Eh in the second one [JAa], because
the elastic component acting against the flow to stabilize the cell shape is
either the cortical tension σ or the elastic 2-D modulus Eh (E is the elastic
modulus and h the membrane thickness). We find that the case considered
by Khismatullin et al. [KHa] leads to very large capillary numbers, and thus
to large deformations whereas the model of Jadhav et al. [JAa] has capillary
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numbers of order 1, and thus smaller deformations. Still, the flow field plays
a role, as well as the model used and the other parameters. More studies
are still needed to understand such problems better; they might be very
important for understanding cancer cell extravasation, especially because
cancer cells are considered to be less rigid as compared to other cells.

1.5.1.2 Cell Migration

Principle of migration. Cell migration is a complex mechanism, which in-
volves both the adhesive properties but also the rheological properties of the
cell, as depicted in Figure 1.1. Under chemotaxis or haptotaxis, a cell can
polarize and develop a lamellipodium which extends far to the front [COb]
in the case of a fibroblast on a rigid surface. Inside the cell, changes in the
local actin concentration can generate changes in the microrheological prop-
erties, allowing the cell to deform and move. Actin filaments can form cross-
links at the front (as in a gel), whereas they become less densely packed (sol)
at the uropod (tail), in order to preserve the total actin concentration. In
order for the cell to move, it requires the generation of traction forces to pull
itself forward. These forces are generated by focal adhesion plaques, such as
integrin clusters. Some cells can migrate very quickly as do the neutrophils
of the immune system (mm/hour) whereas other cells, such as cancer cells,
reach velocities of only a few tenths of μm/hour. There is a complex ma-
chinery involving actin binding proteins (ABP) together with myosin to
form actin units. Other disassembly proteins are also needed to break
actin units. Integrins bind to the cytoskeleton, which is made of parallel
bundles of actin filaments thus creating a reinforced structure that allows
the cell to generate traction forces. Such traction forces can be measured on
deformable substrates in the case of fibroblasts, for example [DEa]. Other
methods also exist based on wrinkle patterns on deformable substrates as
well [BUa] and provide interesting information in the case of keratocytes.

Models of cell migration. In order to migrate efficiently, a cell must de-
velop strong traction forces, but they should not be too large, otherwise
they will be difficult to break at the rear. Indeed there is an optimal velocity
of migration [PAa] depending on the typical bond forces or cell–substrate
affinity. One way to model adhesion is through a distribution of bonds,
as seen previously. This idea comes from observations (RICM) of adhering
cells showing unattached cell parts. The model of Dickinson and Tranquillo
[DIa] assumes such a distribution of receptor–ligand bonds. Adhesion gra-
dients can also be considered that influence cell motility. A stochastic
model is assumed to show how migration is affected by the forces and the
distribution of ligands on the cell. Adhesion receptors undergo rapid bind-
ing, and this results in a time-dependent motion. Mean speed, persistence
time, and random motility coefficients can then be obtained. A bell-shaped
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curve is finally obtained showing a maximum in velocity as a function of
the adhesion concentration factor, as shown experimentally [PAa].

Another approach by DiMilla et al. [DIb] includes cell polarization,
cytoskeleton force generation, and dynamic adhesion to create cell move-
ment. A model for cell viscoelastic properties (1-D) is also included. Similar
effects for the velocity of migration as a function of force are obtained, but
further effects such as force and cell rheology as well as receptor–ligand
dynamics can be added. The maximum in the speed of migration is related
to the balance between cell contractile force and adhesiveness.

Cancer cell migration. Cancer cell migration is different from the previous
cells studied (fibroblasts, leukocytes). Friedl and coworkers [FRa] have
shown that tumor cells develop migrating cell clusters. They also seem to
develop stronger interactions (and pulling forces) and are more polarized
(direction). Most cancer cells are usually bigger and slower than migrating
leukocytes. They are also capable of reorganizing the extracellular matrix
(ECM) easily. Therefore, cancer cell migration is still hard to model and
requires more experimental data.

1.5.2 Tissues

Biological tissues are complex structures subjected to a number of external
stimuli (e.g. mechanical forces, electrical signals, and heat). The structure
of these tissues determines their response to the stimuli. In addition, cells
within the tissues can sense the stimuli and adapt or change the tissue
matrix structure. Biological tissues differ in many ways from typical engi-
neering materials. They are extremely heterogeneous within a single body
and between individuals. They always have hierarchical structures with
many different scales. And they are able to change their structure in re-
sponse to external stimuli.

In this section, a few examples of connective tissue modeling such as
blood and soft tissues under physiological loads are presented.

1.5.2.1 Blood

Blood is a circulating tissue. It is a complex fluid composed of red blood
cells (RBC or erythrocytes), white blood cells (WBC or leukocytes), and
platelets suspended in plasma (an aqueous solution of electrolytes and pro-
teins such as fibrinogen and albumin). Plasma is the extracellular matrix
of blood cells). Blood cells’ volumic concentration (hematocrit) is about
38–45% corresponding to 5.106/mm3 of RBC, 5.103/mm3 of WBC and
3.105/mm3 of platelets. Plasma behaves as a Newtonian fluid of 1.2 mPa.s
viscosity at 37◦C. The whole blood behaves as a non-Newtonian fluid. Its
viscosity varies with the hematocrit, with the temperature, and with the
disease state [CHa].
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When looking at blood flow in large vessels, it can be considered as a
homogeneous fluid. This can be analyzed using a Couette flow viscometer
where the width of the flow channel is much larger than the diameter of
blood cells. Using Couette flow viscometry, Cokelet et al. [COa] found that
blood has a finite yield stress in shear. For a small shear rate (γ̇ < 10s−1)
and for hematocrit less than 40%, their data are approximately described
by Casson’s law [CAa]:

√
τ =

√
τs +

√
ηγ̇, (5.5)

where τ is the shear stress, γ̇ the shear rate, τs is the yield stress in shear
(≈5.10−3 Pa), and η is a constant. At high shear rates (about 100s−1),
the whole blood behaves as a Newtonian fluid with a constant viscosity
(4−5 mPa.s). The whole blood flow in a cylindrical tube follows a plug flow
profile [FUa]. This behavior can be explained by the fact that human RBCs
form aggregates (known as rouleaux) which are more important under low
shear rates. When the shear rate tends to zero the whole blood becomes
like a big aggregate with a solidlike behavior (a viscoplastic behavior as
described in Section 2.1). When the shear rate increases, the aggregates
tend to break and the viscosity of blood decreases. For further increase
in shear rate, RBCs become elongated and align with flow streamlines
[GOa] inducing a very low viscosity (3–4 mPa.s) for such a concentrated
suspension.

When looking at blood flow in capillaries, it can be considered as a
nonhomogeneous fluid of at least two phases: blood cells and plasma. In-
deed in capillaries, whose diameter is in the range of blood cell diameter
(4–10 μm), blood cells have to squeeze and arrange themselves in single
file [FUa]. Thus, mechanical properties of RBCs play a predominant role
in the microcirculation. These cells are nucleus-free deformable liquid cap-
sules enclosed by a nearly incompressible membrane that exibits elastic
response to shearing and bending deformation. As an application of rhe-
ological measurements to determine RBC mechanical properties, we can
refer to the work of Drochon et al. [DRa]. They measured the rheological
properties of a dilute suspension of RBCs and interpreted their experimen-
tal data based on a microrheological model, proposed by Barthès-Biesel
et al. [BAa]. This model illustrated the effect of interfacial elasticity on
capsule deformation and on the rheology of dilute suspensions for small
deformations. Thus, Drochon et al. determined the average deformability
of a RBC population in terms of the mean value of the membrane shear
elastic modulus.

1.5.2.2 Soft Tissues

Most biological tissues exhibit a time- and history-dependent stress–
strain behavior that is a characteristic property of viscoelastic materials.
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Viscoelastic models for soft tissues can be divided into two groups:
microstructural and rheological models.

Microstructural models are based on mechanical behavior of the consti-
tuents of the tissue. The mechanical response of the components is general-
ized to produce a description of the tissue’s gross mechanical behavior. For
example, Lanir introduced a microstructural model of lung tissue [LAa]. He
considered lung tissue as a cluster of a very large number of closely packed
airsacks (alveoli) of irregular polyhedron shape, bounded by the alveolar
wall membrane. Lanir employed a stochastic approach to tissue structure
in which the predominant structural parameter is the density distribution
function of the membrane’s orientation in space. Based on this model, the
behavior of the alveolar membrane and its liquid interface was related to
general constitutive properties of lung tissue.

Another microstructural 2-D model of lung tissue consisted of a sheet
of randomly aligned fibers of various orientations embedded in a viscous
liquid ground substance [BAb]. The fiber orientations constantly change
due to thermal motion. When the sheet is stretched, the fibers align in the
direction of strain and there is a net transfer of momentum between the
fibers and the ground substance, due to the constant thermal motion of the
fibers. This model also predicts that any stress generated within the tissue
will decay asymptotically to zero as the fibers reorient.

Microstructural models were applied to other tissues. Guilak and Mow
[GUa] modeled the articular cartilage based on a biphasic theory in which
the tissue is treated as a hydrated soft material consisting of two mechani-
cally interacting phases: a porous, permeable, hyperelastic, composite solid
phase composed of collagen, proteoglycans, and chondrocytes; and a vis-
cous fluid phase, which is predominantly water and electrolytes. Both
phases are intrinsically incompressible and diffusive drag forces between
the two phases give rise to the viscoelastic behavior of the tissue. Such
models are well suited to study the connection between the structure and
the mechanical properties (stress, strain, fluid flow, and pressurization).

Tensegrity models have been developed [FUb] based on the ideas of
deformable structures (i.e. civil engineering) made of sticks and strings in
tension or compression. They can be applied to cells [INa, INb] because the
cell cytoskeleton can be depicted as an assembly of rods and springs (various
cytoskeleton filaments). Similar ideas have been developed at a higher scale,
by considering homogenization methods in the case of cardiomyocytes, as-
sumed to form discrete lattices [CAb] of bars linked together. When the
components are elastic, one can recover an elastic constitutive model; also
hyperelasticity can be obtained.

Rheological models describe the gross mechanical behavior of the tissue
in the simplest possible terms. Sanjeevi et al. [SAa] proposed a 1-D
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rheological model of viscoelastic behavior for collagen fibers. The quasi-
linear viscoelastic models (see, for example, Eq. (2.2)) have been useful
to describe various tissues such as the heart muscle [PIa, HUa] and the
cervical spine [MYa]. Bilston et al. [BIa] developed a constitutive model
that accurately reproduces the strain-rate dependence of brain tissue and
its linear stress–strain response in shear.

On the other hand, Dehoff [DEa] described the nonlinear behavior of soft
tissues by adapting a continuum-based formulation previously used to char-
acterize polymers. Phan-Thien et al. [PHa] also used a nonlinear Maxwell
model to predict the behavior of kidney under large-amplitude oscillatory
squeezing flow. They added a nonlinear stress-dependent viscosity in front
of D in Eq. (2.14). Nasseri et al. [NAa] developed a multimode upper-
convected Maxwell (see Section 1.2) model with variable viscosities and
time constants for viscoelastic response, coupled to a hyperelastic response
(see Eq. (2.11)). In their model, the sum of the elastic and the viscoelastic
contributions were modified by a nonlinear damping function to control the
nonlinearity of stress–strain profiles: (1) in the limit of small strain (0.2%),
the damping function reduced to unity and their model reduced to a mul-
timode Maxwell model with shear-rate-dependent viscosities; (2) in high
strain rate loading, this model gave a rubberlike response. Their model
predicted well the rheological properties of the kidney cortex under strain
sweep, small amplitude oscillatory motion (dynamic testing), stress relax-
ation, and constant shear rate (viscometry) tests. They showed that this
tissue was highly shear thinning, and at higher strain amplitudes this phe-
nomenon was more significant. The damping function was strain-dependent
and could be determined to match well various nonlinear features of the
shear tests.

1.6 Conclusions

In this chapter, we have made an attempt to investigate the rheological
properties of biological systems in a nonexhaustive manner. There are at
the moment good methods for characterizing tissues and fluids, and also
cellular elements. Although these techniques are very promising, there is
still a lack of characterizations of tissues or cells, coupled with microscopic
observations, in particular, the ones based on the use of fluorescence.

Some of these experimental procedures have been correlated successfully
with existing models, which have already been developed in the field of
classical rheology. It has also been shown that cell–cell interactions are
very important when modeling cell or tissue behavior.
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What are still missing today are actual models including the active
response of the tissues or cells, which can in return induce changes to the
cell cytoskeleton or membrane. Some progress has been done recently but
there is a need for taking into account signalization and its effects on the
rheological properties, in other words, understanding mechanotransduction.
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[HEc] Hénon, S., Lenormand, G., Richert, A., and Gallet, F., A new deter-
mination of the shear modulus of the human erythrocyte membrane
using optical tweezers, Biophys. J., 76 (1999), 1145–1151.



1. Rheology of Living Materials 29

[HOa] Hough, L.A. and Ou-Yang, H.D., A new probe for mechanical
testing of nanostructures in soft materials, J. Nanoparticle Res.,
1 (1999), 495–499.

[HUa] Huyghe, J.M., Van Campen, D.H., Arts, T., and Heethar, R.M., The
constitutive behaviour of passive heart muscle tissue: A quasi–linear
viscoelastic formulation, J. Biomech., 24 (1991), 841–849.

[INa] Ingber, D.E., Cellular tensegrity: Defining the rules of biological
design that govern the cytoskeleton. J. Cell Sci., 104 (1993),
613–627.

[INb] Ingber, D.E., Heidemann, S.R., Lamoureux, P., and Buxbaum, R.E.,
Opposing views on tensegrity as a structural framework for under-
standing cell mechanics, J. Appl. Physiol., 89 (2000), 1663–1678.

[JAa] Jadhav, S., Eggleton, C.D., and Konstantopoulos, K., A 3–D com-
putational model predicts that cell deformation affects selectin–
mediated leukocyte rolling, Biophys. J., 88 (2005), 96–104.

[JOa] Johnson, G.A., Livesay, G.A., Woo, S.L.Y., and Rajagopal, K.R.,
A single integral finite strain viscoelastic model of ligaments ten-
dons, J. Biomech. Eng., 118 (1996), 221–226.

[KHa] Khismatullin, D.B. and Truskey, G.A., A 3D numerical study of the
effect of channel height on leukocyte deformation and adhesion in
parallel-plate flow chambers, Microvasc. Res., 68 (2004), 188–202.

[LAa] Lanir, Y., Constitutive equations for the lung tissue, J. Biomech.
Eng., 105 (1983), 374–380.

[LAb] Larson, R.G., The Structure and Rheology of Complex
Fluids, Oxford University Press, New York (1999).

[LIa] Liu, X.H. and Wang, X., The deformation of an adherent leukocyte
under steady flow: A numerical study, J. Biomechanics, 37 (2004),
1079–1085.

[MAa] Macosko, C.W., Rheology, Principles, Measurements and
Applications, Wiley-VCH, New York (1994).

[MAb] Mahaffy, R.E., Shih, C.K., MacKintosh, F.C., and Käs, J., Scan-
ning probe-based frequency-dependent microrheology of polymer
gels and biological cells, Phys. Rev. Lett., 85 (2000), 880–883.

[MAc] Mahaffy, R.E., Park, S., Gerde, E., Käs, J., and Shih, C.K.,
Quantitative analysis of the viscoelastic properties of thin regions
of fibroblasts using atomic force microscopy, Biophys. J., 86 (2004),
1777–1793.

[MAd] Malvern, L.E., Introduction to the Mechanics of a Continuum
Medium, Prentice-Hall, Englewood Cliffs, NJ (1969).



30 Modeling of Biological Materials

[MAe] Mason, T.G., Ganesan, K., Van Zanten, J.H., Wirtz, D. and Kuo,
S.C., Particle tracking microrheology, Phys. Rev. Lett., 79 (1997),
3282–3285.

[MAf] Mason, T.G. and Weitz, D.A., Optical measurements of frequency-
dependent linear viscoelastic moduli of complex fluids, Phys. Rev.
Lett., 74 (1995), 1250–1253.

[MYa] Myers, B.S., MacElhaney, J.H., and Doherty, B.J., The viscoelas-
tic responses of the human cervical spine in torsion: Experimental
limitations of quasi-linear theory and a method for reducing these
effects, J. Biomech., 24 (1991), 811–817.

[NAa] Nasseri, S., Bilston, L.E. and Phan-Thien, N., Viscoelastic prop-
erties of pig kidney in shear, experimental results and modelling.
Rheol. Acta, 41 (2002), 180–192.

[NDa] N’Dry, N.A., Shyy W., and Tran–Son–Tay, R., Computational mod-
eling of cell adhesion and movement using a continuum–kinetics
approach, Biophys. J., 85 (2003), 2273–2286.

[PHa] Phan-Thien, N., Nasseri, S., and Bilston, L.E., Oscillatory squeezing
flow of a biological material. Rheol. Acta, 39 (2000), 409–417.

[PIa] Pinto, and Fung, Y.C., Mechanical properties of the heart muscle
in the passive state, J. Biomech., 6 (1973), 597–606.

[PAa] Palececk, S.P., Loftus, J.C., Ginsberg, M.H., Lauffenburger, D.A.,
and Horwitz, A.F., Integrin-ligand binding properties govern cell
migration speed through cell-substratum adhesiveness, Nature, 385
(1997), 537–540.

[RAa] Radmacher, M., Fritz, M., Kacher, C.M., Cleveland J.P., and
Hansma, P.K., Measuring the viscoelastic properties of human
platelets with the atomic force microscope, Biophys. J., 70 (1996),
556–567.

[ROa] Rotsch, C., Jacobson, K., and Radmacher, M., Dimensional and
mechanical dynamics of active and stable edges in motile fibroblasts
investigated by using atomic force microscopy. Proc. Natl. Acad. Sci.
USA, 96 (1999), 921–926.

[SAa] Sanjeevi, R., A viscoelastic model for the mechanical properties of
biological materials, J. Biomech., 15 (1982), 107–109.

[SCa] Schmidt, C., Hinner, B., and Sackmann, E., Microrheometry under-
estimates the viscoelastic moduli in measurements on F-actin solu-
tions compared to macrorheometry, Phys. Rev. Letters, 61 (2000),
5646–5653.

[SHa] Shoemaker, P.A., Schneider, D., Lee, M.C., and Fung, Y.C., A con-
stitutive model for two dimensional soft tissues and its application
to experimental data, J. Biomech., 19 (1986), 695–702.



1. Rheology of Living Materials 31

[SKa] Skalak, R., Modeling the mechanical behavior of blood cells, Biorhe-
ology, 10 (1973), 229–238.

[SMa] Smith, B.A., Tolloczko, B., Martin, J.G., and Grütter, P., Probing
the viscoelastic behavior of cultured airway smooth muscle cells with
atomic force microscopy: Stiffening induced by contractile agonist,
Biophys. J., 88 (2005), 2994–3007.
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Abstract. The blood vital functions are adaptative and strongly reg-
ulated. The various processes associated with the flowing blood involve
multiple space and time scales. Biochemical and biomechanical aspects of
the human blood circulation are indeed strongly coupled. The functioning
of the heart, the transduction of mechanical stresses applied by the flow-
ing blood on the endothelial and smooth muscle cells of the vessel wall,
gives examples of the links between biochemistry and biomechanics in the
physiology of the cardiovascular system and its regulation. The remodel-
ing of the vessel of any site of the vasculature (blood vessels, heart) when
the blood pressure increases, the angiogenesis, which occurs in tumors or
which shunts a stenosed artery, illustrates pathophysiological processes.
Moreover, focal wall pathologies, with the dysfunction of its biochemical
machinery, such as lumen dilations (aneurisms) or narrowings (stenoses),
are stress-dependent. This review is aimed at emphasizing the multidisci-
plinary aspects of investigations of multiple aspects of the blood flow.
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2.1 Introduction

Biomechanics investigates the cardiovascular system by means of mechani-
cal laws and principles. Biomechanical research related to the blood circu-
lation is involved

1. In the motion of human beings, such as gait (blood supply, venous
return in transiently compressed veins)

2. In organ rheology influenced by blood perfusion

3. In heat and mass transfer, especially in the context of mini-invasive
therapy of tumors

4. Cell and tissue engineering

5. In the design of surgical repair and implantable medical devices

Macroscale biomechanical model of the cardiovascular system have been
carried out with multiple goals:

1. Prediction

2. Development of pedagogical and medical tools

3. Computations of quantities inaccessible to measurements

4. Control

5. Optimization

In addition, macroscale simulations deal with subject-specific geome-
tries, because of a high between-subject variability in anatomy, whatever
the image-based approaches, either numerical and experimental methods,
using stereolithography. The research indeed aims at developing computer-
assisted medical and surgical tools in order to learn, to explore, to plan,
to guide, and to train to perform the tasks during interventional medicine
and mini-invasive surgery. However, this last topic is beyond the goal of
the present review.

More and more studies deal with multiscale modeling in order to appro-
priately take into account the functioning of the blood circulation, from
the molecular level (nanoscopic scale, nm), to the cell organelles asso-
ciated with the biochemical machinery (microscopic scale, μm), to the
whole cell connected to the adjoining cells and the extracellular medium,
subdomain of the investigated tissue (mesoscopic scale, mm), and to the
entire organ (macroscopic scale, cm). The genesis and the propagation
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of the electrochemical wave is the signal that commands the myocardium
contraction, hence the blood propelling by the heart pump. It is char-
acterized by ion motions across specialized membrane carriers. The my-
ocardium contraction itself requires four-times nanomotors, associated with
the actin–myosin binding and detachment. The actin and myosin filaments
are assembled in contractile sarcomeres within the cardiomyocytes. The lat-
ter microscopic elements gather in muscular fibers, acting as a syncytium
in the myocardium. The regulation of the vessel lumen caliber and of the
wall structure is mediated by the blood flow (endothelial mechanotrans-
duction). The endothelium is, indeed, permanently exposed to biochemical
and biomechanical stimuli which are sensed and transduced, leading to re-
sponses that involve various pathways. In particular, the endothelium is
subjected to hemodynamic forces (pressure, friction) that can vary both
in magnitude and in direction during the cardiac cycle. The endothelium
adapts to this mechanical environment using short- and long-term mecha-
nisms. Among the quick reactions, it modulates the vasomotor tone by the
release of vasoactive compounds. The endothelium actively participates
in inflammation and healing. Chronic adaptation leads to wall remodeling
and vascular growth, with the formation of functional collaterals and vessel
regression.

2.2 Anatomy and Physiology Summary

Anatomy deals with the macroscopic scale and biochemistry with the nano-
scopic level. The cardiovascular system is mainly composed of the cardiac
pump and a circulatory network. The heart is made up of a couple of
synchronized pumps in parallel, composed of two chambers. The left heart
propels blood through the systemic circulation and the right heart through
the pulmonary circulation.

The cardiovascular system provides adequate blood input to the dif-
ferent body organs, responding to sudden changes in demand of nutrient
supplies. For a stroke volume of 80 ml and a cardiac frequency of 70 beats
per mn, a blood volume of 5.6 l is propelled per mn. The travel time
for oxygen delivery between the heart and the peripheral tissues has a
magnitude O(s).

2.2.1 Heart

The heart is located within the mediastinum, usually behind and slightly
to the left of the sternum (possible mirror-image configuration). The base
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of the heart is formed by vessels and atria, and the apex by the ventricles.
The septum separates the left and right hearts. The left ventricle is the
largest chamber and has the thickest wall. The pericardium surrounds the
heart and the roots of the great blood vessels. The pericardium restricts
excessive heart dilation, and thus limits the ventricular filling.

Four valves at the exit of each heart cavity, between the atria and the
ventricules, the atrioventricular valves, and between the ventricules and
the efferent arteries, the ventriculoarterial valves, regulate the blood flow
through the heart and allow bulk unidirectional motion through the closed
vascular circuit. The tricuspid valve, composed of three cusps, regulates
blood flow between the right atrium and ventricle. The pulmonary valve
controls the blood flow from the right ventricle into the pulmonary arteries,
which carry the blood to the lungs to pick up oxygen. The mitral valve,
which consists of two soft thin cups, lets oxygen-rich blood from pulmonary
veins pass from the left atrium to the left ventricle. The aortic valve guards
the exit of the left ventricle. Like the pulmonary valve, it consists of three
semilunar cusps. Immediately downstream from the aortic orifice, the wall
of the aorta root bulges to form the Valsalva sinuses. Papillary muscles
protrude into both ventricular lumina and point toward the atrioventricular
valves. They are connected to chordae tendineae, which are attached to
the leaflets of the respective valve.

The heart is perfused by the right and left coronary arteries, originating
from the aorta just above the aortic valve. These distribution coronary
arteries lie on the outer layer of the heart wall. These superficial arteries
branch into smaller arteries that dive into the wall. The heart is innervated
by both components of the autonomic nervous system. The parasympa-
thetic innervation originates in the cardiac inhibitory center and is con-
veyed to the heart by way of the vagus nerve. The sympathetic innervation
comes from the cardiac accelerating center. Normally, the parasympathetic
innervation represents the dominant neural influence on the heart.

Deoxygenated blood from the head and the upper body and from the
lower limbs and the lower torso is brought to the right atrium by the
superior (SVC) and by the inferior (IVC) venae cavae. When the pul-
monary valves are open, the left ventricle ejects blood into the pulmonary
artery. The pulmonary veins carry oxygen-rich blood from the lungs to
the left atrium. The aorta receives blood ejected from the left ventricle.
The right and left hearts, with their serial chambers, play the role of a lock
between a low-pressure circulation and a high-pressure circuit. The atri-
oventricular and ventriculoarterial couplings set the ventricle for the filling
and pressure adaptation and for the ejection, respectively.

The heart has an average oxygen requirement of 6–8 ml.min−1 per 100 g
at rest. Approximately 80% of oxygen consumption is related to its mechan-
ical work (20% for basal metabolism). Myocardial blood flow must provide
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EDV 70–130 ml
ESV 20–50 ml
SEV 60–100 ml
fc 60–80 beats.mn−1, 1 − 1.3 Hz
q 4–7 l.mn−1 (70–120 ml.s−1)
Ejection fraction 60–80%

Table 2.1. Physiological quantities at rest in healthy subjects. fc decreases
and then increases with aging; SV decreases with aging (q ∼ 6.5 l.mn−1

at 30 years old and q ∼ 4 l.mn−1 at 70 years old).

this energy demand. The myocardium also uses different substrates for its
energy production, mostly fatty acid metabolism, which gives nearly 70%
of energy requirements, and glucids.

The cardiac output is the amount of blood that crosses any point in
the circulatory system and pumped by each ventricle per unit of time.
In a healthy person at rest, CO ∼ 5–6 l.mn−1. The cardiac output is
determined by multiplying the stroke volume (blood volume pumped by
the ventricle during one beat) by the heart rate fc. The stroke volume is
the difference between the end-diastolic volume (EDV) and the end-systolic
volume (ESV). Values of physiological quantities at rest in healthy subjects
are given in Table. 2.1. Various factors determine the cardiac output. The
preload is a stretching force exerted on the myocardium at the end of
diastole, imposed by the blood volume. The afterload is the resistance force
to contraction. The cardiac index is calculated as the ratio between the
blood flow rate q and the body surface area (2.8 < CI < 4.2 l.mn−1.m−2).

The stroke volume can be modified by changes in ventricular contrac-
tility (Frank–Starling effect) and in velocity of fiber shortening. Increased
inotropy augments the ventricular pressure time gradient and therefore the
ejection velocity. The left ventricle responds to an increase in arterial pres-
sure by augmenting contractility and hence SV, whereas EDV may return
to its original value (Anrep effect). An increase in heart rate creates a
positive inotropic state (Bowditch or Treppe effect). Most of the signals
that stimulate inotropy induce a rise in Ca++ influx.

The total oxygen consumption is subject- and age-dependent (2–10 ml/
mn/100g). The heart has the highest arteriovenous O2 difference. Contrac-
tion accounts for at least ∼75% of myocardial oxygen consumption (MVO2).
The coronary blood flow is equal to ∼5% of the cardiac output. When-
ever O2 demand increases, various substances promote coronary vasodi-
latation: adenosine, K+, lactate, nitric oxide (NO), and prostaglandins.
Oxygen extraction in the capillary bed is more effective during diastole be-
cause capillaries, which cross the relaxed myocardium, are not collapsed.
During systole, the myocardium contraction hinders the arterial perfusion
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(systolic compression) but more or less improves the venous drainage, such
as the inferior limb venous return that is enhanced by the contraction of
surrounding muscles which compress the valved veins. Activation of sym-
pathetic nerves innervating the coronary arteries causes transient vasocon-
striction mediated by α1-adrenoceptors. The brief vasoconstrictor response
is followed by vasodilation due to augmented vasodilator production and
β1-adrenoceptor activation. Parasympathetic stimulation of the heart
induces a slight coronary vasodilation.

In order to fit the body needs, the heart increases its frequency and/or
the ejection volume. The afterload is determined by the arterial resis-
tances, mainly controlled by the sympathetic innervation (the higher the
resistances and the arterial pressure, the smaller the ejected volume). The
preload affects the diastolic filling, and, consequently, the end-diastolic
values of the ventricular volume and pressure. The blood circulation is con-
trolled by a set of regulation mechanisms, which involve the central com-
mand (the nervous system), the peripheral organs via hormone releases,
and the local phenomena (mechanotransduction).

The time scale of the short-term regulation of the circulation is O(s) −
O(mn), whereas for the long-term one, it is O(h)−O(day). The short-term
control includes several reflexes, which involve the following inputs and
outputs: the arterial pressure, the heart rate, the stroke volume, and the
peripheral resistance and compliance. So the autonomic nervous system
can receive complementary information from the circulation and has several
processing routes. Control of the peripheral resistance and compliance is
slower than command of the heart period and the stroke volume. There
are several types of mechanosensitive receptors in the circulation, such as
the baroreceptors.

Delayed mechanisms involve circulating hormones such as catechola-
mines, endothelins (ET), prostaglandins, NO, angiotensin, and others.
Late-adaptive mechanisms are provided by the kidneys, which control the
volemia through the Na+ and water reabsorption under action of the renin–
angiotensin–aldosterone system (RAAS). Sympathetic stimulation via β1-
receptors, renal artery hypotension, and decreased Na+ delivery to the
distal tubules stimulate the release of renin by the kidney. Renin cleaves
angiotensinogen into angiotensin 1. Angiotensin-converting enzyme acts to
produce angiotensin 2, which constricts arterioles, thereby raising periph-
eral resistance and arterial pressure. It also acts on the adrenal cortex to
release aldosterone, which increases Na+ and water retention by the kid-
neys. Angiotensin 2 stimulates the release of vasopressin (or antidiuretic
hormone ADH) from the posterior pituitary, which also increases water
retention by the kidneys. Angiotensin 2 favors noradrenalin release from
sympathetic nerve endings and inhibits noradrenalin reuptake by nerve
endings, hence enhancing the sympathetic function.
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Figure 2.1. The atrial natriuretic peptide (ANP) and the renin–angiotensin
system.

The endocrine heart acts as a modulator of the activity of the sym-
pathetic nervous system and the renin–angiotensin–aldosterone system in
particular [DEa] (Figure 2.1). The natriuretic peptides control the body
fluid homeostasis and the blood volume and pressure. Both ANP (atrial
natriuretic peptide or A-type) and BNP (B-type) are synthesized by the
cardiac cells as preprohormones, which are processed to yield prohormones
and, ultimately, hormones. They then are released into the circulation at a
basal rate. Augmented secretion follows hemodynamical or neuroendocrine
stimuli. They relax vascular smooth muscle cells and regulate their prolifer-
ation. They decrease the baroreflex activity. They inhibit renin release by
the kidneys, augment the glomerular filtration rate and decrease the tubu-
lar sodium reabsorption. In the adrenal cortex, they inhibit aldosterone
synthesis and release.

Cardiac cycle. The heartbeat is a two-stage pumping action over a period
of about one second or less: a longer first diastole and a systole. More
precisely, the heart rhythm focuses on the activity of the left venticle which
consists of four main phases:

1. Isovolumetric relaxation (IR), with closed atrioventricular and ven-
triculoarterial valves

2. Ventricular filling (VF), subdivided into rapid and reduced filling
phases, with open atrioventricular and closed ventriculoarterial valves
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Phase Cycle Timing Duration Starting Event
IC 0–50 50 Mitral valve closure

ECG R wave peak
SE 50–300 250 Aortic valve opening
IR 300–400 100 Aortic valve closure
VF 400–800 400 Mitral valve opening

Table 2.2. Duration (ms) of the four main phases of the cardiac (left
ventricle) cycle (fc = 1, 25 Hz, i.e. 75 beats per mn).

3. Isovolumetric contraction (IC), with closed atrioventricular and ven-
triculoarterial valves

4. Systolic ejection (SE), subdivided into rapid and slow ejection, with
closed atrioventricular and open ventriculoarterial valves

Duration of these four phases of the cardiac cycle is given in Table 2.2.
The systole and the diastole are dynamically related. Systolic contrac-

tion provides heart recoil and energy which is stored for active diastolic
dilation and aspiration [ROb]. Moreover, heart motion during systole pulls
the large blood vessels and surrounding mediastinal tissues which react by
elastic recoil. Heart diastolic rebound can participate in ventricular filling.

The heart has chaotic behavior. Its irregular nonperiodic behavior char-
acterizes a pump able to react quickly to any changes of the body environ-
ment. The normal heartbeat indeed exhibits complex nonlinear dynamics.
At the opposite, stable, periodic cardiac dynamics give a bad prognosis. A
decay in random variability over time, which is associated with a weaker
form of chaos, is indicative of congestive heart failure [POb]. This feature,
positive with respect to the heart function, is a handicap in signal and image
processing, ensemble averaging being used to improve the signal-to-noise
ratio.

2.2.2 Circulatory System

The blood is propelled under high pressure through a network of branching
arteries of decreasing size, arterioles, and capillaries to the tissues where it
delivers nutrients and removes catabolites. The blood is collected through
merging venules and returns to the heart through veins under lower pres-
sures. Each blood circuit (systemic and pulmonary circulation) is thus
composed of three main components, arterial, capillary, and venous. The
microcirculation starts with the arterioles (10 < d < 250 μm; d: vessel
caliber) and ends with the venules.
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Blood flows depend on the vasculature architecture and local geometry.
The vasculature is characterized as a large between-subject variability in
vessel origin, shape, path, and branching. Because the flow dynamics
strongly depends on the vessel configuration, subject-specific models are
required for improved diagnosis and treatment.

2.2.3 Hemodynamics

Hemodynamics differs at the different length scales of the circulatory cir-
cuit. In microcirculation, the non-Newtonian two-phase blood flows at low
Reynolds number (Re). In the macrocirculation, the blood, supposed to be
Newtonian in normal conditions, unsteadily flows at high Re.

The governing equations of a vessel unsteady flow of an incompressible
fluid, of mass density ρ, dynamic viscosity μ, and kinematic viscosity ν =
μ/ρ, which is conveyed with a velocity v(x, t) (x: Eulerian position; t: time),
are derived from the mass and momentum conservation:

∇ · v = 0,
ρ(vt + v · ∇)v = f + ∇ · C,

(2.1)

where1 vt ≡ ∂v/∂t, f = −∇Φ is the body force density (Φ: potential
from which body force per unit volume are derived, which is, most often
neglected), and C the stress tensor. The constitutive equation for an in-
compressible fluid is: C = −p′

iI+T, where p′
i = pi+Φ (when Φ is neglected,

p′
i = pi), I is the identity tensor, and T the extra-stress tensor. When the

fluid is Newtonian, the stress tensor is a linear expression of the velocity
gradient and the pressure; T = 2μD, where μ = μ(T ) (T : temperature),
and D = (∇v + ∇vT )/2 is the deformation rate tensor. The equation
set (2.1) leads to the Navier–Stokes equations:

ρ(vt + (v · ∇)v) = −∇p′
i + μ∇2v. (2.2)

The formulation of the dimensionless equations depends on the choice of
the variable scale. The dimensionless equations exhibit a set of dimension-
less parameters. The Reynolds number Re = VqR/ν (Vq: cross-sectional
average velocity; R: vessel radius) is the ratio between convective iner-
tia and viscous effects. When the flow depends on the time, both mean
Re = Re(Vq) and peak Reynolds numbers R̂e = Re(V̂q), proportional to
mean and peak Vq, respectively, can be calculated. Re = VqδS/R is used
for flow stability study (δS : Stokes boundary layer thickness). The Stokes

1∇ = (∂/∂x1, ∂/∂x2, ∂/∂x3), ∇·, and ∇2 =
∑3

i=1
∂2/∂x2

i are the gradient, divergence, and
Laplace operators, respectively.
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number Sto = R(ω/ν)1/2 = R/δS is the square root of the ratio between
time inertia and viscous effects. The Strouhal number St = ωR/Vq is the ra-
tio between time inertia and convective inertia (St = Sto2/Re). The Dean
number De = (Rh/Rc)1/2Re, for laminar flow in curved vessels, is the prod-
uct of the square root of the vessel curvature ratio by the Reynolds number.
The modulation rate, or amplitude ratio, also plays a role in flow behavior.

The vasculature is made of successive bends and branchings. The em-
branchment can be, at a first approximation, supposed to be constituted
of two juxtaposed bends, with a slip condition on the common wall within
the stem. Bends present either gentle or strong curvature, and various cur-
vature angles up to 180 degrees (aortic arch, intracranial segment of the
internal carotid artery). The bend then represents the simplest basic unit
of the circulatory system. Vessel curvature leads to helical blood motion.
The vasculature does not present any symmetric planar bifurcation or junc-
tion. Bends, embranchments, and junctions induce 3-D developing flows
[THb, THc]. Change in cross-section along the vessel length also generates
3-D flows. Several features affect the flow stability: the vessel curvature
according to disturbance amplitude, the wall distensibility, the flow period,
and the frequency content of the pressure signal. Laminar flow in blood
vessel is a weak assumption.

The mechanical energy provided by the myocardium is converted into
kinetic and potential energy associated with the elastic artery distensibility,
as well as viscous dissipation. The aortic flow is a discontinuous flow char-
acterized by a strong windkessel effect, with restitution of systolic-stored
blood volume during diastole. In the arterial tree, the flow is pulsatile with
a possible bidirectional flow period during the cardiac cycle, and back flow
in certain arteries, such as in the femoral artery, whereas the flow rate is
always positive in other, as in the common carotid artery.

2.2.4 Lymphatics

The circulatory system has a specialized open circuit conveying the lymph
into the veins. The lymphatic vessels maintain the fluid balance and are
involved in immunity. The lymph has a composition similar to plasma but
with small protein concentration. The lymph flow is very slow.

Terminal lymphatics are composed of an endothelium with intercellular
gaps surrounded by a highly permeable basement membrane. Larger lym-
phatic vessels have SMCs and are similar to veins, with thinner walls. Large
lymphatic vessels have muscular walls. Lymphatic vessels have valves that
prevent back lymph motion. The lymph is thus conveyed into the systemic
circulation via the thoracic duct and subclavian veins. Spontaneous and
stretch-activated vasomotion in terminal lymphatic vessels helps to convey
lymph. Sympathetic nerves cause contraction.
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2.2.5 Microcirculation

The microcirculation, with its four main duct components, arterioles,
capillaries, venules, and terminal lymphatic vessels, regulates blood flow
distribution within the organs, the transcapillary exchanges, and the re-
moval of cell wastes. Arterioles are small precapillary resistance vessels.
They are richly innervated by sympathetic adrenergic fibers and highly
responsive to sympathetic vasoconstriction via both α1 and α2 postjunc-
tional receptors. Venules are collecting vessels. Sympathetic innervation
of larger venules can alter venular tone which plays a role in regulating
capillary hydrostatic pressure.

The arteriolar flow is characterized not only by the important pressure
loss but also by a decrease in inertia forces and an increase in viscous effects.
Both the Reynolds number Re and the Stokes number Sto become much
smaller than one. Centrifugal forces do not significantly affect the flow in
the microcirculation, where the motion is quasi-independent of the vessel
geometry. A two-phase flow appears in the arterioles of a few tens of μm
with a near-wall lubrification zone, or plasma layer, and a cell-seeded core.
The arteriolar flow is characterized by the Fahraeus effect. The decrease
in local Ht associated with the vessel bore can be explained by a selection
between the two phases of the blood, the plasma flowing more quickly than
the blood cells. The Fahraeus–Lindqvist effect is related to the relative
apparent blood viscosity dependence on the tube diameter and hematocrit
in small pipes. The Fahraeus–Lindqvist effect can be explained by the
interaction of the concentrated suspension of deformable erythrocytes with
the vessel wall [FAa].

In the capillaries, the lumen size is smaller than the deformed flowing
cell dimension and the plasma is trapped between the cells. The blood flow
is then multiphasic. This vasculature compartment does not allow blood
phase separation. The blood effective viscosity thus increases in capillaries
with respect to its value in arterioles and venules. In this exchange region,
where the blood velocity is low, the quantity of interest is the transit time
of conveyed molecules and cells. The capillary circulation, characterized by
(1) a low flow velocity and (2) a short distance between the capillary lumen
and the tissue cells, is adapted to the molecule exchanges.

Fenestrated capillaries have a higher permeability than continuous cap-
illaries. The solvant transport due to the transmural pressure drop Δp is
decreased by the difference in osmotic pressures ΔΠ due to the presence of
macromolecules in the capillary lumen that do not cross the wall. In most
capillaries, there is a net filtration of fluid by the capillary endothelium
(filtration exceeds reabsorption). A fraction of filtrated plasma is sucked
back from the interstitial liquid into capillaries and the remaining part is
drained by lymphatic circulation into the large veins. During inflammation,
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capillaries become leaky. VEGF, histamine, and thrombin disturb the en-
dothelial barrier [RAa]. In most microvessels, the macromolecule transport
is done by transcytosis and not through porous clefts. In microvessels with
continuous endothelium, the main route for water and small solutes is the
endothelium cleft. The estimated between-cell exchange area is of the order
of 0.4% of the total capillary surface area. Transcapillary water flows and
microvasculature transfer of solutes, from electrolytes to proteins, in both
continuous and fenestrated endothelium, can be described in terms of these
porous in-parallel routes.

1. A water pathway across the endothelial cells

2. A set of small pores (caliber of 4–5 nm)

3. A population of larger pores (bore of 20–30 nm) [MIa]

The fiber matrix model of the endothelium glycocalyx and the cleft
entrance, associated with pore theory, of capillary permeability sieves
solutes [WEa].

2.3 Blood

The blood performs several major functions:

1. Transport through the body

2. Regulation of bulk equilibria

3. Body immune defense against foreign bodies

The blood contains living cells and plasma. The plasma represents approxi-
mately 55% of the blood volume. The remaining is hematocrit (Ht), i.e.
percent of packed cells. The electrolytes, cations, and anions, contribute to
the osmotic pressure Π, which is mainly regulated by the kidneys. Plasma
contains 92% water and 8% proteins and other substances. Glucids are
energy sources. The fibrinogen acts on platelet and erythrocyte aggre-
gation. Plasma proteins are composed of fibrinogen, albumin, and glob-
ulins. They participate in the blood colloidal osmotic pressure which
keeps fluids within the vascular system. As does fibrinogen, globulins
induce reversible erythrocyte aggregation. The four main types of cir-
culating lipoproteins, which differ in size, density, and content, include
chylomicrons, very-low-density lipoproteins (VLDL), low-density lipopro-
teins (LDL), and high-density lipoproteins (HDL). The lipoproteins convey
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cholesterol esters and triglycerides in blood. Triglycerides are delivered to
muscles and adipose tissues for energy production and storage. Cholesterol
is used to build cell membranes and is a precursor for the synthesis of the
steroid hormones, vitamin D, and bile acids. A part is excreted in the
biliary ducts as free cholesterol or as bile acids (partial cyclic travel) and
another part is conveyed in blood. The lipoproteins are associated with
apolipoproteins.

2.3.1 Blood Cells

There are three main kinds of flowing cells: erythrocytes, leukocytes, and
platelets (Table 2.3).

Erythrocytes. The erythrocyte or red blood cell (RBC) is a hemoglobin
solution bounded by a thin flexible membrane (nonnucleated cell). In its
undeformed state, it has a biconcave disc shape with a greater thickness in
its outer ring (diameter of 7.7 ± 0.7 μm, central and peripheral thicknesses
of 1.4± 0.5 μm and 2.8± 0.5 μm). It is then susceptible to deformation, in
particular with a parachute shape, when moving through tiny capillaries.
The RBC shape represents an equilibrium configuration that minimizes
the curvature energy of a closed surface for given surface area and volume
with a geometrical asymmetry, the phospholipid outer layer of the RBC
membrane having slightly more molecules than the inner one. Each RBC
contains hemoglobin molecules, which consist of four globin chains α and β.
The hemoglobin contains four iron atoms Fe2+, in the center of hemes.
It carries oxygen O2 from lungs to tissues and helps to transport carbon
dioxide CO2 from tissues to lungs. The hemoglobin is also involved in pH
regulation. Reticulocytes are slightly immature cells (0.5–2% of the total
RBC count).

Leukocytes. The leukocyte or white blood cell (WBC) plays a role in im-
mune defense. Five kinds of WBCs exist, three types of granulocytes, which
have about the same size (8–15 μm), neutrophils, eosinophils, and ba-
sophils, and two kinds of agranular leukocytes, lymphocytes (8–15 μm)

Blood Quantity Cell
Cells (mm−3) Volume(%)

RBC 5.106 97

WBC 5.103 2

thrombocyte 3.105 1

Table 2.3. Blood cell approximated geometry and relative concentration.
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and monocytes (15–25 μm). The neutrophil is able to phagocytize foreign
cells, toxins, and viruses. Scouting neutrophils look for possible invad-
ing agents. The eosinophil phagocytizes antigen–antibody complexes. The
basophils release two mediator kinds, either from preformed granules or
newly generated mediators. The lymphocyte plays an important role in im-
mune response. There are T-lymphocyte subsets, inflammatory T cells that
recruit macrophages and neutrophils to the site of tissue damage (CD4 +
T-cell), cytotoxic T lymphocytes (CTL or CD8 + T-cell) that kill infected,
allograft, and tumor cells, and helper T-cells that enhance the production
of antibodies by B-cells. The B-lymphocyte produces antibodies. A small
fraction of the circulating lymphocytes are natural killer (NK) cells. The
monocytes leave the blood stream by diapedesis to become macrophages.

Thrombocytes. Thrombocytes, or platelets, of size 2–4 μm, are cell frag-
ments involved in coagulation. Platelet activation is affected by hemody-
namic forces. The two major secretory granule types include numerous
α-granules and large dense granules. They contain substances involved in
clotting, cell adhesion, and chemotaxis.

Hematopoiesis. All blood cell types are produced in the bone marrow from
stem cells. Survival and proliferation are regulated by cytokines and hor-
mones. Many kinds of hematopoeitins ensure a dynamical balance between
cell differentiation and proliferation. Erythropoietin, produced by the kid-
ney cortex stimulated by hypoxemia in the renal arteries and by the liver,
activates the production of RBCs. The erythropoietin also prevents the de-
struction of viable tissue surrounding injuries, such as infarction. Throm-
bopoietin participates in hematopoiesis in general, and to thrombopoiesis
in particular. Colony stimulating factors (CSF) stimulate the prolifera-
tion of stem cells of the bone marrow in adults. Granulocyte–monocyte
colony-stimulating factor (GM-CSF) induces proliferation of multilineage
progenitors and the growth of certain WBC colonies. Granulocyte colony-
stimulating factor (G-CSF) stimulates proliferation and maturation of
monopotent neutrophil progenitors which differentiate into neutrophils.
Triggered by macrophage colony-stimulating factors (M-CSF) the
granulocyte–macrophage progenitor cells differentiate into monocytes. Stem
cell factor (SCF) promotes the production of NK cells. Interleukins (IL)
are also involved in the hematopoiesis.

2.3.1.1 Clotting

In normal vessels, the cardiovascular endothelium prevents clotting, because
of the presence at the wetted surface of substances such as thrombomod-
ulin, protein C, lipoprotein-associated coagulation inhibitor, tissue factor
pathway inhibitor, protease-nexin, and heparan sulfate. The endothelium
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Figure 2.2. Coagulation factors and the reaction cascade. (I: fibrinogen, II:
prothrombin, III: tissue thromboplastin, V: proaccelerin, VII: proconvertin,
VIII: antihemophilic factor A, IX: antihemophilic factor B, X: Stuart–
Prower factor, XI: plasma thromboplastin antecedent, XII: Hageman or
contact factor, XIII: fibrin-stabilizing factor, Fn: fibrin, Tn: thrombin,
Kk: kallikrein, HMWK: high molecular weight kininogen).

inhibits platelet aggregation by releasing prostacyclins (PGI2) and NO.
Figure 2.2.

The endothelium synthesizes coagulation factors, the von Willebrand
factor, and tissue factor. When the endothelium is damaged, blood must
clot in order to prevent huge bleeding. The hemostatic process depends
on the stable adhesion and aggregation of platelets with the subendothe-
lial matrix molecules at the vessel injury site. The primary hemostasis
refers to the plug formed by platelets. Various plasma clotting factors form
fibrin strands that strengthen the platelet plug. The primary hemostasis
involves a set of adhesion receptors and proteins (von Willebrand factor,
collagen, fibrinogen, etc.). The secondary hemostasis has two pathways, the
intrinsic and the extrinsic one, which join in a common pathway that leads
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to fibrin formation. The intrinsic pathway is characterized by the forma-
tion of the primary complex on collagen by high-molecular-weight kinino-
gen, prekallikrein, and Hageman factor. The activation cascade transforms
fibrinogen into fibrin to form the clot. In the extrinsic pathway, factor VII
is activated by the tissue factor to activate factors IX and X. The common
pathway begins with activation of factor X by activated factor IX and/or
VII. Thrombin is then produced and converts fibrinogen into fibrin. It also
activates factors VIII and V as well as platelets.

Mathematical multiscale models of either clotting on a breach of the ves-
sel wall or thrombosis after a rupture of an atherosclerotic plaque have been
developed in the presence of a flow of an incompressible viscous fluid [KUa,
FOb]. Compounds and platelet transport by convection and diffusion are
assumed to take place in a near-wall thin plasma layer. A competition
occurs between the activation of the coagulation stages and the removal by
the flowing fluid of the clotting factors and cells away from the reaction
site. The thrombus growth and embolus shedding from the thrombus can
be predicted by the stress field exerted by the moving fluid on the thrombus.

2.3.2 Blood Rheology

The blood can be considered to be a concentrated dispersed RBC sus-
pension in a solution, the plasma, which is composed of ion and macro-
molecules, especially fibrinogen and globulins, interacting between them
and bridging the RBCs. In large blood vessels (macroscale), the ratio
between the vessel bore and the cell size (κvp > ∼50) is such that the
blood is considered as a continuous homogeneous medium. In capillaries
(microscale), κvp < 1 and the blood is heterogeneous, transporting de-
formed cells in a Newtonian plasma. In the mesoscale (1 < κvp < ∼50),
the flow is annular diphasic with a core containing cells and a marginal
plasma layer.

Shear-step experiments show that the blood has a shear-thinning
behavior [CHc]. Blood exhibits creep and stress relaxation during stress
formation and relaxation [JOb]. Blood exposures to sinusoidal oscillations
of constant amplitude at various frequencies reveal a strain-independent
loss modulus and a strain-dependent storage modulus. The blood is a vis-
coelastic material that experiences a loading history. Furthermore it is
thixotropic. Its rheological properties are dictated by the flow-dependent
evolution of the blood structural changes, thereby by the kinetics of both
RBC aggregation and deformation. The changes in the blood internal struc-
ture are indeed due to the reversible RBC aggregation and deformation.
The generalized Newtonian model, which is now commonly used when non-
Newtonian behavior is considered, is not suitable because it does not take
into account the loading history.
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The input rheological data, which are provided by experimental results
obtained in steady-state conditions, starting from a rouleau network, are
far from the physiological ones in the arteries [THd]. In a large blood vessel,
the flowing blood is characterized by a smaller convection time scale than
the characteristic time of the cell bridging. Therefore, in the absence of
stagnant blood regions, the blood, in large vessels, can then be considered
to have a constant viscosity. Besides, shear-induced platelet activation has
been modeled, using a complex viscoelastic model previously developed
[RAc] and a threshold-dependent-triggered activation function [ANa].

2.4 Signaling and Cell Stress-Reacting Components

The cell has a nucleus and several organelles within its cytoplasm, wrapped
in a membrane (0.1–10 μm), a phospholipid bilayer with adhesion molecules
and other compounds acting in cell junctions in signaling and in substance
transport. Biomechanical studies currently deal with larger elements, the
cell membrane and the nucleus, as well as the cytoskeleton, which is com-
posed of networks of various types of filaments. The continuum hypothesis
is supposed to be valid because the problem length scale, although small
with respect to the cell size, remains greater than the cell organelle size.
However, the cytoskeleton elements are in general too small. Its behavior
is then investigated in a domain that contains a solution of cytoskeleton
components rather than the cell itself. The stripped cytoskeleton can also
be considered as a discrete structure of stress-bearing components.

2.4.1 Cell Membrane

The plasma membrane, or plasmalemma, is a barrier between the extra-
cellular (ECF) and the intracellular (ICF) fluids. The cell nucleus and
organelles have their own membranes. The phospholipid bilayer of the
plasma membrane embeds proteins and glucids. The membrane has spe-
cialized sites for exchange of information, energy, and nutrients, essentially
made from transmembrane proteins.

Phosphoinositides are involved in numerous cell-life events, such as
smooth muscle cell contraction and endothelial cell production of vasoac-
tive molecules. Phosphoinositides can specifically interact with proteins
having lipid-binding domains. Lipid rafts compartmentalize the membrane
into domains, forming microdomains of the cell membrane with phospho-
inositides, which are involved in cell endocytosis.

Membrane glucidic copulae of the external membrane layer contribute
to the membrane asymmetry. Membrane glucids also participate in the
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protein structure and stability of the membrane. Furthermore, membrane
glucids modulate the function of membrane proteins. Surface polysaccha-
rides are used directly for cell recognition and adhesion. For example, the
laminin, a glycoprotein, allows adhesion of collagen to endothelial cells.

Ion pumps and channels, and gap junctions on the other hand, coordi-
nate the electrical activity and the molecular exchanges. Signal transduc-
tion allows the cell to adapt to the changing environment, using various
procedures at the molecular scale. The transducers can involve

1. Mechano-sensitive ion channels

2. Conformational changes of molecules

3. Molecular switches in the cell membrane or the cytosol

Many different kinds of receptors, mostly integral membrane proteins, of
multiple messengers are localized in the cell membrane. These communica-
tion receptors are transduction molecules. Attachment of the ligand on its
corresponding receptor induces a reaction cascade. The ligand fixation first
triggers synthesis of second messengers, such as cyclic nucleotides, cyclic
adenosine monophosphate (cAMP), and cyclic guanosine monophosphate
(cGMP), phosphoinositids, and so on, responsible for cell responses of the
extracellular ligand (first messenger). Both agonists and antagonists can fix
on receptors, generally specific, with or without effect, respectively. Antag-
onists block agonist fixation. A given messenger can have several receptors.
For example, adrenalin has α1, α2, β1, and β2 receptors, acetylcholine has
nicotinic and muscarinic receptors. The receptor types include

1. Receptors coupled to G proteins

2. Receptors whose cytoplasmic domain is activated when the receptor
is linked to its ligand and activates one or more specific enzymes to
simultaneously stimulate multiple signaling pathways

3. Receptors linked directly or indirectly to ion channels

Protein tyrosine kinases (PTK) modulate multiple cellular events,
such as differentiation, growth, metabolism, and apoptosis. PTKs in-
clude not only transmembrane receptor tyrosine kinases (RTK) but also
cytoplasmic nonreceptor tyrosine kinases (NRTK). Growth factors are major
ligands of RTKs. Signaling proteins that bind to the intracellular domain
of RTKs include RasGAP, PI3K, phospholipase C γ, phosphotyrosine phos-
phatase (PTP) SHP, and adaptor proteins involved in the construction of
the clathrin coat. The Eph family, the largest family of RTKs, interacts
with ephrins. Signaling mediated by ephrins and Eph RTKs regulates a
variety of processes including cell shape, cell adhesion and separation, and
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Figure 2.3. G-protein-coupled receptors (GPCR) are associated with G
proteins with its three subunits Gα, which binds GDP (inactive state)
or GTP, after ligand binding and stimulation, Gβ, and Gγ. Activated
Gα activates an effector. Several types of Gα include Gαs (stimulatory),
Gαq, Gαi (inhibitory), Gαt, and Gα12. Gαs stimulates adenylyl cyclase
(ACase), which produces a second messenger, cyclic AMP (cAMP). Gαq
activates phospholipase C (PLC) which generates second messengers, inos-
itol trisphosphate (IP3) and diacylglycerol (DAG). Gαi inhibits adenylyl
cyclase. Gαt stimulates guanylyl cyclase (GCase), which forms cyclic GMP
(cGMP). Gα12 activates RhoA GTP-binding proteins.

cell motion (attraction and repulsion), modulating the activity of the actin
cytoskeleton.

Receptor activation can involve guanosinetriphosphatases (GTPases).
These protein switches cycle between two conformations induced by the
binding of either guanosine diphosphate (GDP) or guanosine triphosphate
(GTP). They then are flicked off (inactive GDP-bound state) and on (active
GTP-bound state). The two major kinds of GTPases include the large gua-
nine nucleotide-binding proteins, the G proteins, and the small GTPases.

The G proteins activate (Gs) or inactivate (Gi) adenylate cyclase to reg-
ulate the intracellular cAMP level (second messanger) (Figure 2.3). The
activation of G proteins is induced by ligand-bound G protein-coupled re-
ceptors (GPCR). They then regulate the production or the influx of second
messengers. The small Rho GTPases regulate the assembly of filamentous
actin (F-actin) in response to signaling. Their effectors induce the assem-
bly of contractile actin–myosin filaments (stress fibers in particular) and of
integrin-containing focal adhesions. Thereby, the small Rho GTPases act
in vascular processes, such as smooth muscle cell contraction, cell adhe-
sion, endothelial permeability, platelet activation, leukocyte extravasation,
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and migration of smooth muscle cells (SMC) and endothelial cells (EC)
involved in wall remodeling and angiogenesis [VAa]. They are also required
in vascular disorders associated with pathological remodeling and altered
cell contractility. The Rho-kinase, an effector of the small Rho GTPase, is
involved in atherosclerosis as well as in poststenting restenosis.

Small Rho GTPases can be activated via GPCRs, RTKs, and cytokine
receptors. The activation of GTPases into GTP-bound conformations is
controlled by specific guanine nucleotide exchange factors (GEF), which
activate the Rho GTPases. GTP is hydrolyzed to GDP by the GTPase
in combination with GTPase-activating proteins (GAP). In the absence of
signaling, the major fraction of small GDP-bound Rho GTPases is seques-
trated in the cytosol, bound to guanine dissociation inhibitors (GDI). GDIs
slow the rate of GDP dissociation from the Rho GTPases, which remain
inactive.

Membrane-associated GTPases Ras and Rho/Rac activate intracellular
pathways in response to extracellular signals. The Ras GTPases include
Ras, Rap, Ral, and others [BOc]. Both Rap and Ras can bind the same
effectors in order to regulate intracellular signaling events. Ras activates ef-
fectors, members of the Raf kinase family, the phosphatidylinositol 3 kinase
(PI3K) and members of the RalGEF family. Raf activation includes translo-
cation to the plasma membrane, induction of a conformational change by
Ras, and phosphorylation. Activated Raf1 activates extracellular signal-
regulated kinase (ERK). The Ras-Raf-ERK signal transduction pathway
controls proliferation, differentiation, and apoptosis. Cross-actions between
the Ras-Raf-ERK and the Ras-Raf-PI3K-protein kinase B (PKB) pathways
modulate cell-life modes [ZIa]. ERK belongs to mitogen-activated protein
kinases (MAPK), involved in signal transduction. The other main groups
of MAPKs include c-Jun N-terminal kinase (JNK) and p38. Mitogen-
activated protein kinase p38 is activated by osmotic pressure changes and
cytokines. It acts in a cascade that involves the MAPK kinase kinases
(MAPKKK) and MAPK kinases (MAPKK) [CHa]. Rho, Rac, and Cdc42
are the three most known classe of the Rho protein family. Each Rho classe
has its specific effects on the actin cytoskeleton.

There are many diacylglycerol receptors (DAGR), protein kinase C
(PKC) and D (PKD), chimaerins, which target Rho GTPases, and others
as translocation activators or inhibitors. PKCδ and PKCε are implicated
in the evolution of the cardiac function after myocardial infarction [RAd].
PKCδ and PKCε are also implicated in vasculogenesis. PKCα and PKCε
control integrin signaling to ERK [KEb].

Signaling networks are also associated with focal points of enzyme ac-
tivity. A-kinase anchoring proteins (AKAP) contribute to spatial regu-
lation of signaling events, signal-organizing molecules, targeting protein
kinases and phosphatases to specific sites where the enzymes control the
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phosphorylation state of neighboring substrates [CAe]. Within a site, a
given AKAP can link to diverse substrates. Different AKAPs within a
given site can assemble distinct signaling complexes. The displacement
of enzymes into and out of these complexes contributes to the temporal
regulation of signaling events.

2.4.2 Endocytosis

The endocytosis is the internalization of molecules from the cell surface into
membrane compartments, and then into vesicles for cellular trafficking.
It starts with the binding between a molecule and its surface receptor.
Ligand–receptor interactions often need aggregation of numerous ligand–
receptor complexes in a site where the membrane bulges to form a vesicle.
The two major paths include clathrin- and caveolae/lipid-raft-mediated
endocytosis.

The clathrin-dependent route is responsible for the internalization of
nutrients, growth factors, and receptors, as well as antigens and pathogens.
Adaptor-proteins stimulate the formation of the clathrin coat. Once inside
the cytosol, clathrin is rapidly released for subsequent use by exocytosis
(recycling). The naked vesicles fuse with an endosome and the ligands are
separated from their receptors. The caveolins form caveolae, types of lipid
rafts. The cytoplasmic motion of caveosomes depends on the microtubule
network. The caveosome route is regulated by NRTKs and PKC [LEa].
Both clathrin- and caveolae/lipid-raft-mediated endocytosis are modulated
by groups of specific kinases. Within each group, some kinases act directly
whereas other kinases modulate the endocytic path. Certain kinases exert
opposite effects on the two main endocytic kinds for coordination between
endocytic routes.

Molecule internalization can also be done by via structures that contain
glycosylphosphatidylinositol-anchored proteins (GPI-AP) and fluid-phase
markers (caveolae- and clathrin-independent pathway) [KIa]. A transient
burst of actin polymerization accompanies endocytic internalization.

2.4.3 Cell Cytoskeleton

The cell deformation and motility is due to the cytoskeleton, a fibril net-
work with articulation nodes from which the cytoskeleton can reorganize
itself. In particular, it undergoes stresses and responds to minimize
local stresses. The cytoskeleton contracts and forms stiffer bundles to
make the cell rigid. Its anchorage on adjacent tissue elements allows an
ensemble deformation. Manifold molecules and fibers form this dynamic
cell framework which also determines cytosol organization and intracellular
displacements [DEb]. There are three classes of cytoskeleton filaments: the
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microfilaments, the microtubules, and the intermediary filaments. The span-
ning network, which fills the whole cytosol, is a fourth element. It can
determine the sites of protein synthesis and the assembling locations of
filaments and of microtubules. It acts on cell organelle motility.

Microfilaments. The microfilaments contain several proteins. The myosin
filaments are localized along the actin filaments. The actin filaments are
involved in cell configuration, adhesion, and motility. Actin filaments are
anchored on the plasma membrane, using mooring proteins (talin, vinculin)
[PAa]. The microfilaments can be used as mooring and transmission lines in
a stress field, as towlines during motion. The actin cytoskeleton dynamics
is maintained by the balance between actin-binding proteins and actin-
severing proteins. Actin aggregation is induced by filamin and cortactin,
whereas profilin can inhibit actin polymerization (but stimulates assembly
of actin filaments). Cofilin has a depolymerizing activity. α-Actinin favors
formation of actin stress fibers.

Microtubules. The microtubules are long polymers of α and β tubulins.
The tubulin polymerizes in the presence of guanosine triphosphate and cal-
cium. The microtubule-associated protein facilitates microtubule assem-
bling. The microtubules are thicker and less stable than microfilaments.
They are the stiffer element of the cytoskeleton. The microtubules are
organized as a scaffolding within the cytoplasm. They control the cell–
organelle distribution. Mitochondria and the endoplasmic reticulum (ER)
are located along the microtubule network. The microtubules are also nec-
essary for vesicles traveling across the cytosol. Intracellular transport of
organelles involves dynein and kinesin. Kinesin is the motor protein for
tubulin, which moves along tubulin, as actin does along myosin, having
ATPase sites.

The centrosome is a cell body from which the microtubules radiate [GLc].
The centrosome contains two centrioles, each one composed of nine cylin-
drical elements like a paddle wheel and constituted of three microtubules.

Intermediate filaments. The intermediate filaments cross the cytoplasm
either as bundles or isolated elements often in parallel to the microtubules.
They are composed of vimentin, desmin, keratin, among others.

Cell motility. The cells display a set of internal motions, change their shape
in a stress field, and migrate. Cell motility results from actin polymerization
into filaments and depolymerization. The Rho GTPases regulate the actin
cytoskeletal dynamics during cell motility and cell shape changes [NOa].
Paxillin (Pax) is a cytoskeletal and focal adhesion docking protein that
regulates cell adhesion and migration [TUb]. Pax is also implicated in
the regulation of integrin and growth factor signaling. Pax binds to focal
adhesion kinase (FAK), vinculin, and interacts with Rho GTPases [SCa].
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Modeling of the cytoskeleton mechanics. A 2-D model of the cytoskeleton
dynamics has been developed to describe stress-induced interactions be-
tween actin filaments and anchoring proteins [CIb]. A small shear induces
rearrangment of the four-filament population toward an orientation parallel
to the streamwise direction.

Reactive flow model of contractile networks of dissociated cytoplasm
under an effective stress in a square domain is associated with a system
of non-linear partial derivative equations with boundary conditions [DEd].
Crucial dynamical factors of the cytoskeleton mechanics are

1. The viscosity of the contractile network associated with an automatic
gelation as the network density enlarges, without undergoing large
deformation

2. A cycle of polymerization-depolymerization

3. A control of network contractibility and of cell-surface adhesion

Tensegrity models consider deformable cells as a set of beams and cables
that sustain tension and compression [INa]. The stiffness depends on the
prestress level, and for a given prestress state, to the applied stretch, in
agreement with experimental findings [WAb].

Extravasation. Circulating blood cells have adhesion receptors that enable
the cells subjected to flow forces to adhere to the vessel wall. Flowing cells
undergo a sequential-step extravasation, the kinetics of which is shear-
dependent. The steps include tethering, rolling, activation, firm adher-
ence, locomotion, diapedesis, and finally transendothelial migration [SCb].
The endothelium can either favor or inhibit flowing cell adhesion on its
wetted surface. Adhesion molecules attract the flowing cells toward inter-
cellular spaces for transmigration. Conversely, the endothelium produce
13-hydroxyoctadecadienoic acid (13-HODE) which confers a resistance to
platelet or monocyte adherence.

2.4.4 Adhesion Molecules

There are different types of adhesion molecules.

Cadherins. The cadherins, which contain calcium binding sites, connect
cells together, one cadherin binding to another in the extracellular space.
The cadherin interacts via catenins with actinin and vinculin to link the
cadherin–catenin complex to the actin cytoskeleton. Vascular endothelial
cadherins (VE-cadherin) anchor the adherens junctions between endothelial
cells. p120 Catenin, β-catenin, and α-catenin link VE-cadherin to the actin
cytoskeleton.
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Selectins. The selectins are expressed in endothelial cells and blood cells
for binding two cell surfaces in the presence of Ca++. They slow intravascu-
lar leukocytes before transendothelial migration. Three selectin kinds are
defined according to the cell in which they were discovered. L-Selectin is ex-
pressed on leukocytes for targeting activated endothelial cells. E-Selectin is
produced by endothelial cells after cytokine activation. P-Selectin is stored
for rapid release in platelet granules or Weibel–Palade bodies of endothelial
cells [WAa].

Integrins. The integrins connect actin filaments of the cell cytoskeleton to
proteins of the extracellular matrix. Various integrins combine different
kinds of two subunits α and β [SMb]. They mediate signaling to or from
the environment. They form complexes with cytoskeletal proteins, adaptor
proteins, and protein tyrosine kinases, which initiate signaling cascades.
They are involved in the regulation of vascular tone and vascular perme-
ability. Various proteins link the integrins to the cytoskeleton, such as
tensin and laminin. Among these proteins, certain ones have several bind-
ing sites, therefore, cross-linking actin filaments. They include α-actinin,
fimbrin, and ezrin-radixin-moesin (ERM).

Ig cell adhesion molecules. Certain members of the immunoglobulin
(Ig) superfamily, the Ig cell adhesion molecules (IgCAM), are involved in
calcium-independent cell-to-cell binding. Among them, intercellular adhe-
sion molecules (ICAM) are expressed on activated endothelial cells, being
the ligand for integrins expressed by WBCs. Platelet–endothelial cell adhe-
sion molecule 1 (PECAM-1) belongs to WBCs, platelets, and intercellular
junctions of endothelial cells. Vascular cell adhesion molecule 1 (VCAM-1),
once binds to α4β1 integrin, and induces firm adhesion of leukocytes on
endothelium.

2.4.5 Intercellular Junctions

Intercellular junctions are tiny specialized regions of the plasma membrane.
Several functional categories include

1. Impermeable junctions, which maintain an internal area chemically
distinct from surroundings

2. Adhering junctions, which reinforce tissue integrity

3. Communicating junctions for exchange of nutrients and signals with
the environment

Within the junctions, membrane proteins have specific configurations. Dif-
ferent histological kinds of intercellular junctions exist.
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Desmosomes. The desmosomes contain two classes of desmosomal cad-
herins, the desmocollins and the desmogleins, each having several sub-
types, which are specific to the differentiation status and to the cell type.
The intercellular space is filled with filaments that bridge not only mem-
branes but also cytoskeletons of adjacent cells. Two main desmosome types
exist. Belt desmosomes contain actin filament susceptible to contract in the
presence of ATP, Ca++, and Mg++, in order to close the gap during cell
apoptosis. Spot desmosomes contain filaments and transmembrane linkers
that connect cytoplasmic networks of tonofilament bundles for mechanical
coupling between adjacent cells. Hemidesmosomes allow adhesion of cells
to basement membrane. Cells subjected to mechanical stresses have numer-
ous spot desmosomes and hemidesmosomes, which limit cell distensibility
and distribute stresses among layer cells and to the underlying tissues to
minimize disruptive effects.

Zonula adherens. The zonula adherens is a cell-to-cell adhesion via
cadherin–calcium dependent bridging [YAb]. These cadherin-based adhe-
sive contacts link the cytoskeletal proteins of a given cell not only to the
cytoskeleton of its neighboring cells, but also to the proteins of the extra-
cellular matrix. Actin filaments are associated with the adherens junctions
through catenins.

Tight junctions. Tight junctions leave tiny between-cell space. They selec-
tively modulate paracellular permeability and act as a boundary between
the apical and basolateral plasma membranes. Several proteins are involved:
cingulin, claudin, occludin, junctional adhesion molecules (JAM), sym-
plekin, zonula occludens proteins (ZO), and so on. E-cadherin is specifically
required for tight junction formation and is involved in signaling rather
than cell contact [TUa]. The RhoA GTPase regulates the tight-junction
assembly and the cell polarity [OZa].

Gap junctions. Gap junctions build between-cell channels, which bridge
adjacent membranes. These intercellular protein channels allow low-
molecular-weight molecules, small signaling molecules, and ions to diffuse
between neighboring cells. Various connexins are involved in gap junctions.

Focal adhesions. Focal adhesions are complexes of clustered integrins and
associated proteins that link fibronectin, collagen, laminin, and vitronectin
with the cytoskeleton of cultured cells and mediate cell adhesion [ZAb].
Focal adhesion proteins (FAP) include talin, vinculin, tensin, paxillin, and
focal adhesion kinase (FAK), among others [CLa]. The focal adhesion ki-
nase mediates several integrin signaling pathways. FAK signaling to Rho
GTPases regulates changes in actin and microtubules in cell protrusions of
migrating cells.



58 Modeling of Biological Materials

2.4.6 Extracellular Matrix

The extracellular matrix (ECM) supports cell functions during growth,
division, development, differentiation, and apoptosis, as well as tissue for-
mation and remodeling. Cells interact and communicate with other cells
and with ECM. ECM is composed of several molecule classes:

1. Structural proteins, collagen, and elastin

2. Specialized proteins, such as fibrillin, laminin, and fibronectin

3. Proteoglycans, or mucopolysaccharides, such as chondroitin sulfate,
heparan sulfate, keratan sulfate, and hyaluronic acid

Proteoglycans are composed of a protein to which are attached glycosamino-
glycans (GAG). They have an important water-binding capacity, which
amplifies the volume occupied by the macromolecules.

Cell anchorage and migration are due to glycoproteins, in particular to
fibronectins. These connecting elements are fixed to collagen and elastin of
ECM and to the cell membrane on the other hand [HYa]. The fibronectins
act on clotting and healing. They also promote chemotaxis [CLb] and
activate integrin signaling [GIa].

Proteolytic degradation and remodeling of ECM is controlled by matrix
metalloproteinases (MMP) and their inhibitors, the tissue inhibitors of met-
alloproteinases (TIMP). MMPs are involved in the evolution of atheroscle-
rosis and aneurisms. TIMPs also have mitogenic and cell growth promoting
activity.

Basement membrane. The basement membrane (BM) is a specialized
extracellular matrix sheet at the interface between the connective tissue
and the endothelium. It gives an anchorage surface for endothelium which
protects against shearing and detachment. Moreover, it acts as a selective
barrier for macromolecular diffusion. It also influences the functions of con-
tacting cells (regulation of cell shape, gene expression, proliferation, migra-
tion, and apoptosis) [AUa]. The basement membranes contain laminins,
type IV collagen, and proteoglycans. The laminin and type IV collagen
networks are linked by nidogens [YUa]. The basement membrane binds a
variety of growth factors [GOa].

Interstitial matrix. The interstitial matrix affects the functions of contact-
ing cells. The interstitial matrix has a fibrillar structure, with a large
amount of collagen. The structure of the interstitial matrix depends mainly
on the type of fibrils and on the type and amount of proteoglycans.

Elastin. A first type of major fibers is given by elastin fibers. The desmo-
sine cross-links elastin to form elastin fibers [ROa]. Elastin binds to cells
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via elastonectine. Elastin fibers are the most elastic biomaterials, at least
up to a stretch ratio of 1.6 [FUa], the loading and unloading cycles being
nearly superimposed. A value of the elastic modulus of elastin fibers of
0.4–0.6 MPa is often considered [AAa, CAd, VIa].

Collagens. The collagens, the second type of major fibers, are structural
proteins that form fibrils, characterized by a triplet of helical chains and
stabilized by covalent cross-links. The triple helix domain is common for
all collagens. The heterogeneity resides in the assembling mode and in the
resulting structure. The collagen is surrounded by extensible glycoproteins
and proteoglycans. The rheological properties of pure collagen are thus
difficult to assess.

The mechanical properties of the blood vessels depend on the interaction
between elastic and collagenous elements. Elastin and collagen not only
intervene in the vessel wall rheology, via their mechanical properties, their
density, and their spatial organization, but also control the function of the
smooth muscle cells.

2.4.7 Microrheology

The cell is a complex body that is commonly decomposed into three major
rheological components: the plasma membrane, the cytosol, and the vis-
coelastic nucleus. The membrane and the cytosol can be assumed to be a
poroviscoelastic and a poroplastoviscoelastic material, respectively [VEa].
With such a decomposition, macroscopic laws, in particular constitutive
laws, are supposed to be valid because the cell size is much greater than
the size of its microscopic components.

Rheological sensors must have a suitable size, greater than the size of the
cell organelles, as demonstrated by micro- and macrorheometric measure-
ments of the storage and loss moduli [SCc]. Several rheological techniques
have been recently developed to explore cell rheology, which include among
the usual methods, micropipette technique [EVa], twisting magnetocytom-
etry [LAb], and optical tweezer [HEd]. Micropipette aspiration allows us
to study continuous deformation and penetration of a cell into a calibrated
micropipette (bore < 10 μm) at various suction pressures ([10−1 −104 Pa])
in order to determine a cell’s apparent viscosity by measuring the rate of
cell deformation and the pressure. The leading edge of the cell is tracked
in a microscope to an accuracy of ±25 nm. Associated basic continuum
models, which assume that the cell is a viscous fluid contained in a cortical
shell, yield apparent viscosity, shear modulus, and surface tension [YEa].
The results depend on the ratio of the cell size to the micropipette caliber.
Soft cells, such as neutrophils and red blood cells, develop about 16 times
smaller surface tension than more rigid cells, such as endothelial cells [HOa].
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The atomic force microscope (AFM), a combination of the principles of the
scanning tunneling microscope and the stylus profilometer, provides a force
range of [10pN to 100nN] [BIa]. Twisting magnetocytometry (TMC) uses
ligand-coated ferromagnetic beads to apply controlled mechanical stress to
cells via specific surface receptors. The sampled cell is subjected to a mag-
netic field and the bead position is recorded using videomicroscopy. The
torque resulting from the shear is measured to determine the viscosity and
the elastic modulus using a Kelvin model. The bead size affects the results.
Optical tweezers trap dielectric bodies by a focused laser beam through
the microscope objective. Optical traps can be used to make quantitative
measurements of displacements (O (1) nm) and forces (O (1) pN) with time
resolution (O (1) ms).

Measurements have been carried out on round and spread endothelial
cells, as well as on isolated nuclei [CAb]. The nonlinear force-deformation
curves have been found to be affected by the cell morphology, the nucleus in-
fluence being much greater in spread cells, the most common in vivo shape.
Cell adhesion affects the cell rheological properties. Due to the cell adap-
tation to its environment associated with cytoskeleton structural changes,
material parameters depend in particular on the cytoskeleton polymeriza-
tion state (thixotropy). Last but not least, the results of the rheological
tests depend not only on the cell state, but also on the techniques, and,
for a given technique, on the experimental procedure (cell environment,
loading conditions, impacted region size, etc.).

2.5 Heart Wall

The heart wall is composed of several layers:

1. The internal thin endocardium

2. The thick muscular myocardium

3. The external thin epicardium

The double-layered pericardium is composed of the outer parietal peri-
cardium and the epicardium. The pericardial cavity, which contains a lubri-
ficating fluid, separates the two pericardium layers. The heart has a fibrous
skeleton with its central fibrous body, which prevents early propagation of
action potential. The central fibrous body provides extensions:

1. The valve rings, into which are inserted the cardiac valves

2. The membranous interventricular septum
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Mathematical histology. Structure–function features of the heart have been
mathematically investigated. Two fiber networks have been particularly
studied: the network of collagen fibers of the aortic valve cusp, and the
myofibers of the left ventricle wall, using a simple model of mechanically-
loaded fibers.

The structure of the aortic leaflet has been derived from its function,
which is assumed to consist of supporting a uniform pressure load, under-
gone by a single family of fibers under tension [PEb]. The equation of
equilibrium for the fiber structure is solved to determine its architecture.
The computed fiber architecture resembles the real one. Assuming con-
stant myofiber cross-sectional area, symmetry with respect to the ventricle
axis, small wall thickness with respect to the other dimensions, and a stress
tensor resulting from hydrostatic pressure and myofiber stress, the bundles
of myofibers have been shown to be located on approximate geodesics on a
nested set of toroidal surfaces centered on a degenerate torus in the equa-
torial plane of the cylindrical part of the left ventricle [PEa].

Heart valves. The cardiac valves are sheets of connective tissue, attached to
the wall at the insertion line. Like the heart wall, the valves are covered by
the endothelium. They contain many collagen and elastic fibers and some
smooth muscle cells. The cusp is a multilayer structure, with the fibrosa,
the spongiosa, and the ventricularis, which is absent in the coaptation
region.

In vitro uniaxial traction tests-sort the valve strips in increasing order
of stiffness:

1. Axial strips of pulmonary valves

2. Axial strips of aortic valves

3. Circumferential strips of aortic valves

4. Circumferential strips of pulmonary valves [STd]

However, axial and azimuthal strips of porcine aortic valve leaflets are stiffer
than the corresponding strips of the pulmonary ones, the circumferential
strips being stiffer than the axial ones [JEa].

Heart structure provides the three properties of contractibility, automa-
tism, and conduction due to two kinds of cardiac muscular cells: cardiomy-
ocytes and nodal myocytes.

2.5.1 Cardiomyocyte

Cardiomyocytes (CMC) are striated nucleated cells that are electrically
excited in order to contract and relax rhythmically. The striated appear-
ance of the muscle fiber is created by arrays of parallel filaments, the thick
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filaments of myosin and the thin filaments of actin. The sarcomere is the
anatomical unit of muscular contraction, and the hemisarcomere its func-
tional unit. Myofibrils are held in position by scaffolds of desmin filaments,
anchored by costameres enriched in vinculin along the plasma membrane
surface. The costameres maintain the spatial structure of sarcomeres and
couple CMCs to ECM. The membrane skeleton is made from spectrin and
dystrophin, adapting the membrane to CMC functioning and contribut-
ing to the force transmission. The costameres, the membrane skeleton,
and the cytoskeleton are linked to ECM by membrane protein such as
integrins, dystrophin–glycoprotein complexes, and β dystroglycan–laminin
bonds. The sarcoplasmic reticulum (SR) broadens out at multiple sites to
form junctional SR cisternae tightly coupled to the sarcolemna and its re-
peated invaginations, the T-tubules. CMCs are joined by intercalated discs
which contain gap junctions in order to allow electrochemical impulses, or
action potentials, to spread rapidly and orderly so that the cell contraction
is almost synchronized.

The contraction is induced by the four-time nanomotor composed of
interdigited myosin and actin filaments.

1. The myosin head detaches from actin and fixes ATP.

2. ATP is hydrolized and the myosin head binds to actin.

3. The myosin head releases the phosphate and undergoes a conforma-
tional change [RAe].

4. The myosin releases ADP and remains anchored to actin.

CMC interdigitated actin and myosin filaments slide over each other to
shorten the sarcomere during contraction (sliding-filament model). The
myosin contains myosin heads, which are binding sites for actin and ATP.
The troponin and tropomyosin allow actin to interact with myosin heads in
the presence of Ca++. When links break, bonds reform farther along actin
to repeat the process.

The collagen and elastin fibers form a network forming a surrounding
trellis and between-CMC struts, which avoid excessive CMC stretching.
Atrial CMCs contain small granules, especially in the right atrium. These
granules secrete natriuretic peptides.

Modeling and simulations. Homogenization considers objects of length scale
Lo, which have a relative periodicity, and thus are made from repeatable
basic units of length scale Lu. In the myocardium, the basic unit contains
a limited number of CMCs, inside which the electric field is computed. A
constitutive law for the myocardium has been derived from discrete homog-
enization. A CMC set has been modeled by a quasiperiodic discrete lattice
of elastic bars [CAb].
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A first stage of heart modeling deals with the mechanical behavior of the
myocardium, with its constitutive law. Both systolic and diastolic defor-
mations of the left ventricle are heterogeneous [AZa,FOa,BOa]. Diffusion
tensor imaging has been used to characterize cardiac myofiber orientations,
with the reduced encoding imaging (REI) methodology [HSa]. The cardiac
myofiber direction in each computational mesh element is the mean value of
the noisy information contained in the voxels enclosed in the mesh element.

The contraction is more synchronous than the depolarization. The my-
ofibers are differently stretched whether they are early or lately depolarized,
without consequences due to their spatial arrangment. Moreover, even if
cross-bridging in different cardiomyocytes is simultaneous, the cardiomy-
ocytes can contract differently depending on the force applied to each car-
diomyocyte by its own environment. Most of the biomechanical studies
have been focused on the mechanical behavior of the left ventricle wall. The
material is composite and infiltrated by liquids. Its muscular fibers, with
various orientations, are embedded in a matrix with small blood vessels.
The myocardial fibers are reinforced and connected by collagen fibers.

The constitutive law takes into account two main phases, active and
passive, of the time-dependent heart cyclic behavior. The direct problem
computes the stress and strain fields in the given geometry, using given
constitutive law and loadings. Finite element models of the left ventricle
which undergoes large displacements most often neglect the heterogeneity
in wall properties, the myocardial fiber orientation, and the wall thick-
ness variation in the axial and in the azimuthal directions, and assume an
uniform transmural pressure. The first simulations were performed in ide-
alized geometries. With the development of medical imaging, imaging data
were used to determine the computational domain, reconstructing ventri-
cle cross-section models and, later, heart cavities [HEc]. Numerical results
differ from the findings obtained in idealized geometries.

Models of the behavior of the myocardium subjected to large deforma-
tions have been developed [ODa]. The Cauchy stress tensor C is given by
C = F(∂W/∂G)FT −pI, where F is the transformation gradient tensor and
G the Green–Lagrange strain tensor, W the deformation energy function,
and p is a Lagrange multiplier. When the material is incompressible, as
are most of the biological materials which are rich in water, det(F) = 1.
The first Piola–Kirchhoff stress tensor P is expressed with respect to the
deformed configuration: P = det(F)F−1Ċ. The passive state is defined
by the configuration in the absence of internal and external stresses. The
active state means myocardium contraction associated with a new configu-
ration but without applied stress (free contraction without environmental
constraint). The loaded state corresponds to an active state that undergoes
internal and external stresses. The resulting deformation energy function
during the cardiac cycle is the sum of three terms, which simulate the
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passive ground matrix, the passive elastic, and the active components of
the muscular fibers [YAa]. A good agreement is found with experimental
data [VIb]. The radial stress is the strain component that has the greatest
magnitude during the cardiac cycle. The Cauchy stress reaches its highest
value at the beginning of the systolic ejection, between the mid-wall and
the endothelium.

In order to derive a constitutive law for the myocardium during the
whole cardiac cycle, the heart wall has been modeled by a homogeneous,
incompressible, transversally isotropic material [BOd]. The wall behavior
during the cardiac cycle is continuously described using several states,

1. A passive unstressed state

2. A virtual state defined by a constant geometry but a rheology change

3. An active state of contraction without rheology change

The time-dependent strain energy function is composed of two terms, a
passive and an active strain energy function (SEF) associated with the
passive fibers and with the cardiomyocytes, respectively:

W (G, t) = Wpas(G) + β(t)Wact(G)

(β(t): activation function).

2.5.2 Nodal Cells

Nodal cells are small muscular cells with few myofibrils, which create or
quickly spread the depolarization wave in the myocardium. The electro-
chemical signal starts with the spontaneous depolarization of the nodal cells
of the sino-atrial node (SAN), the “natural pacemaker”. The action poten-
tial spreads through the atria to reach the atrioventricular node (AVN) and
to produce atrial contraction. This node imposes a short delay in impulse
transmission to the ventricles. The action potential then runs in the His
bundle and the Purkinje fibers, which penetrate into the myocardium to
end on CMCs.

Ion pumps and exchangers of the CMC membrane maintain steep ion
concentration and electrical gradients across the membrane. The resting
membrane potential is ∼ −88 mV (inside negative). The action poten-
tial is initiated by depolarization of the sarcolemna. The Na+ channels
open first and then rapidly inactivate. The quick cellwards Na+ motion
increases the transmembrane potential to ∼ +30 mV (phase 0). Phase 1
corresponds to the first rapid repolarization associated with a transient
outward motion of K+. Phase 2 is associated with a slow inward Ca++ cur-
rent (plateau), involving L-type Ca++ channels. During phase 3, delayed
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rectifier K+ channels induce rapid repolarization. Throughout phase 4, the
resting membrane potential is regulated by a background K+ current. The
refractory period is a protective mechanism in order to maintain efficient
successive blood fillings and ejections.

2.5.3 Excitation–Contraction Coupling

The intracellular calcium content is an important factor that triggers the
contraction, determining the inotropy. Its removal kinetics from the cy-
tosol characterizes the heart lusitropy. Voltage-dependent Ca++ channels
(VDCC) are located at sarcolemmal–sarcoplasmic reticulum junctions close
to the ryanodine channels (Figure 2.4). They induce a Ca++ influx and
elicit Ca++ release from the ryanodine channels with a negative feedback
[SIa]. Moreover, the Ca++ influx is limited by Ca++-dependent inacti-
vation of the channels due to calmodulin [ZUa]. The protein S100A1 in-
creases Ca++ release from the sarcoplasmic reticulum by interacting with
ryanodine channels. Ca++ release from the sarcoplasmic reticulum into the
cytoplasm sufficiently increases the cytosolic [Ca++]i to induce contraction.
Na+−Ca++ porters, which exchange three Na+ for one Ca++, operate dur-
ing phase 2, stabilizing [Ca++]i. Relaxation requires Ca++ removal from the
cytosol, by sarco(endo)plasmic reticulum Ca++-ATPase (SERCA) pumps,
by Na+ − Ca++ exchangers (NCX), by mitochondrial Ca++ uniporters,
and by plasma membrane Ca++-ATPase pumps (PMCA). Phospholam-
ban, which is associated with SERCA, inhibits this pump. Protein kinase
A (PKA) phosphorylates phospholamban, and thus has a lusitropic effect.
Most Ca++ returns to SR where it is stored by bonds with calsequestrin.

The second stage of heart modeling refers to the genesis and the propaga-
tion of the action potential. The epicardial depolarization and deformation
of the ventricular wall have been simultaneously measured using electrode
brushes and videorecording of optical markers [DEc] or multielectrode socks
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and MRI tagging [FAb]. The electrochemical wave propagation model pro-
vides the arrival time of the depolarization in the various parts of the
myocardium, the local myofiber orientations affecting the ventricular
depolarization timing due to the anisotropic myocardium conductivity.
However, the nodal tissue remains difficult to locate.

The basic tractable phenomenological monodomain model of depolar-
ization and repolarization consists of two variables u and v [FIa, Naa], in
which fast dynamics are coupled to slow ones. The Aliev–Panfilov model
gives an example of dimensionless FitzHugh–Nagumo system [ALa].

Bidomain models have been proposed to simulate electrophysiological
waves in the myocardium [GEa, BOe]. Bidomain models take into account
the intracellular and the extracellular spaces, separated by the CMC syn-
cytium membrane. Both domains have their own volume-averaged prop-
erties, especially the conductivity of the extra- and intracellular spaces.
The problem to numerically solve is very complex. Cardiac fibers have
anisotropic conduction properties, the impulse propagation being faster in
the axial direction than transversally. A conductivity tensor M is then
introduced, assuming that the conductivity values are identical in all direc-
tions perpendicular to the muscular fiber direction [COa]. The collection
of CMCs, end-to-end or side-to-side connected by specialized junctions,
immersed in the extracellular fluid and ground matrix, is modeled as a
periodic array that leads to a homogenization procedure, with homoge-
nized conductivity tensors Mi and Me. The membrane current density Jm

is then given by:

Jm = −∇ · ii = ∇ · Mi∇ui = ∇ · ie = −∇ · Me∇ue,

where ui and ue are the electric potentials of the intra- and extracellular
spaces and ii and ie the currents (∇·(Mi∇ui+Me∇ue) = 0). In its general
form, the bidomain model is defined by [BOe]:

κav (Cmut + 1/Rm f(u, v)) = ∇ · (Mi∇ui),

where u = ui − ue is the action potential, v the recovery variable, κav the
surface area-to-volume ratio of the cardiac myofibers, and Cm and Rm the
cell membrane capacitance and resistance.

2.5.3.1 Electromechanical Coupling

The electromechanical ICEMA model of the electrochemical wave propa-
gation is based on the FitzHugh–Nagumo equations and the myocardium
functioning model on the Hill–Maxwell rheological model, associated with
the muscular fiber direction and the dynamics equations [BEb, CHb, SEa].
The ICEMA heart model thus connects the microscopic and macroscopic
enumerate levels, via a mesoscopic step. The constitutive equations require
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a small number of state variables, so that the solution of direct problems
can be quickly obtained and inverse problems can be solved.

The Huxley nanoscopic-scale sliding filament theory states that the
binding f and rupture g frequencies of the actin–myosin bridges are func-
tions of the elongation x [HUd]. The cross-bridge proportion n with elon-
gation x̃ = x/� (�: maximum bridge length) with the kinetics defined by f
and g is given by:

ṅ = dn/dt = (1 − n)f − ng. (5.1)

The sarcomere contraction generates a shortening s = s0(1 + εc) (εc : sar-
comere deformation), with a velocity s0ε̇c assuming a synchronized motion
of the set of bridgings (subscript c: contractile component). The theory of
actin–myosin cross-bridge dynamics and the moments [ZAa] applied to the
cross-bridge model describes the contraction at the sarcomere and at the
myofiber scale, respectively.

The functioning of the nanomotors, i.e. the actin and myosin molecules,
is controlled by Ca++ and adenosine triphosphate. [Ca++]i has been given
by a relatively simple function of time [HUc]. The amount of calcium linked
to troponin C is commonly assumed to be equal to the cytosolic concentra-
tion, i.e. to the extent of the calcium influx driven by the action potential.
The myocardium contraction results from a conformational change of the
actin–myosin bridge, coupled with ATP hydrolysis. A unique command sig-
nal (u > 0 during contraction and u < 0 during active relaxation) has been
defined, which involves two parameters, kATP , mainly the ATP hydrolysis
rate, which is regulated by the actin–troponin–tropomyosin complex and
kCa, the calcium extraction rate by the sarcoplasmic reticulum [BEb]. Such
a model does not take into account either the oxygen consumption or the
link between the ATP and Ca++. Heart mitochondria use more oxygen,
but produce ATP at a faster rate than liver ones [CAc]. Ca++ overload can
induce mitochondrial dysfunction in disease in the presence of a pathologi-
cal stimulus. Calcium, ATP, and reactive oxygen species (ROS) are indeed
in close connection [BRa]. The mitochondrion produces ATP, which syn-
thesis is stimulated by Ca++. The dysregulation of mitochondrial Ca++

can lead to elevated concentration of ROS and apoptosis.
The collective behavior of the sarcomere fibers is governed by the re-

lationship between the stress σ and the strain ε in the myofiber direction
(viscoelastoplastic behavior). The evolution of the stiffness kc and the
active stress σc of the contractile component, knowing the strain rate ε̇c
and the command u, are given by the following set of ordinary differential
equations [BEa]. ⎧⎪⎨⎪⎩

k̇c = −(α|ε̇c| + |u|)kc + k0|u|+
σ̇c = kcε̇c − (α|ε̇c| + |u|)σc + σ0|u|+
σ = d(εc)(σc + kcx̃0) + μcε̇c

. (5.2)
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The parameters k0 and σ0 are related to the maximum available actin–
myosin cross-bridges in the sarcomere. d(εc) ∈ (0, 1) is the modulation
function of the active stress which accounts for the length-tension curve2

and μc the viscosity (kc(0) = σc(0) = 0). The cross-bridge detachment
rate is given by |u| + α|ε̇c|.

The action potential u is modeled by the two-variable Aliev–Panfilov
equation system [ALa]:

{
ut − ∇ · (κe ∇u) = f(u) − v

vt = ε(βu − v)
, (5.3)

where ε � 1, f(u) = u(u − α)(u − 1) (α ∈ [0, 1/2]), and κe is an electrical
conductivity.

In the macroscopic scale, the cardiac fibers are embedded in a collagen
sheath, connected by collagen struts and supported by a ground matrix with
elastin fibers. The mesoscopic myofiber constitutive law is incorporated in
a Hill–Maxwell rheological model [CHb]. The sarcomere set of a myofiber
is represented by a single contractile element (CE). The activity of CE
depends on the action potential u. The electrochemically driven contraction
and relaxation obey Eq. (5.2). The isometric deformations are modeled by
an elastic serial element (ESE) in series with CE. ESE lengthens when CE
shortens at a constant myofiber length. A third viscoelastic element (EPE)
in parallel to the CE-ESE branch is introduced. EPE educes the force
developed from a certain myofiber length in the absence of stimulation.
These three components are not related to the muscle constituents.

The cardiac tissue is supposed to be not purely incompressible [SAa].

P = −p det(F)S−1
r + σe

p(G) + σv
p(G, Ġ) + σ1D f̂ ⊗ f̂ , (5.4)

where P denotes the second Piola–Kirchhoff stress tensor, p = −B(det
(F) − 1) (B: bulk modulus, used as coefficient of incompressibility penal-
ization), F the deformation gradient, G the Green–Lagrange strain tensor,
and Sr the right Cauchy–Green deformation tensor, σe

p(G) ∝ ρ0∂W e/∂G
(elastic part of EPE, ρ0: density of the reference state, W e: elastic strain
energy density), and σv

p(G, Ġ) = ∂W v/∂Ġ (viscoelastic part of EPE, W v:
viscous strain energy pseudo-density) the stresses in the passive materials,
σ1D the stress generated by the active element CE, and f̂ the local unit
direction vector of the myofiber.

2The troponin C sensitivity for Ca++ and the cross-bridge availability depend on the sarcomere
length.
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In the preliminary stage, the valves are not incorporated in the model.
Constraints on the volume variations of the ventricle are then added:⎧⎪⎨⎪⎩

q ≥ 0 when pV = pa (ejection)
q = 0 when pA < pV < pa (isovolumic phases)
q ≤ 0 when pV = pA (filling)

, (5.5)

where q = −V̇V is the blood flow ejected from the ventricle (VV : ventricular
volume), pV the ventricular blood pressure, pA the atrial pressure, and
pa the arterial pressure. A regularization is used to overcome numerical
failures on flow rate computations. A windkessel or a 1-D model of the
blood flow provides pa.

Using Eqs. (5.2) and (5.4), and incorporating the multiple elements of
the simplified system

1. The myofibers

2. The passive components

3. The valve model

4. The upstream atrium and the exiting artery

the following equation set is obtained [CHb].

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρü − ∇ · (F · σ) = 0
σ = σ1D f̂ ⊗ f̂ + Ep(G)

σ1D = σc/(1 + εs) = σs/(1 + εc)
σc = Ec(εc, u)
σs = Es((ε1D − εc)/(1 + εc))

ε1D =
∑

i,j Gijfifj

ġ = G(g, t)
initial + boundary conditions

, (5.6)

where Ep(G) = − p det(F)S−1
r + σp(G, Ġ), Ec is a function expressing

system (5.2), and ε1D is the deformation in the myofiber direction. From
thermomechanical considerations, 1 + ε1D = (1 + εc)(1 + εs). g stands
for VV , or pV , or pA, or pa, the last equation accounting for the set of
ordinary differential equations modeling the valve opening and closure and
the arterial pressure changes.

The action potential is initiated at the ends of the Purkinje network
localized according to the literature data [DUb]. The model parameters
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are calibrated according to the available data, which provide

1. The arterial parameters [STb, WEb]

2. kc and τc [WUa], from which are computed the respective asymptotic
values k0 and σ0

3. The estimation of the passive behavior from conflicting literature data
[VEb, PIb]

2.5.4 Vessel Wall

As blood pulses in an artery, its wall alternatively stretches and rebounds.
Wall expansion and relaxation are due to the rheological properties of the
vessel wall, and, thus to its composition and structure.

Main structural elements. The structure components exist in every kind of
blood vessel, except capillaries, although the element amount and the struc-
ture vary between the vessel types. Endothelial cells line the blood–wall
interface. The specific cells of connective tissues are fibroblasts, which pro-
duce the ground matrix and fibers, and fibrocytes. Elastin provides vessel
distensibility and collagen tensile strength. Smooth muscle cells (SMC) are
responsible for the lumen size.

Wall structure. The wall structure is circumferentially layered. The tunica
number and tunica structure vary according to the vessel type and size.
The wall of large blood vessels has three main layers. The internal intima
is composed of the inner endothelium and a subendothelial connective tis-
sue. The internal elastic lamina (IEL) delimits the intima from the media.
The media is formed by layers of circumferential smooth muscle cells and
connective tissue with fibers. The external elastic lamina (EEL) is located
between the media and the adventitia. The adventitia mainly consists of
connective tissue with some SMCs, nerves, vasa vasorum, and lymphatic
vessels.

The media is the main site of histological specializations of artery walls.
Vessels proximal to the heart are elastic arteries, involved in the windkessel
effect. The thick media contains thin concentric fenestrated lamellae of
elastin. EEL is not very well defined and the adventitia is thinner than
in distal muscular arteries. Muscular arteries have thinner intima and a
media which is characterized by numerous concentric layers of SMCs. EEL
can be clearly observed.

The vein walls are thinner than artery walls, and the caliber is larger.
The intima is very thin. IEL and EEL are either absent or very thin. The
media is thinner than the adventitia. Medium-sized veins are characterized
by the presence of valves in order to prevent the transient blood returning
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to upstream segments during muscular compression. The largest veins have
very thick adventitia, with bundles of longitudinal SMCs and vasa vasorum.
Valves are absent.

Arterioles are composed of an endothelium surrounded by one or a few
concentric layers of SMCs, which regulate blood flow. Capillaries are small
exchange vessels composed of endothelium surrounded by basement mem-
brane with three structural types: continuous capillaries have tight inter-
cellular clefts; fenestrated capillaries are characterized by perforations in
endothelium; and discontinuous capillaries are defined by large intercellular
and basement membrane gaps. Venules are composed of endothelium sur-
rounded by basement membrane for the postcapillary venules and smooth
muscle for the larger venules.

2.5.4.1 Vascular Smooth Muscle Cell

The vascular smooth muscle cell, which contains α-smooth muscle actin,
carries out slow and sustained contractions. Actin and myosin in SMCs are
not arranged into distinct bands. SMC activity is regulated by [Ca++]i due
to Ca++ entry via VDCCs, to Ca++ release from endoplasmic reticulum,
and to receptor-dependent Ca++ channels. Vasodilator and vasoconstric-
tor influences are exerted upon a basal vascular tone. A vasomotor tone
is indeed spontaneously developed in most arterioles [DUa]. In isolated
arterioles and arteries, the basal tone is developed for vessel physiological
pressure [DAa].

Myosin light chain (MLC) phosphorylation, which leads to the contrac-
tion, is tightly controlled by the relative activities of the counterregula-
tory enzymes myosin light chain kinase (MLCK) and myosin phosphatase.
MLCK is activated by calcium and calmodulin. Caldesmon is a calmodulin-
binding protein implicated in the regulation of actomyosin interactions.
Calponin, a Ca++ and calmodulin-binding troponin T-like protein, binds
to tropomyosin and to calmodulin. MLC phosphorylation leads to cross-
bridge formation between the myosin heads and the actin filaments, and
hence, to smooth muscle contraction. Dephosphorylation of myosin light
chains by PKC leads to relaxation. The cGMP-dependent protein kinase
1α mediates SMC relaxation [SUa]. The RhoA pathway inhibits the myosin
phosphatase.

2.5.4.2 Pericytes

The pericytes, which surround the capillaries, can also encircle precapil-
lary arterioles and postcapillary venules. A basal lamina separates the
endothelial cells and the pericytes. However, tight and gap junctions can
develop between the endothelial cells and the pericytes. A basement mem-
brane can also be found along the outer surface of the pericytes. The
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pericytes regulate the capillary bore and, then, the tissue perfusion, as well
as the transport from the blood via pericytic processes at interendothe-
lial clefts. The pericytes secrete vasoactive autoregulating substances and
release structural constituents of the basement membrane and interstitial
matrix. Pericyte coverage is required during angiogenesis.

2.5.4.3 Endothelial Cells

The endothelium is involved

1. In blood-wall exchange control

2. In vasomotor tone modulation

3. In coagulation regulation

4. In vessel wall growth and remodeling

5. In inflammation and immune pathways, driving the leukocyte
adhesion

The wetted cell membrane is covered by the glycocalyx, made of proteogly-
cans, glycosaminoglycans, glycoproteins, and glycolipids. The glycocalyx
is the first barrier to molecular transport from the flowing blood.

2.5.4.4 Mechanotransduction

The shear stress and the pressure exerted on the wall by the blood gen-
erate a basal tone of SMCs in the absence of neurogenic and hormonal
influences. The hemodynamic stresses act on the smooth muscle cells via
stress transmission or via compound release by the endothelial cells. The
endothelial membrane is the first wall component to bear stresses from
the circulating blood. Stresses can act on mechanosensitive ion channels,
on cell-membrane receptors, on adhesion molecules, on proteins associated
with cytoskeleton proteins, on elements of cell junctions, and so on. These
changes lead to biochemical responses.

In vitro effects of flow over a cultured EC layer and cyclic stretch of the
culture support have been investigated to study the responses of endothelial
cells in well-defined mechanical conditions. Support and perfusion media
used in flow chambers can introduce substances that can interfere with
the cell response to the investigated stimulus. Consequently, experimental
testing and result interpretation must be carefully handled.

Stresses applied on EC wetted or on abluminal surface affect

1. The cell shape and orientation [DEe], as well as the cell ultrastruc-
ture [NOc]
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2. The cell rheology [THa, SAc], the endothelial cell becoming stiffer

3. Cell proliferation

4. Cell metabolism and transport

5. Cell adhesion to its support and the matrix content

Endothelial cells respond, in particular, to space and time changes in wall
shear stress (WSS). Studying the responses of the endothelial cells to step
flows, impulse flows, ramp flows, inverse ramp flows, and pulsatile flows, it
has been shown that the time derivative of WSS, and not the shear stress
itself, is directly responsible for the EC reactions [BAa].

Nitric oxide. NO is a vasodilator and inhibits vasoconstrictor influences.
NO also inhibits platelet and leukocyte adhesion to the endothelium. NO
has an antiproliferative effect on SMCs. It is produced from L-arginine
by nitric oxide synthase (NOS, Figure 2.5). There are two isoforms of
NOS: constitutive (cNOS) and inducible (iNOS). NO is continuously pro-
duced. Its release is enhanced by multiple stimuli. NO acts via cGMP,
after binding to guanylyl cyclase. cGMP decreases Ca++/Cam stimulation
of myosin light chain kinase. NO can be released from the endothelium by
α 2-adrenoceptor activation, serotonin, aggregating platelets, leukotrienes,
adenosine diphosphate, and bradykinin [VAc]. Hypoxemia also yields va-
sodilatation [POa]. The time gradients of the wall shear stress induce
transient high-concentration burst of NO release via G proteins [BAa].

Endogenous NO contributes to CMC “hibernation” by reducing oxygen
consumption and preserving calcium sensitivity and contractile function
without an energy cost during ischemia [HEe]. The endothelium and the
myocardium then are able to adapt to ischemia. The hypoxemia also
induces the production of prostaglandins PGE2 and leukotriens LktC4
by CMCs.

Endothelin. The endothelin (ET) is a potent vasoconstrictor. It also reg-
ulates the extracellular matrix synthesis by stimulated vascular smooth
muscle cells (Figure 2.6). In human myocardium in vitro, endothelin exerts
a positive inotropic effect via sensitization of cardiac myofilaments to cal-
cium and activation of the sodium exchanger [PIa]. However, the generated
coronary vasoconstriction balances the positive inotropic and chronotropic
effects. Endothelin is also a growth factor for cardiomyocytes [ITa]. The
ET-1 release is shear-dependent [MOa].

Other vasoactive substances. Prostacyclin (PGI2) is another endothelium-
derived vasodilator. Endothelium-derived hyperpolarizing factor (EDHF)
can also be a prominent vasodilator hampered by NO. The endothelial
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Figure 2.5. Nitric oxide (NO) produced in the endothelial cells by nitric
oxide synthase (eNOS). eNOS is bound to caveolin in the cell membrane
(inactive state). Activation of phospholipase C (PLC) by the ligand-bound
receptor produces inositol triphosphate (IP3) and diacylglycerol (DAG)
from phosphatidylinositol biphosphate (PIP2). IP3 increase in intracel-
lular calcium content, which activates calmodulin. The latter dissociates
eNOS from caveolin (cytosolic translocation). Protein kinase A (PKA) in-
activates eNOS, which then relocates to the membrane caveolin (source:
www.sigmaaldrich.com). NO stimulates guanylyl cyclase (GCase). cGMP
decreases the stimulation by the Ca/calmodulin complex of myosin light
chain kinase (MLCK) and activates protein kinase G (PKG).
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Figure 2.6. Binding of endothelin 1 to its receptor (ETR) induces ac-
tivation of phospholipase C (PLC), which degrades phosphatidylinositol
bisphosphate (PIP2) into diacylglycerol (DAG) and inositol trisphosphate
(IP3). IP3 links to its receptor (IP3R) on the endoplasmic reticulum (ER)
in order to release calcium (Ca) from ER. DAG activates protein kinase C
(PKC). ETR is associated with a calcium channel of the cell membrane,
which opens in response to ETR binding, hence further increasing the cy-
tosolic calcium content. ET also opens chloride (Cl, Cl− efflux), sodium
(Na, Na+ influx) and potassium (K, K+ efflux) channels. K+ efflux inhibits
the Ca channel (Source: www.sigmaaldrich.com).

cells also produce endothelium-derived contracting factors, which include
superoxide anions [KAa], endoperoxides, and thromboxane A2.

The uridine adenosine tetraphosphate (Up4A) vasoconstricts the blood
vessel.

Myogenic response. The myogenic response, independent of the vascular
endothelium, couples SMC contraction or relaxation to SMC deforma-
tion [JOa]. Stresses can act

1. On exchangers and transporters

2. On membrane ion channels

3. On membrane bound enzymes to modulate activity of contractile
proteins

Ca++ influx leads to phospholipase C activation and release of inositol
triphosphate and diacylglycerol [SHa]. Protein kinase C is involved in the
myogenic response in the microcirculation [MEb]. The phosphatidylinositol
metabolism stimulated by mechanical factors enhances [Ca++

i ] and causes
a translocation of PKC from cytosol to membrane [NOc].
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2.5.5 Vessel Wall Rheology

The vessel walls exhibit longitudinal and circumferential prestresses.
In vitro rheology measurements on excised or isolated vessels need suitable
vessel conservation and preconditioning. Various experimental methods
have been developed; they are summarized in a literature review [HAa].
Uniaxial loading is widely used because carefully controlled 2-D/3-D exper-
iments are difficult to carry out on biological tissues. Rheological properties
differ whether tests are performed on isolated segments of the vasculature
or in vivo. In in vitro experiments, connections and interactions between
regions of the anatomical system and between the wall and its neighbor-
hood are removed, although they affect the wall rheology. Furthermore,
excised tissues are more or less dried and not perfused. Conversely, in vivo
measurements are carried out in a noisy environment due to blood circula-
tion and respiration on targeted regions of limited surface areas, most often
without preconditioning and without control of influence factors.

Imaging velocimetry (US, MRV) can be used as indirect methods. Two
exploring stations are not sufficient because a single value of the wave speed
does not take into account the nonlinear pressure-dependency of the wave
speed. It has been proposed to use three stations, two giving the BCs,
and one the pressure-dependency, assuming a 1-D flow. It is also possible
to process the pressure signals from two stations in three identifiable wave
points (foot, peak, notch) with different time delay between the two waves,
the absence of reflexion being assumed [STb]. With aging, the wall becomes
stiffer and the wave speed increases. Besides, MRI shows that the wall
deformation is not uniform as well as the circumferential variation in wall
strains during the cardiac cycle [DRa]. Moreover, the muscular tone affects
the vessel compliance, especially in muscular arteries and arterioles.

Uniaxial loadings exhibit nonlinear force-deformation relationships.
Stress–strain relationships have been mainly explained by the wall mi-
crostructure. The ability to bear a load is mostly done by elastin and
collagen fibers. The nonlinearity is commonly understood as an initial re-
sponse of elastin fibers and a progressive recruitment of collagen fibers. At
low strain, collagen fibers are not fully stretched and elastin fibers play a
dominant role. At high strain, the higher stiffness of the stretched colla-
gen fibers affects the elastic properties [FUb]. When the elastin content is
higher than the collagen one, the elastic modulus decreases and distensi-
bility increases and vice versa.

Constitutive equations are based on the strain energy function (SEF),
which links stresses to strains via a differentiation. Logarithmic and ex-
ponential formulation have been proposed in the literature, but they are
not fully appropriate for numerical simulations. Polynomial expressions
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are prefered. The vessel wall can be considered as made of three elements,
elastine, collagen (the response of which depends on the fiber stretch level),
and SMCs (the response of which depends on deformation-dependent tone
level) [ZUb]. Usually, the collagen fibers, embedded in the ground matrix
and undulated in the rest configuration, are supposed to be gradually re-
cruited. The vessel wall has been modeled as an isotropic elastic material
containing an anisotropic helical network of stiff collagen fibers with a given
orientation with respect to the circumferential direction [HOb].

Constrained mixture models, which meld classical mixture and homog-
enization theories, consider the specific turnover rates and configurations
of the main constituents to study stress-dependent wall growth and re-
modeling [HUa, GLa]. But, appropriate knowledge of constituent material
properties is still lacking.

2.5.6 Growth, Repair, and Remodeling

The growth and the remodeling of the wall of the vasculature (heart, blood
vessels) are controlled. The processes, modulated by biomechanical quan-
tities, are coordinated by biochemical mechanisms requiring factors and
signals.

2.5.6.1 Growth Factors

Tissue growth needs mechanical, electrical, structural, and chemical sig-
nals to grow into functional 3-D tissue. Interactions of cells with ECM
provide structural cues for normal cellular activity. Cell responses to vari-
ous environmental signals are mediated by growth factors (GF). GFs pro-
mote not only cell meiosis, maturation, and functioning, but also tissue
growth and remodeling. Cell growth is controlled by a balance between
growth-promoting and growth-inhibiting factors. GFs can have autocrine,
paracrine, juxtacrine, or endocrine effect (Figure 2.7). The epidermal
growth factor (EGF) has proliferative effects especially on fibroblasts. The
platelet-derived growth factor (PDGF), fibroblast growth factor (FGF),
and vascular endothelial growth factor (VEGF) are involved in angiogen-
esis (Figure 2.8). The transforming growth factor-β is a growth inhibitor
for endothelial cells and fibroblasts. Cytokines are growth factors that
modulate activities of immune cells. Interleukins (IL) are growth factors
targeted to hematopoietic cells. Interferons (IFN) are cytokines produced
by the cells of the immune systems in response to foreign agents. Sph-
ingosine 1-phosphate (S1P), a lipid growth factor, mediates locomotion
and maturation of endothelial cells. Endothelial cells have an intracellular
reserve of functional S1P1 in caveolae. S1P acts on various pathways via
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Figure 2.7. Growth factor-bound receptor activates adaptor protein Grb
coupled to the guanine nucleotide releasing factor Sos (Grb–Sos complex),
and, subsequently Ras, Raf, mitogen-activated protein kinase (MAPK),
and extracellular regulated kinase (ERK) and Rac, RhoA, and PLD on the
other hand. Ligand-bound receptors also activate (1) phosphatidylinositol
3-kinase (PI3K), protein kinase B (PKB), (2) Src, (3) Rac and JNK, and
(4) phospholipase C (PLC) (Source: www.sigmaaldrich.com).

G-protein-coupled receptors (GPCR, Figure 2.9). S1P tightens adherens
junctions between endothelial cells, characterized by VE cadherins.

2.5.6.2 Chemotaxis

Chemotaxis requires several main processes:

1. Cell alignment along the chemoattractant gradient

2. Cell polarization

3. Protrusion at the leading edge (cell front) and retraction at the trail-
ing edge (cell back) of cytoskeletal elements, which all implicate small
GTPases [MEa]
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Figure 2.8. The vascular endothelial growth factor (VEGF) stimulates
angiogenesis, particularly proliferation of endothelial cells (EC). VEGF
binds to its receptors (VEGFR-1, VEGFR-2, VEGFR-3). It then acti-
vates a cell type-dependent signaling cascade via Shc and Grb, tyrosine
phosphatases Shp and PLC-γ, phosphatidylinositol 3-kinase (PI3K), and
so on. Vascular endothelial (VE)-cadherins are involved in the adherens
junctions between neighboring ECs. VE-cadherins interact with catenins,
and, subsequently, with α-actinin and vinculin (Vinc), and with the actin
cytoskeleton. VE-cadherin acts with VEGFR-2 to control the PI3K/PKB
pathway. ECs are linked to the extracellular matrix (ECM) via integrins,
such as αvβ3 and focal adhesion molecules, such as focal adhesion kinase
(FAK), talin, paxillin (Pax), and Vinc (Source: www.sigmaaldrich.com).

The chemotactic flux depends

1. On a chemotactic response function of the available cell number and
of the chemoattractant concentration

2. On chemoattractant concentration gradient [MUa]

The time gradient of the chemoattractant concentration depends on the
production and destruction rates as well as its diffusion flux. The Keller–
Segel model is widely used for the chemical control of cell movement [KEa].
A new formulation of the system of partial differential equations has been
obtained by the introduction of a new variable and is approximated via a
mixed finite element technique [MAb]. Chemotaxis is used in vasculogenesis
and angiogenesis [AMa].
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Figure 2.9. Sphingosine 1-phosphate (S1P) is produced intracellularly and
is then secreted. It acts on adenylyl cyclase (ACase), Ras, phosphatidyli-
nositol 3-kinase (PI3K), and phospholipase C (PLC).

2.5.6.3 Growth and Repair

Vasculogenesis defines formation of capillary plexus from endothelial stem
cells (embryological process). A primitive vascular network is formed dur-
ing embryogenesis through the assembly of angioblasts. Angiogenesis is
characterized by maturation of or generation from a primary vascular net-
work. Arteriogenesis deals with formation of mature arterioles and arteries
with SMCs, for example, for collateral development in order to bypass an
obstructed artery. Blood and the vessel wall are also involved in defense
and repair processes. Both chemotaxis (directed response of cells accord-
ing to a chemoattractant concentration gradient) and haptotaxis (adhesion
gradient associated with the concentration of the constituent of the support
medium, i.e. gradient of extracellular matrix density) are involved during
the tissue development.

Vasculogenesis. During vasculogenesis, angioblasts differentiate and deter-
mine “blood pockets” which lengthen to form irregular capillaries. These
pipes connect to each other in a nonhierarchical inhomogeneous network
of primitive vessels. Once associated with the heart pump, this network,
which conveys moving blood, remodels with branching. Vessels through
which blood flows with high and/or quick flow rates widen and narrow. The
network progressively matures with arteries, capillaries, and veins [LEb].

Optimal design of vessel branching is based on cost functions that are
the sum of the rate at which work is done on blood and the rate at which
energy is used, supposedly proportional to the vessel volume for each vessel
segment [MUa]. Other cost functions have been proposed, based on the
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minimal total surface area of blood vessels, the minimal total volume, or
the minimal total wall shear force on the vessel wall or the minimal power
of the blood flow.

Angiogenesis. Angiogenesis is a process leading to the generation of blood
vessels through sprouting from existing blood vessels, because it involves
migration and proliferation of endothelial cells from preexisting vessels.
Localized production of growth factors promotes tissue expansion and de-
termination of the position of branching nodes, with possible adaptation.
The formation of new blood vessels or the remodeling of existing blood
vessels requires the controlled growth of various cell types by different
factors. Development of vascular trees also includes wall stress adapta-
tion mechanisms. Limitation in angiogenesis is provided by angiostatin
and endostatin. Antiangiogenic compounds are useful in cancers, such as
inhibitors

1. Of ECM remodeling

2. Of adhesion molecules

3. Of activated endothelial cells

4. Of angiogenic mediators or receptors

Angioinhibins and other factors negatively influence angiogenesis, either by
inhibiting endothelial cell proliferation or by preventing cell migration.

Arteriogenesis. Once the lumen of a main artery narrows too much, the
lumen of a small artery increases to form a collateral in order to maintain
the blood flow. Arteriogenesis is initiated by the monocyte chemoattractant
protein-1 (MCP1) [VAb]. Various substances are also required at different
stages of arteriogenesis; among these, TGFβ, PDGF, FGF2, GM-CSF,
and TNF-α. Attracted monocytes produce fibronectin and proteoglycans
as well as proteases in order to remodel the extracellular matrix. These
inflammatory cells then produce growth factors to stimulate EC and SMC
proliferation.

Stem cells. Stem-cell revascularization for tissue oxygenation and myocar-
dium regeneration for pump functioning are proposed therapies. However,
cell therapy can be ineffective or even hazardous in certain clinical settings
and in specific subgroups of patients [HIa, HEb]. In the heart, resident
stem cells can lead to endothelial cells, smooth muscle cells, and cardiomy-
ocytes [BEa].

Tissue engineering. Bioreactors are devices used for the growth of tissues in
an artificial environment that mimics the physiological conditions. In vivo
biomechanical and chemicophysical conditions are created for in vitro cell
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conditioning and for construction of blood vessel, heart valves, and so on,
with similar features to the native tissue ones. Histological niches, which
define the cell status, its living site, its functioning, and its interactions
with the environment, must then be replicated in bioreactors.

In planar cultures on matrices rich in collagen IV and laminin, the en-
dothelial cells form clusters and pull on the matrix, generating tension lines
that can extend between the cell aggregates. The matrix eventually con-
denses along the tension lines, along which the cells elongate and migrate,
building cellular rods. The rate of change in cell density is equal to the bal-
ance between the convection and the strain-dependent motion. The inertia
being negligible, the forces implicated in the vasculogenesis model include
the traction exerted by the cells on the ECM, the cell anchoring forces,
and the recoil forces of the matrix [MUb]. In order to study the role of the
mechanical and chemical forces in blood vessel formation, a mathematical
model has been developed using a finite difference scheme to simulate the
formation of vascular networks in a plane [MAa]. The numerical model
assumes

1. Traction forces exerted by the cells onto the extracellular matrix

2. A linear viscoelastic matrix

3. Chemotaxis

Spontaneous formation of networks can be explained via a purely mechan-
ical interaction between the cells and the extracellular matrix.

Myocardium remodeling. Acute myocardial infarction leads to necrosis of
cardiomyocytes and other cells. The heart contains rare cardioblasts sus-
ceptible to division, for self-regeneration and maturation [LAa]. CMC pro-
liferation, from CMCs, resident stem cells, endothelial cells, fibroblasts, or
migrated hematopoietic stem cells, in an area adjacent to the infarcted zone
can be a regeneration source. Adequate input in growth factors is necessary
to stimulate myocardial regeneration with needed angiogenesis and ECM
formation in order to avoid maladaptive remodeling of the myocardium.
Cardiac hypertrophy is induced by sustained pressure overload. Multiple
hypertrophy signaling pathways are triggered by the pressure: calcineurin,
phosphoinositide-3 kinase/protein kinase B, and ERK1/2.

Wall remodeling. Blood vessels are subjected to mechanical forces that reg-
ulate vascular development, adaptation, and genesis of vascular diseases.
A chronic increase in arterial blood flow leads to vessel enlargement and
reduction in WSS to physiological values. Wall remodeling is characterized
by SMC proliferation and migration. Wall remodeling implies changes in
rheological properties, and, consequently, the material constants of the con-
stitutive law must be updated. Moreover, the constitutive equation must
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include not only the stress history but also material history due to wall
restructuralization.

Flow-induced changes involved in long-term vascular tissue growth and
remodeling have been studied using the continuum approach and motion
decomposition [HUa, HUb]. The proposed homogenized, constrained mix-
ture theory is used to develop a 3-D constitutive law that takes into account
the three primary load-bearing constituents (SMC, collagen, and elastin)
with time-varying mass fractions due to the turnover of cells and extracel-
lular matrix fibers during the wall remodeling under a varying stress field.
The turnover of constituent i is described by its total mass evolution, in-
troducing two evolution functions for production and for degradation rates.
Besides, axial extension quickly increases the length of a carotid artery and
the rate of turnover of cells and matrix, the turnover rates correlating with
the stress magnitude. Numerical simulations show that moderate (15%)
increases in axial extension generate much greater axial stress than cir-
cumferential stress augmentation induced by marked (50%) rise in blood
pressure [GLb]. A 2-D constrained mixture model, based on different con-
stitutive relations, shows that the turnover of cells and matrix in altered
configurations is effective in restoring nearly normal wall mechanics.

2.6 Cardiovascular Diseases

Cardiovascular diseases can develop because of a favorable genetic ground
and of exposure to risk factors. They are primarily located either in the
blood vessels, mainly the arteries, or in the heart. Due to the lack of space,
this review is only focused on two major arterial pathologies, the aneurisms
and atherosclerosis. Both wall diseases are targeted by physical and math-
ematical modeling and by mini-invasive treatments, coiling and stenting.

2.6.1 Atheroma

Atherosclerosis is defined by a deposition of fatty materials and then fibrous
elements in the intima, beneath the endothelium. The artery wall thickens
and the lesion secondarily protudes into the lumen. Atheroma may be
scattered throughout the large and medium thick-walled systemic arteries,
especially in branching regions. The inflammation is composed of four main
stages characterized by

1. Foam cells

2. Fatty streaks
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3. Intermediate lesions

4. Uncomplicated, then complicated, plaques

When atherosclerosis begins, LDL, which have crossed the endothelium,
are oxidized in the intimal connective layer. These modified LDL induce
an immune response. Attracted monocytes and T-lymphocytes migrate
from the blood stream into the artery wall. Migrated monocytes multiply
and are transformed into macrophages with scavenger receptors at the cy-
toplasmic membrane. Oxidized LDL (oxLDL) are bound to the scavenger
receptors and then ingested by the macrophages. Ingestion of oxLDL is
unsaturatable and leads to foam cell formation. OxLDL and proinflamma-
tory cytokines induce expression of adhesion molecules, and cell chemotaxis.
Secreted chemokines, such as macrophage chemoattractant protein (MCP),
and growth factors stimulate the migration of smooth muscle cells from the
media to the intima. SMCs can dedifferentiate, losing their contractile
properties. Dysfunctional SMCs contribute to lipid accumulation and cal-
cification in the atherosclerotic plaque. Agglomeration of foam cells, of
T-lymphocytes, of SMCs, with extracellular matrix synthesis forms fatty
streaks. The streaks gradually become larger, covered by a fibrous cap.
The fibrous cap increases and a necrotic core can occur. Episodic fibrous
cap ruptures initiate thrombus formations.

Mediators of immunity are involved at various stages of atherosclerosis.
Ceramide is implicated in atherogenesis. Following uptake by the endothe-
lial cells (EC), a part of the LDL-derived ceramide is converted into sphin-
gosine, whereas another part accumulates inside the cells, with an increased
rate of apoptosis [BOf]. Oxidative stress, a consequence of hypoxemia, is
implicated in atherosclerosis. Statins are regulators of NO synthesis by
ECs. They inhibit leukocyte transmigration [SAb]. Apolipoprotein E reg-
ulates the cholesterol metabolism. Its level decay increases atherosclerosis
risk.

Various works were performed to discover which blood dynamic factors
participate in atherogenesis. Strong correlation has been found between
low wall shear stress (WSS) region and atherosclerotic plaque localization
[CAf]. The atherosclerosis mainly occurs not only where WSS is low, but
also where WSS strongly changes both in time and in space. Intimal thick-
ening may correspond to a remodeling response. Secondarily, a lesion can
develop, caused by disturbed transmural fluxes of cells and lipoproteins.
The stresses applied by the blood flow on the vessel wall are involved in
the pathogenesis as well as in complications, such as damage of the fibrous
cap and cracking of the plaque. Investigations have been mostly performed
in idealized geometry, assuming rigid walls due to atheroma-induced hard-
ening and passive homogeneous plaques. In any case, accumulation of
lipidic molecules is not only secondary to increased influx with changes
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in endothelial permeability, but is also the consequence of decreased wall
efflux, especially by the microcirculation of the outer half of the vessel wall.

The stenosis induces ischemia and tissue infarction, most often by a
distal flow blockage by emboli. Flow perturbations induced by a severe
lumen narrowing can be detected by ultrasound techniques. The systolic
jet through the stenosis is associated with recirculation zones. Flow sepa-
rations can also be produced during the diastole. The blood stagnation or,
at least, low-speed transport can more easily trigger clotting on the more
or less damaged endothelium of the constricted segment.

2.6.2 Aneurism

The aneurism is the product of a multifactorial process that leads a gradual
dilation of an arterial segment over years. The aneurism wall stretches
and becomes thinner and weaker than normal artery walls. Consequently,
an untreated aneurism can rupture. Two main kinds of aneurisms exist,
fusiform wall dilation and saccular bulging of the artery wall. Fusiform
aneurisms are often complications of atheroma. Saccular aneurisms can
occur after an infection or a traumatizing of the wall, whereas congenital
aneurisms are located at the branching sites of the brain arterial network.

A mechanically induced degeneration of the wall internal elastic lam-
ina has thus been proposed as the initiating cause of congenital aneurisms
with genetic predisposition. Imbalance between matrix metalloproteinases
(MMP) and their inhibitors, the tissue inhibitors of metalloproteinases
(TIMP), are involved in formation of abdominal aortic aneurisms (AAA).
AAAs are characterized by chronic inflammation, destructive remodeling of
the extracellular matrix, and increased activity of MMPs [IRa]. In AAAs,
the volume fraction of elastin and of SMCs decreases and the combined
content of collagen and ground substance increases [HEa]. The percent-
age of chondroitin sulphate increases and that of heparan sulphate de-
creases [SOa].

In clinical practice, the rupture risk must be estimated. Stress distribu-
tion in the aneurism is investigated to find regions subjected to high stresses
and to plan the treatment accordingly. The geometry of the aneurism can
be reconstructed from patient 3-D images. Experiments and numerical sim-
ulations have been mostly carried out in AAAs and intracranial saccular
aneurisms (ISA), focused on the stress field either in the lesion wall [RAb,
DIa] or in the blood cavity [STa, BOb]. A saccular aneurism illustrates the
help of numerical simulations for the choice of the treatment (Figure 2.10).
The high-pressure zone in the neck gives an argument in favor of surgi-
cal clipping because the aneurism is superficial with easy surgical access.
It is not possible, indeed, to protect the neck efficiently with coiling because
coils in this location will always induce emboli. However, if the endovascular
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Figure 2.10. Pressure field in a terminal branching aneurism at peak flow.

treatment is chosen with respect to heavily invasive surgery, frequent an-
giography control must be done because of the high risk of recanalization.
Model improvements are needed in order to take into account the aneurism
wall responses to the stress field applied by the blood, at the tissue level as
well as at the cell scale, both being associated with synthesis or degradation
of multiple compounds.

2.7 Conclusion

Three-dimensional numerical modeling that completely describes the my-
ocardium activity must couple models at various length scales in order to
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take into account the biochemical machinery that triggers and is responsible
for heart contractions. Such a coupling indeed involves

1. Electrochemical wave propagation

2. Myocardium contraction–relaxation

3. Blood systolic ejection, which is generated by the contraction of the
whole left ventricle tuned by the action potential.

Future investigations are then aimed at developing patient-specific tools,
which combine not only medical images but also physiological signals to the
heart model. The complete heart model takes into account the metabolic
(perfusion), the electrochemical, and the mechanical activities. Such a
computer tool can be used to solve inverse problems in order to estimate
parameters and state variables from observations of the cardiac function
(data assimilation). The fluid dynamics within the coronary network, which
irrigates the myocardium, can be based on a hierarchical approach, taking
into account both the large coronary arteries and the intramural vessels.
The three-dimensional blood flow model in distensible right and left coro-
nary arteries (proximal part of the heart perfusion network, located on the
heart surface) can be coupled with the one-dimensional flow model for wave
propagation, which can correspond to the first six generations of branches
[SMa], and a poroelastic model of the small arteries and the microcircula-
tion which cross the heart wall, using homogenization [CIa, HUe], the wall
permeability depending on the wall deformation. This hierarchical flow
enumerate is coupled with oxygen transport.

Mechanotransduction is another example of intricate biomechanical
reactions interlinked to biomechanical phenomena. The continuum level
remains used at the cell scale to estimate the stress distribution in the wall
layers of the vasculature and the interactions among the large cell compo-
nents, the nucleus, the cytosol, and the membrane, the small cell organelles
being neglected. Such interactions can affect the local flow and, conse-
quently, mass transport and mechanotransduction. The mechanotransduc-
tion is investigated to clarify the manifold stress-induced processes from
sensing to processing, and to better define the niches of the vascular cells.
The better the niche, the more efficient is cell and tissue engineering for
tissue replacement. Genes involved in mechanotransduction, coding for ion
channels, or responsive substances are targets for additional studies.

Nowadays, biomechanical models are beginning to incorporate involved
microscale events. Biomechanics also contributes to the development of new
diagnosis methods, of new measurement techniques, from signal acquisition
to processing, of new surgical or medical implantable devices, and of new
therapeutic strategies.
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tion à l’écoulement sanguin dans la grande circulation, J. Phys. III,
6 (1996), 529–542.

[TUa] Tunggal, J.A., Helfrich, I., Schmitz, A., Schwarz, H., Ganzel, D.,
Fromm, M., Kemler, R., Krieg, T., and Niessen, C.M., E-cadherin
is essential for in vivo epidermal barrier function by regulating tight
junctions, EMBO J., 24 (2005), 1146–1156.

[TUb] Turner, C.E., Paxillin and focal adhesion signalling, Nat. Cell Biol.,
2 (2000), E231–236.

[VAa] van Nieuw Amerongen G.P. and van Hinsbergh, V.W.M., Cytoskele-
tal effects of Rho-like small guanine nucleotide-binding proteins in
the vascular system, Arterioscler. Thromb. Vasc. Biol., 21 (2001),
300–311.

[VAb] van Royen, N., Piek, J.J., Buschmann, I., Hoefer, I., Voskuil, M., and
Schaper, W., Stimulation of arteriogenesis: a new concept for the



2. Blood Flow 99

treatment of arterial occlusive disease, Cardiovasc. Res., 49 (2001),
543–553.

[VAc] Vanhoutte, P.M., Endothelial dysfunction and atherosclerosis, Eur.
Heart J., 18 (1997), E19–29.

[VEa] Verdier, C., Rheological properties of living materials : from cells to
tissues, J. Theor. Med., 5 (2003), 67–91.

[VEb] Veronda, D.R. and Westmann, R.A., Mechanical characterization
of skin. Finite deformation, J. Biomech., 3 (1970), 114–124.

[VIa] Viidik, A., Properties of tendons and ligaments, In Handbook
of Bioengineering, Skalak, R., and Chien, S. Eds., McGraw-Hill,
New York (1987), 6.1–6.19.

[VIb] Villarreal, F.J., Lew, W.Y., Waldman, L.K., and Covell, J.W., Trans-
mural myocardial deformation in the ischemic canine left ventricle,
Circ. Res., 68 (1991), 368–381.

[WAa] Wagner, D.D., The Weibel-Palade body: The storage granule for
von Willebrand factor and P-selectin, Thromb. Haemost. 70 (1993),
105–110.

[WAb] Wang, N., Butler, J.P., and Ingber, D.E., Mechanotransduction
across the cell surface and through the cytoskeleton, Science, 260
(1993), 1124–1127.

[WEa] Weinbaum, S. and Curry, F.E., Modelling the structural pathways
for transcapillary exchange Symp. Soc. Exp. Biol., 49 (1995),
323–345.

[WEb] Westerhof, N., Bosman, F., De Vries, C.J., and Noordergraaf, A.,
Analog studies of the human systemic arterial tree, J. Biomechanics,
2 (1969), 121–143.

[WUa] Wu, J.Z. and Herzog, W., Modelling concentric contraction of mus-
cle using an improved cross-bridge model, J. Biomech., 32 (1999),
837–848.

[YAa] Yang, M., Taber, L.A., and Clark, E.B., A nonliner poroelastic
model for the trabecular embryonic heart, J. Biomech. Eng., 116
(1994), 213–223.

[YAb] Yap, A.S., Brieher, W.M., and Gumbiner, B.M., Molecular and func-
tional analysis of cadherin-based adherens junctions, Annu. Rev.
Cell. Dev. Biol., 13 (1997), 119–146.

[YEa] Yeung, A. and Evans, E., Cortical shell-liquid core model for passive
flow of liquid-like spherical cells into micropipets, Biophys. J., 56
(1989), 139–149.

[YUa] Yurchenco, P.D. and O’Rear, J.J., Basal lamina assembly, Curr.
Opin. Cell Biol., 6 (1994), 674–681.



100 Modeling of Biological Materials

[ZAa] Zahalak, G.I., A distribution-moment approximation for kinetic
theories of muscular contraction, Math. Biosci., 114 (1981), 55–89.

[ZAb] Zamir, E. and Geiger, B. Components of cell-matrix adhesions,
J. Cell Sci., 114 (2001), 3577–3579.

[ZIa] Zimmermann, S., and Moelling, K., Phosphorylation and regulation
of Raf by Akt (protein kinase B). Science, 286 (1999), 1741–1744.
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Abstract. Rupture of intracranial aneurysms is the leading cause of
spontaneous subarachnoid hemorrhage, which results in significant mor-
bidity and mortality. The mechanisms by which intracranial aneurysms
develop, enlarge, and rupture are unknown, and it remains difficult to
collect the longitudinal patient-based information needed to improve our
understanding. We suggest, therefore, that mathematical models hold con-
siderable promise by allowing us to propose and test competing hypotheses
on potential mechanisms of aneurysmal enlargement and to compare pre-
dicted outcomes with limited clinical information; in this way, we may
begin to narrow the possible mechanisms and thereby focus experimen-
tal studies. Toward this end, we develop a constrained mixture model for
evolving thin-walled, saccular, and fusiform aneurysms and illustrate its
efficacy via computer simulations of lesions having idealized geometries.
We also present a method to estimate linearized material properties over
the cardiac cycle, which can be exploited when solving coupled fluid–solid
interactions in a lesion.
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3.1 Introduction

Intracranial aneurysms are focal dilatations of the arterial wall that usually
occur in or near the circle of Willis, the primary network of vessels that
supplies blood to the brain [HUb]. In general, these aneurysms have one
of two forms: fusiform lesions, which are elongated dilations of an artery,
and saccular lesions, which are local saclike out-pouchings. Despite sig-
nificant accomplishments in molecular and cell biology as well as clinical
advances, intracranial aneurysms remain an enigma: how do they begin,
how do they enlarge, and how do they rupture? Rupture of intracranial
aneurysms is the leading cause of spontaneous subarachnoid hemorrhage
(SAH), which results in high morbidity and mortality rates. Although it
has been long thought that material instabilities are responsible for the
enlargement of aneurysms, recent nonlinear analyses cast doubt that such
instabilities play any role in the natural history (e.g. [KYa]). Rather, re-
cent histopathological data and modeling suggest that aneurysms enlarge
due to growth and remodeling of collagen, the primary load-bearing con-
stituent within the wall [HUa]. Note, therefore, that the natural history
of intracranial aneurysms consists of at least three phases: pathogenesis,
enlargement, and rupture (Figure 3.1). Albeit not well understood, some
initial insult to the cerebral artery causes a small out-pouching or dilation
of the arterial wall. We suggest that a stress-mediated process of growth

Pathogenesis G&R Damage & Failure

Enlargement RuptureLocal insult

Figure 3.1. Schematic view of the natural history of intracranial saccular
(top) and fusiform (bottom) aneurysms.
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and remodeling (G&R) is responsible for the subsequent enlargement and
possible stabilization of the lesions.

In the early 1980s, Skalak [SKa] first attempted to model growth in soft
tissue within the context of finite strain elasticity. His seminal work has
been extended by Rodriguez et al. [ROa] and others (e.g. Taber [TAa],
Rachev et al. [RAa]), and has served as the primary models of arterial
G&R. Briefly, they suggested that shape changes of an unloaded tissue
during growth can be decomposed into two fictitious deformations: first,
independent growth of stress-free elements of tissue, which need not result
in compatible elements, and second, an elastic deformation. The volumetric
growth model of Skalak, Rodriguez et al., and others provides a mathemat-
ical method to model certain consequences of growth, but it does not model
processes by which G&R occur. Recently, Humphrey and Rajagopal [HUc]
presented an approach that is conceptually different, one that is based on a
fundamental process by which growth and remodeling occur: the continual
production and removal of constituents in potentially different stressed con-
figurations. Because the kinetics of turnover and the way each constituent
is deposited can differ markedly, they employ ideas from the theory of mix-
tures to account for the separate contributions of each constituent. Fur-
thermore, because of inherent difficulties in prescribing traction and other
boundary conditions in the theory of mixtures, they suggested a constrained
mixture model wherein all solid constituents are assumed to have the same
motion as that of the mixture despite different natural (stress-free) config-
urations. Moreover, part of the focus was geometrical alterations due to
removal and new production of solid structural constituents as the main
mechanism for G&R of soft tissue (see [HUc] for more details).

In this work, we adapt the constrained mixture approach to study the
enlargement of intracranial aneurysms and postulate a new potential mech-
anism of aneurysmal enlargement. In particular, because the medial layer of
the aneurysmal wall is degraded during the early development of a lesion
and the remaining wall consists primarily of thin layers of collagen, we
formulate a constrained mixture model for intracranial aneurysms within
the context of a membrane theory. For numerical simulations, we employ
initially ellipsoidal and cylindrical membranes for saccular and fusiform
aneurysms, respectively. Although soft tissues are dissipative and a proper
resolution of any process requires an appropriate thermodynamic frame-
work, at this stage we assume that the body is purely elastic and solve
inflation problems with these ideal geometries using the principle of vir-
tual work. We also compare multiple competing hypotheses with regard
to the production, removal, and alignment of the collagen fibers. Finally,
we recognize that throughout G&R of the aneurysmal wall, hemodynamic
loads play key roles, thus fluid–solid interactions should be taken into
account. However, a full computation for coupled fluid–solid problems with
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a complex geometry and evolving nonlinear properties is even more chal-
lenging, requiring considerable computing time and cost. So, at the end
of this chapter, we suggest how the theory of small deformations superim-
posed on large can be exploited when solving coupled fluid–solid interaction
problems.

3.2 Theoretical Framework

3.2.1 Kinematics

Let the aneurysmal wall consist of a homogenized1 mixture of collagen lay-
ers having different preferred fiber directions: that is, we treat collagen hav-
ing different preferred fiber directions as different co-existing constituents
(e.g. [CAa,CAb]). The multiple constituents are allowed to have continu-
ous turnover during G&R, but they may have different rates of production
and removal. When a new (kth) family of collagen fibers is produced at
time τ ∈ (−∞, t], it has a preferred fiber direction that is measured by the
in-plane angle αk(τ) from the direction of an orthonormal vector in the
tangent plane. In general, the in-plane angle for the preferred direction in
each constituent can change over time and result in changes in material
anisotropy.

In this work, we introduce a fixed configuration κR as a computational
domain. However, the fixed configuration κR is different from the tradi-
tional reference configuration in that particles in κR can be produced and
removed so that the current configuration and the fixed configuration con-
tain the same particles at each time. Now, let the positions of a particle of
a lesion (mixture) be X and x in the fixed and current configurations of the
lesion, and let the mapping χκR assign particles from the fixed configuration
to the current configuration at time t, that is,

x = χκR(X, t). (2.1)

The deformation gradient F(t) is defined through

F(t) :=
∂χκR

∂X
. (2.2)

Although all solid constituents are constrained to deform together, we
imagine that each constituent has individual natural (i.e. stress-free)

1Even within the context of a single constituent inhomogeneous nonlinear elastic body, current
procedures that lead to an homogenized model are fraught with serious difficulties (see [SAa])
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Figure 3.2. Schema of important configurations. The current mixture con-
figurations κτ with τ ∈ (0, t] track the evolution of a lesion under the
physiological condition. For computational purposes, we chose a fixed con-
figuration κR where particles are produced and removed so that the current
configuration and the fixed configuration contain the same particles at time
τ ∈ (0, t]. Finally, although the newly produced collagen is incorporated
into the wall under stress, we imagine the existence of individual natural
(stress-free) configurations κk

n(τ) associated with each instant of production;
hence, the natural configurations also evolve.

configurations (see Figure 3.2). Also, if we know how the newly produced
collagen fiber is laid down, in the stressed state in which it was produced,
then the natural configuration for the newly produced collagen fibers can
be inferred. Hence, we postulate that the mechanical properties and the
“deposition stretch” of the newly synthesized collagen fibers are always
the same; that is, constituents are produced at set homeostatic values in
each current configuration (c.f. [HUc, GLa]). Let the prestretch of the kth
new constituent be given by a tensor Gk(τ), which is associated with a
mapping from the natural (i.e. stress-free) configuration of the newly pro-
duced kth constituent to the overall loaded configuration κτ at time τ (see
Figure 3.2). Moreover, let the aneurysmal wall be subjected to a trans-
mural pressure P at time τ ∈ [0, t], where t is the current time. Although
any configuration in Figure 3.2 can serve as the fixed configuration, we set
a traction-free configuration at time τ = 0 as the configuration κR, which
is convenient computationally. At the time τ = t, the aneurysmal wall
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consists of constituents (i.e. families of collagen fibers) that were produced
during the period τ = −∞ to t and survived until the current time t. The
deformation gradient for each constituent k at time t, relative to its natural
configuration, is Fk

n(τ)(t), which is associated with mappings of points from
the natural configuration of the kth constituent (produced at time τ) to
the current configuration. We assume a constrained mixture, that is, the
individual constituents must move with the mixture (lesion). Hence, we
have (see Figure 3.2)

Fk
n(τ)(t) = F(t)F−1(τ)Gk(τ), (2.3)

where F(τ) and F(t) are associated with mappings from the fixed configura-
tion to subsequent configurations of the lesion at times τ and t, respectively.

3.2.2 Fibrous Structure

Let Mk
n(τ) and mk

n(τ)(t) be unit vectors in the directions of a family of
collagen fibers (i.e. kth constituent produced at time τ) in the natural and
loaded configurations, respectively. These unit vectors are related via,

mk
n(τ)(t) =

Fk
n(τ)(t)M

k
n(τ)

|Fk
n(τ)(t)M

k
n(τ)|

. (2.4)

The unit vector in the fiber direction in κR is thus Mk
R(τ) = (F−1(τ)Gk

Mk
n(τ))/|F−1(τ)GkMk

n(τ)|. Let {E1,E2} and {e1, e2} be two orthonormal
bases in fixed and current configurations, respectively. Also let αk(t) be
the angle between mk

n(τ)(t) and e1, and αk
R(τ) be the angle between Mk

R(τ)
and E1 for the kth collagen fiber that was produced at time τ . When the
principal directions remain principal, the stretch experienced by the kth
constituent, along the fiber direction, can be computed as

λk(t) =
√

(λ1cos αk
R)2 + (λ2sin αk

R)2, (2.5)

where λ1 and λ2 are two principal stretches at any t. Alternatively, the
stretch of the kth constituent, relative to its individual fiber direction in
the natural configuration κk

n(τ), is given as

λk
n(τ)(t) =

√
Mk

n(τ) · Fk
n(τ)(t)

TFk
n(τ)(t)M

k
n(τ). (2.6)

As noted above, we assume that a newly produced family of collagen
fibers is always incorporated within the wall at a homeostatic stretch;
that is, the value of the stretch of the constituent is Gh when it is produced
(GkMk

n(τ) = Ghmk
n(τ)(τ)). Of course, the fibers are stretched farther dur-

ing the enlargement of the lesion, this additional stretch being λk(t)/λk(τ),
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where λk(τ) and λk(t) are stretches calculated from the fixed configuration
to the pressurized configurations at time τ and time t, respectively. Thus,
the stretches of fibers of the kth constituent become

λk
n(τ)(t) = Gh

λk(t)
λk(τ)

. (2.7)

Let the behavior of the kth family of collagen fibers be describable via an
exponential-type strain energy function per unit volume in κR

W k(λk
n(τ)) = c

{
exp

[
c1(λk

n(τ)
2 − 1)2

]
− 1

}
, (2.8)

where the material parameters c and c1 are assumed to be the same for all
families.

3.2.3 Kinetics of G&R

The mass of the individual constituents, and thus that of the lesion, changes
due to local production and removal of collagen. The total mass per unit
area in κR at time t, M(t), can be calculated as

M(t) =
∑
k

Mk(t) =
∑
k

[
Mk(0)Qk(t) +

∫ t

0
mk(τ)qk(t − τ)dτ

]
, (2.9)

where mk(τ) is the rate of production of the kth constituent at time τ
per unit area and qk(t − τ) is its survival function; that is, the fraction
produced at time τ that remains at time t, Qk(t) is the fraction of the kth
constituent that was present at time 0 and still remains at time t (i.e. has
not yet been removed). Although we model the aneurysm as a membrane
mechanically, we can calculate the thickness in postprocessing. Assuming
the overall mass density of the wall remains constant (i.e. ρ ≡ ρo ∀τ ;
[ROa]), the thickness of the wall is given as

h(t) =
M(t)
Jρ

, (2.10)

where J = det(F(t)). Although the transient response to loads applied
during the cardiac cycle may be isochoric, volume need not be conserved
during G&R.

3.2.4 Stress-Mediated G&R

The production and removal of each constituent results from biological
activity. For example, collagen is produced and organized by fibroblasts
and degraded by enzymes such as matrix metalloproteinases (or MMPs).
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Recent studies show that many cell types (including fibroblasts that pop-
ulate the aneurysmal wall) can sense and convert mechanical stimuli into
biological signals, and thereby effect growth and remodeling. As an exam-
ple, we postulate that the production of each constituent is a function of
the number of cells n(t) per unit reference area and the stress experienced
by the cells via the local collagen matrix, namely

mk(t) = n(t)
(
fk(σk(t) − σh) + fh

)
, (2.11)

where σk is a time-averaged (over a cardiac cycle) mean value of a scalar-
measure of the stress, and σh is a homeostatic value of this stress-measure.
Here, we assume

σk(t) =
|T(t)mk

n(τ)(t)|
h(t)

, (2.12)

where T(t) is the overall membrane stress at time t. If cells proliferate
such that cell density (per unit volume in the current loaded configuration)
is constant, then the number of the cells increases proportionately with
volume changes; that is, n(t) = n(0)M(t)/M(0). A special case allows a
linear dependence on the stress difference (cf. [RAa,TAa]), whereby the
production rate of a constituent can be expressed as

mk(t) =
M(t)
M(0)

(
Kg(σk(t) − σh) + f̃h

)
, (2.13)

where f̃h is fh multiplied by the initial cell density n(0) and Kg is a
scalar parameter that controls the stress-mediated growth. For illustrative
purposes, we assume a simple form for the survival function q(τ̃) in Eq. (2.9).
After its production, let there be no removal of a constituent until time t1
and, then, let the constituent degrade gradually until all of the constituent
is removed by time t2. Toward this end, let

q(τ̃) =

⎧⎪⎨⎪⎩
1 0 ≤ τ̃ < t1
1
2

{
cos

(
π

t2−t1
(τ̃ − t1)

)
+ 1

}
t1 ≤ τ̃ ≤ t2

0 t2 < τ̃

. (2.14)

We introduce a nondimensional parameter for a stress mediation parameter:

K̂g =
(

σht2
M(0)

)
Kg. (2.15)

3.2.5 Stress and Strain Energy Function

The total Cauchy membrane stress T (i.e. tension, or force per current
length) is:

T11(t) =
1

λ2(t)
∂w

∂λ1(t)
T22(t) =

1
λ1(t)

∂w

∂λ2(t)
, (2.16)
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where w is the strain energy per unit area in the fixed configuration κR.
We postulate that w =

∑
k wk and it evolves as

wk(t) =
Mk(0)

ρ
Qk(t)W k(λk

n(0)(t)) +
∫ t

0

mk(τ)
ρ

q(t − τ)W k(λk
n(τ)(t))dτ,

(2.17)
where W k is the aforementioned strain energy of the kth constituent per
unit volume and qk(τ̃) = q(τ̃). Substituting Eq. (2.17) into Eq. (2.16) and
using Eq. (2.3), the Cauchy membrane stress is

T11(t) =
∑
k

1
λ2(t)

{
Mk(0)Qk(t)Gh

ρλk(0)
∂W k

∂λk
n(0)(t)

∂λk(t)
∂λ1(t)

+
∫ t

0

mk(τ)q(t − τ)Gh

ρλk(τ)
∂W k

∂λk
n(τ)(t)

∂λk(t)
∂λ1(t)

dτ

}
, (2.18)

T22(t) =
∑
k

1
λ1(t)

{
Mk(0)Qk(t)Gh

ρλk(0)
∂W k

∂λk
n(0)(t)

∂λk(t)
∂λ2(t)

+
∫ t

0

mk(τ)q(t − τ)Gh

ρλk(τ)
∂W k

∂λk
n(τ)(t)

∂λk(t)
∂λ2(t)

dτ

}
. (2.19)

3.3 Simulations for Saccular Aneurysms

3.3.1 Method

We assume axisymmetric ellipsoidal membrane geometries for a saccular
aneurysm in both the fixed and current configuration. Furthermore, para-
metric relations in the fixed configuration can be described by continuous
functions Z = Z(Φ) and R = R(Φ) (Figure 3.3). We also use two sets of
two-dimensional curvilinear coordinates, Ξ = {Φ, Θ} for the fixed configu-
ration and ξ = {φ, θ} for the current configuration. The associated bases
are given by

Gi =
∂X
∂Ξi

, gi =
∂x
∂ξi

, (3.1)

where i = 1, 2. Locally orthonormal bases are obtained by

Ei =
Gi

|Gi| , ei =
gi

|gi| (3.2)

and the outward unit normal directions are

N =
G1 × G2

|G1 × G2| , n =
g1 × g2

|g1 × g2| . (3.3)
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Figure 3.3. Coordinate system for an axisymmetric saccular lesion in a
current configuration. Similar values exist for the reference configuration:
X, Y , Z, A, B, Θ, Φ, and R.

When the motion due to growth is assumed as

φ = φ(Φ) θ = Θ, (3.4)

then the components of the 2-D deformation gradient F = FiJei ⊗ EJ can
be calculated by

FiJ =

[
h1
H1

φ′ 0
0 h2

H2

]
=

[
λ1 0
0 λ2

]
, (3.5)

where (·)′ = ∂(·)/∂Φ and

H1 =
A2B2

(A2 cos2 Φ + B2 sin2 Φ)3/2 , H2 = R (3.6)

h1 =
a2b2

(a2 cos2 φ + b2 sin2 φ)3/2 , h2 = r. (3.7)

For numerical simulations, we consider an aneurysm approximated as
an initially ellipsoidal membrane with two primary axes: dimensions 2A for
the height and 2B for the diameter of the equator. Moreover, let the wall
initially consist of two families of fibers (i.e. two constituents) and thus two
preferred directions, at 0 and π/2, and initially the same mass fraction for
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both constituents. The strain energy (2.17) is not only a function of the
deformation (and thus position) at any time, but also of the past history
of the deformations and the rate of mass production. In general, therefore,

w(t) = w(λi(Φ, t); λi(Φ, τ), mk(Φ, τ)), (i = 1, 2, 0 ≤ τ < t) (3.8)

= ŵ(φ(Φ, t), a(t), b(t);λi(Φ, τ), mk(Φ, τ)), (3.9)

where a and b are dimensions in the deformed primary axes. Such inflation
problems can be solved using the principle of virtual work, the governing
equation for which is

δI =
∫

S
δw dA −

∫
s
Pn · δxda = 0, (3.10)

where δx represents virtual changes in position. The surfaces S and s cor-
respond to the surface area of the fixed and current configuration. Next,
let the function φ(Φ) be approximated via

φ =
n∑

j=1

φjψj , (3.11)

where φj is the jth nodal value of φ(Φ) and ψj is a quadratic interpola-
tion function; a variational procedure for (3.10) with respect to φ yields
a nonlinear algebraic equation. Using similar approximations for a and b,
each yielding associated algebraic equations, we thus formulate the weak
form (3.10) as

F ≡

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

2π

∫ Φo

0

{
∂w

∂φ
ψi +

∂w

∂φ′ ψi
′
}

RH1dΦ

2π

∫ Φo

0

{
∂w

∂a
RH1 − P (r,φz,a − z,φr,a)φ′r

}
dΦ

2π

∫ Φo

0

{
∂w

∂b
RH1 − P (r,φz,b − z,φr,b)φ′r

}
dΦ

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
=

⎧⎪⎨⎪⎩
0
0
0

⎫⎪⎬⎪⎭ . (3.12)

The nonlinear finite element equations (3.12) are solved using a Newton–
Raphson procedure.

3.3.2 Results

To simulate an initial insult, we prescribe a reduction in mass from the total
mass of the stable lesion as an initial condition. Such a mass reduction could
be caused by a proteolytic weakening of the wall, with an associated loss
of elastin and then smooth muscle. Mass reduction induces larger values
of stretch in the wall than the homeostatic value and increases wall stress.
This initial perturbation initiates enlargement due to G&R in the wall. The
enlargement of an ellipsoidal aneurysm is plotted (Figure 3.4) for different
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Figure 3.4. G&R of an initially ellipsoidal aneurysm for different values of
the parameter Kg for stress mediation. Note that a and b tend to become
equal early on (panels a and b), thus yielding a spherical saccular lesion
with more uniform wall stress (panel d).

stress mediation parameters K̂g for a 20% mass reduction. The time scale
is normalized by a collagen life span t2; that is, s = t/t2. The rate of
enlargement was higher for a 20% mass reduction than a 5% reduction for
the same value of K̂g (not shown), which suggests that a more severe initial
perturbation may cause a faster enlargement of an aneurysm. The rate of
enlargement decreases with larger values of K̂g (Figure 3.4a). When K̂g is
0.09, the aneurysm quickly reaches its (biologically) stable state and there
is no more enlargement. In contrast, when K̂g is smaller than 0.04, the
aneurysm grows in a unbounded manner. Stabilization depends on changes
in the ratio of the primary axis (a or b) to the wall thickness h during G&R
(recall that the stress in a spherical membrane is Pa/2h). For a larger
value of K̂g, thickness increases faster than the rate of enlargement, hence
wall stress can reach its homeostatic value and the aneurysm can become
stable (Figure 3.4c). For a value of K̂g smaller than 0.04, the ratio between
the radius and the thickness keeps increasing, hence the stress increases
similarly. When K̂g = 0.04, both radius and thickness increase linearly
with respect to time, but the ratio of the radius to the thickness remains
nearly constant. Thus the stress also remains the same despite continued
enlargement. The tendency toward a spherical shape is similar for all three
values of K̂g (Figure 3.4b). Moreover, this tendency is strong early on, with
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lesions becoming almost spherical by s = 10. Aneurysmal wall stress thus
becomes more uniform over time (Figure 3.4d).

3.4 Simulations for Fusiform Aneurysms

3.4.1 Method

We assume that initial geometries for fusiform aneurysms are axisymmetric
cylindrical membranes. The parametric relation in the fixed configuration
can be described by continuous functions R = R(Z) (Figure 3.5). The
positions of a point in the fixed and current configurations of the lesion, X
and x, can thus be expressed by two sets of cylindrical polar coordinates
(Z, θ, R) and (z, θ, r), respectively:

X = R cos Θi + R sin Θj + Zk, (4.1)

x = r cos θi + r sin θj + zk. (4.2)

We also use a set of two-dimensional curvilinear coordinates, Ξi =
{Z,Θ} whereby the current position can be expressed by x = x(z(Z,Θ),

G & R

z(0) z(t)

r(0) r(t)

Z

R

 = t = 0

Current
configurations

Reference
configuration

Figure 3.5. Axisymmetric geometries of a fusiform lesion in current (i.e.
pressurized) configurations at time τ = 0 and t as well as a convenient
unpressurized reference configuration (which need not be stress-free if dif-
ferent families of collagen–proteoglycans are in tension/compression and
self-equilibrate).
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θ(Z,Θ), r(Z,Θ)) = x(Z,Θ). The associated bases and orthonormal bases
are given by

Gi =
∂X
∂Ξi

, gi =
∂x
∂Ξi

, Ei =
Gi

|Gi| , ei =
gi

|gi| , (4.3)

where i = 1, 2. When the deformation due to growth is assumed as

z = z(Z), θ = Θ, r = r(Z), (4.4)

then the components of the 2-D deformation gradient F(t) = FiJei ⊗ EJ ,
where

FiJ =

[
λ1 0
0 λ2

]
, λ1 =

√
(z′)2 + (r′)2√
1 + (R′)2

, λ2 =
r

R
, (4.5)

where (·)′ = ∂(·)/∂Z. For computations of the enlargement of fusiform
aneurysms, we allow the orientation of new collagen to change during G&R.
It is not known how the alignment of newly produced collagen is decided,
however, thus we consider multiple hypotheses and compare their conse-
quences. Let us define a unit vector for the preferred alignment ep and as-
sume that new collagen is deposited with this preferred alignment (similar
to Driessen et al. [DRa]). Let the vector ep = f1e1 + f2e2, where e1 and
e2 are unit vectors in the axial and circumferential directions, respectively.
When f1 and f2 are functions of principal stresses, the preferred alignment
will be dictated by the mixture stress at each time t. Conversely, when f1
and f2 are functions of principal stretches, the preferred alignment will be
dictated by the mixture stretch. We compare several cases:

• Case 1: The preferred alignment is dictated by principal stresses, and
the angle between ep and a principal axis decreases when the principal
stress along that axis becomes larger, specifically, f1 = σ1/

√
σ2

1 + σ2
2

and f2 = σ2/
√

σ2
1 + σ2

2, where σ1 and σ2 are principal stresses in e1
and e2 directions, respectively.

• Case 2: The preferred alignment is dictated by the lesser principal
stress, thus in contrast to Case 1, let f1 = σ2/

√
σ2

1 + σ2
2 and f2 =

σ1/
√

σ2
1 + σ2

2.

• Case 3: The preferred alignment is dictated by principal stretches
and the angle between ep and a principal axis decreases when that
principal stretch is larger: f1 = λ1/

√
λ2

1 + λ2
2 and f2 = λ2/

√
λ2

1 + λ2
2.
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Similar to the simulation for saccular aneurysms, we use the principle
of virtual work (3.10). Let functions r(Z) and z(Z) be approximated via

r =
n∑

j=1

rjψj , z =
n∑

j=1

zjψj , (4.6)

where rj and zj are the jth nodal values of r(Z) and z(Z), respectively,
and n is the number of nodes. The function ψj is a global quadratic inter-
polation function corresponding to the jth node. A variation of Eq. (3.10)
with respect to r and z yields two sets of nonlinear algebraic equations:

F ≡
{

2π
∫ Zo
0 (∂w

∂r ψi + ∂w
∂r′ ψi

′)R
√

1 + (R′)2 − Pz′rψi dZ

2π
∫ Zo
0 (∂w

∂z ψi + ∂w
∂z′ ψi

′)R
√

1 + (R′)2 + Pr′rψi dZ

}
=

{
0
0

}
. (4.7)

The associated algebraic equations (4.7) are solved using a Newton–Raphson
procedure.

3.4.2 Results

An initial mass reduction allows a slight bulge under the constant trans-
mural pressure as well as thinning of the wall in the middle of the vessel
at s = 0. These changes alter stresses from homeostatic values and the
lesion starts to enlarge (e.g. see Figure 3.6). Similar to results for saccular
aneurysms, a larger value of K̂g decreases the rate of enlargement of the le-
sions (Figure 3.7). Here, however, the alignment of new collagen is allowed

3

2

increase in s (0, 3, 6, ..., 24)

r^

z
^

1

10 2 3 4

Figure 3.6. Simulation of the enlargement of an axisymmetric fusiform
lesion, as a function of nondimensional time s = t/t2, for the case 3 pre-
ferred deposition (i.e. preferred direction of new collagen dictated by larger
principal stretch) and K̂g = 0.
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Figure 3.7. Effect of the stress mediation parameter K̂g on the enlargement
of a fusiform lesion due to a 20% initial mass reduction within the central
region of the wall and growth and remodeling for different hypotheses on
the alignment of newly deposited collagen fibers: (a) case 1; (b) case 2;
(c) case 3. Recall that radius and time are nondimensionalized via r/rh

and t/t2.
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Figure 3.8. Evolution of a fusiform lesion (K̂g = 0.48) with a 20% initial
mass reduction within the central region of the wall and case 1 preferred
deposition: (a) radius; (b) thickness; (c) fiber orientation of new collagen;
(d) principal stresses. The simulation shows that fiber reorientation by
case 1 causes an unstable enlargement. Results are similar for K̂g = 0 and
0.24. Recall that radius, thickness, and stress are nondimensionalized via
r/rh, h/rh, and σii/σh (i = θ, z).

to change corresponding to the stress or strain. When the fiber alignment
is assumed according to case 2 or 3, the lesion is stable for K̂g = 0.24
and 0.48 but is unstable for K̂g = 0 (e.g. G&R transitions from unstable
to stable at K̂g ≈ 0.06 for case 3). For case 1, however, the lesion shows
unstable growth for K̂g = 0, 0.24, and 0.48. In this case, the angle between
the preferred alignment and z-axis, α1(s) (note that α2(s) = −α1(s)),
decreases because the principal stress σzz is slightly higher than σθθ at
s = 0 (see Figures 3.8(c) and 3.8(d)). Further remodeling causes α1(s) to
decrease in the middle but to increase in other regions (s = 2 in Figure 3.8c).
Because the principal stress σzz remains higher than σθθ, however, the fiber
orientation changes further, which makes the enlargement of the lesion
unstable even for higher values of K̂g. In contrast, for the case 2 and 3
preferred depositions, the thickness increases in the center and the stresses
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Figure 3.9. Evolution of a fusiform lesion (K̂g = 0.24) with a 20% initial
mass reduction and case 3 preferred deposition: (a) radius; (b) thickness;
(c) fiber orientation of new collagen; (d) principal stresses. Recall from
Figure 3.7 that this is a stable enlargement.

tend to return to the homeostatic value through G&R with K̂g = 0.24
and 0.48 (Figure 3.9). Thus, the postulated alignment of newly deposited
collagen fibers had a significant influence on the potential stability of the
enlargement.

3.5 Fluid–Solid Interaction

Although conventional analyses of arterial wall mechanics require the defor-
mation to be computed relative to a suitable reference configuration (e.g.
a stress-free sector obtained by introducing multiple cuts in an excised
segment [HUb,FUa]), the focus of most computational biofluid mechanical
analyses is on changes from diastole to systole. Because of the highly nonlin-
ear material behavior of arteries, the deformation from a suitable reference
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configuration to an intact diastolic configuration is “large” whereas that
from diastolic to systolic is typically “small.” Hence, if we know the state
of stress in the artery at any configuration between diastole and systole,
then the primary need in computational biofluid mechanics is to determine
changes in stiffness during the cardiac cycle. We suggest here that the
theory of small deformations superimposed on large can be exploited when
solving coupled fluid–solid interaction problems during the cardiac cycle. In
particular, this approach allows one to include the effects of residual stress,
nonlinear material behavior, anisotropy, smooth muscle contractility, and
finite deformations of the arterial wall while recovering equations relevant
throughout the cardiac cycle that can be solved using methods common to
linearized elasticity.

Let the body occupy a configuration κto(B) at an intermediate time
to characterized by a large strain measured from a reference configuration
κR(B). Then, let the position in the intermediate (stressed) configuration
be denoted by xo = χκR(X, to). Hence, we can consider that a small
displacement u = u(xo, t), superimposed upon the large deformation, yields
the “current” position x at time t, namely

x = xo + u(xo, t). (5.1)

Deformation gradients associated with mappings from the reference to the
intermediate and current configurations are thus given by

Fo =
∂χκR(X, to)

∂X
, F =

∂χκR(X, t)
∂X

. (5.2)

The deformation gradient representing a mapping from the intermediate
configuration to current configurations is similarly,

F∗ =
∂x
∂xo

= I + H, where H =
∂u
∂xo

. (5.3)

The displacement gradient H can be divided into a symmetric part
ε = 1

2(H+HT ) and a skew-symmetric part Ω = 1
2(H−HT ). If H is small,

ε and Ω are identified as the infinitesimal strain and infinitesimal rotation.
Regardless, for the successive motions

F = F∗Fo. (5.4)

For an isochoric motion, the material is subject to a kinematic con-
straint: detF = 1 in general, which reduces to tr(ε) = 0 for an infinitesi-
mal strain. The Cauchy stress t for an incompressible Green (hyper)elastic
material can be written as

t = −pI + t̂, t̂ = FŜFT , Ŝ = 2
∂Ŵ

∂C
, (5.5)
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where p is a Lagrange multiplier that enforces the constraint that the
motion is isochoric, C = FTF is the total right Cauchy–Green tensor,
and t̂ is the deformation-dependent (or extra) part of the Cauchy stress.
For purposes herein, it is convenient to relate t̂ to the extra part of the
second Piola–Kirchhoff stress Ŝ, which in turn is computed directly from
a stored energy function W = W̃ (F), or by material frame indifference,
W = Ŵ (C). Now, let the deformation gradient and Cauchy stress of ar-
terial wall in any convenient intermediate configuration during the cardiac
cycle be represented by Fo and to whereas that in any “current” configu-
ration between diastolic and systolic be denoted as F and t. Using (5.3)
and (5.4), (5.5) can be written as

t = −(po + p∗)I + (Fo + HFo)(Ŝo + S∗)(FoT + FoTHT ), (5.6)

where

S∗ =
∂Ŝ
∂C

|CoC∗ with C∗ = 2FoT εFo. (5.7)

Hence, neglecting higher-order terms in the “small displacement gradient”
H, (5.6) can be written in terms of physical components of the tensors as
(per the usual summation convention)

tij = toij + Hik t̂
o
kj + t̂oikHjk − p∗δij

+ 4F o
iAF o

jBF o
kP F o

lQ

∂Ŵ

∂CAB∂CPQ

∣∣∣∣
Co

εkl. (5.8)

Moreover, recalling that H = ε + Ω, (5.8) can be written as

tij = toij − p∗δij + Cijkl εkl + Dijkl Ωkl, (5.9)

where

Cijkl = δik t̂
o
lj + t̂oilδjk + 4F o

iAF o
jBF o

kP F o
lQ

∂Ŵ

∂CAB∂CPQ
|Co (5.10)

Dijkl = δik t̂
o
lj + t̂oilδjk. (5.11)

Because εij = εji and Ωij = −Ωji (i �= j), Cαβijεij + Cαβjiεji = (Cαβij +
Cαβji)εij and similarly DαβijΩij + DαβjiΩji = (Dαβij − Dαβji)Ωij . Finally,
let new quantities C̃αβij = 1

2(Cαβij +Cαβji) and D̃αβij = Dαβij −Dαβji. Now,
we see, from (5.9) and (5.11), that the stress response of a nonlinearly elastic
material, from a finitely deformed intermediate configuration such as that
at the mean arterial pressure in a large artery, depends strongly on the
prestress to, initial finite deformation Fo, and possibly small rotations Ω.
As an example of the linearization, Figure 3.10 shows the pressure and axial
forces for both a nonlinear constitutive relation and its linearized elastic
response to the radius changes. The radius changes 3.7% during a cardiac
cycle, and the linearized elastic response is close to that determined using
the finite nonlinearly elastic response within the cardiac cycle.
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Figure 3.10. Pressure-circumferential stretch (r/R) and axial force-
circumferential stretch during inflation at a fixed length. The values are
calculated for both the nonlinear and linearized elastic response with re-
spect to the radius changes. The material parameters for the nonlinear
response is obtained by a best-fitting to an experimental result of a rab-
bit basilar artery and the linearized elastic parameters are calculated at
97 mmHg and Λ = 1.3.

3.6 Discussion

Over the last few decades, many studies have revealed a great deal about the
biochemistry related to proteins, DNA, and cell behaviors, and more infor-
mation is accumulating every day. However, much less is known about how
these biochemical and cellular mechanisms result in changes at the organ
level. As Hunter and Borg [HUd] emphasized, there is a need to integrate in-
formation from proteins to organs, and particularly to develop a framework
for computational methods that incorporates biochemical, biophysical, and
anatomical information on cells, tissues, and organs. Such frameworks not
only integrate information, they also help identify missing data, test hy-
potheses, and suggest new theoretical and experimental studies. For this
purpose, we chose a constrained mixture theory that can model G&R of
soft tissue that results from mechanosensitive reactions of cells, including
their control of the degradation and deposition of collagen fibers. We spe-
cialized the model to a 2-D formulation for the enlargement of intracranial
aneurysms with numerical simulations for two idealized geometries: an el-
lipsoidal shape for saccular aneurysms and a cylindrical shape for fusiform
aneurysms. We hypothesized that enlargement results primarily from the
coordinated degradation and synthesis of collagen by fibroblasts; moreover,
we hypothesized that newly synthesized collagen is incorporated within the
wall at a preferred, or homeostatic, deposition stretch. Given these basic
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hypotheses, our model predicts that stress-mediated enlargement proceeds
via a competition between a local thickening and radial expansion for both
saccular and fusiform aneurysms. For a saccular aneurysm, an initially
ellipsoidal lesion tends to enlarge toward a spherical shape (Figure 3.4b),
which agrees with a statistical study by Parlea et al. [PAa]. For a fusiform
aneurysm, we postulated three different hypotheses for the alignment of
newly deposited collagen fibers and found that the alignment had a signif-
icant influence on the potential stability of the enlargement.

As a first step, it is prudent to use simplified models and idealized geome-
tries to capture salient features of stress-mediated G&R of the aneurysms.
In the future, however, we hope to expand the model to incorporate more
biochemical, biophysical, and cellular information for G&R of arteries with
real anatomical geometries. Also there is no doubt that we have to include
fluid–solid interactions for a better understanding. Hence, we suggested
that the theory of small on large deformations will be a useful tool for
coupled fluid–solid computation within complex geometries.
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supported by recent findings in cardiovascular medicine concerning human
coronaries and the likelihood of their deployment has been made possible
by advances in polymer engineering. The main potential advantages of
biodegradable polymeric stents are: (1) the stent can degrade and transfer
the load to the healing artery wall which allows favorable remodeling, and
(2) the size of the drug reservoir is dramatically increased. The in-stent
restenotic response usually happens within the first six months, thus a fully
biodegradable stent can fulfill the mission of restoring flow while mitigating
the probability of long-term complications. However, it is a key concern
that the stent not degrade away too soon, or develop structural instabilities
due to faster degradation in key portions of the stent. We present here a
preliminary model of the mechanics of a loaded, biodegradable cylindrical
structure. The eventual goal of this research is to provide a means of
predicting the structural stability of biodegradable stents.

As a first step towards a fully nonlinear model, biodegradable polymers
are modeled as a class of linearized materials. An inhomogeneous field that
reflects the degradation, which we henceforth refer to as degradation, and
a partial differential equation governing the degradation are defined. They
express the local degradation of the material and its relationship to the
strain field. The impact of degradation on the material is accomplished by
introducing a time-dependent Young’s modulus function that is influenced
by the degradation field. In the absence of degradation, one recovers the
classical linearized elastic model. The rate of increase of degradation was
assumed to be dependent on time and linearized strain with the following
characteristics: (1) a material degrades faster when it is exposed to higher
strains, and (2) a material that is strained for a longer period of time
degrades more rapidly than a material that has been strained by the same
amount for a shorter period of time.

The initial boundary value problem considered is that of an infinitely
long, isotropic, nearly incompressible, homogeneous, and strain-degradable
cylindrical annulus subjected to radial stresses at its boundaries. A semi-
inverse method assuming a specific form of the displacement field was em-
ployed and the problem reduced to two coupled nonlinear partial differential
equations for a single spatial coordinate and time. These equations were
solved simultaneously for the displacement and degradation fields using a
time marching finite element formulation with a set of nonlinear iterations
for each time step.

The main features that were observed were: (1) strain-induced degrada-
tion showed acceptable phenomenological characteristics (i.e. progressive
failure of the material and parametric coherence with the defined con-
stants); (2) an inhomogeneous deformation leads to inhomogeneous degra-
dation and therefore in an initially homogeneous body the properties vary
with the current location of the particles; and (3) the linearized model,
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in virtue of degradation, exhibits creep, stress relaxation, and hysteresis,
but this is markedly different from the similar phenomena exhibited by
viscoelastic materials.

4.1 Cardiovascular Stents

Since the introduction of angioplasty by Dotter in the 1960s [DOa], catheter-
based technologies have improved health care for atherosclerosis. Well over
a million balloon dilatations were performed by the early 1990s and as
of today more than 600,000 a year are carried out in coronary arteries
alone [LIf]. Yet, after more than 20 years of clinical experience and many
catheter designs, angioplasty was far from being perfect and the incidence
of restenosis remained unchanged. Many studies reported acute complica-
tions in 3% to 5% of the patients and restenosis rates at 3 to 6 months
between 25 and 50% [GLb, MUa]. Restenosis seemed to be largely inde-
pendent of the technique, device, or the clinician’s skill [ROc, DOb, SAb].
The pathophysiology of restenosis is complex and incompletely understood.
Early events in restenosis are thought to consist of immediate elastic recoil,
platelet deposition, and thrombus formation, followed by smooth muscle
cell proliferation and matrix formation [LIc, CUa, MIc].

Percutaneous implantation of metallic stents in the coronary vessels was
first performed in humans in 1987 by Sigwart et al. [SIb]. During the late
1990s, stents revolutionized the field of interventional cardiology and stent
implantation has become the new standard angioplasty procedure [ALa].
The major design concept behind cardiovascular stents was to prevent post-
traumatic vasospasm [SIb]. Besides keeping the artery patent immediately
after intervention, a stent also tackles injured flaps of the lumen prevent-
ing downstream embolic complications [PAa, SCc]. Although the concept
seemed to be flawless and a significant reduction of the incidence of resteno-
sis was promptly reported [SEa, FIb], all cardiovascular stents have two
distinct and significant modes of chronic failure. Immediately after deploy-
ment acute thrombosis can occur due to the thrombogenic aspect of the
stent promoting a foreign body response, but it can be promptly treated
with anticoagulant drug therapy [SCb]. Also the most critical failure mode
is in-stent restenosis which still occurs at intolerable rates. Despite the
success and growth of stent implantation procedures, there are patients in
whom in-stent restenosis is a chronic and recurrent problem [MIb]. The
mechanism of in-stent restenosis can be obviously related with restenosis
after angioplasty as well as with atherosclerosis and has been shown to be
neointimal proliferation in response to injury [SCf] and not chronic stent
recoil [SCg].
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The reaction of the artery to a stent is a multistage process [EDa]. First,
the exposure of the subendothelium and the stent material to the blood
stream activates platelets and leads to thrombus formation. This pro-
cess is initiated immediately after deployment and the extent to which the
thrombus deposition occurs is highly correlated not only with the surface
characteristics of the stent but also with its design. Areas of flow stagna-
tion, which depend heavily on strut design, influence the degree of platelet
adhesion [ROa]. The second stage is inflammation. Stenting overstretches
and may even rupture the internal elastic membrane inducing leukocyte
adhesion and consequent inflammatory reaction [ROb]. The peak of this
process occurs approximately one week after deployment. Deposits of sur-
face adherent and tissue infiltrating monocytes can be seen around stent
struts, demonstrating the degree to which the struts are injuring the wall.
These monocytes release cytokines, mitogens, and tissue growth factors
that further increase neointimal formation [FAa]. The third stage is the
proliferation of vascular smooth muscle cells in the media and neointima.
This process can be thought as the short-term response to the change in
hemodynamics and the wall’s response after stent placement [WEc, WEd].
Cellular proliferation provides additional tissue to shore up stress concen-
trations due to stent deployment [MOa]. The final stage of arterial adap-
tation is remodeling. One can think of this phase as the artery’s attempt
to reach a new homeostatic state in the presence of persistent injury and
change in the normal environment caused by the stent [GLa].

Systemically administered pharmaceutical agents, besides pre- and post
interventional anticoagulant therapies, fail to prevent restenosis because
the tolerated dose for such agents is too low to achieve a sufficient drug
concentration at the targeted site [LIe]. The problem of in-stent resteno-
sis is currently being addressed by coating stents with polymers in which
drugs can be impregnated and locally delivered. Polymers provide a stable
medium into which drugs can be either uniformly distributed or surface
layered and then locally released over a specific and controlled period of
time, usually between weeks to months [WHa]. The first reports of local
drug delivery in the cardiovascular system date back only to the mid 1990s
with forskolin [LAb] and heparin [AHa]. Success with anti-inflammatory
dexamethasome was reported by Lincoff et al. in 1997 [LId]. Suppres-
sion of restenotic proliferative stimuli was achieved by Yamawaki et al. in
1998 [YAa]. Successful gene transfer and expression following implantation
of polymer stents impregnated with a recombinant adenovirus gene was
demonstrated by Ye et al. in 1998 [YEa]. The objective of the pharmaco-
logical agents used in drug eluting stents is to address a particular stage of
the restenotic cascade: heparin is loaded into stents in order to inhibit the
thrombus formation [AHa] and inflammation is prevented with dexametha-
sone [LId]. The most effective drugs are antimitotic agents that prevent
the proliferation stage. As of now, the two most effective and well-studied
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pharmacological agents for this outcome are Paclitaxel and Sirolimus.
Paclitaxel inhibits microtubule depolymerization, and thereby has potent
effects in cell division and migration [AXa]. Sirolimus is a macrolide
antibiotic with potent antiproliferative effects on vascular smooth muscle
cells preventing the initiation of DNA synthesis [MAa, GAa].

The use of drug eluting stents generally improves the success of coro-
nary interventions. In fact, drug eluting stents are now considered general
practice [SAa]. Several randomized studies have been carried out and are
still ongoing with the objective to evaluate the efficacy of the drugs with
regard to their release kinetics, effective dosage, and the benefit of such
a particular pharmacological approach [GRc]. Two major randomized tri-
als have been carried out: the RAVEL randomized trial with several fol-
lowup SIRIUS studies, with Sirolimus eluting stents, showed promising zero
restenosis at six months in 238 patients [MOb, MOc], and good results all
across the most common subsets of patients and lesion types [MOc, SCe,
ARa]; and the TAXUS series of randomized trials, a Paclitaxel eluting stent,
also exhibited good restenosis results [GRd, TAe, STb]. As of today, only
two polymer-coated drug eluting stents (CypherTM Sirolimus eluting stent
from Cordis, Johnson & Johnson, Miami Lake, FL, USA, and the TaxusTM

Paclitaxel eluting stent, Boston Scientific, Natick, MA, USA, introduced in
February 2003) are commercially available. Several registries are in effect
in several European countries [LEa, ZAa, ONa] (less data on the Paclitaxel
eluting stent are available: CypherTM was introduced in 2002, TaxusTM

in February 2003) and show similar results with regard to the two stents
and good “real world” success rates (≈ 1% stent thrombosis, ≈ 10% angio-
graphic restenosis, ≈ 7% target lesion revascularization) [KAa].

Obviously, some problems have been reported for drug eluting stents.
Delayed stent thrombosis due to incomplete endothelialization of the stent
struts is still a problem with stents, drug eluting or not [JEa]. The “catch-
up” effect after the complete elution of the drug raised some concerns [VIa],
and the lack of long-term followup studies still haunts this technology. An-
other limitation is the emphasis given to drug eluting stent implantations
on coronaries; only a limited amount of data exists on their application in
peripheral arteries. In the SCIROCCO trials, Sirolimus eluting stents de-
ployed in long lesions in peripheral arteries, showed promising short-term
results (6% restenosis at 6 months) but no difference relative to bare metal
stents after 18 months [DUa, DUb].

4.2 Biodegradable Stents

There are some theoretical concerns with metallic stents: (1) most met-
als are electropositively charged, resulting in high thombogenicity [DEc],
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(2) in addition, metal stents remain in the body indefinitely and may in-
terfere with future clinical procedures [AGb]; and (3) due to their mi-
crostructural properties, metals are not feasible materials to act as loadable
drug carriers. All these problems have encouraged significant efforts in the
development of new stent materials, either used in coatings [VAe] or in
stents completely made of polymeric materials [MUc]. Polymers can also
act as optimal carriers for the controlled release of drugs [PEa].

One possible objective in coating a metal stent is to diminish its throm-
bogenic properties [DEb]. Experience with NylonTM, silicone, polyurethane,
and other materials have been reported in the literature since the beginning
of the 1990s [BEc]. Either naturally occurring polymers (fibrin [HOa]) or
pharmacological agents (heparin [SEb], dexamethasone [LId], and others
[BAa]) relevant to the local biochemistry of the lesion were tested in vivo
as coatings. The use of polymers in stent coatings requires less mechan-
ical requisites from the polymer by itself and shifts the attention mostly
to biocompatibility and to manufacturability. Still, poor adherence of the
coating to the metal, possible delamination with strain, or damage during
implantation are problems that may occur [SIc].

Interest in polymeric stents started in the 1990s. Significant progress
has been achieved in increasing the level of biocompatibility of polymers
tailoring surface characteristics and mechanical strength through advance-
ments in polymerization procedures and processing techniques [PEa]. In
1992, Murphy et al. demonstrated the technical feasibility of polyethy-
lene terephthalate stents but obtained poor results in porcine coronaries,
particularly an intense proliferative neointimal response that resulted in
complete vessel occlusion [MUb]. On the other hand, around the same
time, van der Giessen et al. showed acceptable results with stents made
of the same material deployed in the same animal model [VAd]. The
extent of neointimal proliferation was similar to that observed after the
placement of metal stents (obviously, compared with the standards of that
time), despite the presence of a more pronounced inflammatory reaction
[VAc]. Later in 1996, van der Giessen et al. investigated the biocompat-
ibility of an array of both biodegradable and nonbiodegradable polymers
(polyglycolic acid/polylactic acid, polycaprolactone, polyhydroxybutyrate
valerate, polyorthoester, and polyethyleneoxide/polybutylene terephtha-
late) for stent coating and found a marked inflammatory reaction with
subsequent neointimal thickening in all of them [VAb]. The experimental
procedure used was completely inappropriate, in that the stents were not
sterilized before implantation [FIa]. The biocompatibility of these polymers
has been proven in other in vitro and in vivo tests [DEb, DEa].

Because of this general disagreement on the biocompatibility of polymers,
the idea of either biodegradable or biostable polymers, which had consid-
erable appeal during the early 1990s, was set aside. The interest peaked in
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1994 with Zidar’s chapter included in the second edition of the Textbook
of Interventional Cardiology dedicated in full to the topic of biodegradable
stents [ZIa]. Later in 2000, Tamai et al. should be credited with rekindling
the resurgence of employing fully biodegradable stents. They provided the
first report on the immediate and six-month results after implantation of
biodegradable poly-L-lactic acid stents in humans. With their good initial
results [TAb] (obviously, compared with the standards before the drug elut-
ing stents era), the motivation for fully biodegradable stents was flourishing
once again [FAb].

The rationale behind biodegradable stents can be simply explained in
the wonderful allegory of Lucius Quintius Cincinnatus by Colombo and
Karvouni in their 2000 Circulation editorial: a “biodegradable stent fulfills
the mission and steps away” [COa]. Because development of restenosis
usually happens during the first six months after deployment [KIa, KAb],
a permanent prosthesis that is in place beyond this initial period has no
clear function. However, it is worth recognizing that besides leading to
unpredictable complications (e.g. stent failure due to fatigue, obstacles
for other treatments, and infection due to the presence of a foreign body
inside the lumen), there are no demonstrable clinical complications with
a permanent intracoronary stent. Thus, the question should be turned
around and one should ask what the advantages of a temporary stent are
[COa]. The answer is manifold: (1) if a stent degrades and is absorbed
by the body it will not be an obstacle for future treatments; (2) if a stent
degrades in a controlled manner, its desired failure can be predicted and
prescribed; (3) also, the gradual softening of the stent would permit a
smooth transfer of the load from the stent to the healing wall; (4) because
of the viscoelastic behavior of most polymers, a nonchronic deployment
could be designed, preventing arterial injury inherent to balloon inflation;
and (5) a biodegradable stent may act as an optimal vehicle for specific
therapy with drugs or genes.

Also, there are some drawbacks with regard to permanent metal stents
that biodegradable stents would not have. Metal stents remain inside the
body indefinitely, becoming a potential nidus for infection [THa], and can
be an adverse obstacle for subsequent treatments making bypass surgery
almost the only hope for treatment of in-stent restenosis [AGb]. A signifi-
cant challenge in the development of a novel biodegradable stent is the lack
of precise engineering modeling tools [BLa].

Essentially, three different steps are usually taken in the design of such
devices. First, only a limited number of biodegradable materials have been
tried, and in many cases the materials are picked based on the designer’s
past experience [STa, HAb]. Scant data are available on the mechanical be-
havior of polymers during degradation. In most studies, emphasis is given
to chemical quantities or phenomenological measurements. Examples are
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the temporal evolution of molecular weight distribution (MWD) and quan-
tification of mass loss over time. This results in a considerable amount of
uncertainty with regard to the design of a biodegradable stent. Secondly,
the usual procedure is to pick pre-existing stent designs and manufacture
them with biodegradable materials. There are some concerns with manu-
facturing and sterilization of these polymeric devices when compared with
stainless steel counterparts because polymers cannot usually be processed
using metal stent techniques [GRb]. Also, the usual forms of solid poly-
mers are fibers, films, or matrices. From these building blocks, the stent
must be woven or assembled. The sophistication of the existing designs is
variable, ranging from the simplest single fiber helicoidal stents [VAa] to
the more complex interwoven stents [GRb, UUa, SUa]. The last step is
then to conduct experiments, either in vivo [HIa, UNa], or in vitro [AGb,
ZIb], analyze the results, and draw conclusions. Computational simulations
with biodegradable stents are either nonexistent or simplistic in virtue of
the inability to account for the complexity of the constitutive modeling.
Grabow et al. used a finite element analysis to investigate the mechanical
properties of a balloon-expandable PLLA stent under various load condi-
tions, whereas Nuutinen et al. used an analytical method for calculating
the mechanical properties of braided stents [GRa, NUa]. Both models con-
sider the polymer as being a linearized elastic material with no effect due
to the degradation being taken into account.

Because of this inductive way of dealing with the problem, the num-
ber of materials and designs used in biodegradable stents is as large as
the number of people working in the field. Certain main trends can be
identified: (1) biodegradable stents made of bioerodible metals, for exam-
ple, magnesium [HEa, DIa], are currently in use (a choice that evolved
from corrodable iron [PEb]), (2) natural polymers such as type I collagen
were used to make tubes [BIa], and lastly, (3) a somewhat large number
of biodegradable polymers were tried, more commonly aliphatic polyesters
(e.g. polyglycolic acid and polylactic acid) [PEa, VEc]. Poly-L-lactic acid
is probably the most commonly used of all these polymers. It was used for
the Duke stent [AGb, AGa, LAa], and is being used in the Igaki–Tamai
stent [TAb, TAc, TSa, TSb], by Eberhart et al. in their biodegradable
stent [YEa, SUa, ZIb, ZIc], and in the Tampere stent for urethral applica-
tions [UUa, TAd, ISa]. Unfortunately, almost all of these previous studies
focused on the chemical aspects of degradation and not in the mechanical
changes occurring during degradation. Regardless of the material that the
stent is made of, the issue of structural integrity is the most important
for its performance. Structural collapse can take place if weakness occurs
in particular regions, so understanding the impact of degradation on local
mechanical properties should be the ultimate goal of biodegradable stent
design. Obviously, this question does not have an easy answer. Lastly, drug
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delivery modeled with diffusion kinetics is another important aspect that
needs to be addressed and is closely related with degradation, erosion, and
mechanical response.

4.3 Degradation, Erosion, and Elimination

The number, availability, and utilization of synthetic biodegradable poly-
mers has increased dramatically over the last 50 years, with applications
ranging from the field of agriculture to biomedical devices. The first re-
ported biomedical application of biodegradable polymers was absorbable
sutures in the 1970s [LAd], and this remains today to be the most wide-
spread use of this family of materials. After 30 years of growth and develop-
ment, many other devices have become available to the practicing surgeon.
Absorbable internal fixation devices for orthopedic surgery, such as pins,
screws, suture anchors, and osteosynsthesis plates [PIb]. Biodegradable
polymers have been chosen to be the optimal carriers for local drug de-
livery [LAc] and are widely used in tissue engineering applications [LEb].
The interest in these applications continues to increase as the number of
biodegradable polymers evaluated with respect to the concept of biomate-
rials increases [VEb]. However, the number of compounds having reached
the stage of clinical and commercial applications is still small [KHa].

Basically, one can distinguish between the two major applications for
biodegradable polymers in the medical field. When used for prosthetic
purposes, the contribution of the polymer is required for a limited period
of time, especially the healing time, and the polymer can be engineered to
degrade at a rate that will transfer load to the healing bone [ATa]. Also,
there is no need for a second surgical event for removal [MIa]. To accomplish
all of these requirements, the main concern behind the design of the device
is its load-bearing capabilities as well as its evolution during degradation
over time. On the other hand, for drug delivery implants, the attention
is shifted to delivery kinetics and their changes during degradation. The
case of a biodegradable drug eluting stent is a bridge connecting the two
approaches. The stent must perform mechanically, maintaining the artery
patent after deployment and during degradation, and be capable of effective
drug delivery.

It is important to make distinctions between the terminologies often
encountered in the literature. Biodegradable polymers are polymers that
are decompose in the living body but whose degradation products remain
in the tissues long-term. On the other hand, bioresorbable polymers can be
defined as polymers that degrade after implantation into nontoxic products
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which are then eliminated from the body or metabolized therein. Although
this last term is more precise, it is often used interchangeably with other
terms, including absorbable, resorbable, bioabsorbable, and biodegradable
[HAb].

In their book, Biodegradable Polymers and Plastics, Ottenbrite et al.
present a discussion aimed at settling the terminology for such polymers.
The conclusion of the discussion board was a set of working definitions.
Polymer degradation is a deleterious change in the properties of a polymer
due to a change in its chemical structure. A biodegradable polymer is
a polymer in which the degradation is mediated at least partially by a
biological system. Also, a distinction between degradation and erosion was
made. Degradation, defined as the change in chemical structure, is a process
different from erosion, defined to be the process of dissolution or wearing
away of a polymer [OTa]. Thus, a bioabsorbable polymer automatically
implies degradation mediated by a biological system as well as its erosion
into nontoxic byproducts that will be then absorbed by the body.

More precisely, polymer degradation is the chain scission process that
breaks polymer chains down to oligomers and finally monomers. Degrada-
tion leads to erosion, which is the process of material loss from the polymer
bulk. Such materials can be monomers, oligomers, parts of the polymer
backbone, or even parts of the polymer bulk. Thus, degradation and ero-
sion are distinct but related processes [PIa]. It is worth noting that all
polymers undergo backbone chain scission; that is, all polymers “degrade.”
Only the time they require for degradation is different, and it can range
from hours in the case of the hydrolytic degradation of poly-anhydrides,
to many years for poly-amines [GOc]. The relationship between the ac-
tual life of the polymer and the intended life to perform its function will
ultimately dictate the distinction between a polymer being degradable or
nondegradable.

Polymers degrade by several different mechanisms, depending on their
inherent chemical structure and on the environmental conditions to which
they are subjected. Degradation results from an irreversible change of the
material which eventually leads to its breakdown or failure. There are five
major mechanisms of polymer degradation: thermal, radiation induced,
mechanical, enzymatic, and chemical [GOb].

Covalent bonds of the backbone chain of the polymer have a limited
strength. In thermal degradation, scission is due to the highly excited vi-
brational state of bonds attained with increases of temperature. When the
energy associated with the vibrational state overcomes the bond dissocia-
tion energy, scission and consequently degradation occur. Although these
processes cause rapid decomposition of polymers only at highly elevated
temperatures (around 500◦C), the pronounced temperature dependence of
the rates of chemical reactions can cause a significant and rather rapid
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degradation already under milder conditions [WEb]. Radiation induced
degradation occurs when polymers undergo chemical reactions upon irra-
diation with ultraviolet light or gamma radiation [SCd]. In general isother-
mal biomedical applications, such as the use of endovascular biodegradable
stents, thermal degradation and radiation-induced degradation are not as-
sumed to be relevant.

Mechanical degradation of polymers comprises a large number of dif-
ferent phenomena, ranging from fracture to chemical changes induced by
the mechanical environment. Mechanical energy transferred to a polymeric
system can be dissipated via two main relaxation processes: enthalpy relax-
ation, defined to be the slippage of chains relative to surrounding molecules,
and entropy relaxation, changes of chain conformation. These relaxations
are harmless to the polymer because they do not induce chemical changes.
In competition with these relaxation processes, the scission of chemical
bonds can occur. Obviously, the probability for bond scission should in-
crease as relaxation is impeded. A single, generally applicable mechanism
of stress induced chemical reactions does not appear to exist. It seems that
different bond scission mechanisms are operative depending on the state
of the polymer (solid, rubbery, or molten) and the mode of imposition of
stress. In solid polymers, fracture planes and voids might give rise to the
rupture of chemical bonds. In the rubbery state or molten in solution, inter-
and intrachain entanglements might cause stretching of parts of the macro-
molecules, resulting eventually in bond scission. Strain is a prerequisite
for bond rupture in polymer chains regardless of the state of the material;
that is, bond rupture occurs when sufficient energy is concentrated in a
certain segment of a macromolecule as a consequence of the nonuniform
distribution of internal stresses [SCd].

Enzymatic degradation is mainly relevant for natural polymers such
as proteins, polysaccharides, or poly β-hydroxy esters, for which specific
enzymes exist [GOc]. Chemical degradation is a general classification of
molecular weight reduction due to chemical reactions that start sponta-
neously when certain low molecular weight compounds are brought in
contact with the polymer [SCd]. Hydrolysis and oxidation are classic
examples of chemical degradation.

The prevailing mechanism of biological degradation for synthetic biode-
gradable polymers is scission of the hydrolytically unstable backbone chain
by passive hydrolysis, because for most of them, no specific enzymes exist
[WEa]. By tailoring the polymer backbone with hydrolyzable functional
groups, the polymer chains become labile to an aqueous environment and
their ester linkages are cleaved by absorbed water [HAa]. There are sev-
eral factors that influence the rate of this reaction: the type of chemi-
cal bond, pH, co-polymer composition, and water uptake are the most
important [GOb]. Other factors can also be relevant: residual monomer
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concentration [HYa], autocatalysis [SId], temperature [WEb], chemical en-
vironment [ZHa], and initial molecular weight [IVa], just to name a few. On
the other hand, one must realize that although the number of factors that
influence the degradation of polymers might be infinite, under the condi-
tions of interest only some might be relevant. Moreover, inherent chemical
and physical changes to the polymer and to the surrounding environment
might have a substantial feedback on the degradation rate [GOc].

For semi-crystalline polymers, hydrolysis occurs in two distinct stages:
initially, water penetrates the polymer, preferentially attacking the more
accessible chemical bonds in the amorphous phase and converting long poly-
mer chains into shorter, ultimately water-soluble fragments [GOb]. Because
the amorphous phase is degraded in the first place, there is a reduction
in molecular weight without a loss of apparent physical properties as the
polymer matrix is still held together by the crystalline regions. The re-
duction in molecular weight is soon followed by a reduction in physical
properties as water begins to fragment the polymer bulk [ALb, ALc].

The diffusion of water into the polymer bulk and polymer degradation
compete against each other in the process of polymer erosion. If degra-
dation is fast, the diffusing water is absorbed quickly by hydrolysis and
hindered from penetrating deep into the polymer bulk. In this case, degra-
dation and consequently erosion are restricted to the surface of the poly-
mer, a phenomenon referred to as heterogeneous or surface erosion [TAa].
This type of erosion changes if degradation is slower than the rate of dif-
fusion of the water through the polymer. In this case water cannot be ab-
sorbed quickly enough to be hindered from reaching deep into the polymer
and the polymer degrades and erodes through its cross-section, a behavior
which has been termed homogeneous or bulk erosion [TAa]. It must be
stressed, however, that surface and bulk erosion are two extremes and the
erosion mechanism in a degradable polymer usually shows characteristics of
both.

In addition to water diffusion and bond stability, other factors such as
water uptake which depends on the hydrophilicity of the polymer affect the
hydrolysis rate and the erosion behavior of polymers substantially [BUa].
As should be expected, many different types of morphological changes occur
upon erosion. An increase in surface roughness and the formation of cracks,
macropores, and micropores are common phenomena observed in degrading
polymers. Erosion fronts, which separate eroded from noneroded polymer,
have been reported for surface eroding polymers such as poly(anhydrides)
[KAc]. In contrast, inversely moving erosion fronts have been observed in
poly(DL-lactide) [LIa], where polymer degradation is increased inside erod-
ing polymer matrices due to the autocatalytic activity of monomers that
have been created [SId]. Due to the preference for the amorphous phase,
the degree of crystallinity of degradable polymers can change tremendously
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during erosion [PIc]. Additional changes in crystallinity are a consequence
of the recrystallization of oligomers and monomers [LIb].

Elimination is the concluding stage of the complete function of a biode-
gradable implant. The obvious requirement is to have a polymer that is
biocompatible during the whole time of permanence inside the body as
well as its breakdown products being eliminated through metabolism in a
nontoxic manner [ZIa]. The biocompatibility of aliphatic polyesters, espe-
cially polyglycolic and polylactic acid, is well established in the literature
[SCa, PId, NGa]. On the other hand, the elimination of the byproducts of
degradation and erosion appears to follow different mechanisms for different
polymers and is controversial. Ultimately, the elimination involves the solu-
bilization of the degradation products which are then carried away from the
implantation site and eliminated [KAc]. The surrounding tissue (in the case
of a biodegradable stent, the artery wall) must be capable of absorption,
digestion, and elimination of the resulting oligomers and monomers [GUa].
The last step is the removal of these waste products from the blood. Lyso-
somal degradation is the major pathway for the elimination of polymers
that cannot be excreted directly via the kidney [WIa].

4.4 Models of Degradation and Erosion

Theoretical models to predict polymer degradation and erosion would seem
to be important tools for a number of different applications. If drug elution
is to be part of the therapy, drug delivery profiles should be programmable
at the design stage. For orthopedic applications, load-bearing capabilities
as well as their evolution with time must be determined. A drug eluting
biodegradable stent should ideally be designed accounting for all of these
criteria.

Hydrolysis degradation is the breakage of backbone bonds caused by
incoming water and is a phenomenon that occurs at the molecular level
[VEa]. It is a very intricate process, as a variety of different degradation
mechanisms can occur simultaneously and concurrently. Also, the reac-
tivity of each bond might be equal when considered individually, but the
large number of repeating units and their inherent steric environment, weak
links, and branches, may influence the local rate of reaction [NGb]. The
probability of hydrolysis and consequent scission of a particular bond is
expressed as a distribution function (commonly random scission, central
Gaussian and parabolic). Monte Carlo or other more complex techniques
are applied to populations of simple polymers to predict the theoretical evo-
lution of MWD [NGb]. Experiments with gel permeation chromatography
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provide data to model the mechanism of degradation [NGc]. Other degra-
dation models based on kinetics have been reported [BRa, BEb]. Lastly,
complex degradation schemes depicting possible mechanisms can be de-
veloped and computationally solved to obtain realistic MWD evolutions
[BOa, YOa].

Erosion is the dissolution of oligomers and monomers resulting from
degradation. Joshi and Himmelstein [JOa] proposed a reaction-diffusion
model for degradation and drug release, consisting of Fick’s law of diffusion
coupled with a reaction equation describing the kinetics of the degradation
mechanism. Theoretical results for drug release, water penetration, and
erosion were obtained as a consequence of degradation and were corrobo-
rated with experimental results [JOa, THb]. One drawback of this model is
that it does not take into account changes in the microstructure caused by
the preferential erosion of the amorphous phase compared with crystalline
phase.

Gopferich and Langer developed different models for erosion [GOa].
They describe erosion as being a probabilistic event and the polymer
matrix as a grid of pixels. Monte Carlo simulations coupled with a reaction
equation describing random scission were performed. Different properties
can be assigned to each pixel, so a distinction between the crystalline and
amorphous phase was considered. By removing eroded pixels continuously
from the grid, temporal evolutions of a degradable polymer matrix can
be determined stochastically. From such simulations, many experimentally
measurable parameters can be calculated, such as porosity or weight loss.
Erosion fronts and erosion modes can also be inferred from the results of
the simulation. The fit of experimental data allows the determination of
the erosion rate constants and demonstrates that the stochastic model is
quite well able to adjust to the experimental data. Later models by the
same group included diffusion equations to obtain theoretical results on the
release of drugs through the pores [SIa].

Up until now, most of the research effort on biodegradable polymers
were directed experiments and product development. A fair amount of ex-
perimental data concerning biodegradable polymers exists, ranging from
MWD evolutions, mass loss, and amount of drug eluted. Because of the
complexity of these materials and the variety of processes to which they are
subjected, the modeling effort has been very limited. The existing mod-
els are based on widely different approaches, certainly driven by the field
of application. Drug delivery and erosion for drug delivery implants are
far better understood when compared to the impact of degradation on the
load-bearing performance in orthopedic applications, usually based on phe-
nomenological models with data from in vitro and in vivo experiments. We
were not able to identify any previous study of the impact of degradation
and erosion on the mechanical response of polymers.
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As can be expected, the biodegradation of the polymers that constitute
a stent depend on two classes of factors: the mechanical environment and
the biochemical environment. One could easily imagine an astonishingly
large number of parameters in these broad categories that potentially could
influence the degradation, ranging from stress or strain on a strut to the
concentration of a particular compound present in the blood. Besides
degradation modeling (how the polymer chains are broken) and erosion
modeling (how monomeric and oligomeric products are washed out), the
modeling of the mechanical response is equally relevant. To know how the
degradation influences the mechanical response requires significant effort.
The next sections outline our initial modeling efforts, which are aimed at
developing a tool for biodegradable stent design.

4.5 Model Description

As mentioned earlier we introduce a measure of the degradation through
a field d(x, t), which we refer to as the degradation field. It is a scalar
field defined over the body and is assumed to be positive. It reflects the
bond scission of the polymer backbone chains and results solely in molecular
weight reduction. One can think of degradation as a measure of the density
of broken bonds. Another important assumption is that degradation should
be a consequence of bond scission and the factors on which it depends.
Degradation is assumed to depend on the strain field and time and only
mechanical degradation is described by our model. We define the evolution
of the degradation through

∂d(x, t)
∂t

= D̂(ε, t), (5.1)

where ε is the linearized strain. In a problem involving large strains, we
use a nonlinear measure of strain such as the Almansi–Hamel strain. This
relation reflects the mechanism of scission caused by strain and describes
mechanical degradation.

The rationale for the choice of (5.1) for the evolution of the degrada-
tion field is the following: (1) a material degrades faster when exposed to
higher strains, and (2) a material that is strained for a longer period of
time degrades more rapidly than a material that has been strained by the
same amount for a shorter period of time. In other words, materials sub-
jected to larger strains, other things being held equal, degrade faster; and
materials subjected to the same strain for a longer time, other things being
held equal, degrade faster [RAa]. Obviously, this behavior depends on the
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Figure 4.1. General pathway of strain induced degradation. A material
degrades depending on the strain to which it is subjected (1). As degra-
dation proceeds its mechanical properties decrease (2), leading to a new
equilibrium position (3) that will be responsible for more degradation (1).

choice of D̂(ε, t). Examples of mechanical degradation are common. Aging
processes, ultrasonic degradation, stress induced chemical alterations of
polymers, and mastication of rubber can be described through these mech-
anisms. The closed loop cause–effect mechanism of degradation is shown
in Figure 4.1.

The body was considered to be a linearized elastic body when degrada-
tion was absent. Although this simple model does not describe polymeric
materials undergoing large deformations, the choice of this model was made
based in virtue of the simplicity of the governing equations that it yields.
The methodology can certainly be extended to the finite deformation case,
as will be necessary for a fully realistic model of a stent. For the same
reasons, a simple geometry was chosen in order to obtain an easy mathe-
matical problem. The classical linearized elasticity solution of a cylindrical
pressure vessel was chosen in order to obtain a problem that involves only
one spatial variable. The cylindrical model is representative of stent ge-
ometries, and provides a means to obtain results in a tractable framework.
Incorporation of this model into a finite element code would allow for more
complex geometries to be modeled.
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Figure 4.2. Geometry of the body considered.

Consider an infinitely long, homogeneous, isotropic, elastic cylindrical
annulus described by the classical linearized theory with inner and outer
radii a and b, respectively, under radial pressure at both the inner and
outer surfaces as shown in Figure 4.2. A semi-inverse method can be used
to solve this simple classical linearized elasticity problem. We assume that

u = u(r, t)er. (5.2)

The linearized strain ε is defined by

ε =
1
2

(
∇u + ∇uT

)
.

In this problem, there are only two nonzero components of the strain tensor
(expressed in cylindrical polar coordinates defined along the cylindrical
annulus).

εrr =
∂u

∂r
, (5.3)

εθθ =
u

r
. (5.4)

The stress field σ can be computed in terms of two material parameters.
In this case, the Young’s modulus E and the Poisson ratio ν are used and
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the constitutive relation takes the form

σ =
E

1 + ν
ε +

Eν

(1 + ν)(1 − 2ν)
(tr ε)I. (5.5)

Only three components of the stress tensor are different from zero, σrr, σθθ,
and σzz. Substituting (5.3) and (5.4) into (5.5), the stresses are given by

σrr =
Eν

(1 + ν)(1 − 2ν)

[
(1 − ν)

∂u

∂r
+ ν

u

r

]
, (5.6)

σθθ =
Eν

(1 + ν)(1 − 2ν)

[
(1 − ν)

u

r
+ ν

∂u

∂r

]
, (5.7)

σzz =
Eν

(1 + ν)(1 − 2ν)

(
∂u

∂r
+

u

r

)
. (5.8)

The balance of linear momentum yields the equation

div σT + ρb = ρ
∂2u
∂t2

. (5.9)

The density ρ was assumed not to change during degradation. This assump-
tion can be supported by experimental data on bulk erosion. Degradation
takes place over the entire body and only after some time erosion mech-
anisms are triggered [PIa]. Before that happens, backbone chain scission
can be assumed to happen without mass loss. This once again stresses
the difference between degradation and erosion. Using the predetermined
stress field (5.6)–(5.8) in the local form of the momentum balance (5.9) and
assuming no body forces, the only remaining nontrivial component is the
radial component, which simplifies to

∂σrr

∂r
+

σrr − σθθ

r
= ρ

∂2u

∂t2
. (5.10)

The degradation field d(x, t) is assumed to depend only on the radial
position and time, d(r, t). This field quantifies the progress of degradation
of the material at each current location. It can only assume positive values
without any upper bound and if it is zero it means no degradation has
taken place.

To model a biodegradable polymer, the parameters describing the me-
chanical properties are allowed to decrease as degradation progresses. An
equation relating the decrease in the mechanical properties with the in-
crease of degradation is assumed. In this model, it was assumed that only
the Young’s modulus of the material decreases during degradation in the
following manner,

E(r, t, d) = E0[1 − βd(r, t)], (5.11)
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where E0 is the Young’s modulus associated with the virgin specimen and
β is a constant that weights how the degradation field leads to a reduc-
tion of the mechanical properties. The Poisson ratio was assumed to be
constant with a value close to that for an incompressible body (ν = 0.49),
so as to reflect the near constant density of the polymeric materials under
consideration. Then, the constitutive equation (5.5) assumes the form

σ =
E(r, t, d)

1 + ν
ε +

E(r, t, d)ν
(1 + ν)(1 − 2ν)

(tr ε)I. (5.12)

To relate the increase of degradation to the mechanical stimuli to which
the body is subject, the equation that governs the degradation (5.1) is
assumed to be of the following form,

∂d(r, t)
∂t

= D(t)εθθ, (5.13)

where D(t) is a strain degradation parameter. Generally speaking, the rate
of increase of degradation is assumed to be dependent solely on the
linearized strain. Due to incompressibility, the dilation (the trace of the
linearized strain tensor) is approximately zero. Thus, because of particular
characteristics of the strain field of a pressurized cylindrical annulus (i.e.
plane strain), εzz is zero and εθθ and εrr add up to zero. For this problem,
the degradation was simplified to be dependent on just one component
of the strain field, more precisely the hoop strain εθθ. Also, it is assumed
that the rate of increase of degradation would have the separable represen-
tation shown in (5.13).

Introducing the stress field (5.6)–(5.8) together with (5.12) into the bal-
ance of linear momentum (5.10) yields a second-order partial differential
equation

A1urr + A2ur − A3u = ρutt a < r < b, t > 0, (5.14)

where each letter subscript represents a partial derivative with respect to
that variable. The coefficients A1 through A3 depend on the degradation
field through the following expressions.

A1 =
E0(1 − ν)

(1 + ν)(1 − 2ν)
[1 − βd], (5.15)

A2 =
E0(1 − ν)

(1 + ν)(1 − 2ν)

[
1 − βd

r
− βdr

]
, (5.16)

A3 =
E0(1 − ν)

(1 + ν)(1 − 2ν)

[
ν

1 − ν

βdr

r
− 1 − βd

r2

]
. (5.17)

Substituting the hoop strain (5.4) into the equation governing the degra-
dation (5.13) yields

dt =
D(t)

r
u. (5.18)
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Equation (5.14) is a nonlinear hyperbolic PDE. The nonlinearity arises
from the dependence of the Young’s modulus on the degradation field.
Equation (5.18) is parabolic. Both must be solved for d(r, t) and u(r, t)
simultaneously. Traction boundary conditions are imposed on both surfaces
of the annulus: {

σrr|r=a = −p1(t)

σrr|r=b = −p2(t)
t > 0. (5.19)

Initial conditions on the displacement and degradation fields must be spec-
ified. They are: ⎧⎪⎪⎨⎪⎪⎩

u|t=0 = 0

u̇|t=0 = 0

d|t=0 = 0

a < r < b (5.20)

with the understanding that the annulus is at rest and nondegraded initially.

4.6 Methods

Because of the nonlinear nature of the resulting partial differential equa-
tions, a time marching nonlinear finite element scheme with a set of nonlin-
ear iterations for each time step was implemented to simultaneously solve
both equations (5.14) and (5.18) for the unknown functions u(r, t) and
d(r, t), subject to the boundary conditions (5.19) and the initial conditions
(5.20). The infinitely long cylindrical annulus was modeled to simulate a
stent deployed inside a coronary artery (shown in Figure 4.2). The outer
radius, b, was chosen to be 2.5 mm, and represents an average coronary
artery. Considering a typical strut thickness of 100 μm, the inner radius, a,
was chosen to be 2.4 mm. Pressure applied on the inner surface of the annu-
lus, p1(t) in (5.19), was chosen to simulate the pressure during blood flow.
A steady pressure field of 13 kPa (≈ 98 mmHg) was superimposed with an
oscillatory component with an amplitude of 2.75 kPa, yielding a systolic
and diastolic pressure of 118 mmHg and 77 mmHg respectively. The fre-
quency was taken to be 1 beat per time unit, simulating resting conditions.

The outer pressure, p2(t) in (5.19), representing the crushing action of
the artery in the stent after deployment, was taken to be constant and with
value of 202 kPa (2 atm). This value was based in a 3-D finite element model
of the deployment of a metal stent in a hyperelastic coronary artery [BEa].
The mechanical properties chosen were for PLLA assuming a linear elastic
behavior. PLLA is generally incompressible, so a Poisson ratio ν of 0.475
was chosen. The nondegraded Young’s modulus E0 in (5.11) was assumed
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to be 3.5 GPa, according to published data obtained from experimental
results [DRa, GAb, LUa].

The domain of the problem was meshed with 1-D Lagrangian quadratic
elements. Mesh convergence was verified and 20 elements were chosen,
being the best compromise between precision and a fast computational
running time.

This problem deals with two completely different time scales. The fre-
quency of the oscillatory component of the inner pressure is one sinusoidal
cycle per time unit. The degradation, on the other hand, varies over days,
months, or even years. The time march was performed through 25 time
units. Although any degradation over this time interval is completely non-
physical, the main purpose of this analysis was to understand the role of the
degradation constants β and D(t) on the degradation process (cf. Eq. (5.11)
and (5.13)). A time step of 0.05 seconds was chosen. This time step was
enough to assure stability of the time marching scheme.

Two types of data were analyzed. From one standpoint, temporal evo-
lutions of important quantities at a given point in the spatial domain were
obtained, for example, the displacement of the inner surface of the annulus
as a function of time, or the variation of the three nonzero components of
the stress field at the outer surface. On the other hand, fields can be plot-
ted along the entire domain at a given moment in time, and the evolution
of the fields considered can be characterized.

As a starting point, a representative problem was studied with the degra-
dation parameters taken to be β = 5 and D(t) = 1. Then, a parametric
analysis was performed with regard to these two representative parame-
ters. Three more cases were considered to study the effect of β, one lower
(β = 1), and two greater (β = 10 and β = 20). The study on the influence
of D(t) in the degradation was done in two distinct steps. Firstly, three
more constant D(t) were considered, D(t) = 2.5, D(t) = 5, and D(t) = 10.
Then, to have a greater insight on the role of D(t) on the degradation
mechanism, several shapes were considered and are shown in Figure 4.3.
Table 4.1 shows schematically the cases considered.

To access the effects of the thickness of the annulus on the degradation
process, two additional geometries besides the one considered in the rep-
resentative case above were considered. The parameters of degradation,
boundary conditions, and initial material properties were kept constant,
and an aspect ratio, defined to be the ratio of the outer radius to the
thickness of the annulus (i.e. b/(b − a)), was varied and is systematized in
Table 4.2.

Lastly, to assess the influence of the applied loads on the degradation of
the annulus, a different type of analysis was performed. The outer pressure
was cycled between the inner pressure and 202 kPa considered in all of
the previous cases. Four linear loading and unloading cycles over 100 time
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Figure 4.3. Shapes of several D(t) considered. Ultimately, all will end with
the same D(t) = 1. D(t) = 0 yields no degradation.

units were considered. Two different sets of degradation parameters were
analyzed, β = 5, D(t) = 1 and β = 10, D(t) = 2.

4.7 Results

As time increases and degradation proceeds, the overall value of the radial
displacement of the cylindrical annulus increases at a progressive rate,
that is, the annulus creeps inwards when subjected to the same loads
(Figure 4.4). For this initial representative case (β = 5 and D(t) = 1;
cf. Table 4.1), the inner displacement increases 0.4 μm over 25 time units,
a 15% increase when compared with the nondegraded radial displacement.

Due to the kinematical characteristics of this deformation and the strain
field that it causes, a slightly inhomogeneous increase in degradation is
observed (Figure 4.5). The inner part of the annulus is subjected to
greater strains and therefore to a stronger degradation. This degrada-
tion has consequences on the material properties and the Young’s modulus
decreases steadily through the thickness as degradation and time increase.
At the inner surface, where the degradation is more intense, a reduction of
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β D(t)
Representative Case 5 1
Parametric Study
Influence of β 1 1

5
10
20

Influence of D(t) 5 1
2.5
5
10

Influence of the shape of D(t) 5 D0
D1
D2
D3
D4

Table 4.1. Summary of the cases considered for the parametric study of the
degradation parameters β and D(t). The specific forms of the functions D0
through D4 are shown in Figure 4.2.

a b b/(b-a)
Representative case 2.4 2.5 25
(thin-walled annulus)
Medium thickness 1.5 2.5 2.5
annulus
Large thickness 0.5 2.5 1.25
annulus

Table 4.2. Summary of the cases considered for the parametric study of the
degradation parameters β and D(t). The specific forms of the functions D0
through D4 are shown in Figure 4.2.

approximately 15% in the Young’s modulus after 25 time units is observed
(Figure 4.6).

The linearized strain field follows the same behavior as the displacement.
The radial strain εrr(r, t) is positive and the hoop strain εθθ(r, t) has a
negative value (Figure 4.7). All the other components of the strain field
tensor in this cylindrical coordinate system are zero. The two nonzero
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displacement profile u(r,t) at t=0,1,...,25 (time units) fixed

t increases

r(mm) 2.52.4752.452.4252.4
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r,t

) 
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m
)

Figure 4.4. Displacement profiles u(r, t) at t = 0, 1, 2, . . . , 25 (time units).
As time increases, the overall value of the displacement increases in absolute
value with a progressive rate.

degradation profile d(r) at t=0, 1, ..., 25 (time units) fixedt increases

r(mm) 2.52.4752.452.4252.4
0.00

0.01

0.02

d 
(r

,t)

0.03

Figure 4.5. Degradation profiles d(r, t) at t = 0, 1, 2, . . . , 25 (time units).
As time increases, the degradation increases. Degradation is nearly homo-
geneous, but is slightly more aggressive near the inner wall.
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non-dimensional Young’s Modulus profile E(r,t)/E0
at t=0, 1,...,25 (time units) fixed

t increases

r(mm) 2.52.4752.452.4252.4
0.85
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0

0.95

1.00

Figure 4.6. Nondimensional Young’s modulus profile E(r, t)/E0 at t = 0, 1,
2, . . . , 25 (time units). The Young’s modulus, initially constant throughout
the thickness, shows radial dependence after the onset of degradation.

strains add up to approximately zero due to the near incompressibility
of the material. Lastly, the values of the components of the linearized
strain tensor are close to zero, thus the necessary requirement of small
displacement gradients is verified.

Stress relaxation in the inner half of the annulus and an increase in the
overall value of stress in the outer part are observed (Figures 4.8 and 4.9).
Although both the hoop stress σθθ(r, t) and the axial stress σzz(r, t) show
significant differences from the classical linearized solution, stress relaxation
and stress intensification are more relevant in the former than in the latter.
An approximately 30 kPa relaxation in σθθ(r, t) at the inner surface and a
similar increase in the outer part are observed (Figure 4.8). The axial stress
departs from the constant through the thickness result obtained from the
classical linearized solution, and the relaxation and intensification patterns
are similar (Figure 4.9). However, the radial stress σrr(r, t) shows little ef-
fect of degradation (Figure 4.10); due to the pressure boundary conditions,
the whole radial stress profile is prescribed for all times.

4.7.1 On the Influence of the Load

Hysteresis loops are observed in the hoop stress σθθ(a, t) versus hoop strain
εθθ(a, t) diagram at the inner surface when the outer pressure is steadily
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εrr (r,t) and εθθ (r,t)  at t=0, 1,...,25 (time units) fixed

Figure 4.7. Strain field εrr(r, t) and εθθ(r, t) at t = 0, 1, 2, . . . , 25 (time
units). The order of magnitude of the components of the infinitesimal strain
tensor is small, therefore the assumption of linearized elasticity holds for
this deformation.

cycled four times between the inner pressure and 202 kPa (Figure 4.11).
Hysteresis is dependent on the degradation parameters, with the area
spanned by the hysteresis loop increasing as degradation proceeds. Not only
are the effects of degradation indistinguishable for the first cycle between
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Figure 4.8. Hoop stress σθθ(r, t) at t = 0, 1, 2, . . . , 25 (time units). Stress
relaxation is observed in the inner half of the annulus. On the outer half,
the stress increases in order to satisfy the linear momentum balance.
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Figure 4.9. Axial stress σzz(r, t) at t = 0, 1, 2, . . . , 25 (time units). The
nondegraded classical solution would yield a constant valued axial stress
through all the annulus thickness. Due to degradation, relaxation occurs
in the inner half.
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Figure 4.10. Radial stress σrr(r, t) at t = 0, 1, 2, . . . , 25 (time units). Due
to BCs, 13 ± 2.75 kPa at the inner radius and 202 kPa in the outer radius,
the whole profile is prescribed for all times.

the two sets of degradation constants, but also as degradation proceeds
the curves deviate from each other. Lastly, no permanent set is induced
due to the degradation imparted through this model; when the annulus is
unloaded, it returns to its original configuration.

4.7.2 On the Influence of the Thickness of the Wall

The most important difference obtained through the different geometries re-
ferred to in Table 4.2 is the decrease of the homogeneity of the deformation.
A deformation is said to be homogeneous if straight lines are mapped
through the deformation into straight lines (or, if in a Cartesian coordinate
system, the components of the deformation gradient are constants). In the
case of a thin-walled annulus, the deformation is almost homogeneous, as
can be inferred by the flatness of the displacement profile (Figure 4.12, first
column). When the thickness of the annulus is increased, the deformation
becomes more inhomogeneous, leading to a less flat radial displacement
profile and consequently a more inhomogeneous degradation (Figure 4.12,
second and third columns).
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hoop stress   σθθ vs hoop strain  εθθ
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Figure 4.11. Hoop stress σθθ(a, t) versus hoop strain εθθ(a, t) at the inner
radius. The outer pressure p2(t) cycles four times between the inner pres-
sure and 202 kPa. The loading/unloading curves are distinguished with
arrows (shown only for the last cycle).

The radial displacement profile as well as its evolution show significant
differences from the representative case: the nearly homogeneous deforma-
tion is lost, as well as the rate at which the annulus creeps inwards changes.
An example of the former is the increase in the difference between inner
and outer values of the radial displacement; that is, a 3% difference in
between the inner and outer radial displacement for the representative case
becomes 30% and almost three times greater in the other two cases, respec-
tively; examples of the latter are the different “distances” that the displace-
ment profiles (each profile is plotted at a fixed time) are from each other
(Figure 4.12, first column). Similar results concerning the degradation and
Young’s modulus profiles are observed, but the main feature is the qual-
itative changes in the nature of each solution. An almost homogeneous
degradation in the thin-walled annulus becomes markedly inhomogeneous
as the thickness increases. Degradation and consequent depreciation clearly
proceed in the outward direction, as can be observed in the significant dif-
ferences between degradation and the Young’s modulus at the inner and
outer surface (Figure 4.12, second and third columns).
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Figure 4.12. Influence of the wall thickness on the deformation, consequent
degradation, and Young’s modulus reduction. Profiles of displacement,
degradation, and normalized Young’s modulus for three different geome-
tries are shown (the arrow means the increase in time). For a thin-walled
cylinder such as a stent the degradation is almost homogeneous through-
out the thickness. For the other two geometries, the inhomogeneity of the
deformation is more intense. The inner and outer parts of the annulus
are subjected to more different strain fields as the thickness increases and
consequently greater asymmetries occur.
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Figure 4.13. Normalized displacement at the inner radius u(a, t)/
unodeg(a, t) for several β. As β increases, the impact of degradation on
the mechanical properties is greater. Although the outer pressure remains
constant, the inner surface creeps inwards.

4.7.3 On the Role of the Constant Governing the Mechanical
Properties Reduction, β

The main characteristic of the constant governing the Young’s modulus
reduction β is that when it increases in magnitude, so does the rate at
which the material properties decrease due to a given degradation field
(cf. Eq. (5.11)). Comparing several solutions with everything kept constant
except the value of β, significant differences can be observed in the temporal
evolution of the radial displacement, degradation, and Young’s modulus at
the inner surface (Figures 4.13, 4.14, and 4.15, respectively).

When β = 20 the annulus “collapses.” This collapse is observed in all
three figures: the displacement and degradation at the inner surface (the
worst case scenario because the degradation proceeds from the inner sur-
face) tend asymptotically to infinity whereas the Young’s modulus reaches
zero value. The numerical method does not converge, the computation is
interrupted, and the assumption of classical elasticity does not hold any-
more. On the other hand, a qualitative comparison between all the cases
shown in the evolution of the Young’s modulus profile (Figure 4.15) reveals
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Figure 4.14. Degradation at the inner radius d(a, t) for several β.
The degradation increases asymptotically and ultimately will lead to the
collapse.

that the impact in the mechanical properties and the likelihood of collapse
is intimately related to the value of β. Lastly, β also influences the whole
degradation process, as a softer material under the same load will be sub-
jected to slightly greater strains and consequently to a slightly greater rate
of degradation.

4.7.4 On the Parameter of the Mechanical Degradation
Governing Equation, D(t)

The evolutions of the degradation at the inner surface for different D(t)
considered in the parametric study of the influence of the degradation
parameter are clearly different from each other (Figure 4.16) and from
the ones previously obtained in the parametric study for where the degra-
dation achieved by each deformation is very close for all of the considered
cases (cf. Figure 4.14). As D(t) is connected to the amount of degradation
that a given strain field can cause (cf. Eq. (5.13)), it follows logically that
different values of this function will yield distinct degradations under the
same strain field.
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Figure 4.15. Normalized Young’s modulus at the inner radius E(a, t)/E0 for
several β. As β increases, the ability to support load is readily depreciated
by the degradation field. In the solution corresponding to β = 20, E(a, t)
tends to zero before t = 25 time units and is responsible for the blowing up
of the approximating method.

Increasing the value of D(t) intensifies the degradation that a given
strain can provoke and therefore makes collapse more likely. Two cases
collapse within the time march considered (Figures 4.17 and 4.18).

4.7.5 On the Shape of D(t)

When D(t) is considered as shown in Figure 4.3, it is observed that D(t) = 0
leads to no degradation and this function can be used as an activation crite-
rion for the initiation of strain-induced degradation. The annulus starts to
yield as soon as the onset of degradation takes place (Figure 4.19). Because
the absolute value of D(t) is directly related to the amount of degradation
imparted by a given strain field, the smoothness of the transient regime
in the degradation evolution is a direct consequence of the smoothness of
each D(t). D4, with an abrupt change from 0 to 1 at t = 20, provokes
an abrupt change in the degradation of the annulus; however, with D0,
where the increase is linear over the first 20 time units, the transition is
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Figure 4.16. Degradation at inner radius d(a, t) for several constant D(t).
Correspondingly, degradation increases at a faster rate for D(t)s of greater
magnitude.

smoother (Figure 4.20). The functions tested ultimately end up with the
value D(t) = 1 and it is observed that after a different transient period,
degradation will eventually achieve approximately the same rate (slope in
Figure 4.20), The time lag observed is a direct consequence of the different
functions D(t). Also, the annulus creeps inwards at an approximately con-
stant rate and its material properties decrease in similar fashion for all the
cases considered (slope in Figures 4.19 and 4.21).

4.8 Discussion

One particular case of the model for the mechanism of degradation shown in
Figure 4.1 is the representative case taken as the initial result of the previous
section. Data with the degradation parameters β = 5 and D(t) = 1 (cf.
Figures 4.4 through 4.10), provide phenomenological support for the model.
The annulus starts out nondegraded and the imposed loads in the inner
and outer surfaces are responsible for a strain field through the balance
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Figure 4.17. Normalized displacement at inner radius u(a, t)/unodeg(a, t)
for several D(t). As the magnitude of D(t) increases, the mechanical
degradation induced by a strain field increases. Two cases (D(t) = 5 and
D(t) = 10) reach the point of collapse in 25 time units.

of linear momentum (cf. Eq. (5.10)). Simultaneously, a degradation field
dependent on the strain field given by the equation governing the increase
of degradation (5.13) comes into play. Both are related by the classical
constitutive equation (5.12), where the Young’s modulus is assumed to
depend on the degradation field.

The overall features of the solution obtained as the representative case
clearly show an increase in the degradation field and a reduction in the
mechanical properties (cf. Figures 4.5 and 4.6, respectively). A decrease
of approximately 15% of the value of the non-degraded Young’s modulus
is seen over the time march considered. However, it must be remarked
that such fast degradation is a consequence of this particular choice of
the degradation parameters. The main purpose for this choice was to
obtain quick degradation, so one would be able to observe its effects with
a feasible time march. Also, because the time scales associated with
degradation and a cycle of blood pressure considered in this model are
of the same order of magnitude, one would observe the influence, if any,
of an oscillating pressure applied on the inner surface. Lastly, it must be
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Figure 4.18. Normalized Young’s modulus at inner radius E(a, t)/E0 for
several D(t). A greater D(t) would make a given strain yield a greater rate
of increase of degradation.

remarked that in order to obtain a realistic model for describing a partic-
ular strain-degradable material, these parameters must be obtained from
designed experiments.

The nonzero components of the stress tensor (Figures 4.8 through 4.10)
have distinctive characteristics when compared with the nondegraded linear
elastic case. The axial strain σrr is completely prescribed by the boundary
conditions. Stress relaxation of the hoop stress σθθ is observed in the inner
half of the annulus caused by local softening of the material. The strain
field is higher in magnitude over the inner half and therefore degradation
is greater over this region. Because the degraded cylindrical annulus must
withstand the same loading conditions, the stresses in the outer part in-
crease in magnitude to compensate for the softening and relaxation in the
inner part. The axial strain shows a similar relaxation behavior, although
less intense, deviating from the constancy through the thickness obtained
in the standard case of a nondegradable elastic infinite cylinder.

Due to the same degradation mechanism, the cylinder creeps inwards
under a constant load. The displacement progressively increases with time
and that is a clear sign of creep (Figure 4.4). Under the same crushing
load, the displacement of the inner surface increases due to degradation
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Figure 4.19. Normalized displacement at inner radius u(a, t)/unodeg(a, t)
for different functions D(t). After a transient period, the cylinder creeps
at an approximately constant rate.

and softening of the material. Thus the cylinder shrinks over time, inducing
a higher strain field and consequently further degradation. On the other
hand, when the evolution of the inner displacement is compared over time
for different sets of degradation parameters (cf. Figures 4.13), it leads
to such an intense degradation that the cylinder collapses inside the time
march considered and the numerical scheme does not converge.

Also, the material shows behavior similar to mechanical hysteresis when
the outer pressure is cycled between the inner pressure and its constant
value. Hysteresis is obviously dependent on the degradation, as the two
cases shown in Figure 4.11 demonstrate. As the degradation proceeds,
the loading and unloading curves are far apart, meaning that dissipation
increases over time and over degradation.

All these three distinct features are inherent characteristics of a vis-
coelastic material. However, strain-induced degradation of the material
considered here shows similar characteristics. The material is elastic if no
degradation occurs, but when degradation is active, the material shows
stress relaxation, creep, and hysteresis, but markedly different from the
similar phenomena exhibited by viscoelastic materials (cf. Rajagopal and
Wineman for similar results on aging viscoelastic materials: two different
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Figure 4.20. Degradation at inner radius d(a, t) for different functions D(t).
The slope of each line will ultimately be the same and is related to the
constant value that D(t) assumes after t = 20.

components of the mechanisms of relaxation and creep were distinguished,
one due to the inherent viscoelasticity of the material and the other due to
aging processes [RAa]).

Another remarkable consequence of this degradation mechanism is its
inhomogeneity. The equation governing degradation (5.13) states that
degradation increases proportionally to the hoop strain. If two particles
are subjected to different strains, consequently they will degrade to differ-
ent extents. Their material properties, once the same before degradation,
will vary with the current location. It is interesting how an initially ho-
mogeneous body becomes inhomogeneous after degradation induced by an
inhomogeneous deformation.

Figure 4.12 shows qualitatively the differences among several inhomoge-
neous deformations. In the representative case, the profiles of displacement,
degradation, and material properties reduction are almost straight lines.
Each particle in the entire cross-section is subjected to an almost identical
strain field and therefore the local degradation rates are similar and all par-
ticles of the body degrade approximately by the same amount. Thus, the
differences in material properties are small. On the other hand, when the
thickness of the cylinder is increased to obtain steeper hoop strain gradients
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Figure 4.21. Normalized Young’s modulus at inner radius E(a, t)/E0 for
different functions D(t). The onset of degradation and consequent material
properties reduction are directly related to D(t) being nonzero.

throughout the thickness due to the inhomogeneity of the deformation, the
degradation behavior of the body is completely different: (1) the flatness of
the displacement profile is lost and the annulus is subjected to higher strains
near the inside surface, (2) the degradation rate and the achieved degrada-
tion are greater in this region, (3) degradation clearly proceeds outwards,
and (4) the differences in Young’s modulus reduction obtained for different
particles of the cylinder are enormous and the degree of inhomogeneity of
the cylinder after some degradation is vast.

Degradation is driven by two distinct parameters that relate the two
governing equations. Constant β appearing in the constitutive equation
(5.12) through (5.11) represents the impact of a given amount of degrada-
tion in the reduction of the Young’s modulus. This relationship can have
a more general form (space- and time-dependence, nonlinear in the degra-
dation field, or even dependent on the diffusion of certain species), and
(5.11) is just one particular description of the impact of the degradation
in the constitutive equation. In this simplified model, the relationship is
linear and β is a constant (over space and time). The magnitude of β is
ultimately related to the amount of depreciation that a given degradation
would produce (a negative β would result in a material that strain hardens).
Degradation is similar for the βs considered (Figure 4.14), but the corre-
sponding Young’s modulus reductions are clearly distinct (Figure 4.15).
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The reason is that D(t), which is responsible for the degradation due to a
given strain field, is the same, whereas β changes dramatically, provoking
different Young’s modulus reductions for approximately the same degrada-
tion field. Eventually, because of the softening of the material, the cylinder
yields and degrades progressively at slightly different rates. When β = 20,
the effect of degradation in the Young’s modulus is so strong that collapse
was observed, that is, a point where the numerical solution yields a Young’s
modulus close to zero. It must be noted that all the solutions will even-
tually collapse after some time. The value of β, together with D(t) will
ultimately decide when collapse occurs.

D(t) influences the process through the equation governing degradation
(5.1) and (5.13). Equation (5.13) is a particular form of the more general
(5.1). The parametric study of the effect of the absolute value of D(t)
yielded similar effects when compared with the influence of β (Figures 4.13
through 4.18). As expected, D(t)s of greater magnitude would motivate
a stronger and faster degradation under the same strain field. Moreover,
this parameter was chosen to be dependent on time in order to be pos-
sible to have activation criteria and temporal changes of the degradation
rate. D(t) = 0 leads to no degradation and it can be used as an activation
criterion (Figure 4.19). The rate of strain degradation will be closely re-
lated to this function. All five cases tend approximately to the same rate
of degradation because all the D(t)s will ultimately have the value of 1.
Young’s modulus reduction and displacement at the inner surface show
similar results (Figures 4.20 and 4.21).

As a final remark, it must be noted that this model is very simplistic in
all its approximations: (1) a stent is not an infinite cylinder and this geom-
etry was chosen in order to simplify the equations governing the process;
(2) biodegradable polymers, such as PLLA, are not linear elastic materials
and should be modeled as incompressible and fully nonlinear viscoelastic
materials; (3) the particular forms of Eq. (5.13) and (5.11) describing the
mechanism of degradation were chosen based on their simplicity, there-
fore the mechanism of strain-induced degradation is quite restrictive; and
(4) mass balance must be met by taking ρ constant in the linear momen-
tum balance (5.9); thus this model describes the initial steps of the overall
process when degradation occurs without significant effects of erosion or
elimination.

4.9 Conclusions

As a first step towards a fully nonlinear model, biodegradable polymers
were modeled as a class of linearized materials. From the phenomenological
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acceptable results obtained with this model, one concludes that strain-
induced degradation can be modeled with a partial differential equation
governing the rate of increase of degradation coupled with the equations of
motion. The constitutive equation takes into account the effect of degra-
dation of the mechanical properties.

The material with degradation considered here shows stress relaxation,
creep, and hysteresis, thus a dissipative process governing this particu-
lar degradation mechanism. Inhomogeneous deformations lead to inho-
mogeneous degradations, hence the homogeneous cylinder considered here
becomes inhomogeneous after the onset of degradation.

The efficacy of this approach was verified by solving this simple problem
and the constitutive model will be integrated into a finite element software
package in order to analyze more realistic and more complex stent geome-
tries. Later, the model will be extended in such a way that it will be
capable of describing the diffusion of a drug impregnated in the material
reflecting the enhancement of the diffusion due to changes in the porosity
due to degradation.
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Abstract. The mammalian hemostatic system has evolved to accom-
plish the task of sealing defects in the cardiovascular system. Hemostasis
occurs in and around a disruption in a vascular conduit through which
blood normally flows, and is characterized by the localized formation of
thrombus. Consequently, the process of hemostasis is influenced by: (1)
the biochemical properties of the cellular and soluble components of the
hemostatic system, counterregulatory networks, and the vascular conduit;
(2) the local hemodynamic conditions, which regulate the influx and efflux
of substrates, cofactors, and catalysts, and which also impose loads on the
forming clot; and (3) the local mechanical properties of the vasculature. We
review the components of the hemostatic and negative regulatory systems
and their biochemical functions, and the roles that local hemodynamics
play in the regulation of hemostasis.
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5.1 Components of the Hemostatic System

The hemostatic system, prior to thrombus formation, is comprised of both
platelets as well as water-soluble proteins that are in an inactive state
(zymogens). Once thrombus formation is initiated, platelet recruitment
and activation occur, and the coagulation zymogens, as well as counterreg-
ulatory zymogens, become proteolytically cleaved and thereby activated.
The end result of these processes is the formation of thrombus that con-
tains platelets and cross-linked (polymerized) fibrin. In addition, negative
regulatory mechanisms exist that protect against excessive clot formation;
these consist of anticoagulant factors that diminish clot formation, and fib-
rinolytic factors that degrade formed thrombus. In the following section,
we discuss in detail the various components of the hemostatic system, as
well as the regulation of their function.

5.1.1 Platelets

The principal cellular constituents of the hemostatic system are platelets.
Similar to other blood cells, they are derived from bone marrow precur-
sors (megakaryocytes [PAb]). However, there are features that distinguish
platelet development substantially from erythroid, lymphoid, and myeloid
development. A single nucleated megakaryocyte sheds multiple enucleated
platelets as fragments [PAb]. In contrast, lymphoid and myeloid cells retain
nuclei originating from their precursors and thus are capable of further
mitoses, and individual enucleated erythrocytes develop from individual
nucleated normoblast precursors.

Once shed from the marrow into the circulation, platelets may continue
to circulate or be retained by the spleen. Under steady-state conditions,
approximately two thirds of platelets circulate with a lifespan of seven to
ten days, and one third are retained within the spleen. Consequently, the
circulating platelet concentration is determined by:

1. The rate of platelet generation in the bone marrow

2. The rate of intravascular platelet destruction, or loss from the vascu-
lature (i.e. bleeding)

3. The rate of platelet efflux (if any) from the spleen

4. The rate of splenic sequestration and destruction of circulating plate-
lets (Figure 5.1).

Similarly, rates of production, rates of destruction, and rates of redistri-
bution among physiological compartments, are the general determinants
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Figure 5.1. Diagram of variables affecting blood platelet concentrations
(denoted by [ ]). As shown, platelets are generated in the bone marrow,
and may be permanently lost from the circulation via either hemorrhage or
intravascular destruction. Blood platelets may enter the spleen and reticu-
loendothelial system (RES), in which they may be sequestered or destroyed.
Sequestered platelets may re-enter the circulation. Blood concentrations of
all components are regulated similarly, by: (1) rates of production, (2) rates
of destruction, and (3) rates of intercompartment redistribution. + and −
denote positive and negative effects on [Blood Platelets].

of the concentrations of any biological agent (ions, macromolecules, and
cellular constituents).

The molecular and cellular mechanisms involved in splenic regulation
of circulating levels and function of blood cellular components are incom-
pletely understood. However, it is known that several disease states are
characterized by an augmented function of the spleen (“hypersplenism”) in
removal of circulating platelets, which in turn leads to a diminished blood
platelet concentration (thrombocytopenia [GEa]). Furthermore, studies
have demonstrated that the spleen may have a function as a platelet reser-
voir with a capacity to release sequestered platelets when thrombocytopenia
secondary to platelet destruction or loss occurs [LEa, SCa].

Broadly, the function of platelets in hemostasis is, along with the injured
endothelium, to provide a cellular scaffold on which the coagulation reac-
tions proceed and fibrin is generated. In addition, platelets are a source of
molecules critical to the process of coagulation (Table 5.1). These molecules
are either expressed on the surface of platelets or are contained within one
of two principal types of cytoplasmic granules [REa], dense or α granules.

The platelet surface molecules important in platelet aggregation are
principally the glycoprotein GPIb, and the multiligand binding integrin
GPIIb/IIIa. These are discussed in further detail. Platelet granules were
originally described and classified based upon their electron microscopic
appearance. Dense granules store adenosine diphosphate (ADP), sero-
tonin, catecholamines, and Ca2+. Activated platelets release stored ADP
molecules that bind to platelet and endothelial ADP receptors, which are
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essential for platelet aggregation [FIa, HOb]; antagonism of ADP binding
to its cognate receptor is the mechanism of action of specific clinically
used drugs (e.g. clopidogrel) in inhibiting platelet aggregation [HOb, SAd].
Ca2+ is a requisite cofactor for several of the coagulation reactions [CAb],
and in the context of the regulation of local vascular tone, also functions
as a vasoconstrictor [SHa]. Alpha granules store von Willebrand’s factor
(vWF), and Factors V and VIII.

vWF mediates platelet–endothelial adhesion and platelet–platelet adhe-
sion. vWF is thought to bind to subendothelial collagen exposed by vascu-
lar injury, and also binds platelet surface glycoprotein GPIb [BOa, FUb],
thereby forming a trimolecular complex that bridges the platelet and the in-
jured vessel. In addition, platelets can directly bind subendothelial collagen
via GPIa, an interaction potentiated by vWF interacting with GPIb [CRa].
Finally, GPIIb/IIIa is a platelet surface glycoprotein that binds multiple
ligands, including fibrinogen, vWF, and the matrix proteins fibronectin
and vitronectin, consequently mediating platelet–fibrin enmeshing and ad-
hesion to the vessel wall [MEc]. Specific antagonists of this interaction
(“GPIIb/IIIa inhibitors”) are clinically utilized to inhibit platelet aggrega-
tion [LEb].

Upon vascular injury, a series of events occurs to recruit platelets to
the site of injury, and once there, to retain and activate them. Processes
directly concerning vascular responses to injury, and in particular, intercel-
lular interactions, are discussed subsequently; we now turn to a review of
the mechanisms underlying platelet recruitment.

In general, the mechanism employed to recruit cells to a particular site
is that of chemotaxis, or movement along a concentration gradient of a
soluble factor. Locally released agonists, many of which are classified
as “chemokines,” bind to cognate receptors on the target cell’s surface,
which induces signals that ultimately result in cytoskeletal reorganization
and cellular movement. Chemokine receptors are members of the seven-
transmembrane (7TM) receptor superfamily, the single largest receptor
superfamily (reviewed in [ROa]). 7TM receptors are traditionally under-
stood to mediate signal transduction via coupling to heterotrimeric guanine
nucleotide-binding (G) proteins, although recent studies have identified
G protein-independent signal transduction via 7TM receptors (reviewed in
[RAa]). Upon agonist binding to the receptor, the heterotrimeric G protein
undergoes dissociation into a Gα subunit and a Gβγ heterodimer. Different
G proteins are defined by differing Gα subunits, and specific 7TM receptors
preferentially couple to one or more distinct G proteins. The chemokine
receptors generally couple to Gαi (“inhibitory” Gα), activation of which
leads to a reduction in cytoplasmic cyclic adenosine monophosphate (cAMP).
Other nonchemokine chemoattractants are also ligands for 7TM receptors
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that couple to other Gα subunits; some are also ligands for receptors that
are members of other classes, including receptor tyrosine kinases.

With respect to platelet recruitment, important chemoattractant fac-
tors include members of most classes of biological ligands: small molecules,
lipids and lipid-derived compounds, and peptides and proteins. Examples
of small molecule platelet chemoattractants are: ADP and other nucleotides
[DIa], histamine, and serotonin. Lipids and related compounds derived
from processing of membrane lipids also mediate platelet chemotaxis;
important among these are platelet activating factor (PAF) (19) and throm-
boxane A2 [KHa]. Finally, peptides and proteins may be chemoattractants
for platelets, notably collagen [LOc], platelet derived growth factor (PDGF)
[WIa], and bacterial N-formylated peptides [CZa].

Platelet chemotaxis occurs in concert with platelet interactions with
cellular components of both blood and the vessel wall, all of which together
yield activated platelets, which constitute part of the thrombus. Platelet–
cell interactions are reviewed subsequently.

5.1.2 Coagulation Factors

Thrombus formation has been viewed as principally involving a set of seri-
ally coupled enzymatic reactions; this is displayed in Figures 5.2 and 5.3.
The general mechanism is that a zymogen factor is proteolytically cleaved
into an enzymatically active factor, which in turn serves as a catalyst for
proteolytic cleavage of another distinct coagulation factor. This process,
by virtue of upstream reactions generating catalysts for downstream re-
actions, results in amplification of product formation (Figure 5.3). This
generates a high sensitivity to thrombogenic stimuli, which provides an
animal with rapid and efficacious prevention of further blood loss. From
an evolutionary standpoint, it is reasonably postulated that trauma and
resultant hemorrhage posed a more frequent threat to higher-order ani-
mals (particularly to prey species) than did thrombosis, and consequently,
the development of a vigorous and effective response to injurious stimuli
was of greater importance. The existence of negative regulatory networks
to prevent inappropriate or excessive thrombus formation is important, as
evidenced by disease states in which these pathways are deficient. However,
it is also important to note that the negative regulatory mechanisms in the
hemostatic system are generally activated by feedback, which creates a re-
quirement for initiation of coagulation reactions for robust activation of an-
ticoagulant and fibrinolytic pathways. These are discussed in the following
subsections.

Conventionally, the coagulation cascade is split into two pathways, ex-
trinsic and intrinsic. The extrinsic pathway is rapidly activated by tissue
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Figure 5.2. Diagram of the principal reactions of the intrinsic, extrinsic, and
common pathways of coagulation, and counterregulatory (anticoagulant,
fibrinolytic) mechanisms. + and − denote positive and negative effects on
a reaction. Abbreviations used are noted in the text.

damage and the resultant release of tissue factor (TF). TF is a cell surface
glycoprotein that binds the active form of Factor VII, VIIa, with high affin-
ity [HIa]; this interaction is thought to substantially augment the activity of
VIIa, and is requisite for optimal activation of the extrinsic pathway [KAa,
OSa]. The conversion of VII to VIIa is substantially augmented by Factor
Xa, an example of positive feedback [BRa, KIa]. VIIa in turn directly cat-
alyzes the conversion of X to Xa [JEb], as well as IX to IXa [LAb], at which
point the extrinsic and intrinsic pathways converge. Downstream of Xa, a
common pathway serves to convert Factor I (fibrin) to Factor Ia (fibrin).
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Figure 5.3. The hemostatic “vortex”; an alternate view of coagulation. This
diagram illustrates the multiple levels of positive feedback/amplification in-
herent in the intrinsic, extrinsic, and common pathways of coagulation. An-
ticoagulant and fibrinolytic mechanisms are not depicted in this diagram.
Abbreviations used: Fg, fibrinogen; Fn, fibrin; PL, phospholipid. Repro-
duced with permission from [Lawson, J.H. 1992. Tissue Factor-Dependent
Hemostasis. Ph.D. Thesis, University of Vermont.].

Of note, Factors II, VII, IX, X, and Protein C (see next subsection) are
all exclusively synthesized in the liver, and their activities require them
being acted on by a Vitamin K-dependent carboxylase [SAb]. The liver
also serves as a synthetic source for other coagulation factors, including
Factors V and VIII (see below).

The intrinsic pathway is initiated by the conversion of Factor XII
(Hageman Factor) to Factor XIIa upon exposure to negatively charged
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surfaces [HOa], which is positively regulated by prekallikrein/kallikrein.
XIIa then catalyzes the Ca2+-dependent conversion of Factor XI to Factor
XIa [GRc]. XIa in turn catalyzes the Ca2+-dependent conversion of Factor
IX to Factor IXa [OSb]; this reaction is a point of cross-talk between the
extrinsic and intrinsic pathways, because VIIa can catalyze the conversion
of IX to IXa also [STa]. Finally, IXa and Factor VIIIa form a complex on
phospholipid surfaces that catalyzes the conversion of X to Xa [VAa] in
the presence of Ca2+. This is one of two coagulation reactions (the sec-
ond discussed in the next paragraph) in which there are five components:
two active coagulation factors (IXa and VIIIa), cofactor (Ca2+), surface
(phospholipid), and substrate (X).

Once Xa is generated, a second five-component reaction converts
Factor II (prothrombin) to Factor IIa (thrombin) [ESa]; the five components
are Xa and Factor Va, Ca2+, phospholipid, and prothrombin. In another
example of positive feedback activation, thrombin cleaves and activates
VIII and V, yielding VIIIa and Va [PIa]. Thrombin catalyzes the conver-
sion of I (fibrinogen) to monomeric Ia (fibrin) [SHd, LAa]. Factor XIIIa,
generated by the action of thrombin on Factor XIII, catalyzes fibrin poly-
merization [KAb].

5.1.3 Anticoagulant Factors

A distinguishing characteristic of higher-order organisms is the development
of elaborate positive and negative regulatory networks that exert tight con-
trol over most processes. Hemostasis is an excellent example of this, with
a balance existing between the tendency to form and maintain thrombus,
and the tendency to not clot and destroy clot. Although vascular injury
tips the balance in favor of thrombus formation, after time the balance
shifts in the opposite direction, and thrombus destruction occurs. The
counter-regulatory components regulating hemostasis may act either by
preventing thrombus formation, as reviewed now, or by degrading existing
thrombus.

Tissue factor pathway inhibitor (TFPI) is a potent protein inhibitor
of extrinsic pathway-mediated coagulation. It contains three Kunitz-type
serine protease inhibitor domains. Upon TF binding VII and conversion
of VII to VIIa, TFPI binds to a quaternary complex of TF, VIIa, Xa
(which, as discussed, is not only the product of the action of VIIa on X,
but also promotes further production of VIIa from VII), and Ca2+. This
has biochemical sequelae:

1. The catalytic activity of formed Xa is inhibited

2. Factor VIIa/TF is inhibited [BRb]
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Antithrombin III (ATIII) is, like TFPI, a protein serine protease in-
hibitor. It inhibits the catalytic activity of thrombin, as well as VIIa, Xa,
IXa, and XIa [OLa]. The important polysaccharide anticoagulant heparin
augments the inhibitory activity of ATIII (reviewed in [BJa]). Heparin-
mediated activation of ATIII and resultant anticoagulation are clinically
manifested by an elevated partial thromboplastin time (PTT), with a rel-
atively unaffected prothrombin ratio/international normalized ratio
(PT/INR).

Protein C is another clinically important anticoagulant protein, whose
activity is induced upon thrombin generation. Thrombin binds and acti-
vates thrombomodulin, which in turn binds and activates Protein C [ESb].
Activated Protein C then interacts with the cofactor Protein S, and this
complex inactivates VIIIa and Va [SAc].

5.1.4 The Fibrinolytic System

The second mechanism by which coagulation may be antagonized is via
destruction of already formed thrombus, termed fibrinolysis. The best
characterized fibrinolytic mechanism is that mediated by plasmin [SHb].
Plasmin is generated by proteolytic cleavage of the zymogen plasminogen,
and is a serine protease like the coagulation factors [MAe]. Active plasmin
then cleaves fibrin at multiple sites, yielding fibrin degradation products.
Proteolysis of polymerized fibrin removes the structural framework of the
thrombus, resulting in its dissolution.

The conversion of plasminogen to plasmin is a tightly regulated pro-
cess, and requires a catalyst. Two classes of plasminogen activators, tissue
plasminogen activator (t-PA) and urokinase plasminogen activator (u-PA),
serve this function [DEb]. Both t-PA and u-PA display ubiquitous tis-
sue expression patterns, and are synthesized and secreted by endothelial
cells. The activities of t-PA and u-PA are negatively regulated by plas-
minogen activator inhibitors 1 and 2 (PAI-1 and PAI-2), polypeptides that
bind to and inactivate them (reviewed in [COa]). Once plasmin has been
generated, inhibition of plasmin as an antifibrinolytic mechanism becomes
relevant. Several proteins inhibit plasmin, notably α2-antiplasmin (α2-AP;
[MEa]), but also proteins with other functions in the coagulation system
including ATIII [TEa].

5.2 Vascular Physiology in the Context of Hemostasis

The physiological response of the vascular conduit to injury is of critical im-
portance to hemostasis. The functions of the vasculature within hemostasis
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can be classified as

1. Regulation of local hemodynamics (discussed later)

2. Regulation of the biochemical events of coagulation

In particular, the endothelium plays an essential role in modulating platelet
activation, as well as the coagulation cascade. These processes are discussed
below.

5.2.1 Endothelial Regulation of Local Hemodynamics

The direct effects of mechanical forces on the process of hemostasis are re-
viewed in detail subsequently. These forces, however, are physiologically in-
fluenced by the actions of several compounds liberated by endothelial cells,
which in turn both positively and negatively regulate vascular smooth mus-
cle contractile function, and thus local vascular resistance and impedance.
Endothelial cells serve as sources of nitric oxide (NO) and NO carrier
molecules, which stimulate vascular smooth muscle relaxation and vasodila-
tion [IGa]. Another vasodilator agent released by endothelial cells includes
prostaglandin I2 [HYa]. However, the endothelium also synthesizes and re-
leases vasoconstrictor agents. These include endothelin-1, the most potent
endogenous arteriolar vasoconstrictor identified to date (ET-1; [YAa]), and
platelet activating factor [PAF; BAa].

5.2.2 Platelet–Endothelial Interactions

Like other blood cellular components, platelets undergo a process termed
margination, whereby they move from the center channel of flowing blood
to the boundary layer, thus coming into contact with the endothelium. The
ability of different cell types to marginate has been shown to be dependent
upon size [DOb], and is also promoted by chemoattractants (e.g. [OLb]);
platelets are much smaller than leukocytes, and marginate to a lesser extent
under normal conditions. Marginated platelets then bind endothelial cells
through various receptor–ligand interactions, and along with chemotaxis,
undergo activation. This moves the platelet from a quiescent state from the
standpoint of hemostasis, to an active one. Several changes are observed,
including:

1. Adhesion to the endothelium, other platelets, and fibrin, in part due
to upregulation of pre-existing adhesion molecules

2. Release of the contents of platelet granules [MUb]

3. Platelet morphologic changes [BOc]
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Some of these events have been briefly reviewed in the previous section.
We now discuss them in detail, with particular emphasis on endothelial
interactions.

Adhesion to the endothelium is predominantly mediated by high-affinity
interactions between receptor–ligand pairs. Important among these recep-
tors are GPIb and GPIIb/IIIa, briefly discussed earlier. GPIb is a member
of the leucine-rich repeat group family [CLa], and GPIIb/IIIa is a member
of the best-characterized family of adhesion receptors, the integrins [SHc].
Members of the leucine-rich repeat family include the Toll-like receptors,
which are critical regulators of innate immunity [SCd]. The roles of other
family members are less well characterized, but this class of cell surface
receptors is present in primitive Metazoa, suggesting important and con-
served functions. GPIb, along with GPIX and GPV, bind vWF released
from the endothelium or platelet granules [RUa]. Additionally, the GPIb
complex binds thrombin [HAb].

Similarly evolutionarily conserved are integrins, which are heterodimeric
proteins comprised of α and β subunits that may bind to cell surface or ma-
trix ligands. GPIIb/IIIa interacts with thrombospondin [NAa], a soluble
cell surface-binding glycoprotein produced by platelets (stored in α gran-
ules) and endothelial cells. The matrix ligands and other noncell surface
ligands to which GPIIb/IIIa binds include fibrin, vWF, fibronectin, and
vitronectin [MEc]. Recently, crystallographic approaches have been used
to show that integrins have a structure with a “head” and two “legs,” with
one leg each from the α and β subunit [XIa]. In the case of GPIIb/IIIa,
these structural features may explain the mechanism underlying the efficacy
of clinically used fibrinogen mimetic GPIIb/IIIa inhibitors [XIa].

The high avidity-binding of GPIIb/IIIa to its ligands has made it an at-
tractive target for antiplatelet therapies, and the efficacy of these therapies
in acute coronary syndromes, where they are most commonly used [INa],
is well established. In contrast, although antagonism of the GPIb/vWF
interaction has been shown in animal models to have antithrombotic ef-
fects [YEa], clinically utilized agents have not been developed to date. It
is unclear whether GPIb is of less importance than GPIIb/IIIa in vivo,
but loss-of-function mutations in GPIb result in Bernard–Soulier syndrome
[HAa], a bleeding disorder.

Platelet degranulation is comprised of release of α and dense granule
contents into the local extracellular milieu. Because these granules contain
procoagulant molecules, degranulation is a positive feedback/amplificatory
mechanism with respect to clot formation. It is an important and tightly
regulated and inducible process, triggered by agonist ligands (e.g. throm-
bin and ADP) binding to platelet receptors. Respectively, these include
the protease-activated receptors PAR1 and PAR4, and the ADP receptor
[GRb], all of which are members of the 7TM receptor superfamily.
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Temporally associated with platelet activation are morphological changes.
Generally, changes in cell morphology require cytoskeletal reorganization,
and platelet cytoskeletal reorganization is observed subsequent to expo-
sure to activating stimuli [FUc]. Cytoskeletal reorganization induces struc-
tural changes in the fluid plasma membrane, namely, the formation of
membrane projections. Surface receptors cluster at these projections,
increasing the probability, and therefore, the avidity, of platelet–platelet,
platelet–endothelial, and platelet–coagulation factor interactions.

5.2.3 Endothelial Regulation of the Coagulation Cascade

In addition to regulating platelet functions, the endothelium is critically
involved in regulation of the coagulation cascade. These effects are due
to endothelial surface expression or release of a variety of procoagulant,
anticoagulant, profibrinolytic, and antifibrinolytic molecules (some of which
have been discussed above).

Endothelial cells are also an important reservoir for vWF, and the clini-
cally used vasopressin analogue DDAVP stimulates release of vWF from the
Weibel–Palade bodies of endothelial cells [ROb]. Additionally, they synthe-
size and store the cofactors for the five-component reactions, V and VIII,
although the physiological significance of these functions is unclear. Low
levels of Factor V synthesis have been observed in cultured endothelial cells
[GIa]. Factor VIII gene expression has been demonstrated in both hepato-
cytes and hepatic endothelial cells [DOa]; furthermore, liver transplantation
is curative for Hemophilia A, which is a deficiency in Factor VIII [BOb].

The endothelium is generally thought, under baseline conditions, to be
in a net “anticoagulant” state; it utilizes all of the predominant antico-
agulant mechanisms reviewed previously [CIa]. Endothelial cells express
thrombomodulin, thereby promoting thrombin-dependent activation of Pro-
tein C [ESb]. In addition, endothelial cells express TFPI [WAb], release
of which is promoted by heparin [GIb]. Last, the subendothelial matrix,
and in particular, polyanionic glycosaminoglycans, mediate activation of
ATIII [DEc].

Upon exposure to a thrombotic stimulus, endothelial cells promote not
only platelet recruitment and aggregation as discussed, but they also pro-
mote the generation of fibrin [CIa]. Tissue factor is inducibly expressed on
the endothelium [PAa], although whether the endothelium actually serves
as the principal source of TF synthesis is unclear. This results in activation
of Factor VII (i.e. the extrinsic pathway), which is likely the predominant
mechanism under most circumstances in vivo with respect to thrombus
formation. Finally, endothelial cells express receptors for thrombin (PAR-
1 and PAR-2; [HAc]) and other thrombus components, signaling through
which induces a variety of responses.
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5.3 Mechanics and Effects on Hemostasis

Although there are important biochemical functions that blood constituents
and the cells of the vasculature perform in hemostasis, these functions serve
a mechanical purpose, namely, sealing vascular defects. Consequently, it
stands to reason that the efficacy of the hemostatic process is governed by
the intrinsic mechanical properties of the parts of the system. Furthermore,
the extrinsic mechanical forces to which the components are subjected may,
and likely do, also influence the process of hemostasis in vivo. The solid
mechanics of the clot and the vascular conduit, and local hemodynamics,
are discussed in this section.

5.3.1 Mechanical Properties of Blood and Clots

Thrombus formation can be viewed as liquid blood progressively increasing
viscosity as a function of time postexposure to “thrombogenic” stimulus,
the end product being a gellike clot. The specific mechanical properties
of clotted versus unclotted blood are more complex, however, drawing a
simple distinction highlights the concept that blood and the hemostatic
thrombus are vastly different in terms of their mechanical properties.
If thrombus and flowing blood were mechanically similar, and moreover,
if thrombi did not adhere to injured vessel walls, vascular disruptions could
never be sealed and hemostasis would never occur. We now survey various
studies, both theoretical and experimental, on the mechanical properties of
blood and thrombi.

In the context of continuum models, blood is often treated as a Newto-
nian liquid (e.g. [MIa, LOb, PRa]). Some experimental data suggest that
this may be a reasonable approximation for blood flow in large conduits (re-
viewed in [BEa]). However, even in large or intermediate-size conduits with
certain flow regimes, and in smaller blood vessels (small arteries/veins, ar-
terioles/venules), numerous studies have demonstrated that blood exhibits
non-Newtonian behavior (reviewed in [BEa, HAe, MEb, MAb, MOa]).
Over short time scales of analysis, blood appears to display yield stress
(the value of which is proportional to the hematocrit [MOc]). Addition-
ally, blood exhibits shear-thinning behavior (reviewed in [BEa]; [AMa]).
Shear-thinning may be in part due to the fact that erythrocyte aggregation
is inversely related to shear rate [SCc, MUa]. Numerous studies, notably
those of Thurston [THa], have also demonstrated that blood exhibits stress
relaxation. Finally, in small conduits in which cellular constituent size is on
the order of the diameter of the vessel, blood cannot be reasonably treated
as an homogenized continuum, in as much as the cellular components and
plasma are separated within small blood volumes.
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In sum, blood is a multiconstituent material. Approaches to modeling its
macroscopic behavior include mixture theories versus homogenized single-
constituent fluid models; although mixture theories should be suitable for
modeling blood behavior across a wide range of vessel sizes and related
hemodynamic conditions, homogenized models are clearly inappropriate in
small vessels in which the cellular size is on the order of the lumen size.
Furthermore, non-Newtonian behavior of blood is demonstrable within
intermediate-sized conduits, thereby affecting the choice of an appropri-
ate homogenized model.

The clinical and experimental consequences of these non-Newtonian
properties are unclear. However, comprehensive mathematical models of
the hemostatic system or hemodynamics in general will require incorporat-
ing these features, not only for the purposes of completeness, but because
of the difficulty in being able to determine a priori the effects of includ-
ing or excluding these various features on the accuracy of the predictions
of theories, which would only be tested thereafter. As a preliminary ex-
ample, Anand et al. [ANa] have modeled unclotted blood as a generalized
(viscosity and relaxation time are both shear rate-dependent in this model)
Oldroyd-B fluid, with clots as fluids exhibiting much higher viscosities as a
function of shear rate (another pertinent example can be found in [YEb]).
Even in large vessels, the mixture properties of blood may be relevant. In
regions of arterial flow instability, margination and “sedimentation” of cel-
lular and other large particles such as lipoproteins occur. This is thought to
be necessary for the development of atherosclerosis; numerous observational
and experimental studies, notably those of Glagov and co-workers [KUa]
have demonstrated that atheromas preferentially develop in regions of flow
stagnation. These and other related hemodynamic studies are discussed in
the following section.

Clotted blood is evidently biochemically and mechanically distinct from
unclotted static or flowing blood. Several lines of evidence demonstrate that
clots display behaviors most consistent with highly viscous, gellike liquids,
as they contain a volume of trapped liquid plasma within a network of fibrin
polymers and cellular material (platelets, erythrocytes, etc.). This struc-
tural organization results in interesting mechanical properties. Clot creep
was experimentally demonstrated over 30 years ago [GEb; NEa; NEb], and
stress relaxation has also been observed [JAa]. More recent experimental
studies have shown flow of established clots in cylindrical conduits when
exposed to pulsatile pressure gradients [HEa; THb]. In summary, exper-
imental data suggest that thrombi are highly viscous viscoelastic liquids;
over short time scales of analysis, they can be treated as viscoelastic solids.
However, models of clots as highly viscous liquids can capture solidlike be-
haviors over short time scales well (with the exception of “catastrophic”
phenomena such as traumatic clot disruption), whereas in contrast, models
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of clots as solids will fail to capture liquidlike behavior over long time
scales.

The properties of individual constituents of unclotted and clotted blood
contribute to their global behaviors. First, platelets are essential for normal
clot strength. Highly enriched platelet preparations exist as gels [ALa]. Jen
and McIntire [Jen, CJ, and McIntire, LV. The structural properties and
contractile force of a clot. Cell Motil., 1982, 2(5):445–455.] have shown
that a mixture of plasma and platelets forms clots with elastic moduli
and contractile force per unit area approximately 10 and 15 times that of
plasma alone, respectively. Furthermore, clots formed from plasma with
functionally defective platelets from a patient with Glanzmann’s throm-
basthenia (see previous) displayed similar properties to clots formed from
plasma alone. These findings demonstrate that the mechanical proper-
ties of the platelets themselves are insufficient to account for the effects
that platelets have on the solid mechanics of the clot, because clots with
biochemically dysfunctional platelets present have vastly different material
properties than those with functional platelets.

Although erythrocytes are not generally thought of as serving essential
functions in clot formation, they comprise a substantial portion of clot mass
and volume [CAa]. In theory, clot strength is proportionally related to clot
viscosity, and experimental data have demonstrated that the principal de-
terminant of blood viscosity is the hematocrit; presumably, clot viscosity is
also influenced in a similar fashion by the hematocrit, due to the presence
of erythrocytes in clots. This hypothesis is supported by data that suggest
that erythrocytes contribute to clot strength, in as much as the deforma-
tions required to achieve clot disruption are proportional to the hematocrit
[RIa]. Erythrocytes, and their plasma membranes in particular, behave as
linearly elastic solids over short time scales of analysis [EVa]. However, over
longer experimental time scales, erythrocyte membranes have been found
to demonstrate both yield stress [EVa] and stress relaxation [MAd].

In contrast to whole blood, plasma appears to behave as a Newtonian
liquid [CHa] under most circumstances. It does not display stress relaxation
or other time-dependent behaviors as does whole blood, but like whole
blood, plasma may display shear-thinning [ERa]. This may be due to
shear-mediated breakdown of large plasma polymers that are important
factors influencing viscosity. Once plasma has coagulated, resulting fibrin
polymers (after Factor XIIIa-mediated cross-linking) are responsible for
much of the clot’s mechanical properties. Recent work [COb] suggests
that fibrin polymers display anisotropy, insofar as the strain in response to
application of tensile stress has been found to be less than that observed in
response to application of flexion stress. However, it is important to note
that in such studies, as the fibrin strands exist within a thrombus (in this
case, a plasma clot without cellular constituents, but with molecules other
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than fibrin present, as well as aqueous solvent), the mechanical properties
assayed are not isolated properties of an individual (or even cross-linked set,
after exposure to Factor XIIIa) fibrin strand, but rather, are influenced by
the concentrations and properties of the other components of the thrombus.

5.3.2 Hemodynamics

Local hemodynamic factors have important effects on clot formation and
destruction, in addition to the effects that they have on blood and clot
mechanical properties. We now discuss hemodynamic forces in the context
of the hemostatic system. These have been reviewed in detail in Anand
et al. [ANa]. It is important to note that in many, if not most cases, it
is unclear which specific mechanical factors are causative with respect to
effects on thrombus formation, and as such it is currently difficult to distin-
guish effects of specific hemodynamic variables on the hemostatic system
from those that are proportionally related.

Under steady-state condtions, the cardiac output and venous return are
identical, and moreover, in isolated tissue/organ beds, the equality of ar-
terial inflow rate and venous outflow rate holds true. However, substantial
differences in the characteristics of arterial and venous flow exist. In the sys-
temic and pulmonary arterial trees, blood flow is unsteady, and more specif-
ically, is pulsatile. Systolic, mean, and diastolic arterial pressures generally
far exceed venous pressure, although pulmonary arterial diastolic pressure
is minimally higher than pulmonary venous pressures under normal cir-
cumstances. In contrast, blood flow is essentially steady in the systemic
and pulmonary venous circuits. Furthermore, not only does maximum flow
velocity in arterial systems far exceed flow velocity in venous systems, as is
obvious, but mean flow velocity in arterial systems is generally greater than
in venous systems [BEa]. These findings correlate with those observed for
intracardiac chamber pressures and flows. The pressure-generating ventri-
cles, which pressurize and eject during systole, and which depressurize and
fill during diastole, are responsible for generating pulsatile arterial blood
flow. In contrast, the atria are principally reservoirs at the outlet of their
respective venous circuits.

These hemodynamic profiles that vary as a function of anatomic loca-
tion have theoretically differential effects on clot formation, maintenance,
and lysis, which are supported by experimental data and clinical studies.
Low flow and wall shear rates (i.e. flow regimes associated with stagnation)
have been shown to promote thrombus formation (e.g. [YAb]), hypothesized
over a century ago by Virchow [VIa]. Conversely, high wall shear rates have
been shown to exert antithrombotic effects [HAd]. Based on the differing
hemodynamic profiles discussed above, it might be reasonably hypothesized
that veins are more prone to thrombus formation than are arteries, which is
true. The systemic venous system as a whole exhibits a greater propensity
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for thrombosis than does the systemic arterial system, and the pelvis and
lower extremities are at particular risk due to the effects of gravity on low-
pressure venous blood flow in the upright position [MAc]. These are the
most common sites for deep venous thrombosis (DVT). In addition, venous
valves, which facilitate unidirectional flow through the venous system, are
sites at which secondary flows may develop and at which thrombosis may
occur [KAc].

Additionally, certain sites in the arterial tree are prone to thrombus
formation. In the systemic arterial system, branching points, aneurysms,
and sites of atherosclerotic plaques (see below) are all regions of secondary
flows with stagnation, in which clots commonly form. Pertinent experi-
mental studies are discussed in further detail later.

But what are the molecular mechanisms that underlie, or at least the
molecular phenomena that are associated with, the hemodynamic regula-
tion of thrombus formation? The effects of hemodynamic forces on throm-
bus formation can be understood as effects on the components of a nascent
clot. Platelet activation, adhesion, and aggregation are in fact promoted by
high shear stresses [MAa, WOa]. Although this may appear paradoxical
insofar as high shear stresses are usually associated with high flow rates
and velocities at which stasis and resultant thrombosis should be unlikely,
the inhibitory effects of high shear stresses and/or proportionally related
variables (and conversely, the stimulatory effects of low shear stresses) on
the endothelium and coagulation/antifibrinolytic factors [GRa] are more
consistent with the findings that thrombi predominate in regions of low
shear stresses.

High shear stresses are associated with enhanced generation of NO,
and presumably, biological NO carriers such as S-nitrosothiols, which are
antithrombotic [FRa] by virtue of antiplatelet effects and inhibition of co-
agulation factor synthesis. Clinical and experimental evidence also suggest
that high shear stresses cause proteolysis of vWF [TSa], which may be
mediated by the metalloprotease ADAMTS-13 ([DOc]; evidence suggests
that deficiency in ADAMTS-13 underlies the pathogenesis of thrombotic
thrombocytopenia purpura [SAa]) particularly in the case of high molecular
weight vWF, thereby impairing platelet aggregation and coagulation. Shear
stresses also promote fibrinolysis, at least in part due to induction of in-
creased t-PA expression/secretion by the endothelium [DIb]; in contrast,
elevated normal stresses have been shown to suppress t-PA expression/
secretion [SJa]. In fact, elevated normal stresses in arterial hypertensive
diseases such as pulmonary hypertension [LOa] have been associated with
increased platelet activation and vWF levels. Also, animal studies of venous
interposition grafts into the carotid arterial circulation have demonstrated
that elevated circumferential wall stress (σθθ) decreases endothelial expres-
sion of thrombomodulin [SPa], generating a locally prothrombotic milieu
due to functional deficiency of active protein C.
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In aggregate, several lines of evidence suggest that thrombus forma-
tion and maintenance are antagonized by shear stresses and promoted by
normal stresses. However, intralumenal pressures are substantially higher
in systemic or pulmonary arteries than they are in systemic or pulmonary
veins, suggesting that wall normal stresses, and thus at least one contribut-
ing mechanical factor for promotion of thrombus formation, may be greater
in arteries than in veins. Higher intralumenal pressures do not necessar-
ily translate to elevated wall normal stresses in arteries, however, because
artery lumens are generally smaller and artery walls generally thicker than
venous lumens and walls. Finally, spatiotemporal gradients in both nor-
mal and shear stresses may also be important in modulating thrombus
formation.

These data are consistent with extensive experimental work on the roles
of hemodynamic loads in the development of atherosclerosis, notably initi-
ated by Fry [LUa] and Glagov. The experimental model systems of Glagov
and co-workers [ZAa], and others (e.g. [WEa, GAa]), have focused prin-
cipally on atheroma formation in the carotid arterial system; recent work
has also examined atherosclerosis-related hemodynamics in the coronary
arterial circulation [RAb]. Atherosclerosis has long been recognized as a
diffuse disease that can afflict any portion of the systemic arterial tree, but
comprised of numerous discrete lesions. Initial experimental studies [KUa,
ZAa] showed that in human carotid artery autopsy specimens and in a scale
model of the human carotid arterial bifurcation, zones of secondary flows
with recirculation (the outer wall of the internal carotid artery) were those
found to be the predominant susceptible sites for atherosclerotic plaques in
a corresponding set of cadaveric specimens. A so-called “oscillatory shear
index” was developed in order to quantify the extent of flow recircula-
tion/stagnation, and has been successfully correlated in several systems to
risk of atheroma formation (reviewed in [KLa]). The mechanisms by which
these secondary flows with stagnation cause atheroma formation are not
clear, but experimental evidence supports two distinct, but not mutually
exclusive processes:

1. The cells of the vessel wall (endothelial, vascular smooth muscle)
respond directly to altered hemodynamic loads, that is mechanosen-
sation (reviewed in [WAa]).

2. Transport of blood-borne components onto (binding to endothelial
surface receptors) and into (infiltrating into the interstitium and con-
tacting vascular smooth muscle cells) the vessel is increased due to
augmented local dwelling of the components in question (e.g. [MOb]).

Of these, the latter mechanism may directly contribute to thrombus
formation.
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5.4 Developing Physiological Experimental Model Systems
and Mathematical Models for Coagulation

The study of complex biological systems has historically required reduc-
tionist approaches to perform controlled experiments. However, although
such models provide the ability to do tightly controlled studies, they have
the disadvantage of being of little physiological relevance; the more reduc-
tionist and controllable a system is, the less physiologically accurate and
relevant it and the results obtained from it are. Conversely, in vivo ex-
perimental model systems are complicated by the difficulty in controlling
variables.

Modern experimental techniques, both ex vivo and in vivo, may be able
to address these difficulties. Microfluidics technology [RUb] has recently
been used to develop simple experimental “biomimetic” models, which may
be capable of reproducing ex vivo the fluid mechanical conditions in vivo.
However, such approaches contain assumptions regarding the biochemi-
cal behavior of the reactants, catalysts, and products, because biomimetic
models use different molecules from those biologically involved as replace-
ments. Thus, these models have the opposite problem of classical biochem-
ical studies of coagulation, which neglect fluid mechanical conditions. Yet,
more complex microfluidics systems using actual blood components have
been developed [DEa], and data obtained from these systems may prove
useful in understanding hemostasis in vivo, and in aiding in the construc-
tion of mathematical models with robust predictive power.

The most physiologically accurate experimental systems in which to
study hemostasis are in vivo (reviewed in [FUa]). Intravital microscopy
[SCb] has been used to study the in vivo course of stimulus-induced throm-
bus formation. In studies published to date (notably [FAa]), rapid confocal
imaging techniques combined with digital capture have been used, which
yield temporally closely spaced three-dimensional images. Local hemody-
namic variables can also be measured as a function of time, using standard
pressure-transducing catheters and flow (e.g. Doppler) probes. Thus,
intravascular thrombus formation and hemodynamic variables that influence
thrombus formation can be both tracked as a function of time poststimulus.
The stimuli used may be local endothelial injury using a laser coupled to
the imaging system, or using agents such as ferric chloride (FeCl3) that are
caustic to the endothelium.

Comprehensive mathematical models of the hemostatic system have
been lacking in general. This has been for several reasons. First, most
models (e.g. [JOa]; a survey of such models, as well as others, is provided
in Anand et al. [ANa]) have focused only on mechanically static biochemical
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systems. Second, even those models that incorporate fluid mechanical fac-
tors, such as that of Kuharsky and Fogelson [KUb], have neglected the
direct effects of mechanical loading on the process of clot formation (and
its maintenance and lysis), and only incorporate the effects of hemody-
namic forces on the transport of reactants, catalysts, and products. Third,
even those models that have incorporated at least some of the effects of
mechanical loads (insofar as they affect component transport) on thrombus
formation, also neglect the mechanical properties of blood and the forming
clots. Fourth, these models assume spatially homogeneous distribution of
reactants, catalysts, and products (as evidenced by the exclusive use of or-
dinary differential equations). Fifth and finally, the experimental data such
as diffusion coefficients and rate constants, upon which all mathematical
models rely, are generally obtained from reductionist in vitro experiments.
Anand et al. [ANa] have recently developed a mathematical model of the
hemostatic system that addresses many of the aforementioned problems,
but is yet far from complete. It models blood as a non-Newtonian (gener-
alized Oldroyd-B) liquid and the forming clot as such a liquid with much
higher viscosity. A series of 25 coupled convection–reaction–diffusion par-
tial differential equations are used to describe the flow, generation, and
depletion of hemostatic system components. Thus the first through fourth
concerns described previously are addressed at least in part. However,
there are assumptions and oversimplifications inherent in the model. First,
blood and the clot are both treated as homogenized continua; as discussed, a
mixture theory model would be more physiologically accurate. Second, the
model only includes the components of the extrinsic and common path-
ways, and neglects the intrinsic pathway. Third, the vascular conduit is
assumed to be rigid, whereas native blood vessels are not. Fourth, the
clot formation being modeled is that of a “plasma clot,” which is devoid
of cellular constituents (although platelets are included in the model, both
as protein binding sites and as catalytic surfaces); this is clearly an in-
correct oversimplification, because whole blood does not give rise to clots
that selectively contain only plasma constituents. Nonetheless, such models
provide a preliminary framework for the development of more comprehen-
sive mathematical models of the hemostatic system that fully capture the
salient biochemical and mechanical processes in vivo.

5.5 Conclusion

Gaining a full understanding of the functions of multicomponent biological
systems in health and disease is dependent upon generating both
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mathematical and experimental models that capture as many biochemi-
cal and physical features as possible. The hemostatic system is one such
complex multicomponent system. We are only beginning to develop math-
ematical models that are both rigorous and comprehensive in terms of the
currently available experimental data, with the capacity to make predic-
tions that can be tested in physiologically faithful experimental models.
Equally important, pertinent experimental models are relatively nascent in
their development. Such studies will, it is hoped, not only aid in our under-
standing of hemostasis and its regulation, but will also serve as a template
for approaching other complex biological systems.
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Abstract. Experimental work has to be tightly linked with modeling.
In fact, successful modeling requires firstly comparison with experiments
in order to verify its predictions or to set its range of validity. Secondly,
experiments measuring the mechanical properties of tissues are needed as
input to calibrate mechanical models of organs that can be used to run
simulations in silico. In this chapter we wish to provide a comprehensive
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literature review covering the mechanical characterization of hard tissues,
in particular compact bone, trabecular bone and dentine.

Elastic and strength properties of such tissues are carefully reviewed,
together with fracture mechanics properties when available. Properties
obtained from different measurement devices are gathered and compared
with each other. The anisotropy and the inelasticity of the mechanical
properties of hard tissues is particularly stressed.

6.1 Introduction

Over the past half century, research on the evaluation of the mechanical
properties of mineralized connective tissues (hard tissues) has been ex-
tremely active. It remains predominantly a fundamental research field,
motivated by two principal objectives. The first is to achieve a deeper
knowledge of the relation between the tissue structure and the mechanical
properties in order to develop diagnostic tools. The second is to improve
the design of prosthetic devices used as hard tissue substitutes.

The reliability and the significance of mechanical measurements upon
hard tissues are dependent on a wide range of factors. These include
anisotropy, time-dependent properties (e.g. viscoelasticity), the patient’s
sex and age, the organ from which the specimen is taken, its site and
its adaptation, and response to the loads, diseases, or traumas experi-
enced. Also, specimen conditioning (e.g. storage conditions and tempera-
ture) has a major influence upon mechanical properties. The difficulty in
obtaining specimens of suitable dimensions for testing is also a significant
issue.

6.1.1 Mechanical Testing

Mechanical properties have been assessed through several direct and indi-
rect measurements of stress and strain.

Testing using dynamometers is the basic direct method for estimating
the mechanical properties of tissue specimens loaded in tension, compres-
sion, bending, shear, or torsion. A dynamometer consists of an actuator
mounted on a frame. Loading cells and displacement sensors are used to
measure the load and the deformation, respectively. This analysis can be
carried out in static or dynamic conditions thus providing direct
information on the static, viscoelastic, and fatigue behavior of materials.
This investigation technique has been widely performed on macroscopic
and microscopic specimens, the latter having cross-sectional areas of a few
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square millimeters. This essentially characterizes standard mechanical and
micromechanical testing [ERa, DOa].

Ultrasonic testing provides information on the elastic properties of ma-
terials by measuring the longitudinal and shear speeds of sonic waves prop-
agating into the material. The equipment used principally comprises a
piezoelectric transducer and a sensor. Although this technique does not
provide mechanical strength information, it is especially useful in order to
detect the anisotropy of materials by determining the elastic constants. In
fact, compared to classical mechanical testing, it is not destructive, thus
the same specimen can be used for further analysis in different directions.
Moreover, ultrasonic testing—which measures resonant frequencies, rather
than wave speed—allows the assessment of mechanical anisotropy from one
measurement at a single orientation of the specimen. A further advantage
of ultrasonic testing is its tolerance of a diversity of specimen geometry
and size. Specimen shapes need not be particularly refined, and very small
specimens may be tested [SKa].

Indentation testing has mainly been used to measure the hardness of
materials, from which the Young’s modulus can be derived. An indenter is
applied to the specimen, whose hardness is calculated by measuring the load
and penetration depth. Compared to the mechanical investigation tech-
niques outlined earlier, testing with an indenter provides data indicative of
surface properties rather than bulk properties. This method is particularly
attractive for the simplicity of the equipment, and also because it enables
the mapping of properties as a function of the site. This technique has
further evolved over recent decades with the emergence of mechanical anal-
ysis by atomic force microscopy (AFM). This basically consists of using an
indenter tip, with dimensions of the order of a few atoms, and a laser to
detect the interference between the tip and the substrate material. With
AFM, it is possible to identify variation in local hardness at a nanoscale
level [LAb, CHa]. Scanning acoustic microscopy (SAM) is a very promising
tool for nondestructive investigations of the elastic properties of a material
at a scale resolution level similar to optical microscopy. The image contrast
and fringes are related to both superficial and bulk elastic properties of the
material [YUa, KAb].

In the last two decades fracture mechanics testing has been used to
evaluate the fracture toughness of hard tissues by applying linear elastic
fracture mechanics (LEFM). Fracture toughness plays a decisive role in
hard tissue functionality by determining the level to which the material
can be stressed in the presence of cracks, or, equivalently, the magnitude of
cracking that can be tolerated at a given stress level. The major effort has
concentrated on propagation of the crack using a variety of precracked spec-
imens: three-point bending specimens, compact tension specimens (CT),
single edge-notched specimens (SEN), center-notched cylindrical specimens
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(CNC) and compact sandwich specimens. The CT geometry has proved to
be the most useful for studying Mode I fracture mechanics of hard tissues
[DOa, DEb].

6.1.2 Imaging

Mechanical properties of hard tissues are strongly related to the structural
organization of the constituent materials. Optical or light microscopy is the
first technique used to analyze small objects, their images being magnified
through convex lenses, and the polarizing microscope is largely used for
the examination of thin sections of materials. A method of particular value
in examining living tissues is phase-contrast microscopy, which detects the
phase differences due to the variations in the refractive index of material
structures by imaging light intensity variations.

Through electron microscopy, sharper images, which better distinguish
the hierarchical organization of living tissues, are observed below the res-
olution level of the optical microscopy with a greater depth of focus. This
technique detects the interactions between an electron beam and the mate-
rial. Images are formed either directly, by focusing the electron beam that
passes through a thin specimen (transmission electron microscopy, TEM),
or indirectly by using the information carried by secondary electrons or
X-rays (scanning electron microscopy, SEM). Specimens are often coated
with heavy metals. Environmental SEM has recently been developed. This
has the advantage of eliminating artifacts due to the staining process, which
modify the structure. Moreover, this imaging technique is particularly at-
tractive for living tissues, because the hydrated state of the specimen can
be preserved [BOd, BRa]. Topographic imaging of hard tissue at a very
low resolution may also be obtained using AFM and SAM [LAb, CHa].

The X-ray computed microtomography (X-ray μCT) is a 3-D micro-
scopic technique developed over the past 20 years and it is a miniaturized
version of the well-known computer axial tomography method used for med-
ical imaging. This new method of microimage analysis has gained attention
in experimental biomechanics due to its ability to measure accurately the
mineral content of tissues. The result of the X-ray μCT is in the form of a
three-dimensional image reconstructed on the basis of multisliced planar to-
mographs taken at a fine angular pitch along the rotational axis. Moreover,
compared to the previous microscopy techniques, the 3-D structure orga-
nization of specimens is detected in a nondestructive manner [WEb, DEa].

6.1.3 Structure–Property Relationship

Attaining knowledge of the relationship of the structure of living hard tissue
to the physical and mechanical properties it exhibits is one of the principal
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objectives of this field of research. Along with this, the characterization
of interfaces, such as those of synthetic devices with biological tissues, is
a topic of extreme importance. For instance, a sufficiently precise identifi-
cation of the structure–property relationships could facilitate diagnosis in
certain clinical conditions. Unfortunately, as of today, the available data
are rather poor but more refined structure–property correlations towards
increasing levels of precision are an actual research target. In particular,
structural correlations are sought with macroscopic quantities that are eas-
ily measurable. The measurement of tissue density probably represents the
first notable attempt adopting this strategy. However, this quantity is not
completely satisfactory because, at a macroscopic level, density alone is
not adequate to distinguish tissue anisotropy. The investigation of the con-
stituent materials’ organization and distribution within the tissue therefore
remains a compelling need. As a model is defined, its calibration passes
through in vitro and in vivo testing. The main function of a hard tissue
is to sustain and transmit loads, therefore mechanical testing is extremely
important in order to validate mechanical models. Accordingly, density
and microstructural organization information—obtained from microcom-
puted tomography imaging—combined with homogenization methods and
finite element modeling (FEM), can be extremely useful to determine the
material properties of a tissue. Thus the potential of all these methods,
when used in a combined way, to characterize the mechanical behavior of
the tissue and relate this to the disease state suggests great promise for its
use in clinical diagnostic investigations [HOa, NIc].

In the following sections, the mechanical properties of human hard
tissues—such as trabecular bone, compact bone, and dentine—are reviewed.
Particular emphasis is placed upon the measurement of tissue anisotropy.

6.1.4 Hierarchical Structures in Hard Tissue

Figure 6.1 presents the hierarchical structure of a hard tissue related to
imaging and to mechanical characterization methods and capabilities.

The main constituents of hard tissues are the extracellular matrix (i.e.
collagen, apatite, and water), which mainly provides mechanical support,
and cells (viz. osteocytes in bone and odontoblast in dentine) which, among
various tasks, continuously control and adapt the extracellular matrix with
the aim of achieving an optimal performance. It is considered that the
mechanosensitivity of cells is related to the processes intimately connected
with the mechanical behavior of the extracellular matrix [YOa] The ex-
tracellular matrix of bone consists of the soft and ductile collagen fibrils,
reinforced by the stiff and brittle apatite crystals. Water is located within
the fibrils and within the triple-helical molecules at a subnanostructure
level. The collagen fibrils—about 100 nm in diameter—are held together
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Figure 6.1. Hierarchical structure of hard tissues and characterization ca-
pabilities of mechanical and imaging techniques.

by a nonfibrillar organic matrix that acts as a glue. Less than 1% by
weight of this glue would be enough to provide a link between the miner-
alized fibrils adequate to confer the known toughness properties to bone
[THa, CUc, FAb]. Because the elastic properties of collagen and hydrox-
yapatite are about 1.5 GPa and 110 GPa, respectively, this is the range of
stiffness one has to expect for hard tissues. Indeed, in the human body,
enamel, basically constituted by apatite prismatic crystals, is the stiffest
hard tissue, showing a Young’s modulus of about 100 GPa. On the other
hand, spongy (or trabecular) bone presents the lowest Young’s modulus
values. However, trabecular bone is a porous material and experimental
values of elastic modulus have to be interpreted as apparent values. In
fact, true trabecular tissue properties suggest an elastic modulus between
10 GPa and 20 GPa [WEa, ZId, SIa].

6.1.5 Elastic Properties of Individual Trabeculae

A notable account of the mechanical properties of individual trabeculae
is already available [KEa]. Early investigations focused on direct mea-
surements, obtained through buckling and bending tests on individual tra-
beculae. These reported mean elastic modulus values of 8.69 GPa [RUa]
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and 7.8 GPa [MEa]. More recently, through microtensile tests on long,
uniform, rodlike trabeculae from human tibia, a mean value in tension
of 10.4 GPa has been published. In contrast, ultrasonic measurements of
similar individual trabeculae suggest an elastic modulus of 14.8 GPa [RHa].

Differences between direct mechanical testing and the wave propagation
techniques are partially related to artifacts that affect direct mechanical
measurements. Moreover, bone is a viscoelastic material, therefore strain
rate dependence of the measured properties is to be expected. In general,
the elastic modulus is an increasing function of strain rate. Consequently,
continuous wave experiments give higher values of the elastic modulus
because the strain rate is much higher than those performed by traditional
dynamometers.

Higher values of the Young’s modulus are recorded using the AFM
nanoindentation technique. Individual trabeculae from the proximal fe-
mur are found to be significantly subject-dependent. The elastic modulus
range is between 6.9 and 15.9 GPa, with an average value of 11.4 GPa [ZYa].
Elsewhere, the elastic modulus derived from nanoindentation of individual
trabeculae from lumbar vertebrae is estimated to be 19.4 GPa [RHa].

In addition, SAM investigations have also been carried out on individual
trabeculae from lumbar vertebrae. An average elastic modulus of 7.47 GPa
is obtained for trabeculae from young individuals. This value decreases
by about 30% for middle-aged and older people [ZHa]. Using trabecular
material from the distal femur, a higher Young’s modulus value (17.50 GPa)
can be derived from SAM. Consistency with AFM investigations is also
observed [TUa]. Similar average values of the Young’s modulus obtained
through SAM are later reported [BUa].

It is interesting to note that experimental results on individual trabec-
ulae and single osteons, obtained in the same testing condition, generally
provide higher values for the Young’s modulus of osteons. Therefore, stud-
ies focusing on the mechanical properties of bone material at a microscale
level divide into two groups. The first one assumes that trabeculae and
osteons can be treated in the same manner, whereas the second one distin-
guishes trabeculae from osteons, on the basis of their different mechanical
properties.

6.1.6 Elastic Properties of Single Osteons

The mechanical behavior of a single osteon is an intriguing research
field, its study providing structural insights at both the macro and nano
level. In fact, given the properties of a single osteon, the mechanical perfor-
mance of a whole bone could be obtained and this can be useful also
to validate averaging models against mechanical properties measured in a
traditional way.
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The effects of lamellar orientation on the tensile properties of single
osteons were observed long ago. Osteons whose lamellae are mainly oriented
in the longitudinal direction (dark osteons) are characterized by an elastic
modulus of 12 GPa and a strength of 120 MPa, and an elastic modulus of
5.5 GPa and a strength of 102 MPa is found for osteons with lamellae ori-
ented in intermediate directions [ASc]. The same authors later recorded a
lower stiffness in compression [ASb] becoming even lower in bending [ASa].
The confidence in the strength values reported here is merited, because the
load is constant in each cross-section during testing. The same, though,
does not hold for strain, whose measurement is affected by the dynamome-
ter compliance, thus leading to systematic errors in the measurement of
the elastic modulus. Recently, nanoindentation tests in the longitudinal
direction of cortical tibia provided elastic modulus values of 22.4 GPa and
25.7 GPa for the osteon and the interstitial lamellae, respectively [ROb].

Similar values have been measured in lamellae of dry cortical bone from
the femoral neck; moreover, using low depth indents, thick lamellae re-
sults in stiffer rather than thin lamellae, therefore suggesting a longitudinal
orientation of mineralized fibers in thick lamellae [HEa]. Comparable AFM
indentation results have been obtained on the cortical bone from the femoral
mid-shaft, the reported values being 24.36 GPa and 20.34 GPa for thick
and thin lamellae, respectively [XUb]. However, it is important to notice
that indentation measurements on cortical bone depend on the indentation
depth, on the environmental conditions, and specimen preparation [HEa,
XUb]. Moreover, the indentation modulus is determined somehow arbi-
trarily, that is, by assuming a certain value for the Poisson ratio. It is
notewnorthy, however, that SAM investigation of cortical bone from the
proximal femur also suggests a difference of about 20% between the acous-
tic impedance of lamellae with high and low reflectivity (thick and thin
lamellae, respectively). The highest impedance values are obtained for the
innermost lamellae, whereas the mean impedance of secondary osteons is
higher than primary osteons [RAb]. The outermost lamellae of osteons
are always more compliant [BUa] and the average elastic modulus derived
from SAM investigations on cortical bone from the mid-shaft of the femur
in the longitudinal and transverse directions are 20.55 GPa and 14.91 GPa,
respectively [TUa].

A strong correlation between crystal features (essentially, shape and
size) and the mechanical properties of osteons would be expected, though.
Bone is more brittle in older and osteoporotic animals, where large size
crystals are observed, whereas it is stronger and tougher in young ani-
mals, where a broader crystal size distribution is reported. Crystal size
increases in osteoporotic and in aging bones [BOc]. Through X-ray investi-
gations, structure distortions pictured as orientation of crystals have been
observed in both longitudinal and alternate osteons cyclically loaded at a
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high stress level. Higher distortions are detected for longitudinal osteons.
This supports the hypothesis that this type of osteon is more prone to
buckling, and suggests that the thicker crystallites that are between the
collagen fibers are more easily unbound from the matrix as a consequence
of buckling [ASd].

The elastic behavior of osteons has also been predicted by several com-
posite models. Common inputs are the elastic modulus of collagen (range
1.0 GPa to 1.5 GPa), the elastic modulus of apatite crystals (range 110 GPa
to 150 GPa), and the Poisson ratio of 0.3. The analysis of the mechani-
cal response of composite materials involves investigations on the micro-
and macroscale level [NIc]. Using a cross-ply model of the osteon and an
homogenization procedure for the properties of lamellae, a value of the
elastic modulus of 22 GPa in the longitudinal direction is obtained at a
mineral concentration of 0.6 [LEa]. However, the same concentration leads
to very low values in the transverse direction. Incorporating the three
partial porosities of bone [COc] related to Haversian canals, Volkman’s
canaliculi and lacunae, the typical elastic orthotropic constants of bone are
derived using an hydroxyapatite content of 35% and an overall porosity
of 8% [SEa]. Instead, modeling at the submicrostructural level the single
lamella and using routines developed for a random network of cellulose
fibers, nonuniform strains and clustering of aligned fibrils are displayed
under load simulations [JAb]. However, model results of compact bone
are still misleading because there are no reliable data regarding the prop-
erties of the constituent materials and interfaces [RHb]; moreover, at the
macroscale level, the nondestructive imaging of the structure through micro-
CT is not as powerful as it revealed to be for trabecular bone.

6.2 Trabecular Bone

Trabecular, cancellous, or spongy bone is abundant in the inner regions of
the epiphysis of long bones, in the mandibular bone, within vertebral bones,
and in flat and irregular bones. Therefore, this material represents the core
of bony organs. The constituent materials are collagen, apatite, and mar-
row, differently organized across sites according to the specific adaptation
process. The trabeculae are organized in very complex networks, which
constitute an open porosity occupied by the bone marrow. The similarity
between these organizations and engineering foam materials classifies tra-
becular bone within cellular solids, whose microstructural features affect
the mechanical behavior. The microscopic level of the hierarchical organi-
zation of trabecular bone distinguishes rods and plates as the basic elements
of the cellular structure.
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Figure 6.2. Trabecular bone network of a 50-year-old man: (a) SEM image
(courtesy of Prof. D. Ronca, Orthopedic Clinic, II University of Naples,
Italy); (b) 3-D reconstruction of micro X-ray CT (courtesy of Prof. S.
Rengo, School of Dentistry, University of Naples Federico II, Naples, Italy).

6.2.1 Tibial Trabecular Bone

Trabecular bone obtained from human tibia has been used extensively, be-
cause this tissue is very abundant in the proximal tibial epiphysis thus pro-
viding the possibility to fabricate macroscopic specimens used for standard
mechanical testing. Moreover, the proximal tibial epiphysis is important
because of the prosthesis that is often required to alleviate certain patholo-
gies of the knee. Figures 6.2a and b show the structural organization of
trabeculae inside the subchondral trabecular bone of a 50-year-old man,
depicted through SEM and X-Ray μCT, respectively.

This tissue is obtained from the weight-bearing area of proximal tibia,
as depicted in Figure 6.3. A different mechanical behavior has been com-
monly observed between the medial and the lateral condyle region, and a
strong anisotropy is generally recognized [KEb]. The relationship between
trabecular orientation and mechanical properties in the longitudinal direc-
tion of the tibia (direction 3 of Figure 6.3) has been a matter of concern
since about 1980. A complete map of the Young’s modulus in this direction
(E3) related to the subchondral bone plate shows a marked site dependency
[GOa]; in agreement with biomechanical models of femur–knee–tibia, the
medial region is stiffer than the lateral region. A maximum peak value of
433 MPa is distinguished in the medial region. The mechanical method
employed is the compression test on cylinders of 7 mm × 10 mm. A more
precise average value of E3 is later obtained by using compression and ten-
sion tests and measuring local deformations through an extensometer with
20-mm gauge length; mean values of 485 MPa and 483 MPa measured in
compression and tension, respectively, have been obtained suggesting no
statistical difference in the Young’s modulus along direction 3 according
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Figure 6.3. 3-D reconstruction of proximal tibia. Anisotropy in the Young’s
modulus of trabecular bone [RHd]. Values are expressed in GPa.

to the mode of loading [ROa]. More recently, optimized protocols for ma-
chining macroscopic specimens, obtained from the medial and the lateral
regions, have been used. These employ 5-mm gauge length extensometers,
thus preventing edge effects of previous investigations. In this case average
values of E3 = 1091 MPa (S.D.634) and E3 = 1068 MPa (S.D.840) have
been obtained in compression and tension, respectively [MOa]. Compres-
sion measurements of E3 generally reveal that trabecular bone is stiffer in
the medial condyle than in the lateral condyle region [GOa, DIa].

It is evident that a strong variation of E3 according to the site is to be
found also along the longitudinal direction. On the other hand, by using
the ultrasonic investigation technique and smaller specimens, the Young’s
modulus anisotropy of trabecular bone has been measured through a com-
plete 3-D mapping of the tibial epiphysis [RHd] as depicted in Figure 6.3.
Also, these findings are in qualitative agreement with earlier measurements
through penetration tests [HVa].

Unfortunately, the agreement among material properties measured us-
ing a variety of equipment setups, specimen geometry, environment, and
mechanical conditioning is in the best cases qualitative rather than quanti-
tative. If data obtained in tension, compression, and bending of trabecular
bone from a specific site of the tibia are compared, an inconsistency of
the results is generally observed. The statistical difference becomes more
evident as the set of mechanical data includes micromechanical tests. In
particular, a value of the Young’s modulus of 4.59 GPa is obtained through
microbending tests [CHb], whereas microtensile and ultrasonic tests on
individual dry trabeculae provide an elastic modulus of 10.4 GPa and
14.8 GPa, respectively [RHa]. In contrast, the Young’s moduli derived from
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nanoindentation tests on trabecular bone are estimated to be 19.6 GPa and
15.0 GPa in the longitudinal and transverse directions, respectively [RHb],
thus in a range similar to that of compact bone. It is clear, then, that the
Young’s modulus of trabecular bone is strongly dependent on the specimen
dimensions. Macroscopic specimens can be regarded as a porous structure
delimited by a trabecular network. Accordingly, mechanical measurements
need to take into account the effective volume fraction of bone. Indeed,
bone density is the parameter most commonly used to determine the vari-
ations of the Young’s modulus, which is assumed to depend on density
through a power law. However, the precise form of this relationship and
the fact that the modulus would be a function of density alone is con-
troversial: the trabecular architecture is known to play a crucial role in
the properties of the material [KEb] and density cannot take this into ac-
count. Instead, mechanical testing on microscopic specimens (i.e. individ-
ual trabeculae) and nanoindentation measurements provide the true elastic
modulus of bone, which indeed produces results very close to the value mea-
sured for compact bone. Efforts to account for the structural anisotropy
of trabecular bone are described by a general theory relating the elasticity
tensor to the fabric tensor [COd, COb]. Age-dependence variations in the
Young’s modulus are generally described by a nonlinear relationship: this
property increases up to about 45 years and significantly decreases after
60 years [DIa].

As with the Young’s modulus, the strength of trabecular bone also de-
pends on the loading direction, the site, and the age. The strength is higher
in the longitudinal direction, and tension measurements provide yield stress
values lower than in compression [MOa]. The trabecular bone strength can
vary by an order of magnitude across the tibia sites, spanning between 1 and
10 MPa, and the medial subchondral bone region appears to be tougher
than the lateral region [DIa]. A power law relation between strength and
density is generally observed [KEb]. Again, this relationship is controversial
because the trabecular architecture plays a fundamental role in determin-
ing bone strength. The strength dependence on age follows a similar trend
observed for the Young’s modulus. Table 6.1 presents the yield and the
ultimate stresses and strains of trabecular bone from the tibia, depending
on age [MOa, DIa].

6.2.2 Trabecular Bone from the Vertebral Body

The vertebral body is another site from where trabecular bone tissue is of-
ten harvested in order to determine its mechanical properties. This tissue is
particularly abundant in the vertebrae from the lumbar region of the spine.
The knowledge of the mechanical behavior of trabecular bone from this site
of the body is particularly important because of various pathologies that
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Age(Years) 16–39 40–59 60–83
Compression
Ultimate Stress [MPa] 10.6 9.86 7.27
Ultimate Strain [mm/mm] 2.48 % 2.12 % 2.05 %
Yield Stress [MPa] 5.83
Yield Strain [mm/mm] 0.73 %
Tension
Yield Stress [MPa] 4.50
Yield Strain [mm/mm] 0.65 %

Table 6.1. Yield, ultimate stresses, and strains of trabecular bone from
tibia.

Figure 6.4. Optical image of a vertebra and the intervertebral discs. A main
pattern of trabeculae orientation along the longitudinal axis is evident.

can affect the vertebral bodies, such as osteoporosis. Another important
point is that the prosthetic devices that are often required to solve a spinal
injury or disease will be in contact with this tissue.

Figure 6.4 shows an optical image of a vertebra; the intervertebral disc
fibers are also shown. A main pattern of trabeculae orientation along the
longitudinal axis is evident.

Figure 6.5 shows the 3-D image of a lumbar vertebra. The bone’s
image along a coronal section from an L3 vertebra of a 35-year-old man
is provided. A trabecular network, principally oriented along the longi-
tudinal direction, is rendered clearly visible through optical microscopy.
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Figure 6.5. 3-D imaging of a lumbar vertebra showing Young’s modulus
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Compression, bending, and torsion are the loads that act on the spine
through complex articulations between vertebrae and intervertebral discs
[CAd, CAe]. The orientation of trabeculae along the axes of the spine sug-
gests the adaptation to a compressive stress field transmitted through each
vertebra. Trabeculae align along the direction of the functional principal
stresses, as hypothesized by Wolff’s law [WOa, COe, HUa].

Uniaxial compression tests on vertebral trabecular bone along the
cephalo-caudal or superior–inferior direction (direction 3 of Figure 6.5) have
been approached using cylindrical and cubic specimens. This direction is
perpendicular to the articular end-plates [CAe] and the related properties
are thus expected to be higher than those measured in the other direc-
tions. A mean value of 67 MPa for the elastic modulus of bone from the
central part of the first lumbar vertebra in 15–87-year-old individuals has
been measured [KEb, MOb]. Later, investigations in compression and in
tension on bone specimens of 8-mm diameter, obtained from the lateral re-
gions of thoracic and lumbar vertebrae, produced mean values of 291 MPa
and 301 MPa, respectively [KOb]. Data reprocessed by using a 5-mm
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gauge length extensometer implied compression and tension mean values
of 344 MPa and 349 MPa, respectively [MOa].

As with bone from the tibia, a marked anisotropy is also observed for
vertebral trabecular bone.

Figure 6.5 reports the elastic modulus, determined in compression on cu-
bic specimens from lumbar vertebrae, according to the posterior–anterior,
the lateral, and inferior–superior directions (direction 1, 2, and 3, respec-
tively, of Figure 6.5). Again, a variation between results obtained on cubic
specimens with sides 20 mm [NIb] and 12 mm [AUa] is clearly evident. Not
only do the mean values differ, but also the anisotropy—that is, the ratio
between the modulus in the principal direction and the modulus along the
orthogonal direction—is different. This inconsistency is due to the mechan-
ical set-up and to bone quality. Furthermore, specimen conditioning can
have a marked effect on the mechanical properties. In these studies, the
specimens of 20-mm length were stored frozen at −20◦C, while those of
12-mm length were kept in a saline solution at 4◦C. The site from where
the tissue is harvested is also of significance.

As expected, the Young’s modulus determined through ultrasonic tests
gives significantly higher values of the elastic modulus. The wave speed
measurements are mainly related to the trabecular struts, and the mechan-
ical sound signal is faster than the strain rates induced with dynamometers.
A mean value of 9.98 GPa is derived from ultrasonic tests [NIb] whereas the
mechanical anisotropy is described by speed values of 1545 m/s, 1540 m/s,
and 1979 m/s in directions 1, 2, and 3, respectively, in Figure 6.5 [NIa].
It is important to observe that mechanical compression studies on bone
anisotropy generally use a single specimen to detect the property for all
three loading directions. Therefore, using a low strain level, it is assumed
that the material behavior is not affected by previous mechanical tests.
However, measurements of the elastic modulus through destructive tests
performed after the investigation at low strain levels suggest an increase of
the modulus of about 25% [AUa].

In contrast, local measurements using the nanoindentation technique
provide higher values of the elastic modulus. An advantage here is that the
data can be directly related to specific areas of the trabecular material. The
derived Young’s moduli obtained on specimens with a thickness of 3 mm
from the mid-sagittal plane of the L1 vertebra are 19.4 GPa and 15.0 GPa in
the longitudinal and transverse directions, respectively [RHc]. Surprisingly,
a detailed map of the elastic properties suggests that the material is stiffer
in the transverse, rather than the longitudinal, direction. Measurements
taken at a microstructural level also reflect the local variation in the extent
of mineralization [ROb].

Table 6.2 summarizes the mechanical properties derived from destruc-
tive tests.
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Method Y. Stress Y. Strain U. Stress U. Strain Ref.
(MPa) (mm/mm) (MPa) (mm/mm)

Compression 1.92 0.84 % 2.23 1.45 % Kopperdahl,
Tension 1.75 0.78 % 2.23 1.59 % Keaveny, 98
Compression 2.02 0.77 % Morgan,
Tension 1.72 0.70 % Keaveny 01
Compression 1.3 2.9 % Augat et al. 98

Table 6.2. Ultimate properties of trabecular bone from vertebra.

6.2.3 Trabecular Bone from the Femur

The femoral head is one of the sites where the mechanical properties of
trabecular bone are of great importance. Bone fractures at this location are
a common injury especially in old people. The hip joint bears and transmits
very high loads, amplified by the offset between the acetabular axis and
the femoral axis. Several investigations focus on the mechanical properties
of this bone, in order to improve preventive, therapeutic, and prosthetic
strategies. Very complex patterns of stress distribution in the whole femoral
proximal epiphyses and its single head are documented [VAc, APa].

Compression tests, using 12 mm in diameter cylindrical specimens, give
the difference in the elastic moduli values in the anterior–posterior direc-
tion for inferior and superior sites on the head (Figure 6.6). As indicated
by radiographs of healthy and osteoporotic femoral heads [VAc], a higher
porosity is found in the inferior region, where the compressive modulus is
five times lower. Surprisingly, no statistical differences are observed be-
tween the elastic properties of normal and osteoarthritic bones [BRb].

Compression tests on 8-mm cubic specimens from the region immedi-
ately inferior to the epiphyseal line, oriented along the superior–inferior
direction (the primary compressive axis) provide a higher value of the elas-
tic modulus (Figure 6.6). Again, no difference is observed in the modulus
between tissues from cadavers and fractured hips [CIa, HOb]. It is clear
from these results that the elastic modulus depends on the region and di-
rection of loading and the strong mechanical anisotropy is already well
evident. The elastic modulus of macroscopic trabecular specimens reaches
values up to 1 GPa [CIa].

The elastic modulus measurements, averaged in the whole proximal
femur, suggest values of 0.13 GPa, 0.06 GPa, and 0.05 GPa in the axial,
sagittal, and coronal direction, respectively [AUa, MAa], thus indicating
a certain degree of anisotropy. The lower observed values depend also
on specimen conditioning (i.e. defatting procedures). The Young’s mod-
ulus measured in compression on cylindrical specimens from the bearing
areas oriented perpendicular to the articular surface of the femoral head
(Figure 6.4) suggests differences between the weight-bearing and partial
weight-bearing head site [DEc].
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Figure 6.6. 3-D imaging of a femur showing Young’s modulus anisotropy
and site dependence of trabecular bone. Values are expressed in GPa [VAc,
CIa].

Of course, the differences in the measured elastic property are also re-
lated to the mechanical preconditioning. Higher values of the elastic modu-
lus are measured in the linear region of the stress–strain curves [CIa, HOb],
or after a dynamic creep conditioning at low load levels [AUa, MAa].

Using a 5-mm gauge length extensometer and specimens oriented in the
main direction of the trabecular network from the femoral neck, frozen
and low strain conditioned bone shows moduli of 3.23 GPa and 2.7 GPa
in compression and tension, respectively. The greater trochanter has an
elastic modulus of about 0.6 GPa in both compression and tension-loading
mode [MOa]. In contrast, nanoindentation measurements of trabecular
bone from the femoral neck give a value of 11.4 GPa for the tissue modulus
[ZYa]. Indeed, micro-FEM investigations use a uniform Young’s modulus
value for the trabecular bone material of between 10 and 18 GPa [BAd,
ULa], in order to match the macroscopic apparent tissue modulus derived
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Site Dir. Meth. Y. Stress Y. Strain U. Stress U. Strain Ref.

(MPa) (mm/mm) (MPa) (mm/mm)

Neck IS C 17.45 0.85 % Morgan

Neck IS T 10.93 0.61 % Keaveny 01

Prox. IS C 2.9 3.2 % Augat et al. 98

Femur

Dist. IS C 2.2 2.9 %

Femur

Sup. AP C 2.35 Brown et al. 02

Head

Inf. AP C 0.56

Head

Prox. IS C 2.5 Majumdar et al. 98

Femur

Table 6.3. Mechanical properties derived from destructive tests.
(C = compression; T = tension; AP = anterior–posterior; IS = inferior–
superior.)

from experimental investigations. Table 6.3 summarizes the mechanical
properties derived from destructive tests.

6.2.4 Trabecular Bone from the Mandible

This site is of enormous importance for the outcome of prosthetic recon-
structions with dental implants. The principal orientations of the trabec-
ular network are affected by the teeth: mandible joint and the adaptation
and remodeling consequent to chewing.

Compression tests on cubic specimens, whose sides are smaller than
5 mm, harvested from human edentulous mandible [OMa] show that a
remarkable anisotropy exists in the premolar-incisal regions of the mandible
arch (Figure 6.7). Compression tests on cylindrical specimens with similar
dimensions from frozen mandibles aged between 56 and 90 years suggests
an increase of the elastic modulus in the inferior-superior direction and
a further decrease in the molar region [MIb]. It is also observed that the
elastic modulus derived from unconfined or unconstrained compression tests
lead to values that are about 40% lower than those detectable through
constrained tests. An anisotropy in the elastic modulus of trabecular bone
from the mandible condyle is apparent from compression tests on cylindrical
specimens. Modulus values of 0.431 GPa and 0.127 GPa are exhibited in
the superior–inferior and medio–lateral directions, respectively [GIa].

6.2.5 Anisotropy in the Elastic Modulus of Trabecular Bone

Based on the previous database of elastic modulus values it is possible to
investigate the anisotropy of trabecular bone tissue according to the organ
and the site. To do this the E3/E2 and E3/E1 ratios are considered. A first
advantage of considering the anisotropy ratios is that a higher consistency
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Figure 6.7. 3-D imaging of a mandible showing Young’s modulus aniso-
tropy and site dependence of trabecular bone. Values are expressed in
GPa [OMa].

of the results is expected. These ratios are, of course, less sensitive to the
specimen geometry and the mechanical testing setup.

It is interesting to observe from Table 6.4 that a higher anisotropy exists
in the proximal tibia than in the proximal femur. Also, the vertebral trabec-
ular bone displays a higher anisotropy than the proximal femur. However,
compression tests on trabecular bone from the distal femur indicate an
anisotropy ratio between the cephalo–caudal and medio–lateral direction of
3.5 [AUa]. Tibia, femur, and vertebra show that the highest elastic mod-
ulus is obtained in the cephalo–caudal or superior–inferior direction, and
the anisotropy ratios with respect to the orthogonal directions (directions
1 and 2 of Figures 6.2, 6.3 and 6.4) are similar. This suggests that these sites
can be modeled as transversely isotropic materials as a first approximation.
The mandible, however, displays a completely different anisotropy. In each
site the elastic modulus is higher in the mesio–distal direction, that is, the
axis of the mandibular arch. Moreover, a higher anisotropy is observed
compared to the trabecular bone from other organs.
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Organ Method Site c—Anisotropy

E3/E2 E3/E1
Tibia US Subchondral bone plate 2.7–4.2 3.0–4.2 Rho et al. 96

Middle bone plate 3.9–4.2 4.3–4.5

Deep bone plate 3.0–3.1 3.2–3.3

Vertebra MC Central body L4 3.8 3.2 Nicholson et al. 98

Central body L1 2.5 2.2 Augat et al 98

Vertebral body 1.8 1.8 Hengsberger et al. 02

US Central body 1.3 1.3 Nicholson et al. 98

Vertebral body 1.0 1.0 Hengsberger et al. 02

NI Axial trabeculae 0.8 — Roy et al. 99

Femur MC Proximal femur 2.3 2.5 Augat et al. 98

Proximal femur 2.5 2.2 Majumdar et al. 98

Femoral head∗ 2.2 4.0 Deligianni 91

Mandible∗ MC Incisal 2.0 18 O’Mahoney et al. 00

Canine 2.0 2.8

First premolar 1.5 5.1

Second premolar 11.0 19.8

condyle 3.4 — Giesen et al. 01

Table 6.4. Anisotropy ratios of trabecular bone from different organs.
(MC = mechanical compression; US = ultrasound; NI = nanoindentation.
∗a local reference system is used with direction 3 being the osteon
orientation.)

6.2.6 Viscoelasticity of Trabecular Bone

Time-dependent properties of trabecular bone have been observed, as the
strain rate in static compression tests on human trabecular bone is varied.
The ability of fresh vertebral bone to bear compressive stress in the superior–
inferior direction is enhanced at high levels of strain rate [GAa]. A power
law relating elastic modulus to strain rate is commonly observed. Assum-
ing a cubic dependence of the elastic modulus from the apparent density,
an exponent of 0.06 for specimens tested in confined compression [CAb]
and an exponent of 0.05 [LIb] for tibial bone have been reported. An ex-
ponent of 0.1 is derived for vertebral bone [OUa]. The dependence of the
elastic modulus from the strain rate is also strongly related to bone mar-
row, especially at high strain rates. At a strain rate of 10 s−1, both the
elastic modulus and strength measurements of bone with marrow are about
five times higher than those of bone without marrow. This suggests that
marrow is a dominant factor controlling the mechanical behavior of bone.
However, at strain rates lower than 1 s−1, the effect of bone marrow is
far less evident. Moreover, it has been pointed out that the effects of vis-
cous flow of bone marrow on mechanical properties depend upon boundary
conditions. Trabecular bone in vivo is confined by cortical bone, with the
marrow therefore acting as an incompressible fluid, redistributing the stress
to the trabecular network and thus increasing bone strength and modulus.
In contrast to this, in vitro testing is generally carried out in unconfined
conditions where, at low strain rates, marrow can flow through the pores
and exit the specimen. In vitro testing at high strain rates provides a
better representation of confined conditions [CAb]. In order to describe



6. Mineralized Connective Tissues 231

the viscoelastic features of trabecular bone, stressed within physiological
limits, a first approximation model is to consider trabeculae as elastic and
the remaining material as a Maxwell body. This simplified model suggests
that, during impact loading, the viscous marrow bears up to 30% of the
applied load [KAa].

The effect of a fluid phase filling the bone porosity on the viscoelastic
properties of human trabecular bone from the femoral head has also been
detected through stress relaxation tests in compression [SCb, DEd]. By
performing repeated stress relaxation tests at a fixed strain level, a higher
stress decay is measured during the first test. However, no difference in
the stress decay is observed through repetitive tests, if specimens are left
to recover in Ringer’s solution for 24 h. Moreover, a nonlinear viscoelastic
behavior and a marked anisotropy for the relaxation constants are observed
[DEd]. The viscoelastic properties of trabecular bone are more sensitive
to storage conditions than is the elastic modulus. Defatting procedures
lead to a 50% decrease in the viscoelastic energy dissipation [LIc]. Also,
creep tests on trabecular bone from the femur suggest that time-dependent
properties are a function of the site [ZIa]. Creep tests at low loading levels
on trabecular bone from a vertebral body suggest a nonlinear viscoelastic
behavior. Moreover, a full recovery of the strain is obtained only over a
period 20 times longer than the duration of the creep test [YAa].

6.3 Cortical Bone

Cortical or compact bone constitutes the outer shell of bony organs such
as the tibia, the femur, the vertebra, and the mandible. Osteons or the
Haversian systems are the basic elements distinguished at a microscopic
level. An osteon is generally an arrangement of concentric lamellae, each
comprising mineralized collagen fibers oriented according to determined
patterns, its shape approximating a cylinder. A more random organization
of the mineralized collagen fibers distinguishes the woven bone (e.g. the
bone in the callus). In long bones, the osteons are mainly oriented in the
longitudinal direction and the peripheral osteons present their outer lamel-
lae almost tangential to the external surface, forming, together with woven
bone, a plywoodlike structure. This is a thick layer that represents, at a
macroscopic level, the basic outer lamellar bone. This material is also the
fundamental structural element of cementum, the material which coats the
tooth’s root and interfaces itself with periodontal ligaments in the alveolar
bone. Orthogonal “plywood” structure is present in the outer lamellae of
long bones [WEa]. The interface between osteons and bone matrix is the
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cement line, which represents a region of reduced mineralization [BUb].
The cement line provides a ductile interface that promotes crack initiation
but slows crack growth.

Imaging of cortical bone through a polarized light microscope suggests
that the appearance of lamellae depends on the collagen fibers’ orientation.
In dark osteons, the lamellae are almost orthogonal to the plane of section—
that is, parallel to the osteon axis—whereas in light osteons, the fibers are
oriented almost parallel to the plane of section [EVa]. It has also been
observed that transversely oriented collagen fibers prevail in regions of com-
pact bone adapted to high compression stress, whereas longitudinal fibers
are abundant in regions corresponding to high tensile stresses [BRa].

6.3.1 Elastic Properties of Cortical Bone at a
Macroscale Level

It is not surprising that almost all of the research on mechanical proper-
ties of hard tissues developed during the last century focused on cortical
bone. Compared to trabecular bone, this tissue is dense, so measurement
errors related to porosity are reduced. Moreover, the fabrication of tra-
becular bone specimens generates peripheral artifacts caused by the frac-
ture of trabeculae along the specimen’s edges. Instead, the human body
presents several sources from where cortical bone can be harvested in order
to obtain specimens for standard mechanical characterization at the con-
tinuum level. Classical mechanical testing (compression, tension, bending,
torsion, etc.) on cortical bone suggests the use of specimens that contain
several Haversian systems. For this, a minimum cross-sectional area of
4 mm2 is recommended [REa]. Through uniaxial tests on cortical bone
from the middle one-third of the diaphysis of fresh femur, an average value
of 17.1 GPa has been recorded. No difference has been observed between
the tensile and compression-loading modes. The mechanical anisotropy of
cortical bone has been investigated using several techniques. With piezo-
electric transducers and sensors, a fast decrease of the Young’s modulus
from about 17 GPa to 14 GPa has been observed through a slight de-
crease of the specimen orientation with respect to the longitudinal axis of
the femur [BOb]. An inconsistency is observed between the experimental
data and the predictions of composite models based upon a simple linear
superposition principle of collagen and apatite. Subsequently, using a hier-
archical material-structure composite model, the variation of the Young’s
modulus with specimen orientation is explained [KAc]. Because compact
bone is quite stiff, physiological loads usually produce small deformations,
thus linear elasticity can be used to describe the mechanical behavior of
compact bone.
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The general linear elastic relationship between stress and strain (σ − ε)
is given by the tensorial form of Hooke’s law

σij = Cijklεkl,

where Cijkl is the elastic modulus tensor (the stiffness matrix) characterized
by 81 elements. However, cortical bone can usually be assumed to behave
as an orthotropic material, therefore only 9 independent constants can be
distinguished. The compliance tensor for these model is given by:

Sij =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
E1

−ν21
E2
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E3

0 0 0
−ν12

E1

1
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−ν13
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1
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0 0 0

0 0 0 1
G23

0 0
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G31

0

0 0 0 0 0 1
G12

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

where Ei, Gij , and νij are the elastic moduli, the shear moduli, and the
Poisson ratios, respectively. The directions 1, 2, and 3 are the transverse,
radial, and longitudinal directions, respectively. The elastic constants of
the stiffness matrix are given by

C11 =
1 − ν23ν32

E2E3Δ
, C22 =

1 − ν13ν31

E1E3Δ
, C33 =

1 − ν12ν21

E1E2Δ
,

C12 =
ν12 − ν32ν13

E1E3Δ
, C13 =

ν13 − ν12ν23

E1E2Δ
, C23 =

ν23 − ν21ν13

E1E2Δ
,

C44 = G23, C55 = G31, C66 = G12,

Δ =
1 − ν12ν21 − ν23ν32 − ν31ν13 − 2ν21ν32ν13

E1E2E3
.

Often, bone can be adequately described as a transversely isotropic ma-
terial, because an axis of material symmetry can usually be recognized.
Thus the number of independent constants reduces to five and the com-
pliance tensor is characterized by the following relationships: E1 = E2,
ν31 = ν32, ν12 = ν21, G31 = G23, and G12 = E1/2(1+ν12). Mechanical tests
employing the strain gauge technique and continuous acoustic measure-
ments have been the first methods to measure the mechanical anisotropy
of human femoral cortical bone. Experimental mechanical testing aimed at
determining five elastic constants are depicted in Table 6.5.

Ultrasonic data on cortical human bone from the tibia and mandible
also support the hypothesis of an orthotropic anisotropy of cortical bone
(Table 6.5). Nevertheless, the data presented in Table 6.5 are simplified,
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Year 1975 1984 1987 1996 2003
Organ Fm Fm Fm Tb Mn
Site An Lt Ps Md Al Ib Sy

Meth. M U M U U
Mode C T T

E1 [GPa] 18.2 17.7 20.0 22.5 20.9 20.6 21.1 21.2 25.2 23.0 21.1
E2 [GPa] 11.7 12.8 13.4 13.4 11.5 11.9 12.3 12.9 12.7 16.0 16.8
G12 [GPa] 3.3 3.3 6.23 6.23 5.5 5.7 5.8 6.1 6.8 7.2 7.4

ν12 0.63 0.53 0.35 0.32 0.40 0.40 0.40 0.38 0.41 0.34 0.41

Table 6.5. For the sake of simplicity only four of the measured elastic con-
stants are reported [REb, ASe, DAa, RHd, SCc]. Direction 1 stands for
the axis of material symmetry. (Fm=femur; Tb=Tibiae; Mn=mandible;
A=anterior; L=lateral; P=posterior; M=medial; Al=alveolar; I=inferior
border; S=symphysis. C and T denote compression and tension, respec-
tively. M and U denote mechanical and ultrasound testing, respectively.)

consistent with the case of transverse isotropy. Table 6.5 shows the de-
pendence of the elastic constants on the organ and site. It is interesting to
note that, compared to investigations on trabecular bone, local elastic prop-
erties measured by applying AFM and SAM techniques to single osteons
provide slightly higher values [TUa] than traditional mechanical measure-
ments, namely direct mechanical testing and ultrasound, on cortical bone.

A detailed map depicting the spatial distribution of the Young’s modulus
during bending of cortical bone tissue from the femoral midshaft along the
longitudinal direction is shown in Figure 6.8 [CUa]. Specimens with a
thickness of 1 mm were obtained through serial cutting of the femoral shaft
with a diamond saw. A span of 30 mm is used for a three-point bending
test. Elastic values range from 14.0 to 22.8 GPa, with an average value of
18.6 GPa.

6.3.2 Yield and Failure Properties of Cortical Bone

Yield and failure properties of materials are determined through direct me-
chanical testing according to the traditional tensile, compression, bending,
and torsion tests. Inasmuch as it is impossible to determine exactly the
linear elastic limit of a material, a yield point is defined as the intersection
of the stress–strain curve and a straight line whose slope is the Young’s
modulus of the material and which is positioned at 0.2% strain offset from
the origin. Ultimate properties refer to the stress and strain of the max-
imum stress point, which in the case of cortical bone coincides with the
point of rupture of the stress–strain curve.

Table 6.6 shows yielding and failure properties of human compact bone
from the femur. It is apparent that higher values of ultimate strength in
tension and compression are observed along the longitudinal direction.
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Figure 6.8. Map of the Young’s modulus in bending of cortical bone tissue
from the femoral midshaft along the longitudinal direction [CUa].

Reference Reilly and Burstain 75 Bayractar04 Curre04 Jepsen97
Test Tension Compression Shear Tension Bending Torsion

Direction Long. Trans. Long. Trans. Trans. Long. Long.
Y. Strain 0.73 % 1.41% 1.3 %
[mm/mm]
Y. Stress 107.9 55.8
[MPa]

U. Strain 3.8 % 0.7 % 1.9 % 0.5 % 5.2 %
[mm/mm]
U. Stress 133 53 205 131 67 208 74.1
[MPa]

Table 6.6. Yielding and failure properties of human compact bone from
femur.
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Test Property Children Young adult Adult Elderly Ref.

T Modulus [GPa] 15.69 14.78 Courtney et al 96

T Yield Strain [mm/mm] 0.378 % 0.356 %

T Yield Stress [MPa] 55.3 49.3

T Failure Stress [MPa] 81.6 78.7

T Failure Stress [MPa] 114 122 102 86 Natali Hart 02

C Failure Stress [MPa] 167 158

B Failure Stress [MPa] 151 173 158 139

S Failure Stress [MPa] 57 52 49

Table 6.7. Effects of age on the mechanical properties of cortical bone
from the human femur. (T=tension; C=compression; B=bending; S=Shear
(torsion).)

Direction Children Adult Ref.
0◦ 12.8 17.5 Hara et al. 98
30◦ 9.9 14.3
60◦ 5.4 11.7

Table 6.8. Effects of age on the elastic modulus of cortical bone from the
mandible in bending.

The effects of age on mechanical properties of human cortical bone have
also been investigated. Generally, these properties increase from the child
(5–20 years) to the young adult (20–40 years), decrease slightly in the
adult (40–60 years) and then decrease more markedly in the elderly person
(60–80 years). Table 6.7 illustrates the effects of age on the mechanical
properties of cortical bone from the human femur in tension compression,
bending, and torsion, and Table 6.8 illustrates the same effects concerning
the elastic modulus in bending of the mandible at various angles.

6.3.3 Viscoelasticity of Cortical Bone

The mechanical properties of human cortical bone depend on strain rate
in the sense that a higher strain rate produces a higher elastic modulus,
thus suggesting that cortical bone behaves as a viscoelastic material [MCa].
As with trabecular bone, the viscoelastic properties of cortical bone are
strongly dependent upon the water phase. Dynamic mechanical analyses
(DMA) at 1 Hz and 37◦C on 3P-bending specimens of human cortical bone
from the tibia (Table 6.9) suggest that water mainly affects the damping
factor, and therefore the loss modulus, rather than the storage modulus
[YAb]. The effect of interstitial fluid flow on hydraulic strengthening of
bone has been analyzed through nonlinear models. It is suggested that a
window of strain rates exists between 10−3 s−1 and 10+3 s−1. Within this
window, the loss tangent is higher at low and high strain rates. Outside
the boundaries of this strain rate range, there are no further strengthen-
ing effects on fluid flow resulting from recourse to higher or lower strain
rates [LIa].
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Reference Yamashita 00 Bargren 74 FanRho 02

Conditions Bending Compression AFM

Freq./Load 1 Hz 5.2 Hz 7.5 Hz 10 μ N/s 102μ N/s 103μ N/s

18.6 26.5 32.2

Storage 0◦ wet 9.4

Modulus 0◦ dry 9.4

[GPa] 0◦ 15.8 16.3

30◦ 10.8 11.4

45◦ 12.5 12.4

Damping 0◦ wet 0.041

factor (tan δ) 0◦ dry 0.029

Table 6.9. Viscoelastic properties of cortical bone. Data from Bargren et
al. 1974 are converted in standard units.

Anisotropy in viscoelastic properties is, of course, often observed. The
data in Table 6.9 clearly illustrate that both the storage and loss moduli of
cortical bone from the diaphysis of a human femur (from a woman, age 26
years) are greatest in the longitudinal direction [BAc]. Furthermore, both
these moduli increase with increasing frequency. The increase in the elas-
tic modulus has also been observed through AFM, performing viscoelastic
measurements by changing the stress rate of the loading–unloading cycles
of the tip indenter [FAa].

6.3.4 Fracture Mechanics

Bone undergoes microcracking as a result of repetitive daily stress while, si-
multaneously, the remodeling process occurs, establishing an equilibrium in
the microcrack density within the living tissue [LAa]. The microstructure
of bone anyway provides sites of discontinuity—including lacunae, canali-
culi, blood vessels, and muscle insertions—all of which act as stress raisers
[CUb]. The dimensions of intrinsic crack initiation sites are, for example,
of the same order as those of the vascular spaces [BOa]. An in vitro com-
parison of the fracture mechanisms of human cortical bone suggests that
the microcracks which form around a cracktip redistribute the stresses,
increasing the toughness of the material [SIb, VAd].

Fracture toughness capability of Haversian bone is related to the os-
teonal structure. Similar examples among engineering materials are tough
discontinuous fiber-reinforced laminates [NIc, NOb]. A ductile osteon–
matrix interface—the cement line—promotes crack initiation [EVa], but
slows crack propagation in compact bone [BUb] by blunting the crack tip
and trapping it within the lamellar structure. A bridging effect of osteon
is observed for cracks propagating in the osteon orientation [DEb].

Debonding of an osteon produces changes in the region of the Haversian
canal wall adjacent to the crack, such as interruption of streaming potentials
and nutrients. This debonding initiates remodeling and production of a new



238 Modeling of Biological Materials

Site Geometry Direction Speed Kc[MNm−3/2] References
Tibia SEN longitudinal Fast 2.2–4.6 Bonfield Datta 76
Tibia CT longitudinal Slow 2.1–4.7 Behiry Bonfield 84
Tibia CT longitudinal Slow 4.48 Norman et al 91
Tibia CT longitudinal Slow 4.05 Norman et al. 95
Tibia CT longitudinal Slow 2.08 Norman et al. 96
Tibia CS (mode II) longitudinal Slow 8.32 Norman et al. 96
Femur CT longitudinal Slow 1.6–2.5 Vashishth et al. 97
Femur CT longitudinal Slow 1.71 Akkus et al. 00
Femur CT transverse Slow 3.47 Akkus et al. 00

Table 6.10. Stress intensity factor of human cortical bone.

secondary osteon, initially less calcified than the surrounding bone [SIb],
which may act as a fiber reinforcement [BUb] preventing the accumulation
of microdamage due to repetitive loading [MAd].

Micromechanical models of osteonal cortical bone suggest that the ratio
of the modulus of the osteon to that of the interstitial bone controls crack
propagation. Newly formed, low-stiffness osteons may toughen cortical
bone by promoting crack propagation toward tougher osteons whereas stiff
osteons repel the microcrack from more brittle osteons [GUa]. With aging,
microdamage occurs more rapidly than the intrinsic repair process [SCa].
The effects of this accumulation of microcracks, which is higher in females
than males [NOd], are reduced mechanical properties and increased fragility
[COa, MAe]. Thus bone fracture has an increased occurrence within older
persons because the microstructural organization of bone controls the re-
lationship between loading conditions and fracture patterns [EVa, CLa].
Hence fracture toughness plays a decisive role in bone functionality by de-
termining the level to which the material can be stressed in the presence
of cracks, or, equivalently, the magnitude of cracking that can be tolerated
at a given stress level.

Almost all of the literature data on fracture mechanics of cortical bone
are based on the CT specimen and mode I condition. Table 6.10 shows the
stress intensity factor of human cortical bone. In particular, it is suggested
that fracture toughness of cortical bone in the osteonal direction is higher
in shear than in tension [NOc]. Furthermore, fracture toughness in the
transverse direction is higher than in the longitudinal direction [AKa].

6.3.5 Fatigue of Cortical Bone

Several fatigue investigations have been carried out on cortical bone through
in vitro testing. It must be noted that the fatigue behavior of living bone is
not known, and that the in vitro testing of cortical bone does not consider
the remodeling process. Therefore, care has to be taken when transferring
in vitro results to in vivo behavior of bone and failure predictions.
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Figure 6.9. Fatigue behavior of cortical bone.

The osteoclast and osteoblast activity controls the extracellular matrix
absorption or production, respectively. Therefore, it has been suggested
that the Woehler S–N diagrams in Figure 6.9 have to be interpreted as a
lower bound limit if the osteoblast activity is the dominant process, and
an upper bound limit if the resorption process prevails [KEb]. In gen-
eral, dynamic sinusoidal stress is applied at 2 Hz. Figure 6.9 reports the
S–N diagrams of human cortical bone. Human cortical bone (average
69-year-old) cyclically stressed in tension at 37◦C has provided lower fatigue
strength values than bone (average 27-year-old) at 25◦C [CAc, ZIb].
A different fatigue behavior is observed using the four-point bending method
for bone tested at 25◦C [CHc].

6.4 Dental Tissues

The dental tissues consist of enamel, dentine, cementum, and the pulp. The
arrangement of the hard materials is depicted in Figure 6.10, where the
junctions, CEJ (cementum–enamel junction) and DEJ (dentine–enamel
junction), can be clearly distinguished.

Dentine forms the bulk of the tooth. Like compact bone, it comprises
an inorganic mineral component, hydroxyapatite, and an organic matrix,
which is mainly collagen. Again, as with bone, type I fibrillar collagen is
the main constituent of the extracellular matrix of dentine. However, it
has been established by chromatography that dentine collagen exhibits a
cross-link distribution different from that of bone collagen [KUa]. Dentinal
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Figure 6.10. (a) 3-D reconstruction of a micro X-ray CT of a human third
molar; (b) SEM image of a horizontal section from the dentine crown;
(c) SEM image of a longitudinal section from the dentine crown (courtesy
of Dr. D. Prisco, School of Dentistry, University of Naples Federico II,
Naples, Italy.)

tubules across dentine [VEa] and the intertubular and peritubular dentine
(ITD and PTD, respectively) may be distinctly identified. Dentinal tubules
permeate through dentine, their pattern following an S-shaped curvature.
Lateral branches of the tubules, with a smaller diameter, complete the
network [CAa]. There is a different distribution of dentinal tubules and
diameter in the pulp–DEJ direction [GAb]. The tubules are wider and
more numerous near the pulp.

Enamel covers the crown of the tooth, and its structure consists of
tightly packed hydroxyapatite crystals. These are organized in highly ori-
ented patterns, forming enamel rods. These rods, which extend from the
DEJ to the surface of the enamel, are arranged in circumferential rows
around the main axis of the tooth.

Dentine and enamel are 65% and 95–98% mineralized, respectively. It
should be noted that mature enamel is not a living tissue. Compared to
dentine, enamel is harder but also more brittle. Moreover, thermal prop-
erties suggest that enamel has a higher coefficient of thermal conductivity
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than dentine. The overall natural organization of dentine and enamel is
optimized in order to perform thermomechanical functions [CRb].

The pulp, which is richly innervated, is the soft tissue of the tooth. It
occupies the central portion of the tooth represented by the coronal pulp
chamber and the radicular root canal. Vessels enter into the pulp through
the apical foramina. The principal cells of the pulp are the odontoblasts,
whose processes extend into dentine.

Cementum covers the root of a tooth; it is a bonelike structure. This
tissue is deposited as a thin layer from the CEJ to the apex of the tooth;
this layer thickness is higher at the apex. Cementoblasts and cementocytes
are the cells of cementum, however, unlike bone, cementum is avascular and
incapable of remodeling. Cementum anchors the tooth to the surrounding
alveolar bone through the periodontal ligament.

The periodontal ligament system comprises soft, fibrous connective tis-
sue, which extends from the cement of the root to the alveolar bone, follow-
ing an obliquely cervical direction. The periodontal ligament characterizes
the joint between the tooth and the alveolar bone. Periodontal ligaments
also act as a natural shock-absorbing system.

6.4.1 Elastic Properties

Dentine, like compact bone, is a heterogeneous multiphase material that
exhibits a hierarchical composite structure. Therefore, like bone, mechan-
ical properties depend on the scale level at which properties are measured.
Also, experimental measurements are sensitive to the specimen source and
testing conditions.

The Young’s modulus of dental hard tissues, similarly to that of bone,
is confined between upper and lower bounds related to the stiffness of hy-
droxyapatite and collagen, respectively. Given the geometrical constraints
pertaining to dental hard tissues, it is very difficult to harvest specimens of
appropriate dimensions in order to carry out classical mechanical testing.
Therefore, the testing of dentine with dynamometers is generally performed
using micromechanical methods. Specimen volumes are typically of the or-
der of a few cubic millimeters, with cross-section areas often less than 1 mm2

for tensile tests [SAa]. Data from measurements of the Young’s modulus
of dentine are presented in Table 6.11.

Reference CraigPey 58 Tylesley 59 BowenRod 62 RensonBra 75
Testing Mode Compression 4-Point Bending Tension Cantilever

Young’s 18.3 12.3 19.3 11.1–19.3
modulus [GPa]

Table 6.11. Young’s modulus of dentine.
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Temperature 0◦C 23◦C 37◦C 50◦C 80◦C
Young’s Modulus [GPa] 15.20 13.94 13.26 12.06 9.35

Table 6.12. Dependence of Young’s modulus of dentine on tempera-
ture [WAb].

The mechanical properties of demineralized dentine are of great impor-
tance. Most of the bonding systems used in restorative dentistry are carried
out through the etching of dentine, which has the effect of removing the
mineral phase of the tissue. The Young’s moduli in tension of mineralized
and demineralized human dentine are 13.7 GPa and 0.25 GPa, respectively
[SAb]. The temperature-dependence of the elastic properties of dentine
are also notable. In contrast to bone tissue, which experiences a rather
constant temperature, dental tissues are thermally stressed over a wider
temperature range. Table 6.12 shows the dependence on temperature of
Young’s modulus in compression [WAb].

In each tooth, there is a variability in the mechanical properties of den-
tine. Anisotropy and inhomogeneity are induced by the tubules network,
varying distributions of both intrafibrillar, and extrafibrillar minerals, and
water content, inter alia. Variations are also observed among different
teeth. Therefore, mechanical properties of dentine are site-dependent, and
the elastic moduli measured through classic mechanical tests have to be
interpreted as average values. The properties of caries-affected dentine are
very important. This degenerated tissue is less stiff and contains more
water than normal dentine [ITa].

Indentation tests are an alternative to classical micromechanical test-
ing, permitting a detailed mapping of dentine and enamel elastic properties.
The average values of Vickers’ hardness of dentine and enamel are
57–60 kg/mm2 and 294–408 kg/mm2, respectively [WIb, FOb]. The aver-
aged Young’s moduli (derived from Vickers’ hardness, assuming a Poisson
ratio of 0.25) of enamel in the axial and transverse directions are 94 GPa
and 80 GPa, and the modulus that has been derived for dentine is 20 GPa
[XUa]. The Young’s modulus of dentine derived from microindentation
through a Knoop indenter decreases toward the DEJ. Using a proportional
constant of 0.45 between Young’s modulus and Knoop hardness, the elastic
modulus decreases from 11.2 GPa at a distance of 2.5 mm to 8.7 GPa close
to the DEJ [MEb]. Also, microindentation measurements suggest that the
elastic modulus of dentine decreases toward the DEJ. Furthermore, gradi-
ents in the Young’s modulus have been detected also in the facial–lingual
direction [KIf].

It is important to notice that hardness measurements through inden-
tation testing are strongly dependent on the size of the indenter. The
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impression size in dentine using traditional indenters (e.g. Vickers, Knoop,
etc.) is of the same order as heterogeneities such as enamel rods or denti-
nal tubules, preventing accurate assessment of material properties. Using
AFM, the elastic moduli derived from nanoindentation are 19.3 GPa and
90.6 GPa for dentine [VAb] and enamel [WIc], respectively. The hardness
of hydrated PTD and ITD are 2.3 GPa, and 0.5 GPa, respectively [KIa].
A drawback in early AFM measurements was the inability to keep spec-
imens wet during testing. Using modified AFM, it has been possible to
apply loads in the range of 1 μN to 100 N through the tip of the indenter
on fully hydrated specimens [BAa]. The Young’s modulus in the axial di-
rection increases monotonically from 15.3 GPa near the DEJ to 16.3 GPa
at a distance of about 1 mm from the pulp. Also, a rapid decrease of the
ITD Young’s modulus is observed as dentine absorbs water from the dry
state to the rehydrate state [KIc].

It is suggested that the dependence of mechanical properties of dentine
from the site is related to mineral content and crystal thickness. Dentine
exhibits minimum values of hardness and elastic modulus close to the DEJ.
Towards the DEJ, the mineral content decreases and the crystal thickness
increases [TEa].

Several AFM studies are reported regarding the gradient properties
across the dentine–DEJ–enamel regions, the results showing general agree-
ment. The Young’s modulus gradually increases through the DEJ region
(with a thickness of about 10 μm), increasing from about 20 GPa in the
dentine region to about 80 GPa in the enamel region [MAb, FOa, MAc,
BAb]. The anisotropy in the mechanical properties of dentine derives from
the ultrastructural organization of collagen fibrils and mineral crystals.
The contribution of collagen to the elastic modulus of enamel is negligible,
and even viscoelastic properties do not change across the enamel region.
Dentine strength, toughness, and bonding performances, on the other hand,
are dependent on the collagenic network properties. Surprisingly, resonant
ultrasound spectroscopy suggests that dentine is stiffer in the direction per-
pendicular to the tubules. The derived values for the Young’s modulus in
the axial and transverse directions are 23.2 GPa and 25.0 GPa, respectively,
which would be consistent with cuffs of PTD and collagen fibrils that lie in
planes transverse to each tubule axis [KId].

The size of human enamel specimens available for testing does
not allow the measurements of elastic properties according to standard
mechanical tests. Therefore, almost all of the literature concerning frac-
ture properties of enamel refers to indentation techniques. AFM measure-
ments through nanoindentation provide an excellent tool to distinguish
the site-dependence properties and the anisotropy of human enamel. The
Young’s modulus, derived from nanohardness measurements assuming a
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Poisson ratio of 0.28, is higher in the direction parallel to enamel rods
(E = 87.5 GPa). In the direction parallel to enamel rods the derived
Young’s modulus is 72.7 GPa, therefore an anisotropy of about 30% is ob-
served. Moreover, the elastic modulus is lower in both the tail and interrod
enamel [HAb].

6.4.2 Ultimate Static Properties of Dentine

Concerning the harvesting of tissues for significant mechanical testing, third
molars are the preferred specimen source, because dentine here is abundant
in the crown region. Dentine specimens from the root of incisors and canines
are also a popular choice. Hollow cylindrical specimens from the root site
are likely to be axisymmetric, the tubules being almost perpendicular to
the root axis. However, ultimate properties depend upon the organ, site,
and orientation of tubules with respect to loading direction. The anisotropy
and the site dependence of mechanical strength are shown in Table 6.13.
It is interesting to observe that the tensile strength anisotropy, similarly
to the elastic modulus, is such that strength is higher for specimens with
tubules oriented perpendicular to the applied load; this is found for both
root or crown dentine [LEb, MIa]. An increase of strength is measured
toward the DEJ [STa, KOa]. Dentine close to the DEJ is less stiff but has
a higher strength both in tension and in shear.

The anisotropy in tensile strength is also observed for demineralized
dentine. Mid-coronal demineralized specimens contribute approximatively
30% to the strength of dentine with tubules oriented in the perpendicular
direction [SAa]. The same result is found for root dentine [MIa]. Moreover,
demineralized wet dentine shows a well-defined toe region and an ultimate
strain that is one folder higher than mineralized dentine [SAb]. The yield
strength in three-point bending of dentine from human molars is 75 MPa

Organ Region Mode Tubule Orientation Strength [MPa] Reference

Third molar Mid-Coronal T Perpendicular 105.5 Sano et al. 94

Incisor canine Root T Parallel 41.1 Letchirakarn et al. 01

T Perpendicular 59.6

Third molar Middle cervical T Perpendicular 83.6 Staninec et al. 02

Middle occlusal T Perpendicular 61.7

Third molar Outer coronal S Perpendicular 76.7 Konishi et al. 02

Pulpal coronal S Perpendicular 52.7

Molar Coronal and root B Perpendicular 160 Imbeni et al. 02

Third molar Coronal T Parallel 73.1 Miguez et al. 04

T Perpendicular 140.4

Root T Parallel 63.2

T Perpendicular 95.9

Table 6.13. Mechanical strength of dentine. (T = tension, S = shear,
B = bending.)
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Temperature 0◦C 23◦C 37◦C 50◦C 80◦C
Compressive strength [MPa] 297 271 260 247 208

Table 6.14. Dependence of the compressive strength of dentine on temper-
ature [WAb].

[IMa]. Table 6.14 shows the dependence on temperature of the compressive
strength of dentine [WAb].

6.4.3 Viscoelastic Properties

The mechanical properties of dental tissues are time-dependent. For the
case of the compressive elastic modulus, for instance, a power law is ob-
served for hollow cylindrical specimens obtained from the root of incisors.
The exponent (0.017) is towards the lower end of the range of values
reported for bone. Moreover, the independence of the creep compliance
from the applied stress suggests a linear viscoelastic behavior. The reduc-
tion in the relaxation modulus in water at 25◦C after 1 hour is 6–17%,
whereas at 37◦C after six hours the reduction is 10–30% [DUa, JAa].

It must be borne in mind that viscoelastic testing, through creep or
stress relaxation, generally implies long duration experiments. It is, there-
fore, important to consider the extent to which tissue degradation might
occur over such periods. A 30% of reduction in the Young’s modulus of den-
tine is reported for water storage, this reduction being ascribed to calcium
phosphate dissolution. In order to collect reliable measurements over the
course of long duration tests, the use of Hanks’ Balanced Salt Solution
(HBSS) is recommended [HAa, KId].

Viscoelastic measurements of demineralized dentine have been performed
using both AFM and micromechanical axial tests [BAa, PAa]. The Young’s
modulus derived from AFM measurements of demineralized, dehydrated,
and rehydrated dentine from the crowns of third molars are 149 kPa,
2.1 GPa, and 381 kPa, respectively. Viscoelastic behavior of fully deminer-
alized dentine is observed, and it is suggested that collagen contribution
to dentine modulus is negligible [BAa]. The low value reported for the
modulus of demineralized dentine compared to other investigations [SAb]
is ascribed to the testing method.

Viscoelastic behavior is also observed on demineralized dentine spec-
imens from mid-coronal dentine, using tension and compression stress–
relaxation and creep tests in a wet environment. In particular, stress relax-
ation and creep tests in tension suggest a linear viscoelastic behavior for
demineralized dentine, whereas a different behavior is observed in compres-
sion because creep results are dependent on the applied stress [PAa]. Using
nano-DMA via AFM, with the indenter modulated at 200 Hz, a complete
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mapping of the storage and loss moduli of dentine and enamel have been
obtained. Average storage moduli of 21 GPa and 63 GPa are measured
for ITD and enamel, respectively. PTD displays a storage modulus higher
than ITD. Moreover, the loss modulus of ITD is higher than those mea-
sured for PTD and enamel. This suggests a higher dissipation capability
of ITD, which is consistent with the high concentration of collagen fibrils
in the dentine matrix [BAb].

6.4.4 Fracture Properties

The fracture toughness of dentine is midway in the range observed for
cortical bone (0.23–6.56 MN/m−1.5), and is at least one order of magnitude
greater than dentine restorative materials [TAa]. Using the three-point
bending technique on dentine specimens with a chevron notch in the middle
section, the anisotropy in the toughness of dentine and enamel can be
examined. For dentine, the work of fracture over a plane oriented parallel
to the tubules is higher than that perpendicular to the tubules. On the
other hand, for enamel, the work of fracture over a plane oriented parallel
to enamel rods is lower than that measured perpendicular to the rods [RAa].

Using the CT geometry loaded as mode I of coronal dentine specimens,
with tubules oriented parallel to the surface of fracture, it is suggested that
fracture toughness is invariant with temperature (KIc,37◦C = 3.1 MNm−1.5),
whereas the strain energy release rate increases with temperature. Two
toughening effects are suggested for the moderate level of fracture toughness
shown by dentine for a crack propagating parallel to tubules. The first of
these is the blunting of the tip of a propagating crack by each tubule that
is crossed [ELa]. The second is the strengthening effect due to mineralized
collagen fibrils, which form a planar, feltlike structure perpendicular to the
tubules [NAb].

The dependence of fracture toughness upon the orientation of tubules
has been observed also on dentine from human molars. Test specimens
are shaped as notchless triangular prisms of dentine, inserted in a metal
short rod CNT holder. Three tubule orientations have been tested: plane
of crack propagation perpendicular, parallel, and parallel-transverse to the
plane of dentinal tubules. Results indicate that the fracture toughness is
1.13 MNm−1.5, 2.02 MNm−1.5, and 1.97 MNm−1.5, respectively [IWa]. The
anisotropy in elastic, ultimate, and fracture properties of dentine would
certainly indicate that dentine is stiffer, stronger, and tougher for specimens
with tubules oriented perpendicular to the applied load. By using the
three-point bending method on dentine specimens from the coronal and
root regions of human molars, with tubules oriented perpendicularly to
the fractured surface, the measured fracture toughness is 2.72 MNm−1.5.
However, it has been argued that these values of fracture toughness have to



6. Mineralized Connective Tissues 247

be interpreted as an apparent value which overestimates by about 50% the
real fracture toughness of dentine. In fact, by using the same test method
on fatigue precracked samples, the real fracture toughness is found to be
1.79 MNm−1.5 [IMa].

The size of human enamel specimen available for testing prevents the
measurements of fracture toughness according to standard fracture tests.
Therefore, almost all of the literature concerning fracture properties of
enamel refers to indentation-fracture techniques. By using the microin-
dentation technique, through a Vickers’ indenter, the fracture toughness of
human enamel differs for molar, incisor, and canine teeth, the lowest values
being measured for molar enamel. For each tooth, fracture toughness of
enamel increases in the incisal-cervical direction. The range of values ob-
served is 0.7–1.27 MNm−1.5 [HAd]. Similar values for the fracture toughness
of human enamel, spanning from 0.61 MNm−1.5 to 0.84 MNm−1.5, have
been measured using the indentation microfracture method, and higher
values are detected in the direction of enamel rods [OKa].

6.4.5 Fatigue Properties

Several investigations have been carried out on dentine using in vitro test-
ing. Compared to cortical bone, dentine is biologically less active. Conse-
quently, the fatigue behavior of dentine, in vitro, should reflect more the
effects of cyclic loading in vivo during mastication.

The fatigue behavior of dentine obtained from the crown and the root
of human molars, with the tubules oriented perpendicularly to the applied
stress and to the plane of the crack, has been investigated using cantilever
geometry. Fatigue testing has been carried out in an HBSS environment.
At room temperature, the endurance strength at 106–107 cycles, for a min-
imum to maximum stress ratio of 0.1, is 25 MPa and 45 MPa, for cyclic
frequencies of 2 Hz and 20 Hz, respectively. Therefore, the fatigue behav-
ior of dentine is time-dependent [NAb]. Under the same testing conditions,
the endurance strength of dentine at body temperature cycling at a fre-
quency of 10 Hz, reduces with increasing stress ratio. For a stress ratio
of −1, the endurance strength is about 30–50% of the single-cycle tensile
test, implying that dentine displays a metallike fatigue behavior [NAc].
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Abstract. This chapter focuses on the mechanical aspects of tumor
growth. After describing some of the main features of tumor growth and
in particular the phenomena involving stress and deformation, the chapter
deals with the multiphase framework recently developed to describe tumor
growth and shows how the concept of evolving natural configurations can
be applied to the specific problem. Some examples are then described
according to the type of constitutive equation used, specifically focusing
on contact inhibition of growth, nutrient-limited avascular growth, and
interaction with the environment.

7.1 Introduction

The attempt to give a unified description of what a tumor is, unfortu-
nately is still hopeless, both because there are several tumors with dif-
ferent origin and characteristics and because there are several concurrent
causes of tumor development. Using probably a naive description, one can
say that the cells forming a compact tumor, like other cells in the body,
live in a watery environment full of proteins. These include all sorts of
nutrients the cells need to survive and duplicate, and chemical factors, in
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particular growth promoting factors, growth inhibitory factors, and chemo-
tactic factor, which trigger subcellular chemical pathways determining the
behavior of the cell. The extracellular space is also filled with a network
of cross-linked proteins (e.g. elastin, collagen, proteoglycans) collectively
known as the extracellular matrix (ECM), which forms the structure of the
tissue.

Both in a physiological situation and in a pathological one, the interac-
tions that a cell has with its neighbors and with the extracellular matrix
is very complex. In particular, focusing on the physiological behavior,
cells pull on the extracellular matrix to move and want to be attached to
it to duplicate. They like the growth factors and proteins embedded in
the extracellular matrix and continuously remodel it by digesting part of
the ECM or cleaving some of the constituents by the continuous produc-
tion of matrix-degrading enzymes, for example, matrix metallo-proteinases
(MMP). At the same time, some cells (in particular fibroblasts) rebuild
the extracellular matrix. As described in the following, this process is
affected by the stress applied to the tissue, as it can be easily under-
stood by recalling bad experiences (one hopes not personal) such as the
therapeutic action of braces and the traction applied to heal a fractured
bone, or just the fact that exercise and physical training have a good ef-
fect on our body whereas prolonged rest is detrimental for both bones and
muscles.

Cells also prefer to feel the presence of other cells of the same type,
either by the transduction of specific chemical signals or by cell contact. If
they feel lonely they commit suicide by a process called anoikis.

On the other hand, cells replicate if they sense that there is sufficient
space for doing it or if they are chemically stimulated. Conversely, if they
sense that there are a sufficient number of cells around, they can alter their
activity and enter a quiescent state ready to reactivate their replication
program if, for instance, a neighboring cell dies.

Most of the complex processes briefly sketched above are influenced by
the production and reception of chemical signals. In most cases the behav-
ior of a cell depends on the balance between two (or more) contradictory
signals. For instance, mitosis can be stimulated by the overexpression of a
growth-promoting signal or by the underexpression of a growth-inhibitory
signal. An excessive presence of extracellular matrix can be caused by the
excessive production of ECM, by a decreased production of matrix degrad-
ing enzymes (MDEs), or by an increased production of tissue inhibitors
of metallo-proteinases (TIMPs), that is, the molecules that make MDEs
ineffective, so that even if the production of MDEs is normal their effect is
damped by TIMP upregulation.

The behavior of a cell also depends on the balance between chemical and
mechanical inputs, so that a cell might give up duplication for the presence



7. Mechanics in Tumor Growth 265

of growth-inhibitory factors in spite of the fact that there is space around,
or vice versa might duplicate, stimulated by growth-promoting factors, in
spite of the lack of space.

This is not a pathological situation. For instance, in wound healing
the endothelial cells covering the wall of a capillary duplicate in response
to the stimulus of vascular endothelial growth factors (VEGF) produced
by hypoxic cells in spite of the absence of any mechanical stimulus. Cells
then move toward the injury forming new capillaries to bring the materials
necessary for healing the cut.

In this scenario, how then can a normal tissue generate a hyperplasia
and then a tumor? The reasons can be disparate but, generally speaking,
have to do with the occurrence of some failure in the complex mechanisms
controlling the “circle of life,” including the following.

• The cell becomes insensitive to growth inhibitory signals, for instance
losing retinoblastoma suppressor.

• The cell produces growth-promoting signals, for instance activating
H-Ras oncogene.

• The cell delays apoptosis (i.e. natural death), for instance producing
IGF survival factors.

• The cell completely loses its program-to-death, becoming immortal.

• The cell acquires a limitless replicative potential by turning on
telomerase.

• The cell becomes insensitive to mechanical cues, the so-called cad-
herin switch.

• The cell does not need to be properly attached to the ECM, the
so-called integrin switch.

• The cell does not need to feel the presence of similar cells to survive.

The last two characteristics are linked to the diffusion of metastasis and
the formation of secondary tumors.

The problem is then very complex. The majority of the models present
in the literature focus on the chemical aspects of tumor growth, which is,
however, fundamental, and are based on reaction–diffusion equations and
mass balance equations with suitable closure for the velocity field. For a
more detailed discussion on these aspects, the interested reader is referred
to the books [ADa, CHd, PRa] and the special issues [BEb, CHb, CHc]
specifically devoted to tumor modeling, and to the recent review articles
[ARa, MAb] where even more references can be found. In fact, in this
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chapter we only focus on the mechanical aspects of tumor growth, which
include the effect of stress on cell growth and apoptosis, the involvement
of stress on the surrounding tissue, or simply the link between stress and
deformation in deducing tumor growth models. Therefore, the effect of
chemical factors plays a secondary role here, although we are well aware of
their importance. Actually, even when focusing on the mechanical aspects
of tumor growth, it is clear that the duplication or death of cells is chem-
ically regulated inside the cell. So, at some stage, the mechanical signal
has to be translated into a chemical message that goes to the nucleus and
determines the behavior of the cell.

The main advantage of the introduction of such a mechanical frame-
work is in the ability to deal with stress, with its influence on the evolution
of the tissue itself, and with the mechanical interaction with other sur-
rounding tissues. The main limitation is due to the fact that data on
the response of multicell aggregates to traction and compression are not
available yet for tumors, although similar studies have been done for other
tissues (mainly bones and cartilage, but also brain, lungs, heart, skin, and
so on). Furthermore, in order to use models with many constituents it is
necessary to discriminate the stress contribution due to the different con-
stituents. However, in our opinion, once the experiments are done the
modeling framework has a great potential.

7.2 Mechanics and Mechanotransduction in Tumor Growth

7.2.1 Cadherin Switch

In normal tissue the rate of proliferation decreases when cells come in con-
tact, a phenomenon often called contact inhibition of growth [DEb, DIa,
KAa, NEa, POa, STa]. A quantification of this phenomenon is represented
in Figure 7.1 which reports some experimental results by Tzukatani et al.
[TZa] on human breast epithelial cells grown in vitro over a suitable substra-
tum and by Orford et al. [ORa] on canine kidney-derived nontransformed
epithelial cells.

It can be seen that after an initial exponential growth cell density sat-
urates forming a monolayer of cells. On the other hand, “tumor” cells
continue proliferating forming a multilayer leading to the conjecture that
they need to feel more contact or larger pressure to stop their proliferation
program. The starters of this growth control mechanism are the cadherins,
the transmembrane receptors involved in homophilic cell–cell interactions,
because of their crucial role in cell–cell adhesion and in mechanotrasduction
[LEa, NEa, STa, STc, TAa, TZa, UGb] (see Figure 7.2).



7. Mechanics in Tumor Growth 267

0 5 10 15
10

3

10
4

10
5

10
6

10
7

t (days)

c
e
l
l
 
n
u
m
b
e
r

Figure 7.1. Examples of contact inhibition of growth reported in the ex-
periments by Tzukatani et al. [TZa] using human breast epithelial cells
(Squares = late passage and triangles = early passage) and by Orford et al.
[ORa] using canine kidney-derived nontransformed epithelial cells (stars =
wild type and diamonds = S37A mutant).

Their involvement has been checked in several ways. For instance,
Warchol [WAa] spread synthetic beads coated with N-cadherin ligands over
a substratum and seeded some cells on it. They then found that due to
the interaction with the beads cells stopped duplicating. Similarly, Caveda
et al. [CAe] found that coating the underlying substratum with the extra-
cellular domain of recombinant VE-cadherin suppressed cell proliferation.
Conversely, Castilla et al. [CAc] found that the disruption of the inter-
cellular cadherin junctions triggers the production of growth factors that
contribute to induce proliferation.

On the basis of these observations, it is clear that if a cell is not so sen-
sitive to the control mechanisms above it is subject to deregulated growth,
a phenomenon that is considered such an important milestone in the de-
velopment of tumors to deserve to be named “cadherin switch” in analogy
with the “angiogenic switch” leading to the vascularization of tumors that
is briefly described in Section 7.2.4.
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Figure 7.2. Cadherin-cadherin junction.

In fact, it is known that loss of contact responsiveness is commonly as-
sociated with the formation of hyperplasia and malignant transformation
such as gastric carcinoma [BEa, ODa], adenocarcinoma [TZb], epithelial
tumors [CAd, CHg], colon polyps and carcinoma [GOa], gynecological can-
cers [RIa], and intimal thickening [UGa] (see also the review by Harja and
Fearon [HAa]).

However, cadherins only represent the tip of the iceberg. They are
more visible than other hidden players for their transmembrane location,
but there are many other candidates that can be responsible for a possi-
ble incorrect mechanotransduction. The second family of suspects is the
catenins, the proteins cadherin link to for a functional cell-to-cell adhesion
(see Figure 7.2). In fact, Stockinger et al. [STc] showed that epithelial
cells exhibited a strong β-catenin activity at low densities (≤40% conflu-
ency), which was five- to sevenfold reduced when cells reached a confluency
>80%. In fact, it is taught that in physiological conditions upon reach-
ing confluency the expressed cadherins sequester catenins, downregulating
their activity. Because it is known that the upregulation of catenins is
necessary for cell duplication, as we show in the following and is sketched
in Figure 7.3, the final result is that cell adhesion negatively affects cell
proliferation.

To test the link between cadherins and catenins Caveda et al. [CAe]
transfected Chinese hampster ovary cells with a cytoplasmic truncated



7. Mechanics in Tumor Growth 269

Figure 7.3. Sketch of some protein cascades involved in the cell cycle and
in particular of those involving cadherins, integrins, and catenins. In order
to put in evidence the on–off mechanisms, arrows, corresponding to stim-
ulatory activities, connect proteins with the same fonts, and blockades,
corresponding to inhibitory activities, connect proteins written using dif-
ferent fonts. At the end, forgetting the details of the cascades, one can, for
instance, extract that cell–cell adhesion inhibits proliferation. cdk stands
for cyclin-dependent kinase, pRB for hypophosphorilated retinoblastoma,
and the added ps indicate its phosphorylation. The curly bracket indicates
that p27 binds to the cdk2/cyclin complex.
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mutant of VE-cadherin. They found that the deletion of the cytoplas-
mic tail of VE-cadherin abolishes its growth inhibitory activity without
affecting its adhesive properties.

More in detail, Dietrick et al. [DEb] explain the mechanism of contact
inhibition of growth as follows.

• Tissue compression and overexpression of cadherins cause the under-
expression of catenins.

• The underexpression of catenins determines the accumulation of the
cyclin-dependent kinase (cdk) inhibitors p16, p21, and p27.

• Their overexpression inhibits the entry in the S phase causing cell
cycle arrest in the G1 phase [COa, KAa, POa]. More in detail, refer-
ring to Figure 7.3,

– p16 blocks the activity of cdk4 by dissociating cyclin D from
cdk4 and binding to cdk4;

– p27 inhibits cdk2-cyclin E activity directly by binding to the
complex.

In Figure 7.3, the process above is schematized by reading the bold words
as underexpressed proteins. Conversely, reading them as overexpressed
quantities one has, for instance, that upregulation of catenins leads to the
expression of cyclin-dependent kinase and then to DNA replication and
mitosis. This procedure is particularly useful for linear cascades, although
it may fail in the presence of feedback loops.

In order to fully exploit the protein cascade in tumor modeling, one
should have all the affinity constants and reaction rates, which at present
is not the case. In addition, the spatial localization of the proteins
involved in the cascade should also be taken into account. So, at present,
the way generally used in the literature is to proceed, whenever possi-
ble, with a spatially homogeneous Boolean reasoning, which means us-
ing on/off relationships. For this reason in Figure 7.3 we tried to high-
light the overexpressed and underexpressed proteins by using different
fonts.

7.2.2 Interaction with the Extracellular Matrix and
Integrin Switch

Another main component of both normal and tumor tissues is the extra-
cellular matrix (ECM), a fibrous structure composed of many constituents
produced by a variety of stromal cells, mainly fibroblasts. The ECM is
constantly renewed through the concomitant production of matrix metal-
loproteinases (MMP) and new ECM components.
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In stationary conditions the remodeling of ECM is a slow process. For
instance, in the human lung the physiological turnover of ECM is 10–15%
per day [J0a], which leads to an estimated complete turnover in a period of
nearly a week. However, when a new tissue has to be formed (e.g. to repair
a wound), then the rate of production is one or two orders of magnitude
faster [CHf, DEa]. Hence, it seems that the production of ECM constituents
is also affected by the pressure felt by the cells. However, this relation is
rather complicated. It is, for instance, well known that for bones, teeth, and
muscles [KIa, KJa, MAc] the remodeling process is strongly affected by the
stresses and strains to which the tissue is subject. This is a physiologically
functional process because it allows keeping the stroma young and reactive.
In fact, prolonged rest or space flight are detrimental to bones and muscles,
whereas exercise and physical training have an opposite effect.

The percentage of ECM content changes considerably from tissue to
tissue (see Table 7.1), from normal to tumor tissues, and also within the
same tumor with tumor progression (see [ZHa]). For instance, Takeuchi
et al. [TAb] found that breast tumors presented a denser and more fibrous
stroma with several differences in the chemical composition. On the other
hand, it is well known that the first hints of the possible presence of breast
nodules are obtained by palpating the breast and feeling stiffer regions

Proteo-
Collagen glycans Elastin

Tissue [Source] Water (%) (%) (%) (%)
Intervertebral disk
Nucleus pulposus 80 5 13
Annulus fibrosus [EYa] 65 23 7
Aorta [MOa] 65 9 1 16
Articular cartilage
(femoral) [MOa] 80 13 5 Trace
Corneal stroma [MAe, TSa] 77 16 1
Ligament (cruciate) [WOa] 68 25 1 <1.6
Meniscus [MOe] 74 23 1 Trace
Skeletal muscle [LE] 14
Tendon [K0a, WOa] 55–70 25 0.5 <1
Skin [WOa] 60 26 1 2–4
Subcutaneous tissue [LEb] 21
Prostate cancer [ZHa] 7–26

Table 7.1. Constituents of several tissues. Notice the strong variability in
the collagen content of prostate cancer which depends on the grade of the
tumor.
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Tissue Elastic Modulus (Pa)
Normal mammary gland 167 ± 31
Average breast tumor 4049 ± 938
Stroma attached to tumor 916 ± 269
Reconstituted basement membrane 175 ± 37
Collagen (2.0 mg/ml) 328 ± 87
Collagen (4.0 mg/ml) 1589 ± 380

Table 7.2. Examples of elastic moduli of normal and abnormal breast tissue
and stroma (data from [PAc]).

(see Table 7.2). Increased presence of ECM was also observed in other
pathologies such as cardiac hyperthrophy, intima hyperplasia, cardiac
fibrosis, liver fibrosis, pulmonary fibrosis, asthma, glomerulonephritis, and
colon cancer [BRc, J0a, MAa, PUa].

The alteration in the ECM composition can be due to several probably
concurring reasons.

• Increased synthesis of ECM proteins

• Decreased activity of matrix degrading enzymes (MDEs)

• Upregulation of tissue-specific inhibitors of metalloproteinases
(TIMPs)

On the other hand, excessive degradation of ECM due to excessive pro-
duction of MMP-13 characterizes chronic inflammatory diseases such as
osteoarthritic cartilage, rheumatoid synovium, chronic ulcer, intestinal ul-
cerations, periodontitis, and many malignant tumors [YAa].

The interaction between ECM and cells is very important because cells
need to properly adhere in order to survive. They only duplicate if they are
anchored to the ECM. As shown in Figure 7.3, the mechanotransduction
cascade is mainly activated by integrins.

On the other hand, in the process of invasion and formation of metas-
tases tumor cells detach from the original site, invade the surrounding
tissue, intravasate entering the blood or lymphatic system, and extravasate
to reach a secondary site. It is then clear that the formation and diffusion
of mestatases require that cells acquire the ability of surviving without in-
teracting with the ECM. In fact, as for cadherins, it is found that tumors
have altered integrins. This, in turn, alters the downstream integrin sig-
naling pathway, so that one could argue that there is an integrin switch in
addition to the mentioned cadherin and angiogenic switches.

Actually, Paszek et al. [PAc] prove that through the integrin signaling
pathway the stiffness of the ECM promote malignant behavior consisting
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in growth enhancement and loss of tissue polarity which, for instance, leads
to the absence of lumen formation in ductal carcinoma and the formation
of hyperplasia, the first step toward tumorigenesis.

7.2.3 Nutrient-Limited Growth and Tumor Structure

In order to give a more complete picture of the dynamics of tumor growth
we need to mention some important effects that are related to the contri-
bution of nutrients and vascularization in tumor growth. In particular, the
former has to do with the existence of a nutrient-limited dimension of the
tumor. We do not enter into detail because nutrient-limited growth has
little to do with mechanics, which is the focus of this chapter and refer the
reader to [ARa] for a recent descriptive and detailed review.

Generally speaking, tissues receive vital nutrients and oxygen perfusing
through the vessel wall and diffusing in the extracellular space. When tu-
mor cells cluster in a tissue forming a multicellular spheroid they receive
their nutrients through the boundary of the tumor. Nutrients then diffuse
toward the center of the tumor. When the tumor is small, all cells are
well-nourished and proliferate rapidly. As the colony increases in size, due
to the strong metabolic activity characterizing tumor cells, the cells toward
the center are progressively starved of oxygen and nutrients and, as a con-
sequence, their proliferation rate decreases. If the oxygen concentration
falls below a critical threshold value then the cells are unable to survive
and undergo cell death generating a necrotic core.

Eventually avascular tumors will reach an equilibrium size (∼2 mm in
diameter [FOb]), at which the rates of cell proliferation and apoptosis,
averaged over the tumor volume, balance. At this stage the tumor typi-
cally comprises an outer rim of proliferating cells, a central core of necrotic
debris, and an intermediate region of quiescent cells which are alive, but
do not proliferate due to nutrient deprivation [SUa].

7.2.4 Angiogenic Switch

The switch from the slow and relatively harmless avascular growth phase
described above to the rapid and life-threatening vascular growth phase
occurs during a process termed angiogenesis [CAb, CrRa, FOb]. We briefly
describe them in the following, although the interested reader can find more
information on the process in the recent reviews by Bussolino et al. [BUa]
and by Mantzaris et al. [MAb].

It is possible to divide the angiogenic process into the following well-
differentiated stages which sometimes partially overlap.

1. Due to the lack of oxygen and nutrients certain tumor cells secrete a
range of diffusible proteins and chemicals that are known collectively
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as tumor angiogenic factors (TAFs), in particular, vascular endothe-
lial growth factors (VEGF).

2. The reception of TAFs causes a loss of interconnection between the
endothelial cells that line the blood vessels, and a reduction of vas-
cular tonus. This, in particular, induces an increase in the vessel
permeability.

3. TAFs also stimulate the endothelial cells to release some proteolitic
enzymes (serine-proteins, iron-proteins) that degrade the basement
membrane surrounding the capillary facilitating cell movement, to
proliferate, and to migrate chemotactically (i.e. up the TAF gradi-
ent), toward the source of angiogenic stimulus, that is, the tumor.

4. Capillary sprouts then form by the accumulation of endothelial cells.
The stage of differentiation is characterized by the exit of the en-
dothelial cells from the cell cycle and by their capacity of surviving in
suboptimal conditions and of building themselves primitive capillary
structures, not yet physiologically active.

5. When capillary tips come into close proximity, they fuse together by a
process called anastomosis, forming closed loops through which blood
may circulate. Secondary sprouts emanate from the new loops and so
the process continues, with increasing numbers of capillary tips being
formed, until the new vessels penetrate the tumor.

6. In the stage of maturation, the newborn vessel is completed by the
formation of new extracellular matrix and by the arrival of other
cells named pericytes and sometimes of flat muscle cells. During this
phase a major role is played by some molecules called angiopoietins
leading to the development of the simple endothelial tubes into a
more elaborate vascular tree composed of several cell types. In fact,
they contribute to the maintenance of vessel integrity through the
establishment of appropriate cell–cell and cell–matrix connections.

7. After the formation of the vascular network, a remodeling process
starts. This involves the loss of some physiologically useless capil-
laries and the remodeling of the extracellular matrix. Shear stress
and pressure inside the vessel are the most important drivers of the
remodelling process.

At this point the tumor receives much more nutrient and the tumor cells be-
come very aggressive with their mitotic rate increasing considerably, leading
to much faster growth.

It has to be mentioned that mechanics has an important role not only in
the formation and regression of the blood vessel, but also on the interaction
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with the outer environment. For instance, growing around the vessel which
is usually immature (Step 5 above), the tumor compresses it and might
cause its collapse. In turn this makes the surrounding tissue hypoxic and
leads to new stimulation of the angiogenic pathway above, so that the
formation of new vessels and tumor growth is subject to cyclic behavior.

7.3 Multiphase Models

Referring to Araujo and McElwain [ARa] for a recent review, we here recall
that the first models dealing with avascular tumor growth worked under
the hypothesis that the tumor is made by only one type of cells occupying
a constant volume ratio φ̄T ; for example, they fill the space as a bunch
of rigid spheres in a close-packed configuration, so that the mass balance
equation

ρ

[
∂φT

∂t
+ ∇ · (φTvT)

]
= ρΓT , (3.1)

where ρ can be taken as the constant density of water, and φT is the volume
ratio occupied by tumor cells, can be written as

φ̄T ∇ · vT = ΓT , (3.2)

where ΓT is a function of the concentration of nutrients and of a plethora
of important chemical factors that are diluted in the extracellular liquid
surrounding the cells and influence all vital functions of the tumor.

Enforcing a symmetry condition, usually spherical symmetry, allows the
reduction of the number of space variables to one and the velocity vector
to a scalar, so that one can directly integrate (3.2) to have the velocity in
any point

vT (r, t) =
1

r2φ̄T

∫ r

0
ΓT (x, t)x2 dx, (3.3)

and, in particular, the evolution of the free border of the tumor

dR

dt
(t) = vT (R(t), t) =

1
R2(t)φ̄T

∫ R(t)

0
ΓT (x, t)x2 dx. (3.4)

The core of these types of models consisted then in describing how the
growth term ΓT depends on the chemical factors and nutrients diffusing in
the environment. The evolution of the tumor border then is a byproduct of
the geometrical reasoning. In fact, Eq. (3.4) corresponds to a global mass
balance on the tumor mass that determines how the tumor grows, without
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resorting to any force balance. In particular, the nutrient-limited radius
can possibly be obtained by solving∫ R(t)

0
ΓT (x, t)x2 dx = 0 , (3.5)

which is related to a global balance between proliferation in the outer rim
and death in the core. A similar consideration holds when including the
existence of quiescent and necrotic regions in the tumor.

At this point, if the tumor is immersed in a homogeneous environment
with known mechanical properties, then by knowing the (radial) displace-
ment of the tumor border, one could compute the stress in the surrounding
tissue. As examined in [AMd], there were some difficulties in generalizing
this method to three-dimensional problems and to problems involving more
populations. For this reasons, some years ago several authors (see, for
instance, [BRa, BRb, BYb, FRa, FRb, FRc, JAa]) started linking, in
the simplest possible way, motion to stress describing the tumor as a de-
formable porous material. Recently, the multiphase approach was described
by Araujo and McElwain [ARb] for a general mixture of n constituents. In
the following we focus on specific applications referring to [AMd] and [ARb]
for the general case.

7.3.1 A Basic Triphasic Model: ECM, Tumor Cells, and
Extracellular Liquid

As discussed above a tumor is made of at least three main constituents
occupying a relevant percentage of space: tumor cells, extracellular matrix
(ECM), and extracellular liquid. In addition one should consider the nu-
trients and chemical factors diffusing in the liquid and absorbed/produced
by the cells. However, in this section we do not focus on them but on the
constituents filling the available space and present a very general triphasic
model. After that, we consider some special cases that are applied in the
following section to describe specific phenomena.

The starting point is to write the mass balance equations for the con-
stituents

∂φ0

∂t
+ ∇ · (φ0v0) = Γ0 , (3.6)

∂φT

∂t
+ ∇ · (φTvT) = ΓT , (3.7)

∂φ�

∂t
+ ∇ · (φ�v�) = Γ� , (3.8)

where φ0, φT , and φ� are the volume ratios occupied by ECM, tumor cells,
and extracellular liquid, respectively, and v0, vT, and v� are the relative
velocities.
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The saturation assumption implies that

φ0 + φT + φ� = 1 , (3.9)

and if the mixture is closed, then the growth terms satisfy

Γ0 + ΓT + Γ� = 0 . (3.10)

The momentum balance equations per constituent are written

ρφ0

(
∂v0

∂t
+ v0 · ∇v0

)
= ∇ · T0 + b0 + mσ

0 , (3.11)

ρφT

(
∂vT

∂t
+ vT · ∇vT

)
= ∇ · TT + bT + mσ

T , (3.12)

ρφ�

(
∂v�

∂t
+ v� · ∇v�

)
= ∇ · T� + b� + mσ

� , (3.13)

where Ti is the partial stress tensor, bi is the body force, and mσ
i is the

interaction force acting on the ith constituent due to its interaction with
the other constituents.

Before proceeding we recall that in a Lagrangian frame of reference
(related to the constituent) the mass balance equations for the tumor cells
can be written as

d

dt
(φT JT ) = ΓT JT , (3.14)

where JT = detFT and FT is the deformation gradient relative to the
tumor constituent. Similar relations hold for the other constituents. The
meaning of Lagrangian is discussed in the following.

The main contribution to the interaction forces can be assumed to be
proportional to the velocity difference between the constituents. Compati-
bly with thermodynamics the saturation assumption implies the existence
of a Lagrangian multiplier P which is then identified with the extracellular
liquid pressure in the constitutive equations, so that one can write

mσ
� = P∇φ� − M�T(v� − vT) − M�0(v� − v0)

−Γ�

2
v� +

Γ� − ΓT

6
vT +

Γ� − Γ0

6
v0 ,

mσ
T = P∇φT − M�T(vT − v�) − MT0(vT − v0)

−ΓT

2
vT +

ΓT − Γ�

6
v� +

ΓT − Γ0

6
v0 ,

mσ
0 = P∇φ0 − MT0(v0 − vT) − M�0(v0 − v�)

−Γ0

2
v0 +

Γ0 − Γ�

6
v� +

Γ0 − ΓT

6
vT ,

(3.15)
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where Mij refers to the interaction between the ith and the jth con-
stituent and

T� = −(Pφ�)I + T̂� ,

TT = −(PφT)I + T̂T ,

T0 = −(Pφ0)I + T̂0 ,

(3.16)

where T̂i is named excess stresses. The terms in (3.15) proportional to the
mass production rates Γi are, however, negligible, as discussed in [PRb].

In biological phenomena inertia can be neglected and also the interaction
force between the extracellular matrix and the liquid is negligible (because
in most cases the ECM has a fibrous structure filling a moderate amount
of space) with respect to the interaction force between cell and liquid and
above all cell and ECM. However, this last assumption is not essential and
can be dropped.

In addition, as a first approximation we consider the ECM as rigid.
Under these assumptions one can simplify (3.6)–(3.8) and (3.11)–(3.13)
writing⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂φ0

∂t
= Γ0 ,

∂φT

∂t
+ ∇ · (φTvT) = ΓT ,

∂φ�

∂t
+ ∇ · (φ�v�) = Γ� ,

0 = −φT ∇P + ∇ · T̂T + bT + M�T(v� − vT) − MT0vT ,

0 = −φ�∇P + ∇ · T̂� − M�T (v� − vT) ,

(3.17)

because the rigidity assumption implies that the stress tensor T0 simply
reacts to the forces applied to the ECM. The body force bT relates, for
instance, to chemotactic or haptotactic action on the tumor cells, and b�

is assumed to vanish.
If as usual in the porous media model it is assumed that T̂� = 0, the

last equation gives rise to Darcy’s law and can then more familiarly be
written as

v� − vT = −K∇P , (3.18)

where K is related to the permeability and is a function of the liquid volume
ratio.
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In order to eliminate the interaction force between the liquid and the
cells, it might be convenient to add the two momentum equations to obtain

−(1 − φ0)∇P + ∇ · T̂T − K−1
0 vT + bT = 0 , (3.19)

where K0 = M−1
T0 is related to the permeability of the sticky granular flow

in the porous structure constituted by the ECM network. This equation
can then take the place of the first momentum equation in (3.17).

Hence the basic model can be written as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂φ0

∂t
= Γ0 ,

∂φT

∂t
+ ∇ · (φTvT) = ΓT ,

∇ · (φTvT + φ�v�) = 0 ,

v� − vT = −K∇P ,

vT = K0

[
−(1 − φ0)∇P + ∇ · T̂T + bT

]
,

(3.20)

where φ� = 1 − φ0 − φT and (3.20)3 was obtained by summing the mass
balance equations and using (3.9) and (3.10).

Limit Case: Neglecting the Mechanical Interaction with the
Extracellular Liquid

Consider the case in which the permeability tensor is isotropic. If, for the
sake of simplicity, K0 � K, as is plausible, by substituting the gradient of
pressure from Darcy’s law (3.18) to (3.19), it can be readily realized that
as a first approximation

vT = K0

(
∇ · T̂T + bT

)
. (3.21)

We notice that if bT is proportional to the gradient of some chemical
concentration

bT = χ∇c , (3.22)

and the partial stress tensor is neglected, Eq.(3.21) implies the usual chemo-
tactic closure

vT = w∇c , (3.23)

where w = K0χ.
In particular, one has the classical chemotactic models

∂φT

∂t
+ ∇ · (wφT ∇c) = ΓT . (3.24)
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Chemotaxis can then be conceived as a force balanced by the drag force
exerted by the substratum and not as a convenient closure of the mass
balance equation.

It is well known that Eq. (3.24) with the concentration either given or
evolving according to a typical reaction–diffusion equation may be char-
acterized by a solution that blows up in finite time. On the other hand,
Kowalczyk [KOa] showed that if mechanics is properly accounted for, that
is, if (3.21) is used with a suitable constitutive equation for the stress, the
blowup of the solution is prevented. For instance, it is enough to assume
that the ensemble of cells behaves as an elastic fluid with a convex pressure–
volume ratio dependence.

In the case of more chemotactic/haptotactic effects, one has the model⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂φ0

∂t
= Γ0 ,

∂φT

∂t
+ ∇ ·

[
K0φT

(
∇ · T̂T +

∑
i

χi∇ci

)]
= ΓT ,

(3.25)

which, of course, has to be associated with suitable reaction–diffusion equa-
tions for the chemical factors ci.

The first equation describes the possible deposition or degradation of
the extracellular matrix. If the stress tensor is isotropic, T̂T = −Σ(φT )I,
then (3.25)2 may be rewritten as

∂φT

∂t
+ ∇ ·

(∑
i

wiφT ∇ci

)
= ∇ · (

K0φT Σ′(φT )∇φT

)
+ ΓT , (3.26)

where Σ′ is the derivative of Σ with respect to the volume ratio φT and
wi = K0χi.

Limit Case: Constant ECM

If we assume now that the amount φ0 of ECM is maintained constant in
the system, the first equation in (3.20) can be dropped. Substituting then
v� from Darcy’s law in the third equation one has that

∇ · ((1 − φ0)vT − φ�K∇P) = 0 , (3.27)

∇ · ((1 − φ0)v� + φTK∇P) = 0 . (3.28)

In one-dimensional problems, this implies that cells move up the pressure
gradient, and the extracellular liquid moves in the opposite direction, which
is in agreement with the experimental results by Dorie et al. [DOa, DOb]
on the internalization of cells.
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As the interstitial pressure is higher inside the tumor than at its outer
boundary, cells move toward the center of the tumor and the extracellular
liquid flows toward the boundary. A recirculation flow then forms: tumor
cell near the center die due to nutrient deprivation and generate reusable
extracellular fluid. This liquid flows to the boundary where it is taken up
by proliferating cells, that are then internalized in the tumor.

In particular, in the limit of a negligible amount of ECM, then the
interaction term with the ECM drops and we can simplify the last equation
in (3.20) as

−∇P + ∇ · T̂T + bT = 0 , (3.29)

which for particular constitutive equations will lead to the model proposed
in Section 7.4.2.

7.4 Constitutive Equations

As usual, the modeling procedure above needs the specification of the con-
stitutive equations describing the mechanical response to strain. This is
not a standard step in this case because tumor cells are generated and die
during the evolution. There is then a difficulty in defining a reference con-
figuration and in using a Lagrangian coordinate system. In particular, the
meaning of deformation also loses the immediate meaning it had in clas-
sical continuum mechanics when dealing with inert matter. In fact, when
dealing with a growing tumor, with respect to what should we measure
deformations? The material is always changing. That is why the con-
cept of evolving natural configuration described several times in this book
becomes very helpful.

Of course, the problem is circumvented if one can model the tumor as
a fluid, because in this case it is possible to use an Eulerian approach.
This is what was done in the first models developed in a multiphase frame-
work. An issue to keep in mind when formulating constitutive equations for
living tissues and in particular tumors is what can be actually measured by
biologists. In fact, testing the mechanical behavior of living tissues is much
more difficult than for inert matter, and has not been done yet for tumors.
In the following we present some examples of models of tumor growth using
different constitutive equations.

7.4.1 Elastic Fluid: An Example Describing Contact
Inhibition of Growth

Referring to Section 7.2.1, in this section we focus on the fact that when
cells are in a crowded environment they sense the presence of other cells
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and their behavior then crucially depends on how they can stand the pres-
sure (see Figure 7.1). We then focus on how this can affect both mitosis
and production of extracellular matrix and matrix-degrading enzymes and
in particular how a misperception of the compression state can generate
hyperplasia, fibrosis, and tumor lesions.

Of course, we are well aware that cellular mechanotrasduction is not
the only cause of formation of hyperplasia and tumors and that chemical
factors will operate to regulate the reproduction rates. However, we recall
that the aim of this chapter is to describe the mechanical aspects of tumor
growth and therefore we focus on what happens when the only thing that
transforms a normal cell into an abnormal cell is how it senses and responds
to the stress exerted on it.

Here the stress and therefore its influence on the evolution of the
cell population occurs through three contributions: cell replication, the
production of extracellular matrix, and the release of matrix-degrading
enzymes.

The main aim is to show how an underestimation of the compression
state of the local tissue and then of the subsequent stress which is exerted
on a cell, can generate by itself a clonal advantage on the surrounding cells
leading to the replacement and the invasion of the healthy tissue. In order
to do that the model in [CHe] focuses on the evolution of

• The volume ratio φn occupied by normal cells

• The volume ratio φT occupied by tumor cells or more precisely by
abnormal cells that give rise to hyperplasia and dysplasia

• The volume ratio φm occupied by host extracellular matrix

• The volume ratio φM occupied by extracellular matrix produced by
tumor cells, which is known to be structurally and chemically different
from that produced by normal cells

• The concentration c of matrix-degrading enzymes, for example, the
plasminogen activators or matrix metalloproteinases

In the following an important role is played by the overall volume ratio
occupied by cells and extracellular matrix

ψ = φn + φT + φm + φM (4.1)

and by its relation with the stress.
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We assume that what makes the difference between a normal and a
tumor cell stays in the growth term and in its dependence on the stress level.

Generalizing Eq. (3.25) to the populations above, one can then write⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂φm

∂t
= Γm,

∂φM

∂t
= ΓM ,

∂φn

∂t
+ ∇ ·

[
K0nφn

(
∇ · T̂ + χnm∇φm + χnM∇φM

)]
= Γn,

∂φT

∂t
+ ∇ ·

[
K0T φT

(
∇ · T̂ + χTm∇φm + χTM∇φM

)]
= ΓT ,

(4.2)

In [CHe] the simplest constitutive equation is used and the ensemble of cell
is described as an elastic fluid

T̂ = −ΣI , (4.3)

where Σ vanishes below a value ψ0, is increasing for ψ > ψ0, and tends
to infinity at ψ = 1. Of course, treating the multicellular spheroid as a
viscous fluid as shown in the following section would be easy to do, make
the model closer to reality, and confer more stability to the solution.

Haptotactic effects are expressed in the last two term on the left-hand
side of Eqs. (4.2)3 and (4.2)4, which, with respect to the existing literature,
take into account the different behavior of cells in the presence of the two
kinds of ECM. In fact, cells preferentially adhere to normal ECM, whereas
the ECM produced by the tumor cells favors their motility (and also their
proliferation, although here this aspect is neglected as explained above).
Hence, the coefficients χij and K0j are allowed to be different and to de-
pend on the overall volume ratio ψ defined in (4.1) and on the percentage
of extracellular matrix ψm = φm + φM . There is, in fact, an optimal con-
centration of ECM. Motility decreases both at smaller contents of ECM
because of the lack of substratum to move on and at larger contents of
ECM because of the increase of adhesive sites (see [HIa, PAa]). In addi-
tion, it vanishes for high values of the overall volume ratio ψ because of the
occupation of space by the cells and by the ECM.

Contact inhibition of growth is modeled by [CHe] assuming that mito-
sis stops when the volume ratio (or the compression) overcomes a given
threshold. Their assumption is that the threshold value for a tumor is
slightly larger than the physiological one. Actually, it may even tend to
infinity, meaning that the cells are completely insensitive to compression
and continue replicating independently of the compression level.
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Of course, the growth terms depend on other quantities, such as the
amount of nutrient and growth factors, but, as already stated, in this sec-
tion we only focus on the possible role of stress in tumor invasion. In doing
this we tacitly assume that all the constituents necessary to grow and un-
dergo mitosis can be abundantly found in the extracellular liquid that is a
passive constituent in the global mass balance equation.

We then consider the following growth terms

Γi = [γiHσ(ψ − ψi) − δi(ψ)]φi , i = n, T . (4.4)

In fact, not only growth but also apoptosis may be influenced by the com-
pression level, as shown in [HEb].

In (4.4) Hσ(ψ − ψi) is a mollifier of the step function, which is at least
continuous, is constantly equal to 1 for ψ smaller than the threshold value
ψi, and vanishes for ψ > ψi + σ. According to the discussion above the
threshold values ψn and ψT are such that ψn < ψT .

Coming back to the evolution of the extracellular matrix, it contains
many macromolecules, including fibronectin, laminin, and collagen, which
are produced in a stress-dependent way by the cells and are degraded by
MDEs [CHa, MAd, PAb, STb]. Hence the remodeling process is obtained
assuming the following growth terms in (4.2)1 and (4.2)2,

Γm = μn(Σ)φn − νcφm ,

ΓM = μT (Σ)φT − νcφM .

(4.5)

Although it is known that the degradation by MDEs does not distinguish
between the two types of ECM, in (4.5) the production coefficients of ECM
by normal and tumor cells might be different, as occurs in the case of
fibrosis and of many tumors.

Finally, active MDEs are produced (or activated) by the cells, diffuse
throughout the tissue, and undergo some form of decay (either passive or
active). So one has to introduce the following reaction–diffusion equation
governing the evolution of MDE concentration

∂c

∂t
= κ∇2c + πn(Σ)φn + πT (Σ)φT − c

τ
. (4.6)

The functions πn and πT model the production of active MDEs by normal
and tumor cells, respectively, which might be different and certainly depend
on the compression level.

Actually, in the following we focus on the effect of stress on growth. So,
neglecting the effect of ECM and haptotaxis on cell motion, the complete
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system of equations can be summarized as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂φn

∂t
= ∇ · [

φnK0(ψ, ψm)Σ′(ψ)∇ψ
]
+ γnHσ(ψ − ψn)φn − δn(ψ)φn ,

∂φT

∂t
= ∇ · [

φT K0(ψ, ψm)φT Σ′(ψ)∇ψ
]
+ γT Hσ(ψ − ψT )φT − δT (ψ)φT ,

∂φm

∂t
= μn(Σ)φn − νcφm ,

∂φM

∂t
= μT (Σ)φT − νcφM ,

∂c

∂t
= κ∇2c + πn(Σ)φn + πT (Σ)φT − c

τ
.

(4.7)
We mention that if initially the tumor fills a compact region of space Ω,
one then has a free boundary problem related to (4.7) with the interface
between tumor and normal tissue moving with the common velocity of the
cells

n · dxT

dt
= n · v = −K0(ψ, φm + φM )Σ′(ψ)n · ∇ψ , (4.8)

and with (4.7)2 valid inside Ω and (4.7)1 outside it.
In addition, continuity of stress and velocity enforce the following inter-

face conditions
φn = φT , n · ∇φn = n · ∇φT . (4.9)

Still referring to [CHe] for more details, in the case of constant production
of ECM and MDEs an homogeneous stationary solution is given by

φn = φ̂n = ψn + H−1
σ

(
δn

γn

)
− Mn , φm = Mn ,

φT = 0 , φM = 0 ,

c = πnτ

[
ψn − Mn + H−1

σ

(
δn

γn

)]
,

(4.10)

where
Mn =

μn

νπnτ
, (4.11)

and
H−1

σ

(
δn

γn

)
∈ (0, σ). (4.12)

Symmetrically, another stationary solution is

φn = 0 , φm = 0 ,

φT = φ̂T = ψT − MT + H−1
σ

(
δT

γT

)
, φM = MT ,

c = πT τ

[
ψT − MT + H−1

σ

(
δT

γT

)]
,

(4.13)
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where
MT =

μT

νπT τ
. (4.14)

By a simple linear stability analysis with respect to homogeneous pertur-
bations it can be proved that the former configuration is unstable with an
exponential growth rate for the tumor population equal to

γT Hσ

(
ψn − ψT + H−1

σ

(
δn

γn

))
− δT . (4.15)

Because tumor cells are characterized by a smaller sensitivity to compres-
sion (i.e. ψn < ψT , δn = δT , γn = γT ), or a smaller aptoptotic rate (i.e.
δT < δT , ψn = ψT , γn = γT ), or a larger growth rate (i.e. γT > γn,
ψn = ψT , δn = δT ), then

ψn + H−1
σ

(
δn

γn

)
< ψT + H−1

σ

(
δT

γT

)
. (4.16)

In order to describe in more detail what happens in the early stages, con-
sider the case in which all parameters for normal and tumor cells are equal
but for ψT > ψn+H−1

σ (δ/γ) (we dropped the indices to stress the equality).
Still referring to [CHe] for more detail, if we assume that at a certain

instant, considered as the initial time, some normal cells undergo some
genetic mutation that makes them less sensitive to the compression level,
so that, for instance, φT (t = 0,x) = a0(x), then at early times one has the
solution

φT (t,x) = a0(x)e(γ−δ)t (4.17)

φM (t,x) =
a0(x)

γ−δ
μ + ψn

M − 1

[
e(γ−δ)t − e−νc0t

]
, (4.18)

and

φn(t,x) = ψn − M + H−1
σ

(
δ

γ

)
− φT (t,x) , (4.19)

φm(t,x) = M − φM (t,x) , (4.20)

c(t,x) = πτ

[
ψT − M + H−1

σ

(
δ

γ

)]
, (4.21)

with M = Mn = MT .
In particular, we stress that φn(t,x) + φT (t,x), φm(t,x) + φM (t,x),

and c(t,x) remain constant, which implies Σ′(ψ) = 0 and absence of mo-
tion. For this reason, in [CHe] this phase is called the relaxed replace-
ment phase. In fact, tumor cells simply substitute normal cells without
causing any compression of the tissue, as shown by the early development
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Figure 7.4. Early development of a tumor. Replacement of normal cells
(left) by tumor cells (right) at times t̃ = γt = 1, . . . , 10 without compression
until t̃ ≈ 5 and progressive compression of the surrounding tissue for larger
times. But for ψn = 0.6 and ψT = 0.7, the same parameters are used
for both tumor and normal tissue δ/γ = 0.1, μ = 0.1 days−1, π/c0 =
400 days−1, νc0 = 0.25 days−1, γτ = 0.005, π/c0 = 400 days, M0 = 0.2,
σ = 0.1, and a0(x) = 0.001 exp{−30x̃2} where distances are scaled with√

γ/KE.

in Figure 7.4a for γt > 5 and Figure 7.5a. A similar behavior can be shown
if the production rates are stress-dependent.

We observe that if a0(x) has a compact support, as it should be because
the source of the tumor is localized, then the solution for φT will always
have a compact support, because (4.7)2 is parabolic degenerate.

After a time that can be estimated by

t ≈ 1
γ − δ

log

⎡⎣ δ

γ

ψn − M + H−1
σ

(
δ
γ

)
max a0(x)

⎤⎦ , (4.22)

the amount of tumor cells produced is larger than the amount of normal
cells that would normally die. The tumor then starts compressing the
tissue, as observed experimentally, and the growth of the hyperplasia is
accompained by a compression of the normal tissue near the interface sep-
arating the two tissues shown by the maxima in Figures 7.4a and 7.5a.
Cells start moving away from the compressed regions. At the same time
the ECM is completely replaced by that produced by the tumor.

From Figure 7.5 it is evident that the tumor front travels with a constant
velocity. Of course, in the model the influence of nutrients is neglected, so
from the biological point of view this makes sense until one can assume
that the nutrients are abundantly supplied to the entire tumor. Including
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Figure 7.5. Tissue invasion for longer times and for the same parameters
used in Figure 7.4. The traveling wave characteristic and the transition
layer are evident. The compression of the normal tissue due to the expan-
sion of the hyperplasia is also put in evidence by the peaks in (a) corre-
sponding to the normal tissue; (b) refers to the tumor tissue; (c) to the
ECM produced by the normal tissue; and (d) to that produced by the
tumor.

nutrients and starvation in the model would lead to nutrient-limited growth
as we show in the following section.

In [CHe] it is shown that the speed of the traveling wave solution can
be evaluated as

v ≈
√

2K0Σ′(ψn)δ
(

1 − δ

γ

)
(ψT − ψn) (4.23)

(if ψT = (1 + ε)ψn with ε � 1) and there is a transition layer between the
normal and abnormal tissue having width

z2 − z1 ≈
√√√√2K0Σ′(ψn)(ψT − ψn)

δ
(
1 − δ

γ

) . (4.24)
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In fact, to second order one has that

φT ≈ φ̂T − γ − δ

2KE
(z − z1)2 for z ∈ [z1, 0] ,

φn ≈ φ̂n +
δ

2KE
(z − z2)2 for z ∈ [0, z2] ,

(4.25)

where φ̂n and φ̂T are respectively defined in (4.10) and (4.13) and

z1 ≈ − v

γ − δ
, z2 ≈ v

δ
. (4.26)

Figure 7.6a shows a comparison between the traveling wave solution (4.25)
and the one obtained numerically, whereas Figures 7.6b,c compare the the-
oretical values of v, z1, z2, and then of the transition layer thickness z1 +z2
with those obtained from the simulations.

As mentioned in Section 7.2.2 (see also Table 7.1), often tumors are
characterized by a considerable change in the content of ECM. In fact, for
instance, self-palpation is encouraged in order to identify possible breast
tumors by sensing a stiffer nodule with respect to the surrounding tissue.
Figure 7.7 reports what happens if μT > μn, corresponding to the gener-
ation of fibrotic tissue, with a smaller amount of cells and a compressed
tissue (see Figure 7.7e). In this case the normal ECM is produced by the
cells at a rate larger than physiological, so that at the end the hyperplasic
tissue replacing the normal one is also characterized by a larger amount of
ECM. In particular, doubling the rate of ECM production leads to a fibrotic
tissue with a ratio of cells versus ECM content nearly equal to 1.02, com-
pared with 2.45 in the physiological situation. A similar thing is obtained
halving the rate of production of MDEs.

On the other hand, a hypoproduction of ECM (or a hyperproduction
of MDEs) leads to a tissue characterized by a ratio of cells versus ECM
content nearly equal to 6.86 as shown in Figure 7.8 with a larger amount
of cells and a smaller amount of ECM (see Figure 7.1a).

Comparing Figures 7.7e and 7.8e, one can notice that in the two situa-
tions the overall volume ratio ψ is very similar. However, the composition of
the tissue is dramatically different with the obvious changes in the mechan-
ical properties of the tissue. This is due to the fact that the overall volume
ratio is mainly influenced by the value at which growth stops whereas the
tissue composition is influenced by the other parameters. A similar thing
would occur by a pathological production of MDEs.
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Figure 7.6. Traveling wave solution for δ/γ = 0.1. (a) Comparison between
analytical approximation (dotted line) and numerical solution (full line) for
ψn = 0.5 and ψT = 0.55. Negative zs correspond to the tumor, positive zs
to the host tissue. Distances are scaled with z =

√
γ/KEx. (b) Velocity of

propagation as a function of D = ψT − ψn. Analytical estimates are given
by the curves and numerical results by the squares. (c) The lower curves
refer to z1 and the upper curves to z2. The thickness of the transition layer
is then given by the distance between the two curves.
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Figure 7.7. Formation of fibrosis for μT = 0.2 days−1, with all other pa-
rameters as in Figure 7.4 and at times t̃ = γt = 0, 2.5, 5, 10, 20, 40, 60, 80.
Volume ratio of normal cells and tumor cells (a) and ECM produced by
tumor cells (b). (c) The lower set of curves refers to the volume ratio of
ECM ψm = φm +φM , the central ones to the volume ratio of cells φn +φT ,
and the upper ones to the overall volume ratio ψ, (i.e. the sums of the two
above). (d) Concentration of MDEs.

7.4.2 Viscous Fluid: An Example Showing Nutrient-Limited
Growth

In this section, following [BYb], we assume that the solid constituent of the
mixture can be modeled as an ensemble of sticky cells floating in a liquid
environment and neglecting the presence of ECM.

In [BYb] the ensemble of cells is described as a “viscous growing fluid,”
so that also in this case one does not need to consider the deformations of
the material with respect to some reference configuration, but only to deal
with their rates. In this respect, it is possible to use an Eulerian framework
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Figure 7.8. Hypoproduction of ECM for μT = 0.05 days−1, with all other
parameters as in Figure 7.4 and at times t̃ = γt = 0, 2.5, 5, 10, 20, 40, 60, 80.
Volume ratio of normal cells and tumor cells (a) and ECM produced by
tumor cells (b). (c) The lower set of curves refers to the volume ratio of
ECM ψm = φm +φM , the central ones to the volume ratio of cells φn +φT ,
and the upper ones to the overall volume ratio ψ (i.e. the sums of the two
above). (d) Concentration of MDEs.

and the mathematical description of the “growing fluid” just involves an
additional source of mass.

To complete the picture we might also consider N chemical factors and
nutrients diffusing in the extracellular liquid

∂ci

∂t
+ ∇ · (civ�) = ∇ · (ki∇ci) + γiφT − δiφT ci , i = 1, . . . , N , (4.27)

where the last two terms refer, respectively, to the possible production and
absorption by tumor cells and γi and δi might not be constant.

Actually, in [BYb] only a general nutrient n perfusing through the vessels
far away from the tumor and absorbed by the cells is considered, so that
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just the equation

∂n

∂t
+ ∇ · (nv�) = ∇ · (kn∇n) − δnφT n , (4.28)

need be added to (3.20) with bT = 0 and

T̂T = (−Σ + λT ∇ · vT )I + 2μTDT , (4.29)

where DT = (∇vT + ∇vT
T)/2 is the rate of strain tensor. It must be

stressed that neither λT nor μT will be constant as viscous forces among
cells increase, at least linearly, with their volume ratio. Of course, as in
the previous section, Σ is also a function of the volume ratio measuring the
response to compression and is taken positive in compression.

The growth term ΓT is constructed in [BYb] on the basis of the following
phenomenological observations.

• Proliferation occurs if the nutrient concentration exceeds the thresh-
old value n̂. Where n (>n̂) is close to n̂ the proliferation rate is
proportional to n− n̂; as n increases, the proliferation rate eventually
saturates.

• Cell proliferation is strongly affected by the presence of other cells
that exert stress on the membrane of the replicating cell. In par-
ticular, the proliferation rate approaches zero as the volume ratio
approaches one.

• Apoptosis is proportional to the volume ratio of cells.

A suitable function ΓT , which combines these features and is continuous
across n = n̂, is given by

ΓT =
γφT

1 + σΣ(φT )
(n − n̂)+
1 + νn

− δφT , (4.30)

where (f)+ is the positive part of f . Hence, when

(n − n̂)+
1 + νn

<
δ

γ
[1 + σΣ(φT )] , (4.31)

there is a net loss of cells which at the end will lead to a limit radius related
to the amount of nutrient available.

The stress–volume ratio relation is obtained in [BYb] under the following
considerations.

• Two cells that are far apart ignore each other.

• If the distance between two cells falls below a threshold value then
they attract each other.
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• When cells in contact are pulled apart, an adhesive force competes
with cell separation.

• If two cells are too close together, they experience a repulsive force.

• The repulsive force becomes infinite in the limit as the cells are packed
so densely that they fill the whole control volume.

In the one-dimensional case, the previous description can be reformu-
lated as follows.

• Cell in regions where φT < φ̂ experience neither attractive nor repul-
sive forces.

• The attractive force attains a maximum value (Σ = Σ1) when φT =
φ1 > φ̂.

• The attractive and repulsive forces balance when φT = φ2 > φ1.

• The repulsive force becomes infinite as φT tends to one.

It has to be mentioned that a continuous function satifying the properties
above would be decreasing in the interval (φ̂, φ1), giving rise to a problem
that might become ill-posed (see Eq. (4.35) below) if the solution achieves
values in the interval above, giving rise to dramatic instability problems.
However, Witelski [WIa] showed that a shock layer forms corresponding
to “a quick jump over the bad section . . . where the diffusion coefficient
is negative” (see also [ELa]). Hence if one starts from initial conditions
away from (φ̂, φ1) the solution never achieves values in that interval, but
the solution might lose regularity by forming a sharp front more or less as
in phase transition problems. However, having in mind the experiments
discussed in Section 7.4.4 and sketched in Figure 7.13, one can also assume
that the multicell spheroid fractures for φT < φ1 under the action of tensile
stresses, keeping the validity of the model for φT > φ1 where Σ(φT ) is
increasing.

We finally mention that the Young’s modulus for a tumor is of the
order of 1 kPa (see Table 7.2), whereas, as discussed in Section 7.4.4, the
maximum tension is of the order of 0.1 kPa [BAa].

Summarizing, recalling (3.20), one has⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂φT

∂t
+ ∇ · (φTvT ) =

γφT

1 + σΣ(φT )
(n − n̂)+
1 + νn

− δφT ,

∇ · (φTvT + φ�v�) = 0 ,

∇P = −Σ′∇φT + ∇(λT ∇ · vT ) + ∇ · [μT (∇vT + (∇vT )T )] ,

∂n

∂t
+ ∇ · (nv�) = ∇ · (kn∇n) − δnφT n ,

(4.32)
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where v� is given by Darcy’s law

v� = vT − K∇P . (4.33)

The growth problem is a free-boundary problem with a material interface
fixed on the tumor cells. This interface moves with the cell velocity

n · dxT

dt
= n · vT . (4.34)

An interesting simplification occurs in one-dimensional problems with
viscous contributions neglected. In this case, the system reduces to

∂φT

∂t
=

∂

∂x

(
KΣ′φT

∂φT

∂x

)
+ ΓT , (4.35)

∂n

∂t
+

∂

∂x

(
K̂Σ′φT

1 − φT

∂φT

∂x
n

)
= kn

∂2n

∂x2 − δnφT n , (4.36)

with

vT = −φ�KΣ′ ∂φT

∂x
, (4.37)

v� = φT KΣ′ ∂φT

∂x
, (4.38)

and P + Σ = constant. In particular, Eq. (4.35) is similar to the equation
encountered in many one-dimensional poroelastic problems.

Figure 7.9a describes the trend toward the stationary state and then
how nutrient limits the growth of avascular tumors. Initially a stress-free
tumor of size L = 0.1 is implanted. We observe that at t̃ = 500 the tumor
is still so small that all cells have sufficient nutrient to replicate (i.e. n > n̂
everywhere). The maximum cell compaction occurs at the tumor center
and, due to the repulsive forces they experience, cells move toward the
border, causing the tumor to increase in size. At t̃ = δnt = 1000 the
nutrient concentration near the center of the tumor falls below n0 and cells
there start dying. The location of the maximum cell volume fraction moves
toward the tumor boundary, and in the center a (local) minimum appears.
Cells that are located in the central region of the tumor, between the two
symmetric maxima, move toward the center, whereas those in the outer
regions, between the maxima and the tumor boundary, move toward the
boundary. Of course, the tumor still grows, but at a reduced rate. In
the stationary configuration (the lowest curve) the maximum cell volume
fraction occurs on the tumor boundary. For the choice of parameters in
the figure, at equilibrium the nutrient concentration at the tumor center
only just exceeds that which triggers central necrosis and the formation of
a sharp front dividing the compact tumor from the necrotic core.
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(a)

(b)

Figure 7.9. Evolution toward the steady state (thicker line) for δ/δn =
0.001, and σ = 0. (a) Volume ratio plotted versus space (x̃ =

√
δn/κnx)

for γ̃ = γnext/δn = 0.0125. Transient times are t̃ = δnt = 500, 1000.
(b) Temporal evolution of the tumor size for different values of γ̃ =
0.0025, 0.005, 0.0075, 0.01, 0.0125 (from lower to upper curve).

Figure 7.9b shows the temporal evolution of the tumor size for different
values of growth rate γ̃ = γnext/δn, where next is the amount of nutrient
at the tumor border.

Another result of the model is that as the cell proliferation rate decreases
more rapidly with increasing cellular stress, the equilibrium tumor size
becomes smaller and the cells more uniformly distributed across the tumor.
Actually, in [BYb] it is shown that if this influence if sufficiently large then
no nontrivial equilibrium solutions exist and the tumor is eliminated. From
the application viewpoint, this suggests that if there were a method to
make tumor cells more sensible to mechanical compression (e.g. making
their mitotic or apoptotic rate depend on the stress), this could be used to
control the size of the tumor.

The following viscous-type constitutive equation

T = −P I + 2μT

[
DT − 1

3
(∇ · vT)I

]
, (4.39)

has been also used by Franks and coauthors [FRa, FRb, FRc] under the
additional strong hypothesis that all constituents filling the space move
with the same velocity (live tumor cells and what they call surrounding
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material in [FRc], with the addition of death tumor cells in [FRa, FRb]).
In fact, the stress in (4.39) probably refers to the mixture. For instance,
the model in [FRb], which describes tumor growth in a breast duct and
also focuses on the mechanical interaction with the duct walls, is written
in the notation of this chapter as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂φT

∂t
+ ∇ · (φTv) = [An − B(1 − δn)]φT ,

∂φD

∂t
+ ∇ · (φDv) = B(1 − δn)φT ,

∂φ�

∂t
+ ∇ · (φ�v) = 0 ,

∂n

∂t
+ ∇ · (nv) = D∇2n − γAnφT ,

∇P = μ
[
∇2v + 1

3∇(∇ · v)
]

,

(4.40)

where φD is the volume ratio of dead cells, which is joined with the con-
stitutive equation (4.39) and the saturation assumption φT + φD + φ� = 1.
The mixture is not closed, so that the global volume of the tumor is in-
creased by the source term An. For the sake of completeness, we mention
that in [FRa] and [FRc] the authors also add diffusion terms to the first
three equations in (4.40).

7.4.3 Evolving Natural Configurations in Tumor Growth

In the previous sections we have described some models that use fluid-
like constitutive equations. However, this is only a rough approximation,
because tumors as most tissue show solidlike characteristics. As already
mentioned several times in this book, in this case in order to define, for
instance, an elastic mechanical response, one needs to measure the defor-
mation with respect to some reference state. However, the basic question
is: “Deformation with respect to what, if the tissue is always changing?” In
order to address this problem Ambrosi and Mollica [AMb, AMc] used the
theory of evolving natural configurations splitting the evolution in growth
and elastic deformation. In their model the interaction with the ECM and
with the extracellular liquid are neglected and the tumor is described as a
one-constituent compressible elastic body.

The theory for materials with evolving natural configurations is an ideal
setting to investigate tumor growth as the growth of other tissues. In fact,
the essential difficulty in formalizing the dynamics of growth is to model
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Figure 7.10. Evolving natural configuration.

simultaneously the change in mass, and the stresses that accompany it,
possibly caused by growth itself or by the application of external loads.

With the theory for materials with evolving natural configurations one is
able to separate such contributions and to model each of them individually.
Following the notation in Figure 7.10, the aim is then to distinguish in
the evolution of the tumor given through the deformation gradient FT

the contribution of pure growth from the stress-inducing deformation. In
particular, it is natural to work so that no growth occurs during stress-
inducing deformation. By the way, from the biological point of view, the
two contributions could be easily testable in principle as growth occurs on
a much longer time scale (hours up to a day) than deformation.

The deformation gradient FT is a mapping from a tangent space onto
another tangent space, and therefore it indicates how the body is deforming
locally in going from K0 to Kt. Working in the tangent space, take a
neighborhood of a point and assume relieving its state of stress keeping its
mass constant, so that it is allowed to relax to a stress-free configurations.
The atlas of these configuration forms a natural configuration relative to
Kt which we denote by Kn. Of course, this natural configuration depends
on time. We identify this deformation without growth with the tensor FN ,
which then describes how the body is deforming locally in going from the
natural configuration Kn to Kt. The tensor

G ≡ F−1
N FT , (4.41)

tells how the body is growing locally.
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Hence, the following decomposition holds,

FT = FNG . (4.42)

The tensor FN is then connected to the stress response of the tumor to
deformations and the tensor G is the one that is directly connected to
growth and is therefore named the growth tensor.

There are then two things to determine constitutively: how the natural
configurations evolve: that is, characterizing the growth tensor G, and how
the material behaves from each natural configuration. Being the density of
a single cell is equal to the density of water, we assume that for any given
“particle” the volume ratio in the natural configuration and in the original
reference configuration are the same; that is, φT (t = 0) = φN . Denoting by
dV , dVN , and dv the volume elements in the reference, natural, and current
configuration, respectively, the related masses are then dM = ρφNdV ,
dm = ρφNdVN , and dm = ρφT dv. Because mass is preserved between Kn

and Kt, one then has that

Jg = detG =
dVN

dV
=

dm
dM

, (4.43)

JT = detFT =
dv

dV
=

φN

φT

dm

dM
, (4.44)

and, in particular, because of (4.42),

JN = detFN =
φN

φT
. (4.45)

It can be readily realized looking at (4.43) that net growth corresponds
to Jg > 1 and net death to Jg < 1. Of course, Jg never vanishes, oth-
erwise FT would be singular. Applying the polar decomposition theorem
to the growth tensor G we are sure that there exist a unique rotation Rg

and a unique symmetric tensor Ug such that G = RgUg. However, for
the arbitrariness of the choice of the natural configuration with respect to
rotations, we can certainly choose it so that Rg = I and G = Ug.

Differentiating (4.45) and then using (3.14) rewritten here for sake of
clarity

d

dt
(φT JT ) = ΓT JT , (4.46)

one has

J̇N = −φN

φ2
T

φ̇T = −φN

φT

(
ΓT

φT
− J̇T

JT

)
, (4.47)

or
J̇T

JT
− J̇N

JN
=

ΓT

φT
. (4.48)
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Recalling the splitting (4.42), one finally has

J̇g

Jg
=

ΓT

φT
, (4.49)

or defining the rate of growth tensor

Dg = sym(ĠG−1) , (4.50)

one has from standard tensor calculus that

J̇g = Jgtr Dg , (4.51)

and therefore
tr Dg =

ΓT

φT
. (4.52)

Equation (4.52) reveals then that the first principal invariant of Dg is the
right-hand side of the Eulerian mass balance equation (3.1) and the rate
of mass production can be easily identified from one of the constitutive
parameters of the material. In particular, for isotropic growth, G = gI
where g is a scalar, (4.49) is rewritten

3ġ

g
=

ΓT

φT
, (4.53)

which for known ΓT completely determines G.
In general, however, growth requires giving constitutively a suitable

evolution equation for the growth tensor, which may depend on a variety
of quantities, for example,

Ġ = Lg(X, t,S,G, c), (4.54)

where c is the set of nutrients and growth factors involved in growth and
S is a suitable invariant measure of stress that might contain information
on the direction of principal stresses. The involvement of the quantities
above implies a strong coupling between the growth tensor and mechanical
and chemical terms, so that, in general, one cannot look at growth in time
as being separated from the overall mechanical response and the chemical
background. This means that Eq. (4.54) has to be solved simultaneously
with the other evolution equations.

Finally, we observe that one can replace the mass balance equation
(4.46) with

d

dt
(φT JN ) = 0 , (4.55)

an equation not involving growth, which is instead given constitutively and
is related to ΓT through (4.54) or (4.53) for isotropic growth. Equation (4.55)
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resembles the usual Lagrangian version of conservation of mass in the
absence of mass sources but is related to a fictitious deformation from
the natural configuration which is never achieved by the growing body.

The other constitutive relation to be specified regards the stress tensor.
In their paper Ambrosi and Mollica [AMc] assumed that at any time the
mechanical response of the tumor from the natural configuration is hyper-
elastic. In particular, they used a Blatz–Ko constitutive relation [BLa], a
classical nonlinear elastic model, which can be seen as a generalization of
the classical Mooney–Rivlin model for rubber. The Blatz–Ko material is
the simplest hyperelastic compressible material and has been successfully
applied to model polymeric foams, a system that shows some analogies with
the mechanical behavior of cell aggregates [SEa].

The Cauchy stress tensor takes then the form

TT =
μ

JN
[−(JN )−qI + BN ], (4.56)

where BN =: FnFT
N is the left Cauchy–Green stretch tensor, and μ and

q are positive material constants. Further comments on other possible
constitutive choices are contained in the following section. Their growth
model inside the tumor can then be summarized as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φT JN = φN ,

∇ · TT = 0 ,

ġ =
g

3
ΓT

φT
,

∇ · (D∇n) − δφT n = 0 ,

(4.57)

where the stress tensor is given by (4.56) and

ΓT = γ
n − n0

N − n0
e−(s/s0)2φT , (4.58)

where s is the trace of the first Piola–Kirchoff stress tensor P = JTTTF−T
T .

This very simple equation assumes that stress always inhibits growth
whereas net growth occurs if a sufficient minimum quantity of nutrient
is available, otherwise one has that the body resorbs mass.

The aim of the paper by Ambrosi and Mollica [AMb] was to compare
the model with the experiments performed by Helmlinger et al. [HEa] who
study the influence of external loading on tumor growth by letting a tumor
spheroid grow in a gel. In the experimental setup agarose, a polysaccharide
extracted from seaweed, is dissolved into boiling water. When the medium
starts cooling down, the polysaccharide chains cross-link with each other,
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causing the solution to gel into a semi-solid matrix. The more agarose is
dissolved in the boiling water, the firmer the gel is. While the solution is
still fluid, the tumor cells are plugged into the polymerizing medium. After
cooling, the tumor cells are trapped in the agarose gel that has known
mechanical properties depending on the solid-phase concentration. The
nutrient rapidly diffuses in the liquid phase of the gel, thus providing a
constant concentration at the boundary of the spheroid. As the spheroid
grows, it displaces the surrounding gel, which in turn exerts a uniform
compression on the tumor spheroid. By varying the volume fraction of
the solid component during the preparation of the gel, they are able to
modulate its stiffness and hence to apply different stress fields on the tumor.

The main result obtained in [HEa] is that the stress field definitely re-
duces the final dimensions of the spheroids. At a cellular level, though,
spheroids cultured in gels of increasing stiffness are characterized by a de-
creased apoptosis rate with no significant change in proliferation rate and
hence increased cellular packing. Moreover, inner regions of free-suspension
spheroids often exhibit large voids that were rarely seen in gel-cultured
spheroids. The agarose gel was modeled as a poroelastic material with the
constitutive equation given by

T = γ̃
ρ

ρ0

eβ(I−3)

(III − φ2
0)α

[
βB − α

III

III − φ2
0
I
]

, (4.59)

where I and III are the first and third invariants of the right Cauchy–Green
deformation tensor C = FTF of the surrounding gel and α = β(1 − φ2

0).
The free boundary problem for the growth of an elastic tumor in a gel is
completed by interfacing (4.57) and

∇ · T = 0 , (4.60)

where T is given in (4.59) with continuity of displacement and of the normal
component of the stress thus providing the following interface conditions

[[u · n]] = 0 , [[Tn]] = 0 , (4.61)

where the jump is evaluated across the the interface and n is its unit normal
vector.

In agreement with the experiments, Ambrosi and Mollica [AMc] as-
sumed spherical symmetry. Normalizing space length with the outer radius
of the gel the tumor spheroid is assumed to be initially located in R ∈ [0, R̄],
and the gel fills the space R ∈ [R̄, 1], where R̄ is chosen sufficiently smaller
than one so that the effect of the external constraints on the growth of the
spheroid can be neglected.

Figure 7.11 shows the evolution of a freely growing tumor, that is, not
in the gel, and then without external loads. After an initial exponential



7. Mechanics in Tumor Growth 303

(a)
0 20 40 60 80 100

t

0

5

10

15

20

x

free growth after stress release
free growth 

(b)
0 5 10 15 20

t

0.1

0.2

0.3

0.4

0.5

x

phi=0.4
phi=0.5
phi=0.6

Figure 7.11. Comparison between free growth of a tumor spheroid (dashed
line in (a)) and constrained growth ((b) and full line in (a)). At t = 10
the spheroid is ideally extracted; being unloaded, it retains residual stress
only. The plot of the subsequent increase in size shows that the past history
tends to be asymptotically forgotten: the radius approaches the free one
and residual stress vanishes. In (b) the evolution of the position of the
interface between tumor and gel is given for different gel concentrations.

growth and a transition period growth becomes linear in time. In the
absence of external loads the change in growth rate is essentially due to
the reduced availability of nutrient that occurs when the diameter of the
spheroid overcomes the diffusion length of the nutrient in the spheroid. This
effect is confirmed by the plots of concentration depicted in Figure 7.12a at
different times: at t = 20 the nutrient has a nonnegligible concentration just
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Figure 7.12. (a) Available nutrient concentration and (b) growth function in
a freely growing tumor plotted versus undeformed radius at different times.

in a thin layer around the border (the proliferating rim) so that the growth
is essentially on the surface. Note that the existence of a proliferating
rim, as described in the experimental literature, here arises without any
ad hoc introduction. In principle, residual stresses due to nonhomogeneous
growth could inhibit proliferation too. However, the stress field generated
in free growth is small and does not affect the size of the spheroid: in this
case the key mechanism is the decreasing amount of available nutrient that
influences the growth function g through the relationship (4.58), yielding
the behavior of Figure 7.12b.

The position of the interface between a spheroid embedded in a
poroelastic medium versus time is tracked in Figure 7.11b for different
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concentrations of the solid component. The growth of the size of the
spheroid is linear from the very beginning, until it becomes almost con-
stant when the external stress starts inhibiting growth. Inasmuch as the
nutrient has a nonconstant spatial distribution in the tumor, the growth is
not homogeneous and some residual stress is generated. The stress in the
tumor is always compressive, the largest value occurring at the interface
between spheroid and gel.

Looking carefully at the final size of the spheroid, one understands that
the diameter is still much smaller than the freely floating one, whereas ex-
perimentally the final size of the embedded spheroid is some tenths of the
freely growing one. This observation suggests that, although growth inhibi-
tion by stress works fine as described in the present work, some mechanism
of stress release must be included in the model in order to obtain a final
size that is also in quantitative agreement with experiments.

After extracting from the gel a spheroid that was in its plateau phase,
cells restart duplication, yielding the results shown in Figure 7.11. When
comparing the dashed line indicating the diameter of the spheroid grow-
ing after stress release with a free-growth one, one finds that the former
tends just asymptotically to reach the latter so that, in some sense, the
inhomogeneous original growth never completely vanishes. The slope dis-
continuity of the full line in Figure 7.11a occurring at t = 10 corresponds
to gel extraction.

7.4.4 Viscoelasticity and Pseudo-Plasticity in Tumor Growth

The models presented in Sections 7.4.1 to 7.4.3 can be certainly improved
by taking into account the viscoelastic behavior that characterizes most bi-
ological materials. However, the characteristic times of the rate-dependent
response of the materials involved are of the order of tens of seconds and
therefore much less than the characteristic times of cell duplication (a day),
so in our opinion viscoelasticity only plays a secondary role in problems cou-
pled with growth. Of course, it can have important effects in mechanical
problems characterized by times of the order of the relaxation and retarda-
tion times, but in describing them growth can be in our opinion neglected,
so that the two descriptions are somewhat complementary. On the other
hand, when treating the tumor as a solid there is an important effect that
should not be neglected which has to do with the pseudo-plastic behavior
of multicellular spheroids.

The cellular scale motivation of the macroscopic plastic behavior is the
following. As shown in Figure 7.2, cells adhere to each other via cadherin
junctions and to the extracellular matrix via integrin junctions. These
bonds have a limited strength as measured, for instance, by Baumgartner
et al. [BAa] and Canetta et al. [CAa]. In fact, the adhesive strength
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(a) (b)

Figure 7.13. Adhesive force measurement. The positive branch refers to
the compression of the cell by the bead. At larger distances the adhesive
cell acts as an elastic nonlinear spring until single or multiple unbinding
occurs (redrawn from [BAa]).

of a single bond was found to be in the range of 35–55 pN. Because the
density of VE-cadherin on a cell surface is about 400–800 molecules/μm2

of the surface one can estimate the resistance to pulling to be of the order
of 0.1 kPa.

Typical experiments to test the adhesive strength of a cell consist of glue-
ing a functionalized microsphere at the tip of an AFM cantilever (atomic
force microscopy). After putting the microsphere in contact with the cell,
the cantilever is pulled away at a constant speed (in the range
0.2–4 μm/sec). If there is no adhesion between the bid and the cell, the
force measured has the behavior shown in Figure 7.13a. This is experi-
mentally obtained, for instance, by the addition of an antibody of the VE-
cadherin external domain. On the other hand, adhesion gives rise to the
measurement of a stretching force and a characteristic jump indicating the
rupture of an adhesive bond, as shown in Figure 7.13b. Actually, because
a sphere binds to many receptors, it is common to experience multiple un-
binding events occurring at different instants during the single experiment,
as shown by the grey curve in in Figure 7.13b.

Transferring this concept to tumor mechanics it is clear that if an en-
semble of cells is subject to a sufficiently high tension or shear, then some
bonds break and some others form, leading to the necessity to introduce
plasticity in the description. This in particular occurs during growth when
the duplicating cell needs to displace its neighbors to make room for its
sister cells as sketched in Figure 7.14.

Generalizing the concepts introduced in the previous section, what is
left when relieving the state of stress of a particle in the configuration Kt

keeping its mass constant, includes both growth and plastic deformation
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Figure 7.14. Sketch of pseudo-plastic behavior in tumor growth.

due to unbinding events. This means that focusing on the population of
tumor cells, one need to generalize Figure 7.8 to a three-step process which
includes plastic deformations; that is,

FT = FNFpGT . (4.62)

From the biological point of view, it is not difficult to imagine the splitting,
because as already stated the characteristic cell cycle time is much longer
than the times involved both in plastic and elastic phenomena.

Denoting by Kp the intermediate configuration for the tumor between
K0 and Kn, we assume that for any given “particle” the volume ratio in
Kp is the same as in the natural configuration and in the original reference
configuration; that is, φp = φT (t = 0) = φN . The generalization of (4.43)–
(4.45) gives

JT =
φN

φT

dm

dM
, (4.63)

Jg =
φN

φp

dm

dM
=

dm

dM
, (4.64)

Jp =
φp

φN
= 1 , (4.65)

JN =
φN

φT
. (4.66)

Notice that differentiating (4.66) one has

d

dt
log(φT JN ) = 0 , (4.67)

an equation similar to (4.55), where the time derivative is computed along
any constituent.

In order to be more specific, we consider the tumor as a triphasic mixture
made of ECM, extracellular liquid, and cells, as in Section 7.4.1. However,
contrary to Section 7.4.1, in this section we neglect ECM remodeling. The
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extracellular matrix can then be viewed as a substrate on which cells move
and duplicate and from the mechanical point of view taking it into account
results very useful because they can represent a suitable framework to prop-
erly define a Lagrangian coordinate system. Equation (3.8) with Γ0 = 0
and Γ� = −ΓT can be written in the Lagrangian form just defined as

d0

dt
(φ0J0) = 0 , (4.68)

d0

dt
(φT J0) + Div0[φT J0F−1

0 (vT − v0)] = ΓT J0 , (4.69)

d0

dt
(φ�J0) + Div0[φ�J0F−1

0 (v� − v0)] = −ΓT J0 , (4.70)

where d0/dt is the time derivative following the ECM, Div0 is the divergence
operator with respect to the ECM, and F0 is the deformation gradient of
the ECM.

Note that by summing the mass balance equations, thanks to the satu-
ration assumption and the fact that the mixture is closed, one has

d0J0

dt
+ Div0[J0F−1

0 (vc − v0)] = 0 , (4.71)

where vc = φTvT + φ�v� + φ0v0.
Following a procedure similar to that used to obtain Eqs. (4.48)–(4.52)

one can write

1
J0

d0J0

dt
− 1

JN

d0JN

dt
=

ΓT

φT
− 1

φT J0
Div0[φT J0F−1

0 (vT − v0)] , (4.72)

and

1
Jg

d0Jg

dt
= − 1

Jp

d0Jp

dt
− 1

J0

d0J0

dt
+

1
JT

d0JT

dt
(4.73)

+
ΓT

φT
− 1

φT J0
Div0[φT J0F−1

0 (vT − v0)] , (4.74)

where the first term on the r.h.s. vanishes because of (4.65)–(4.52). This
relation is not as good looking as (4.51) because we are using a Lagrangian
framework based on a constituent different from the one that is duplicating.
Equation (4.74) can be rewritten in a slightly more compact form as

d0

dt
log

JgJ0

JT
=

ΓT

φT
− 1

φT J0
Div0[φT J0F−1

0 (vT − v0)] , (4.75)
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and, recalling (4.69), Eq. (4.72) can be simplified to

d0

dt
log(φT JN ) = 0 , (4.76)

an equation similar to (4.55).
If tumor cells are assumed to grow isotropically, so that GT = gT I, one

then has that FN = g−1
T FTF−1

p and

3
gT

d0gT

dt
=

1
J0

d0J0

dt
+

1
JT

d0JT

dt
+

ΓT

φT
− 1

φT J0
Div0[φT J0F−1

0 (vT − v0)] ,

(4.77)
where ΓT has to be given constitutively.

Coming to the momentum equation, following Section 7.3.1, the extra-
cellular liquid is treated as an inviscid fluid in light of the usual assumptions
used to get Darcy’s law⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 = −φ0∇P + ∇ · T̂0 − MT0(v0 − vT) ,

0 = −φT ∇P + ∇ · T̂T + bT + M�T(v� − vT) − MT0(vT − v0) ,

0� = −φ�∇P − M�T(v� − vT) .
(4.78)

As in Section 7.3.1, introducing K and K0 and writing the momentum
equation of the mixture, one can write⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 = −φ0∇P + ∇ · T̂0 − K−1
0 (v0 − vT) ,

v� − vT = −K∇P ,

0 = −∇P + ∇ · (T̂0 + T̂T ) + bT ,

(4.79)

which can be written in the Lagrangian framework defined by the ECM.
Having in mind the need to include pseudo-plastic effects, we have to men-
tion that although for the ECM one can take

T̂0 = μ0φ0[−J−q0
0 I + B0] , (4.80)

to describe the behavior of the tumor cells we can distinguish these cases:

1. When and where the cell population is subject to a moderate amount
of stress, the body behaves elastically; there are no plastic deforma-
tions, which means Fp = I and then FT = gTFN .

2. When and where the stress overcomes a threshold yield stress σ the
body behaves as a compressible liquid.



310 Modeling of Biological Materials

Referring to Figures. 7.13 and 7.14 one can argue that the resistance of a
single bond is nearly constant, so that the threshold level distinguishing
the appearance of plastic deformations is proportional to the amount of
cells present in the sample. On this basis a constitutive equation of the
following type can be suggested.

T̂T =

⎧⎪⎪⎨⎪⎪⎩
μφT [−(JN )−qI + BN] , if

√|IIT | < φT σ ,

φT

[
−ΣI + 2

(
η + σ√

|II2D|

)
D

]
, if

√|IIT | ≥ φT σ ,
(4.81)

where IIT is the second invariant of the stress tensor with the isotropic
pressure omitted.

We notice that in simple shear problems, the constitutive relation (4.81)
is rewritten

T̂12 =

⎧⎪⎨⎪⎩
μφT

∂ux

∂Y
, if T̂12 < φT σ ,

φT (σ + ηγ̇) if T̂12 ≥ φT σ ,

(4.82)

where ux is the displacement along the x-direction. In order to describe
possible shear-thinning effects, η can depend on IID

η = m|IID|(n−1)/2, (4.83)

where the coefficient n is related to the slope of the shear stress behavior
versus the shear rate. In this way we obtain a constitutive equation similar
to the Herschel–Buckley model.

In order to be more realistic, one should take into account that ECM
can be produced and cleaved, so that also for this constituent one should
at least consider isotropic growth G0 = g0I. Luckily, as already mentioned
in Section 7.2.2, the ECM is made of several constituents with different
mechanical and chemical properties. Some of them continuously remodel,
whereas others, such as elastin, barely turn over [RAa]. This biological fact
may be very useful to still define a proper and useful Lagrangian reference
frame fixed on an ECM constituent, so that one can consider at the same
time ECM remodeling, tumor growth, and deformation of all constituents.

7.5 Future Perspective

It is becoming clearer and clearer that in addition to chemical signaling,
mechanics plays an important role in tumor development not only to de-
scribe the mechanical interaction of the tumor with the surrounding tissues,
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but also for the interplay between mechanical properties of a tissue and the
tumor developing in it. This opens up several new research directions that
deserve further investigation.

Certainly, mathematical modeling still needs a characterization of the
mechanical behavior of growing tissues, in order to quantify viscoelastic
and plastic effect, to evaluate the importance of nonlinear effects and to
identify the proper constitutive equation.

In this respect, for the sake of completeness, it need be mentioned that
in addition to the examples presented above several authors proposed lin-
ear elastic-type models with the inclusion of suitable growth contributions
[ARb, ARc, ARd, JOb], without splitting the deformation gradient into
growth and deformation. More specifically, Jones and coworkers [JOb]
propose

TT − 1
3
(trTT )I =

2
3
E

(
ET − 1

3
gT I

)
, (5.1)

where ET is the infinitesimal strain tensor and growth is assumed to be
isotropic, or

D

Dt
[TT −1

3
(trTT )I]−WTTT +TTWT =

2
3
E

(
DT − 1

3
(∇ · vT )I

)
, (5.2)

where D/Dt is the material time derivative following the tumor and WT

is the spin tensor, and Araujo and McElwain [ARb, ARc, ARd] proposed

D
Dt

[
TT − 1

3
(trTT )I

]
= 2μ

(DET

Dt
− (∇ · vT )GT

)
− φT

DP

Dt
(3GT − I),

(5.3)
where D/Dt is a convective derivative based on the tumor, and GT is a
diagonal growth tensor.

The use of linear elasticity probably gives more freedom because it cir-
cumvents the difficulties implied by the definition of a proper Lagrangian
framework. However, there is incompatibility between the use of convective
derivatives and linear elasticity. In addition, one has still to define what is
a small deformation in a growing tumor, that is, a mass that starting from
a single cell grows to a size of at least few millimeters. Probably, this is
overcome by the introduction of plasticity and by the use of evolving nat-
ural configuration. In fact, as a first approximation then the deformation
with respect to the configuration achieved after the occurrence of plastic
phenomena can be assumed to be small. Actually, one knows that for ten-
sions larger that 0.1 kPA adhesion bonds break up. It would then be very
interesting to correctly frame the linear elastic approach suggested by the
authors above using the concept of evolving natural configuration.
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Other issues that need to be investigated further concern how a tumor
remodels the surrounding environment and how, vice versa, the environ-
ment influences tumor growth. In order to do that, the multiphase models
presented in this chapter should be generalized to include more constituents
belonging to both the immune system and the stroma. In particular, the
presence of macrophages and their migration toward the hypoxic regions
is very important for the related immune response, the formation of cronic
inflammations, and their angiogenic side effect. On the other hand, the pos-
sibility of developing therapies based on the use of engineered macrophages
should be supported by suitable mathematical models.

In the stroma it might be important to include other types of cells such
as fibroblasts related to the production of extracellular matrix or to dis-
tinguish the different constituents of the extracellular matrix, because, as
already mentioned in Section 7.4.4, some of them are subject to stronger
turnover and remodeling than others. The balance between the different
constituents and their percentage influences the overall mechanical char-
acteristics of the tissue and the formation of the different environments in
which tumor cells live. As already stated, the entire remodeling process is
strongly affected by the stresses and strains to which the tissue is subject.

Going to the inner characteristics of the cells, the tumor itself may con-
tain several functionally different clones that differentiate in their genetic
status, for example, cells with normal and abnormal expression of the tu-
mor suppressor gene, p53, and hormone sensitive and insensitive cells. In
this respect, one of the breakthroughs in modeling tumor growth consists
in including what happens inside the cells and therefore in developing mul-
tiscale models that take into account the cascades of events recalled in
Figure 7.3 possibly joined with those involving growth factors.

The need of working in a multiscale framework is an almost unconscious
standard procedure in biology and medicine. In fact, in order to understand
and describe the behavior of any biological phenomenon, researchers in life
sciences tend to go to the smallest scale possible, because they know, for
instance, that the behavior of a cell and the interactions that it has with the
surrounding environment depend on the chemistry inside it and, after all,
on the content of genetic information, on the particular genetic expression,
on the activation of proper protein cascades, and on their cross influence.
Of course, in order to do that one needs to have estimates on the affinity
constants. In the absence of such measurements, one could initially start
with Boolean reasoning. However, things become complicated when there
are loops and intersections between different cascades triggered by different
events.

For instance, in the models presented in this chapter the role played
by nutrients and growth-promoting and inhibitory factors is considered
secondary but it is not. So, it is important to develop models that consider
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both mechanical and chemical cues and establish the relative importance
at the protein cascade level.

Another interesting problem that has not been studied yet is the growth
of tumors in a mechanically heterogeneous environment, which includes net-
work structures such as blood vasculature, airways, and lymphatic system,
the interaction with physical barriers such as bones and cartilage, and the
pressure on the surrounding tissues.

However, whenever developing all the generalizations above, one has
to keep in mind the difficulties in obtaining specific measurements from
the biologists. For instance, quantifying the dependence of the production
rates of extracellular matrix and matrix-degrading enzymes from the level of
stress and/or strain is not easy and data are not available yet, although the
effect was put in evidence many years ago and is applied in clinical practice.
Mathematical modeling urgently needs to be based on biological measure-
ments. On the other hand, we are sure that experimental research can be
stimulated by the development of mathematical models that on the basis of
known experimental evidence and data showing the importance of mechan-
ical aspects go one step beyond what is known in biology and medicine.
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Abstract. This contribution is concerned with the mathematical mod-
eling of biological membranes. In particular, it explores the role played by
some structures that make them inhomogeneous.

8.1 Introduction

Modeling the complex behavior of biological membranes has been one of
the major tasks of biophysics and biomathematics during the past three
decades. “All biological membranes, including the plasma membrane and
the internal membranes of eucaryotic cells, have a common overall struc-
ture: they are assemblies of lipid and protein molecules held together
by noncovalent interactions” (see p.255 of [ALa]). Thus, the presence
of inhomogeneities in a biological membrane cannot be easily overlooked,
especially because they are responsible for the diverse functions performed
by biological membranes, which range from transport of specific molecules
across the membrane, to the reception of chemical signals from the
extracellular environment. It is little surprise that such a complex structure

323



324 Modeling of Biological Materials

could be only modeled by degrees, and that even crude approximations
needed to be introduced at the beginning of the 1970s, when intensive
research in the field began. Aims were ambitious, as easily inferred from
the very title of Canham’s [CAa] pioneering paper: “The Minimum En-
ergy of Bending as a Possible Explanation of the Biconcave Shape of the
Human Red Blood Cell.” The ability to describe, at least qualitatively,
the complex geometry of red blood cells, prompted many authors to pro-
pose mathematical models that could give a more accurate description of
the complex morphologies of biological membranes. As a result, to account
for the membrane’s elastic properties, refined models were proposed that
incorporated the structural inhomogeneities of the two leaflets forming the
bilayer structure, the basic architecture of biological membranes. Moreover,
because different species of lipids exist within a single membrane, the ques-
tion arises as to whether a lateral inhomogeneous composition can affect the
membrane morphology. Proteins are another basic ingredient of biological
membranes that need a separate treatment. Because proteins are respon-
sible for the effective functioning of biological membranes, their influence
on the membrane’s shape has been studied in depth. Particular emphasis
has been put on the role of the membrane’s elasticity in mediating forces
among proteins, eventually leading to the formation of protein aggregates.

This cursory outlook already witnesses the richness of biological mem-
brane modeling. In the following, we select a few topics, all arranged around
the leading leitmotiv of inhomogeneity. After a general discussion on the
elastic properties of biological membranes, contained in Section 8.2, Sec-
tion 8.3 is focused on the coupling between the inhomogeneous composition
of membranes and their elastic properties. Sections 8.4 to 8.6 are devoted to
protein–protein membrane-mediated interactions. Section 8.4 is concerned
with transmembrane proteins and with some mathematical problems they
pose; in particular it is discussed how elasticity can either promote or
hamper protein aggregation. In Section 8.5 thermal fluctuations are in-
corporated in the treatment of membrane-mediated interactions between
proteins. Section 8.6 examines the peculiarities of peripheral proteins.
Finally, Section 8.7 contains some conclusive remarks. Because the litera-
ture on the subject is enormous, many interesting topics such as adhesion
and dynamics are missing in our review. The interested reader is urged to
consult Seifert’s review [SEb] for an account of the topics omitted here.

8.2 Bare Membranes

The basic constituents of biological membranes are lipid molecules, often
called the amphiphiles, which are composed of two distinct parts: a polar
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hydrophilic headgroup, and one or two hydrophobic chains. This structure
originates a conflict between the amphiphiles and the aqueous environ-
ment within which they live, and it is responsible for the rich variety of
arrangements shown by their assemblies. Whereas amphiphilic molecules
experience a hydrophobic attraction Fγ that reduces the exposure of the
hydrocarbon chains to water, the headgroups are subject to hydrophilic,
ionic, or steric interactions giving rise to a repulsive force Fh. A further re-
pulsive force Fc among the hydrophobic chains is induced by their thermal
motion, which overcomes attractive van der Waals forces. This competition
drives the effective headgroup area a towards an equilibrium value a0 that
minimizes the total interfacial energy.

Two more parameters play a basic role in determining the most fa-
vored aggregate: the volume v spanned by the hydrocarbon chains, and the
effective chain length �c, which sets an upper bound on the extension of the
chains. It turns out (see Chapters 16 and 17 of [ISa]) that spherical mi-
celles require v/a0�c < 1

3 , nonspherical micelles are found when v/a0�c ∈
(1
3 , 1

2), bilayers when v/a0�c ∈ (1
2 , 1), whereas inverted structures need

v/a0�c > 1. In a bilayer, two layers of amphiphiles are joined so that
the hydrophobic parts are shielded by the polar headgroups. Because
along the rims of the bilayer an unfavorable contact between hydrocar-
bon chains and water exists, bilayers can find it advantageous to bend
themselves forming either hollow cylinders called the tubules, or closed
structures, called the vesicles. Following Lee [LEa], the onset of curved
monolayers can be explained by a balance of forces. When Fγ , Fc, and
Fh are in equilibrium, planar monolayers are formed, whereas structures
curved in opposite directions are favored if either Fc or Fh prevails over
the other forces. As to bilayers, frustration can occur whenever both
monolayers would like to bend themselves in the same direction: when the
elastic energy stored in the bilayer is too high, nonbilayer structures are
preferred.

In the fluid phase Lα, the chains of the amphiphiles are orthogonal
to the ideal surfaces spanned by the headgroups and, hence, this makes a
lipid membrane similar to a smectic-A liquid crystal. The width of a bilayer
(�10−9m) is much smaller than the lateral dimensions of either a vesicle or
a tubule (�10−6m), therefore it is natural to model the vesicle’s membrane
as a compact two-dimensional surface S embedded in a three-dimensional
Euclidean space. Because lipid membranes are inextensible, the area of a
vesicle or a tubule should be prescribed. The bilayer forming the membrane,
although permeable to water, is impermeable to the dissolved ions, which
makes it plausible to treat the volume enclosed by a vesicle as constant
when the osmotic pressure between the inner and the outer fluid is large
enough. No such constraint exists for tubules, inasmuch as water can freely
flow through their open ends.
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As recognized by Helfrich [HEc], lipid bilayers resist bending much more
than shearing and tilting. For this reason, the early models for the elas-
tic properties of lipid membranes were built upon a free-energy density
depending on the curvature invariants of the membrane, that is, the total
curvature H, defined as twice the mean curvature of S and the Gaussian
curvature K. The simplest elastic free-energy functional is the Canham–
Helfrich Hamiltonian, which is quadratic in the membrane’s principal
curvatures:

Fel =
∫

S

[
κ

2
H2 + κGK

]
dA , (2.1)

where A is the surface-area measure, and the constants κ and κG are the
bending rigidity and the Gaussian bending rigidity, which must obey the
inequalities

κ > 0 and κG + 2κ > 0 ,

to ensure that the free-energy density in (2.1) is positive-definite.
Now, the Gauss–Bonnet theorem states that

∫
S KdA is a null-Lagrangian,

depending only on the differential-geometric properties of the boundary ∂S
of S. If S has no boundary then∫

S
KdA = 4π(1 − g) ,

where the integer g is the topological genus of S counting the number of
holes in S. Hence, provided that the topology of the vesicle’s membrane is
fixed, the Gaussian curvature K gives a constant contribution to Fel and
can be dropped.

The free energy (2.1), originally introduced by Canham [CAa], makes
the tacit assumption that the two monolayers forming the membrane S
are homogeneous, and so the undistorted configuration of an infinite bi-
layer would be flat. This assumption is too severe a simplification, because
chemical inhomogeneities often exist between the monolayers. This was
recognized by Helfrich who replaced the term

∫
S H2dA in (2.1) by

FSC [S] :=
κ

2

∫
S
(H − H0)2dA , (2.2)

where H0 is referred to as the membrane’s spontaneous curvature. Al-
though in principle H0 can vary from point to point, it is often assumed to
be constant. In the latter case, if no further constraint exists, the undis-
torted configuration of S would be a sphere of radius 2/H0.

Another variant of (2.1) is the bilayer-couple model, first proposed by
Sheetz and Singer [SHa]. This model was introduced to describe the shape
changes induced by drugs containing amphiphilic molecules that adhere to
the membrane either on the outer or on the inner monolayer. The model
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stipulates that the two monolayers in the membrane, being asymmetrical,
respond differently to external perturbations, although they remain coupled
to each other. The name bilayer-couple was chosen to suggest an analogy
with the behavior of a bimetallic couple when the temperature is changed.
As noted by Waugh [WAa], introducing spontaneous curvature models of
chemical asymmetries between the monolayers constituting the membrane,
however, the bilayer-couple model focuses on monolayers differing in the
number of molecules, so that a net area difference between them exists, be-
cause permeation of amphiphiles across the monolayers is unlikely to occur.
Because the monolayers are parallel surfaces, fixing the area difference be-
tween them amounts, to first order, to prescribing the value of

∫
S HdA.

Thus, a further constraint is introduced, which makes the functional FSC

the same as Fel, because a constant H0 in (2.2) eventually results in an
additive constant to the elastic free energy.

Phase diagrams showing a rich variety of equilibrium shapes were ob-
tained for vesicles in the last two decades, as reviewed by Seifert in [SEb].
Neither the spontaneous curvature model nor the bilayer-couple model,
however, could faithfully account for the details of the budding transition, a
morphological transition in which a variation in some external parameter,
such as temperature, drives a spherical vesicle through a series of more and
more elongated shapes culminating in a vesiculated shape, in which the
original vesicle is connected to a smaller vesicle by a narrow neck [MIa].

To follow the various stages of the budding transition, the area-difference
model was proposed which is somehow in between the spontaneous curva-
ture and the bilayer-couple model. In this model, previously employed by
Svetina and Žekš [SVa], a nonlocal contribution is inserted in the elastic
free energy, which now becomes

FΔ =
κ

2

∫
S
[(H − H0)2 + αβ(ΔA − ΔA0)2]dA , (2.3)

where β is a numerical prefactor depending on the bilayer’s width and the
membrane’s area, whereas the positive coupling coefficient α measures the
strength of the nonlocal bending rigidity, compared to the local bending
rigidity κ. Finally, ΔA is the actual area-difference between the monolayers
that can be different from its relaxed value ΔA0. The area-difference model
reproduces the spontaneous curvature model in the limit where α → 0 and
the bilayer-couple model when α → +∞. The success of the area-difference
model was not confined to budding: another of its achievements is the
coherent description of shape transformations induced in membranes by
microtubule growth [HEa].

Bending elasticity alone cannot account for some striking morphological
transitions shown experimentally by Hotani [HOb], where a gradual reduc-
tion of the volume enclosed by a spherical vesicle, induced by appropriate
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variations in the osmotic pressure, makes the equilibrium configuration
change from an axially symmetric shape to a multilobed shape. The at-
tempts made to explain these morphological transitions by resorting solely
to bending elasticity faced annoying inconsistencies [PAa], because buck-
ling of a sphere into a prolate spheroid was predicted, in contrast with
the oblate spheroids observed by Hotani. Moreover, previous analysis by
Sekimura and Hotani [SEd] based on the minimization of Fel in (2.1) within
a family of surfaces obtained by revolving some modified Cassini curves
gave only a qualitative agreement with the observed deformation pathway.
To recover consistency with observations, Pamplona and Calladine [PAa]
then assumed that a lipid bilayer is also able to sustain a small amount
of in-plane shear. However, the peanut shapes obtained in this way had
only a vague resemblance to Hotani’s experimental findings. A closer de-
scription was obtained in [PAb], where it was assumed that the elongated
lobes found by Hotani had a tubular structure, more akin to a cylinder
tube than to a sphere. A detailed analysis of several factors inducing ex-
treme morphological changes in membranes was presented in [HOc]. As far
as we know, no attempt has so far been made to justify the sequence of
transformations obtained by Hotani by using the area-difference elasticity
model. This approach should be further pursued, as shear elasticity is not
expected to play a major role in lipid membranes, which unlike red blood
cells lack any cytoskeleton.

A further elastic deformation is associated with tilting the amphiphiles
with respect to the membrane’s unit normal vector ν. Tilt deformations
occur in the low-temperature crystalline phase Lβ, and can also be induced
by proteins or pores in the fluid phase Lα. In the Lβ phase, amphiphiles
are uniformly tilted by an angle that depends on temperature, making the
bilayer close to a smectic-C liquid crystal, rather than to a smectic-A liquid
crystal. As a consequence, a nontrivial vector field m is obtained by pro-
jecting the unit vector associated with the amphiphiles’ direction onto the
tangent plane to the mean membrane surface S. If the vesicle has spher-
ical topology, a theorem of Poincaré guarantees that the field m develops
singularities somewhere on S. These singular points, or defects, behave as
electric charges of equal sign and tend to repel each other. This in turn
leads to a reorganization of the in-plane order which is coupled with the
membrane’s curvature and hence causes shape modifications of the mem-
brane, as discussed in [MAa, LUa]. Tilt of chiral amphiphiles was studied
to explain the presence of helical structures exhibited by tubules and rib-
bons (see e.g. [SEe]). The proposed model could account for undulations
in the profile of the tubules and yielded a coherent scenario for the kinetic
evolution of flat membranes into tubules.

The role of tilt in the Lα phase was recently analyzed in depth by Hamm
and Kozlov [HAa, HAb], and by May et al. in [MAf]. In [HAa] the role of
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tilt deformations was explored in connection with inverted hexagonal and
cubic phases, whereas in [HAb] a general continuum model accounting for
both tilt and bend deformations was proposed. The vector

t :=
n

n · ν
− ν ,

everywhere orthogonal to ν, is taken to measure the tilt of the end-to-end
vector n of a hydrocarbon chain with respect to the unit normal ν of the
membrane. The magnitude t of t is nothing but the trigonometric tangent
of the angle between n and ν. Accounting for bending, uniform tilt, and
tilt gradient, the elastic free energy per unit area can be given the form

f =
κ

2
(H̃ − H̃0)2 + κGK̃ +

κθ

2
t2 ,

where the tilt vector t and its gradient enter the renormalized total and
Gaussian curvatures of the membrane, H̃ and K̃, and the new elastic term
κθt

2, where κθ is called the tilt modulus. Finally, κ and κG are renormalized
bending rigidities, and H̃0 is the renormalized spontaneous curvature of the
membrane.

A somehow complementary model to describe the tilt modulus was given
in [MAf], where it was shown by methods of statistical mechanics that the
tilt modulus consists indeed of two separate contributions, one of elastic
origin due to stretching of hydrocarbon chains induced by tilt deformation,
and the other of entropic origin reflecting the tilt-induced suppression of
fluctuations in chain orientations. A model of tilt deformation that ac-
counts for the bilayer structure was proposed by Seifert et al. [SEc], who
explored the effects of a tilt difference between the two monolayers on the
equilibrium shape of the membrane: a strong coupling between the tilt
difference and the membrane’s curvature can destabilize a flat bilayer or
a spherical vesicle in favor of cylindrical or rippled structures. Finally,
Fournier [FOa] proposed a model accounting for both tilt and dilation dif-
ferences between the two monolayers forming a lipid membrane, albeit for
shapes that are close to a referential planar configuration. The model was
applied to study the effects of tilt difference and dilations on the interaction
between proteins embedded in the membrane.

8.3 Inhomogeneous Membranes

“Understanding the lateral organization of proteins in a membrane, and
the relevance of this organization for membrane functions is one of the
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hardest problems in membrane biology” (cf. p. 207 of [JEa]). To make a
step towards the solution of this problem, the hypothesis of homogeneous
membranes must be abandoned. In this section, before commencing a
detailed analysis of inclusions embedded in a membrane, we consider the
interplay between inhomogeneous composition and membrane geometry.
We focus on membranes containing two distinct species of amphiphiles,
say, A and B.

The relationships between lateral organization in membranes and their
equilibrium shape were studied long ago by Markin [MAc] who considered a
cylindrical membrane formed by two interacting components. He assumed
that the spontaneous curvature H0 of the membrane could be written in
terms of the concentration c of, say, species A as

H0 = ξAc + ξB(1 − c),

where ξA and ξB are called the intrinsic spontaneous curvatures of species A
and B. Similarly, he assumed that the bending rigidity κ of the composite
membrane is related to the bending rigidities κA and κB of the individual
components through

1
κ

=
c

κA
+

1 − c

κB
.

The free-energy density F is then given by

F =
κ

2
(H − H0)2 + bc + kTc ln c + kT (cm − c)ln(cm − c) + wc2,

where k is the Boltzmann constant, b and w are constitutive parameters,
T is the absolute temperature, and cm is an upper bound on the admissible
concentration of species A. The terms

bc + kTc ln c + kT (cm − c)ln(cm − c)

are customary for binary mixtures, whereas the last term wc2 is associ-
ated with interactions between the two species. Markin showed that when
κA = κB and ξA �= ξB = 0, the membrane’s deformation increases with the
spontaneous curvature ξA and that phase A tends to aggregate along the
equator of the tubule. Increasing the temperature T at a fixed value of ξA

affects the profile of c which tends towards a constant value. No dramatic
change occurs in the tubule’s shape, also because the thermal differences
between the monolayers are neglected in this model. Moreover, Markin
showed that the interaction strength w between the inclusion species is not
influential on the membrane’s shape, but tends to promote phase separa-
tion when γ := 2wcm/kT is below a critical negative value. Finally, for
κA �= κB and ξA = ξB, Markin confirmed the intuitive expectation that
membrane bending occurs in the softer region, where the bending rigidity
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is smaller. He also discussed the forces tending to displace particles along
the membrane: when the particle is softer than the membrane, it moves
towards the regions where curvature is higher, but this tendency can be
contrasted if the particle induces a spontaneous curvature different from
that of the bare membrane. In Markin’s model, the coupling between in-
homogeneities and curvature occurs via the parameters H0 and κ. A direct
coupling between the membrane’s local curvature and the relative compo-
sition of the two species A and B was explored by Kawakatsu et al. [KAa],
[TAb]. In [KAa] attention is focused on the strong segregation limit, where
the two species A and B are highly immiscible, and so the membrane is par-
titioned into distinct one-component domains, separated by sharp domain
walls. The opposite situation [TAb] occurs in the weak segregation limit,
where immiscibility is only mildly hampered. For mathematical simplicity,
in both papers the authors considered only tubules and axisymmetric vesi-
cles. In addition to the bending elasticity (2.2), the free energy contained a
contribution FΦ associated with the inhomogeneity of the membrane and a
coupling term Fc. By introducing the order parameter Φ := ΦA−ΦB which
measures the relative concentration per unit area of species A with respect
to species B, FΦ is given by the following Ginzburg–Landau expansion

FΦ :=
∫

S

[
b

2
(∇Φ)2 − μΦ +

A2

2
Φ2 +

A3

6
Φ3 +

A4

24
Φ4

]
dA ,

where μ denotes the difference of the chemical potentials associated with
the two species A and B, and b and the Ais are phenomenological coeffi-
cients. The temperature T enters FΦ through the coefficient b so that the
homogeneous phase Φ ≡ 0 minimizes FΦ when T > T 0

c , where T 0
c is called

the bare transition temperature. Finally, the coupling term Fc is given by

Fc := Λ
∫

S
ΦHdA ,

where Λ ≥ 0 is called the coupling constant. Thus, a nontrivial profile
of the relative concentration Φ along the membrane induces an effective
spontaneous curvature in the membrane. It should be noted, however, that
the bending rigidity has one and the same value along the membrane.

For two-dimensional vesicles, when a membrane is effectively represented
by a closed curve, and in the strong separation limit, it is shown that, when
Λ > 0 is prescribed, the preferred number of domain walls depends on the
pressure drop ΔP across the membrane, taken as positive when the pressure
outside the membrane is larger than the pressure inside it. To prove this,
the vesicle shape is first obtained when the position and the length of the
domain walls are fixed. Then, the free energy is computed as a function
of the number of walls 2n, treating ΔP as a parameter. When ΔP > 0,
n = 2 is the most stable mode, whereas when ΔP < 0 larger values of n are
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more favorable. Moreover, when both the energetic cost of a domain wall
and ΔP < 0 are assigned, the value of n in equilibrium increases with Λ.
To explain this counterintuitive behavior, it should be noted that, when
ΔP < 0, the tubule’s cross-section is likely to enclose large areas. This,
in turn, makes high values of n more favorable because, on increasing n,
the equilibrium shape resembles more and more a circle, which encloses
the largest area when the perimeter is prescribed by the inextensibility
constraint. Similar results are obtained for axisymmetric vesicles.

In the weak segregation limit, the temperature is taken close to the
bare transition temperature T 0

c , and the shifted order parameter Ψ :=
Φ + A3/A4 is introduced to get rid of the cubic term in FΦ. Moreover,
Ψ is assumed to differ only slightly from a constant, average value 〈Ψ〉.
By perturbing a circular shape of radius r0, characterized by a value of Ψ
close to 〈Ψ〉, it is first proved that, when the rescaled pressure difference
Δp := r3

0ΔP/κ exceeds 3, the circle is destabilized even in the absence of
the coupling term Fc, as already known for homogeneous membranes. On
the other hand, the presence of a coupling term is needed for the onset of
instability when Δp < 3. In fact, by adopting a single-mode approximation
for both the vesicle’s contour and the shifted order parameter Ψ, and by set-
ting for simplicity 〈Ψ〉 = 0, it is proved that instability of a circular profile
with Ψ ≡ 0 requires Δp < 3, at T = T 0

c , when the coupling term is present.
When Ψ does not vanish identically and Δp < 0, the destabilizing mode
becomes more and more corrugated as the coupling constant Λ increases,
showing again the interplay between curvature and membrane composition
at work to determine the equilibrium configuration. When the pressure
drop has a fixed negative value, but the temperature is different from T 0

c ,
the transition temperature Tc increases with the coupling coefficient Λ.

The complementary problem of phase segregation induced by shape
transformations was studied within the area-difference-elasticity model by
Seifert in [SEa]. Here, it is assumed that the local deviation of the compo-
sition from its mean value is different in the two monolayers, thus inducing
an effective spontaneous curvature that depends on the position r on the
membrane

H0(Φ(r)) = λΦ(r) + H0 ,

where λ is a coupling constant, and H0 is an overall, constant spontaneous
curvature, in the spirit of Markin’s approach [MAc]. By inserting H0(Φ(r))
into FΔ defined as in (2.3), the bending energy acquires a coupling term
with the membrane composition Φ, which also enters the Ginzburg–Landau
term

FΦ =
κ

2
ε

∫
S
[Φ2 + (ξ∇Φ)2]dA ,

where ξ is a correlation length related to spatial fluctuations of the com-
position, and ε is some molecular energy, divided by κ. By adding the
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constraint that no exchange of molecules occurs between the monolay-
ers, which amounts to requiring

∫
ΦdA = 0, by minimizing the functional

FΔ + FΦ + μ
∫

ΦdA with respect to Φ it is possible to map the free energy
FΔ +FΦ into a genuine area-difference elasticity model characterized by an
effective bending rigidity κ̂ = κ/(1 + λ2ε−1) < κ and by a larger coupling
coefficient α̂. In this way, the equilibrium problem is reduced to produce a
phase diagram for one-component vesicles, with properly rescaled parame-
ters. In particular, by assuming that the two monolayers have one and the
same thermal expansion coefficient, a spherical vesicle characterized by a
homogeneous composition profile Φ(r) ≡ 0 transforms itself into a vesic-
ulated shape, as the enclosed volume decreases, and a curvature-induced
phase segregation is found. The limiting shape at the end of the process
consists of two homogeneous spherical vesicles connected by a narrow neck
within which the composition suddenly changes.

A simple model to study shape transformations induced by intramem-
brane domains was proposed by Lipowsky [LIb], who considered a planar
membrane in which phase B forms an island of prescribed area S in a sea
of A amphiphiles. The A–B interface has an energetic cost, proportional to
the length of the interface itself. Now, were the B-domain constrained to
remain flat, it would be a circle, by the isoperimetric theorem. Lipowsky
suggested that, to further reduce the interface energy, the B-domain could
escape out of the membrane’s plane so as to shorten the interface, at the
price of paying some bending energy. If σ is the line tension associated
with the A–B interface, and L is a characteristic length related to the area
S of the B-domain by πL2 = S, the energy becomes

E =
[
L2

4
(H − H0)2 +

L

ξ

√
1 − (LH)2

]
,

and it must be minimized within the class of configurations where the
B-domain is a spherical cap. The dimensionless ratio L/ξ, where ξ := κ/σ
is the invagination length, determines whether budding occurs. When L/ξ
is small enough the free energy E has three local minima. Two minima
correspond to complete buds in which the B-domain is a sphere adhering
at either side of the unperturbed membrane: these minima have the same
energy if H0 = 0 whereas, when H0 �= 0, the preferred complete bud is
of course that reducing the frustration associated with the spontaneous
curvature. The third minimum of E corresponds to an incomplete bud
which is a genuine spherical cap with finite radius, if H0 �= 0. On increasing
L/ξ, the size of the B-domain reaches a critical value L∗ at which the
incomplete budding has the same energy as the most favorable complete
bud. Here, the incomplete bud could be thermally activated into a complete
one. However, a simple estimate reveals that this is a rare event, and so
a first-order transition to complete budding is unlikely to occur. Further
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increase of L/ξ leads to the point where the incomplete budding is no longer
a relative minimum of E, and complete budding finally occurs.

A more refined model accounting for closed membranes with spherical
topology was proposed in [JUa] in the frame of the area-difference elasticity
model. Here, two novel features emerged: when the membrane encloses a
fixed volume, budding is hindered; and because there is no reason to assume
that the elastic moduli have one and the same value in the A and in the
B domains, it turns out that Gaussian curvature plays a nontrivial role,
provided that the Gaussian rigidity modules of the domains differ from each
other, because in that case the Gaussian rigidity difference enters through
the boundary conditions along the A–B interface.

An overview of possible factors leading to domain formations is con-
tained in [LIa], where, in particular, the role of adhesion to a substrate in
promoting intramembrane domains is discussed. Couplings between phase
separation and membrane deformations with the same free energy as in
[KAa] have been studied, among others, by Taniguchi [TAa], Jiang et al.
[JIa], and Sunil Kumar et al. [LAa, SUa]. By resorting to a dissipative
dynamics, in [TAa] Taniguchi studied the evolution of a two-component
spherical vesicle that could form either a budded or an invaginated configu-
ration, according to the average value 〈Φ〉 of the order parameter at equilib-
rium from which the system is quenched. In [JIa], membranes with simple
geometries such as cylinders, spheres, and tori are studied to gain more
analytic insight. The equilibrium configurations have striped domains and
the coupling between lateral inhomogeneity and bending elasticity causes
characteristic deformations.

The elegant analysis of [JIa] was only applied to highly symmetric mem-
branes, and this makes it impossible to follow the out-of-plane escape of
intramembrane domains and the subsequent budding transition, as dis-
cussed in [LIb]. First remedies to this deficiency were found in [SUa] and
[LAa], where the dynamics of domain growth and possible formation of
buds was studied by use of Monte Carlo simulations. The budding tran-
sition occurs in several steps. First, intramembrane domains emerge that
then grow within the membrane; second, single small buds spring out; and
third, they coalesce into larger buds. The approach of [LAa] differs from
that of [SUa] in that area-to-volume ratio, line tension, as well as hydro-
dynamic effects are accounted for. In particular, vesiculation is hampered
by the volume constraint.

The deformation of a membrane follows a different avenue if the inho-
mogeneity is due to embedded inclusions, such as transmembrane proteins
(see Section 8.3). Correlations between lateral distribution of embedded
inclusions and membrane equilibrium shape were studied in [KRd], where
a coupling between the geometry of the inclusions and the local curvature
of the membrane is explored. In addition to the elastic free energy FΔ in
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(2.3) pertaining to the area-difference model, the term

FΣ = −kTN log Σ (3.1)

is introduced to account for the inclusions. Here, k is the Boltzmann con-
stant, T is the absolute temperature, N is the constant number of inclusions
present in the membrane, and the partition function Σ is given by

Σ =
1
A

∫
S

exp[−Ei(σ1, σ2)]/kT dA ,

where A is the membrane’s area, and Ei(σ1, σ2) is the interaction energy
between membrane and inclusions, which depends upon the principal cur-
vatures σ1 and σ2 of the membrane. When the inclusions are isotropic, Ei

is given the form

Ei = κi[(H − Hs)2 − 4
3
K] ,

where κi measures the interaction strength, K and H are the Gaussian and
the total curvatures of the membrane at the inclusion site p, and Hs is the
value of H that the inclusion would prefer at p. The Boltzmann distri-
bution appearing in (3.1) is obtained by minimizing the Gibbs free energy
associated with an assembly of N inclusions, at a fixed membrane’s shape.
Thence, the free energy F = FΔ + FΣ is minimized in a class of membrane
shapes obtained by suitable rotations of modified Cassini ovals, which are
general enough to embrace both biconcave and discotic shapes. As a result,
the inclusions tend to accumulate in regions with higher curvature, and the
equilibrium shape of the membrane lacks the axial symmetry typical of the
homogeneous case.

When the inclusions are anisotropic, Ei also depends upon their orien-
tations. This case was worked out in [KRc], where the simpler functional
(2.1) was chosen to model the elastic free energy. It turns out that the total
free energy plotted against the area difference

∫
S HdA between the mono-

layers attains a minimum when the membrane’s equilibrium shape has a
small bud. The fact that this minimum would be absent if the membrane
were homogeneous indicates that anisotropic inclusions tend to stabilize
budded configurations.

Results indicating the special role played by inclusions in driving a mem-
brane towards exotic shapes were obtained in [BIc] where the membrane
is viewed as a closed planar curve C and an inclusion is modeled as a rigid
trapezium, that is, a truncated isosceles triangle. In the spirit of [PAc],
the inclusion induces a preferred value ϑ0 of the contact angle ϑ, the angle
between the membrane’s and the inclusion’s unit tangent vectors. Thus
the term

Fa = −wcos(ϑ − ϑ0) ,
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where w is a positive constant, is added to the elastic free energy in the
spontaneous curvature model (2.2), which in two space dimensions reads as

κ

2

∫
C
(σ − σ0)2ds ,

where σ is the curvature of C, σ0 is the spontaneous curvature and s is the
arc-length along C. By considering a single inclusion, it was proved in [BIc]
that the spontaneous curvature can drive the membrane to self-adhesion,
inducing either protein segregation or protein absorption, depending on the
value of σ0. The presence of the inclusion together with the equilibrium
value of the contact angle at the inclusion’s boundary are essential to make
the spontaneous curvature intervene in a two-dimensional setting, where it
would otherwise contribute only a constant to the free energy. That em-
bedded inclusions can promote changes in the vesicle’s geometry was later
confirmed in a three-dimensional model [BId], where the deformation of
spherical and quasi-spherical vesicles with a single inclusion were explored.
The results suggest that inclusions can promote transitions towards pear-
shaped vesicles which are usually precursors of a budding transition. This
paper also dwells on the role played by the vesicle impermeability in pro-
moting transitions towards pear-shaped or stomatocytelike vesicles.

Another fascinating shape change is that accompanying the echinocy-
tosis of red blood cells, the morphological transition leading to crenated
equilibrium shapes where a number of spicules, that is, bumps of cylindric
shape, emerge from the body of the vesicle, when some control parameters—
such as the pH of the environment fluid—are changed. Some major dif-
ferences should be noted between budding and echinocytosis. First, the
neck connecting the spicules to the body of the vesicle is not too narrow,
but spicules have a nearly constant cross-section, apart from the spheri-
cal cap surmounting them. Second, echinocytosis characterizes red blood
cells which, unlike vesicles, are endowed with the cytoskeleton, an elastic
network covering the membrane of the cell which confers to the cell a shear
elasticity, in addition to the bending elasticity. The competition between
bending and shear elasticities has been recognized as playing a crucial role
in the onset of echinocytosis. In fact, the cytoskeleton inhibits the forma-
tion of spicules because the segregation of transmembrane proteins would
lead to a redistribution of the cytoskeleton which has a high cost in shear
elasticity. Hence, to model echinocytosis, [IGa] and [WAa] added the shear
elastic energy Fμ of the cytoskeleton to the bending elasticity (2.3). For
Fμ, the approximate form

Fμ = μ

∫
S
[λ2 + λ−2 − 2]dA

was considered, in which μ is the membrane shear modulus, and λ is the
surface extension ratio. Both approaches rely on a simplified treatment of
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the equilibrium shape of the membrane. Waugh [WAa] considered spicules
that could originate from a circular patch, whereas in [IGa] the spicules
were mounted upon a spherical membrane. In both models, the minimum
of the total elastic free energy was sought in a narrow class of shapes.

Waugh proved that the area difference is much more effective than spon-
taneous curvature in promoting the formation of spicules and, more impor-
tantly, that modifications in the shear modulus μ can induce bumps that
asymmetries alone in the membrane could not promote. In [IGa], the geo-
metric parameters characterizing the spicules were determined by enforcing
the constraints on the area of and on the volume enclosed by the membrane,
and by fixing a value for the area difference between the monolayers. The
number of spicules as well as their geometry was determined by minimizing
the bending component of the free energy. Finally, by minimization of the
total free energy as a function of the area difference, a stable echinocyte
was obtained. Both these models treat the elastic network forming the
cytoskeleton as incompressible; effects of compressibility were recently em-
bodied in [MUa] by adding a stretching term

Ka

2

∫
S
(λ1λ2 − 1)2dA ,

where λ1 and λ2 are the principal extension ratios, related to λ by λ =
λ1/λ2, and Ka is a positive elastic modulus. It is proved in [MUa] that
the equilibrium shape of axisymmetric spicules depends upon the interplay
between two length scales. The former, Λeff := 1/Heff

0 , is the inverse of
the effective spontaneous curvature Heff

0 := H0 − c(ΔA − ΔA0) accounting
for both sources of asymmetry between the membrane’s monolayers: here,
H0, ΔA, and ΔA0 are as in (2.3), and c is a positive constant. The latter
length scale Λel :=

√
κ/μ compares the local bending rigidity with the shear

modulus. When Λeff is positive and larger than Λel, equilibrium spicules
have a rather smooth profile, whereas when either of the two lengths is
of the same order of magnitude or Λel > Λeff the equilibrium spicules
exhibit a sharper profile, close to those found experimentally. By looking
for the equilibrium shapes when the number ns of spicules is varied, a
satisfactory agreement with the experimental evidence exists for ns ranging
from 30 to 60.

8.4 Transmembrane Proteins

As mentioned in the introduction, proteins embedded in membranes are
responsible for the membrane’s functionality, as they can, for instance,
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mediate information transfer, transport molecules, and perform metabolic
activities (see e.g. [BEa], [JEa]). A distinction is usually made between
peripheral and transmembrane, or embedded, proteins. Transmembrane
proteins penetrate, at least partially, the thickness of the membrane, where-
as peripheral proteins are less invasive. Besides this, a major difference
between peripheral and transmembrane proteins resides in their binding to
the membrane. Peripheral proteins can be anchored to the membrane via
electrostatic forces, via weak forces associated with some nonspecific bind-
ing, or via a lipid extended conformation, where one of the acyl chains can
flip outside the membrane to release internal stress. Transmembrane pro-
teins are tightly bound to the membrane and, because of their hydrophobic
properties, need a detergent to be solubilized out of the membrane (§2 of
[BEa]).

In any case, transmembrane proteins are never completely buried in
the membrane and indeed their lateral mobility is essential to guarantee
membrane functions. Transmembrane proteins have a hydrophobic belt
whose height could differ from the bilayer thickness. When a protein spans
a multicomponent membrane, it tends to surround itself with the lipids
yielding the best matching [GIa], and this can, in turn, lead to phase
segregation among lipids when the protein concentration is large enough.
On the contrary, instead of insisting on a forced matching with lipids,
similar proteins could form aggregates that provide an easy way to re-
duce hydrophobic matching. Alternatively, if the hydrophobic matching is
too large to be accommodated by simply stretching the lipid chains, the
proteins can deform themselves [LEa]. The lateral pressure profile induced
by the anisotropic structure across the membrane is strictly related to hy-
drophobic matching. Cantor [CAb, CAc] suggested that, when the protein
is not a cylinder, the lateral pressure can cause conformational changes
of the protein, affecting its functionality. This in turn opens the way to
pharmacological applications, because drugs could be designed either to
act directly upon the hydrophobic thickness of a membrane, or to mod-
ify the pressure profile on selected proteins. In a similar vein, Dan and
Safran [DAb] showed that the conformation of transmembrane proteins is
controlled by the lipid’s characteristics through a membrane-induced line
tension exerted on the proteins’ lateral surface. The line tension is al-
ways a compression if the spontaneous curvature is zero, whereas it can be
either a compression or a traction provided that the spontaneous curvature
is large enough, and the protein resembles an hourglass. Although confor-
mational changes are important in proteins, it is plausible to model these
latter as rigid bodies, inasmuch as they are less deformable than a lipid
bilayer [HAc].

The hydrophobic mismatch between transmembrane proteins and the
membrane’s thickness was early recognized as an important parameter to
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understand interactions between proteins in a lipid membrane. In fact,
according to the hydrophobic matching principle, the lipid molecules in the
vicinity of the proteins undergo either stretching or shrinking, to adjust
their length so that the protein does not experience an unfavorable exposure
of its hydrophobic belt to the aqueous medium. When two proteins are close
enough, the membrane patches that they deform overlap so as to promote
an indirect, or membrane-mediated interaction between proteins. Precisely,
according to Dan et al. [DAa], these interactions are short-ranged, as they
are due to local perturbations of the membrane’s structure; in this respect
they differ from the long-range membrane-mediated interactions induced by
the suppression of long-wavelength bilayer fluctuations, which are treated
in Section 8.5.

Before modeling membrane-induced protein–protein interactions, it is
mandatory to understand how a single protein affects the membrane’s
profile and the energetics associated with this deformation. To simplify
the study, it is common to model the membrane as a perturbation of a
flat profile, so that the equilibrium equations are linear, and the signed
distance u(x, y) of the membrane from the referential (x, y)-plane is taken
to describe the deformation. Because variations of the bilayer thickness are
relevant at the length-scale involved in the problem, one should describe
both surfaces that bound the bilayer. In this setting, a basic distinction
is made between symmetric and antisymmetric deformations, according to
whether the bilayer’s midplane is left undeformed [MAd]. Clearly, symmet-
ric and asymmetric membrane deformations are associated with symmetric
and asymmetric proteins, so that cylindrical and conical proteins would be
examples of the former and latter category, respectively. Symmetric modes
[HUa] are the compression-expansion mode, where the bilayer changes its
thickness, the splay distortion mode, where the amphiphiles are allowed to
reorient themselves close to the protein, while remaining orthogonal to the
membrane’s surface, and the surface-tension mode associated with local
variations of the monolayers’ areas with respect to the flat reference con-
figuration. Clearly, for symmetric modes, the shape of just one bounding
surface suffices to describe the membrane’s profile.

For a nearly flat membrane perturbed by a single cylindrical protein of
radius r0 and subject to symmetrical modes, it is natural to assume radial
symmetry by setting u = u(r), where r is the distance from the protein’s
axis. Because the linearized equilibrium equation for the membrane asso-
ciated with (2.1) is fourth order, four boundary conditions are required to
solve the equilibrium problem. Two of them are quite natural:

u(r∞) = 0 , and
du

dr

∣∣∣∣
r∞

= 0 ,
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where r∞ is a large value of r. Along the boundary of the cylindrical protein
at r = r0, the hydrophobic matching principle is accounted for by taking

u(r0) = d0 − �

2
, (4.1)

where � is the length of the protein’s hydrophobic belt, and d0 is the
monolayer’s thickness when the protein is absent. Prescribing this con-
dition amounts to saying that the exposure of the protein’s hydrophobic
belt to the aqueous ambient is energetically too costly, as compared with
the typical elastic energy associated with bilayer’s deformations.

Harroun et al. [HAc] checked the adequacy of this assumption in the case
of the gramicidin channel, one of the most studied transmembrane proteins.
By using experimental data they concluded that the assumption is realistic
provided that the extension of the bilayer does not exceed a critical value
δ ≈ 5.3Å . If the hydrophobic mismatch requires larger deformations, then
“some slippage or incomplete matching is expected to occur” (p. 3178 of
[HAc]). In fact, this approach had been pursued by Ring [RIa], who aimed
at testing the liquid crystal model to explain correlations between lifetime
of the gramicidin channel and the surface tension of certain membranes.
In [RIa] he argued that, when the bilayer thickness 2d is larger than the
channel length �, the lipid molecules closest to the channel are displaced
along its axis. If b is the nearest neighbor distance, it is assumed that
deformation of the membrane starts at r = r0 + b cos ϑ, where r0 is the
radius of the channel and ϑ is the contact angle. By setting u0 := d− (�/2)
the boundary condition to be imposed is

u(r0) = u0 − b sinϑ .

The contact angle ϑ involves the slope u′ of the membrane at r = r0, upon
which the fourth boundary condition is to be imposed. The conflicting
proposals made for this condition can be essentially divided into two fam-
ilies. In [HUa], by comparisons with experimental results, Huang imposed
a vanishing contact angle, that is,

du

dr

∣∣∣∣
r0

= 0 .

A different avenue was followed by Helfrich and Jakobsson [HEb], and
later by Ring [RIa], who set

du

dr

∣∣∣∣
r0

= s (4.2)

and kept s as a free parameter, to be determined by requiring that the free
energy is minimized. The trial-and-error method of Helfrich and Jakobsson
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was revisited by Nielsen et al. [NIa] who noted that (4.2) is equivalent to
penalizing the tilt of the amphiphiles away from the membrane’s normal
and that (4.2) is tantamount to imposing the natural boundary condition
at r = r0,

∂

∂r
Δu

∣∣∣∣
r0

= 0 ,

where Δ is the Laplace operator. In [NIa], (4.2) was compared with the
following clamped contact slope

du

dr

∣∣∣∣
r0

= s ,

where now s has a prescribed value. Depending on the value of s, the equi-
librium profile u(r) of the membrane can fail to be monotonic. A more
radical attitude towards (4.2) was taken by Harroun et al. [HAc] who
noted that, if the slope of the membrane at the inclusion boundary is not
prescribed, then boundary terms should be added to the energy as well.
The theoretical analysis of [HUa], [HEb], [NIa], and [HAc] led to the equi-
librium profiles of the membrane perturbed by a single protein, and to
the evaluation of the energetic cost of each deformation mode. Although
starting from different boundary conditions, the surface-tension mode in-
variably yields a negligible contribution. Nielsen et al. [NIa] also concluded
that the splay-distortion mode prevails close to the protein, whereas the
compression-expansion mode prevails away from the protein.

Interesting problems arise when membrane-mediated interactions be-
tween two transmembrane proteins are studied. Dan et al. [DAa] consid-
ered two parallel problems, according to whether the strong hydrophobic
matching prescribes u(r0) (stretched boundary condition) or the slope of
the membrane’s profile u′(r0) (sloped boundary condition) at the protein’s
boundary. In both cases, the remaining boundary condition at r = r0 is a
natural one, stemming from of the minimization process. The elastic free
energy is minimized within an hexagonal Wigner–Seitz cell surrounding
a reference protein P, by assuming the deformation ur(r) of the bilayer
thickness relative to its unperturbed value u∞

ur(r) :=
u(r) − u∞

u∞

as the independent variable. Here, r is the distance from the axis of P. By
accounting for both stretching and bending elasticity, a natural correlation
length

ρ := 4

√
4u2∞K

B
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is introduced, where B and K are the stretching and the bending moduli
of each monolayer. For stretched boundary conditions, the perturbation
in the membrane’s shape decays on a length scale of 10ρ, following a
nonmonotonic profile. To compute the protein–protein interaction free
energy, the equilibrium profile of the membrane is inserted into the free
energy, which is then plotted against L/ρ, where L is the protein spacing.
When L/ρ > 10 the interaction free energy attains a plateau, because the
perturbed regions do not overlap any longer. The absolute minimum of
the interaction free energy occurs at L = 0, that is, when the two proteins
form an aggregate. A secondary minimum at L/ρ � 3 also exists that is
separated from the minimum at L = 0 by an energy barrier which increases
on decreasing ρ, that is, when bending the membrane is made easier than
stretching it. In this latter case, protein aggregation is highly hampered
and an equilibrium configuration with a finite spacing between proteins is
preferred. Remarkably, when sloped boundary conditions are imposed, the
interaction energy diverges at small separations and, hence, aggregation is
forbidden, and proteins form a regular array where the typical interprotein
spacing is proportional to ρ. Aranda-Espinoza et al. [ARa] showed that
adding a spontaneous curvature H0 can also drive the system towards equi-
libria with finite interprotein spacing when stretched boundary conditions
are assumed.

Kralchevsky et al. [KRb] described a bilayer as an incompressible elas-
tic medium, sandwiched between two Gibbs surfaces modeling the head
group regions. Only cylindrical proteins and symmetric deformations were
considered. By extending previous work [KRa] on capillary forces between
colloidal particles in a thin liquid film, these authors used different consti-
tutive laws, according to the deformation involved. The following hybrid
constitutive law for the stress tensor T was postulated,

T = 2λPEP − p(I − P) ,

where λ is the shear elastic modulus, p is the pressure, E is the symmetric
part of the deformation gradient, and P := ez ⊗ ez is the orthogonal pro-
jector along the midplane’s normal. By also accounting for surface tension,
Kralchevsky et al. showed that the attractive interaction is stronger when
the bilayer thickness is smaller than the hydrophobic belt of the proteins.
A further step was moved by Weikl et al. [WEb] who studied conical pro-
teins in a nearly flat membrane by stressing the role of lateral tension as
well as of the relative orientation of proteins, but neglecting spontaneous
curvature. When no lateral tension is present, the interaction free energy
F0 is related to the distance r between the inclusions through

F0 = 4πκ(α2
1 + α2

2)
a4

r4 + O

(
1
r5

)
,
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where a is the radius of the inclusion’s cross-section in the membrane’s mid-
plane, and α1 and α2 are the contact angles between the membrane and
the two inclusions. Inasmuch as F0 does not depend on the sign of α1 and
α2, the relative orientation of the proteins is irrelevant, and the interaction
is always repulsive. On the other hand, adding the lateral tension∫

S
γ

2
(∇u)2dA

to the free energy has a deep impact on the interaction free energy, which
now reads as

Fγ = 2πκα1α2(ξa)2K0(ξr) + πκ(α2
1 + α2

2)(ξa)4K2
2 (ξr) ,

where K0 and K2 are cylindrical Bessel functions, and ξ :=
√

γ/κ. Here,
when the proteins are equally oriented, and so α1α2 > 0, the interaction
is always repulsive, whereas when the proteins have opposite orientations,
the interaction energy fails to be monotonic in r, and attains its absolute
minimum at r = r∗(γ) > 0.

May and Ben-Shaul [MAe] also considered the effects that protein size
and shape have on both lipid-mediated protein–protein interactions and the
phase transition between the fluid phase (Lα) and the inverted hexagonal
phase (HII). Their approach is at the molecular level, because the elastic
parameters such as the bending rigidity and the spontaneous curvature are
expressed in terms of the molecular interactions. Moreover, the free energy
is not minimized with respect to the membrane’s shape, but with respect to
the internal degrees of freedom of the lipid molecules, the chain length, and
the tilt angle. In particular, this latter parameter is introduced to account
for nonlamellar morphologies, and for proteins with a skewed boundary. So,
for instance, when stretched boundary conditions are enforced on vaselike or
barrellike inclusions, a finite spacing between proteins is predicted, instead
of aggregation.

To close this section, we mention that all the approaches reviewed so far
systematically neglect the closed topology of membranes, and its potential
effects on interactions between transmembrane proteins. Elastic interac-
tions between inclusions in a spherical vesicle were studied in [DOc]. In
the spirit of the Monge gauge, the vesicle is treated as a small normal per-
turbation to a sphere, and the inclusions are modeled as equal cones with
opening angle ψ. The long-range interaction is always repulsive, but its
dependence on the angular separation Θ between the proteins is not uni-
versal. In fact, when the separation is small, the interaction force behaves
as Θ−4, mimicking the r−4 decay law found for nearly flat membranes.
However, when Θ exceeds a critical value Θc � ψ0.54, the interaction gets
stronger than in the planar case, with a Θ−1/3 decay law.
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The role of closed geometry was also stressed in the two-dimensional
models employed in [BIa] and [BIb]. Although with this choice, the con-
tribution of spontaneous curvature to the interaction cannot be accounted
for completely, analytic solutions for the unperturbed shape of the mem-
brane exist, at least when the osmotic pressure is low enough. Proteins are
modeled as trapezia and different regimes occur, depending on whether
both proteins have their short bases of length a inside the membrane
(inner–inner configurations), outside the membrane (outer–outer configu-
rations), or the former inside and the latter outside (inner–outer configura-
tions). The membrane-mediated force Fmed is computed via a quasi-static
approach, by differentiating the effective free-energy functional Feff with
respect to the distance L1 between the inclusions along the membrane,

Fmed = −dFeff

dL1
,

where Feff accounts for the inextensibility of the membrane, whose con-
tour has a fixed length L. Moreover, for simplicity, the contact angles have
one and the same fixed value ϑ0. The simplest scenario occurs for inner–
inner configurations, where the interaction is always repulsive, tending to
maximize the distance between the proteins. In the inner–outer configura-
tions, the interaction is always attractive, provided that the inclusions are
small enough (a < 0.0744 L), it is repulsive when the inclusions are rather
large (a > 0.2 L) and, in between, there exists a value Lopt ∈ (0, L/2) of
L1 such that the interaction is attractive when L1 > Lopt and repulsive
otherwise. A somehow complementary situation arises for the outer–outer
configurations because, for any value of ϑ0 and any value of a, a critical
value Lcr(a, ϑ0) of L1 exists such that the interaction is attractive when
L1 < Lcr, and repulsive otherwise. We note in passing that the distinc-
tion between outer–outer and inner–inner configurations can be made only
when the membrane has a closed geometry, and so escapes the analysis of
[WEb] which was confined to nearly flat membranes.

The model presented in [BIa] was extended in [BIb] where the inclusions
have different lengths a1 and a2 and can induce different contact angles ϑ1
and ϑ2. The membrane-mediated interactions exhibit a large variety of
behaviors, depending on the values of a1, a2, ϑ1, and ϑ2. First, there is a
regime where the interaction is always attractive, regardless of the distance
between the inclusions; there is also a regime where the inclusions repel each
other and try to maximize their separation along the membrane; finally,
there are three mixed regimes where the interaction free energy F can have
a minimum, a maximum, or both at some value of L1/L ∈ (0, 1/2). If F has
a minimum, an optimal equilibrium configuration exists with finite spacing
between the proteins. If F has a maximum, the equilibrium configuration
at L1/L ∈ (0, 1/2) is unstable, and either the proteins aggregate, or they are
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pushed towards antipodal points. Finally, if F has both a minimum and a
maximum, an unstable equilibrium exists at a short separation between the
inclusions, and a stable one at a larger separation. Hence, if the inclusions
are at short distances, they will aggregate, otherwise they will stay at a
finite distance.

8.5 The Role of Thermal Fluctuations

The role of thermal fluctuations in the interactions between fluid mem-
branes was recognized by Helfrich [HEd] who noted that the suppression
of fluctuating modes occurring when two undulating, nearly parallel mem-
branes are close together causes an entropy decrease and, hence, induces
a repulsive steric interaction comparable with the van der Waals attrac-
tive forces. In our context, Schröder [SCa] recognized that transmembrane
proteins cause the suppression of fluctuations of an appropriate order pa-
rameter. Clearly, the major difficulty in studying fluctuations is the explicit
computation of the appropriate partition function. On the other hand, it is
worth noting that, being these interactions are long-range, the membrane
thickness is always neglected.

An important contribution was given by Goulian et al. [GOb], who
explored three different regimes. In the first, where the thermal energy
is negligible with respect to the typical bending energy of the membrane,
the interaction energy is proportional to r−4, r being the distance between
the proteins. The interaction is attractive or repulsive, depending on the
relative strength of the bending rigidities: in particular, a nontrivial con-
tribution from the Gaussian bending rigidity is obtained. In the remaining
cases, the fluctuations are important and a further distinction is made be-
tween the perturbative regime, where the bending and the Gaussian rigidi-
ties of the inclusions differ by small amounts δκ and δκG from that of the
membrane, and a strong coupling regime, where the proteins are modeled
as rigid bodies. By assuming that the contact angle of the membrane at
every inclusion is dictated by its shape, it is shown in both cases that the
interaction energy decays as r−4. However, whereas in the perturbative
regime the force is attractive if δκδκG < 0, and repulsive otherwise, in the
strong coupling limit, the interaction is always attractive.

Orientational interactions were explored in [GOa], where rodlike pro-
teins were considered. The attractive interaction energy, besides decaying
like the fourth power of the center-to-center distance, also depends on the
rods’ relative orientations and attains its minimum when the rods are ei-
ther parallel or perpendicular to one another. The analysis of [GOa] applies
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when the inclusion centers are at a distance r much larger than the rod’s
length L. The case r < L was analyzed in [HOa] by resorting to Monte
Carlo simulations where the continuum description of the membrane is
replaced by a discrete one. When the inclusions are parallel, the short-
range interaction is attractive and it is proportional to the membrane’s
bending rigidity.

Park and Lubensky [PAc] examined, among other things, ellipsoidal
proteins that break the up–down symmetry. They introduced in the free-
energy functional a suitable coupling term with the membrane’s elasticity
and showed that the interaction free energy F is attractive and given by

F = −(AdQ2)2

16πκr2 cos 2(θ1 + θ2) ,

for proteins with an elliptic cross-section along the tangent plane of the
membrane and with axes at angles θ1 and θ2 relative to the center-to-
center vector. F also depends on the cross-sectional area A of the proteins,
a coupling coefficient d, and the scalar-order parameter Q2 associated with
the second-rank tensor Q that models the protein’s anisotropy. It is worth
noting that the interaction now decays like r−2, instead of the more common
r−4 decay law.

A different view was introduced by Dommersnes and Fournier [DOa]
who modeled transmembrane proteins as pointwise constraints that locally
fix the membrane’s curvature tensor. If no further requirement is imposed,
the interaction splits into two contributions: a Casimir interaction FC due
to fluctuations, which exhibits the ubiquitous r−4 decay, and a mean field
force FMF , which has its roots in the membrane’s average elastic deforma-
tions. The leading terms of FMF are

FMF � 4πκ

(
c2
1 + c2

2 − 4c1c2
a2

r4

)
a6

r4 ,

where a is a microscopic cut-off introduced to regularize the Green func-
tion of the biharmonic operator at the inclusion site, and c1, c2 are the
curvatures enforced by the proteins.

Proteins are often subject to external torques either due to mechani-
cal agents, as is the case when a protein is bound to the cytoskeleton, or
impressed by an applied field. A sufficiently strong torque can hold the
orientation of the proteins fixed. This further constraint modifies the sce-
nario, because now the attractive Casimir interaction has a much slower
decay:

FC =
kBT

2
log

[(
3 + 2 log

2r

a

) (
1 + 2 log

2r

a

)]
.

Moreover, the elastic part of the interaction also undergoes a deep change as
it now decays as r−2, when the inclusions have one and the same orientation,
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whereas the decay is further slowed down by a logarithmic term, when
the orientations are different. Inasmuch as the Casimir and mean-field
interactions have different functional forms, it is not surprising that stable
equilibria exist where the proteins form patterns with a finite spacing.

A controversial issue concerns the dependence of the interaction energy
on the bending rigidity κ. As seen above, behaviors as diverse as F ∝ κ and
F ∝ κ−1 are both encountered. Such a diversity was noted by Marchenko
and Misbah [MAb], who analyzed the elastic interactions between two
pointlike inclusions, by stressing the effects that the inclusion symmetries
exert upon the free-energy decay. These authors claim that their anal-
ysis departs from tradition in certain major ways. First, are boundary
conditions. Most authors introduce the effects of inclusions only through
the boundary conditions, so that the equilibrium equations are homoge-
neous, however, here the inclusions enter the equilibrium equation directly
as pointwise sources of deformation. Second, are inclusion symmetries. At
variance with [PAc], the requirement that the order tensor Q be traceless is
dropped for inclusions with a C2 symmetry. Consequently, the orientational
interaction energy, which still decays as r−2, acquires a new term that was
absent in [PAc]. Moreover, orientational interactions decaying as r−n are
found for inclusions with Cn symmetry. By exploiting a formal analogy with
electrostatics, Marchenko and Misbah expand the interaction free energy
in power series of the proteins’ separation, retaining only the first nontriv-
ial term, which depends on the inclusions symmetry. The corresponding
direct or linear interaction vanishes if the inclusions are isotropic. Again
by analogy with electrostatics, where an ion interacts with a neutral atom
with a symmetric charge distribution only through the induced polariza-
tion, here the presence of a second inclusion induces an effective anisotropy
on the first inclusion, which can be formally obtained by expanding the
order tensor Q in powers of the curvature tensor. The resulting interaction
energy behaves as r−4 and is proportional to κ−2, in contrast with the κ−1

dependence obtained by Fournier’s group.
In a subsequent paper [BAa], Bartolo and Fournier reconciled the ap-

proaches of [DOa] and [MAb] by showing that the discrepancies in the
results were apparent, as they simply refer to different limit cases. If σi

1
and σi

2 are the principal curvatures of the membrane at the ith inclusion
site, the interaction free energy consists of two terms, one for each inclusion,
that are written as

Ui =
1 + 2ε

2
Γ

[
(σi

1 − c)2 + (σi
2 − c)2

]
− ε

2
Γ(σi

1 − σi
2)

2 ,

where ε is related to the inclusion anisotropy and is subject to the limitation
ε > −1/2, to avoid local instabilities. The constant c represents the value
of the curvature induced by the inclusion, and Γ > 0 is the rigidity of
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the potential. The interaction between inclusions is found through the
minimization of the free energy F = Fm + U1 + U2, where Fm is the elastic
free energy of the membrane, which also accounts for higher-order elastic
moduli. As a first step, F is minimized with respect to the membrane shape,
by keeping the curvature tensor at the inclusion sites frozen. Then, the
resulting free energy is further minimized with respect to the components
of the curvature tensor of the membrane at the inclusion sites. The resulting
interaction Fint(r) as a function of the distance r between the inclusions is
given the form

Fint(r) =
κΓ3c2(1 + 2ε)2

2π2(κ + 2Γb−2)[κ + 4Γb−2(1 + 2ε)]2
1
r4 + O

(
1
r6

)
,

where b is a nanometric length that stems from the ratio between the
bending elasticity κ and higher-order elastic moduli. In the limit of hard in-
clusions, corresponding to Γ/κ � b2, the interaction free energy reduces to

F hard
int (r) � κb2c2

64π2

(
b

r

)4

and so proportionality with κ is recovered in this limit, in agreement with
[PAc] and [DOa], among others. In the limit case of soft inclusions, where
Γ/κ � b2, the interaction free energy becomes

F soft
int (r) � Γ3c2

2π2κ2r4 (1 + 2ε) ,

exhibiting the same κ−2 dependence found in [MAb].
The repulsive behavior often exhibited by long-range interactions of elas-

tic origin seems, however, in contrast with the natural tendency of proteins
to form aggregates. Although thermal fluctuations induce attraction be-
tween proteins, the presence of protein clusters in membranes seems to
be independent of fluctuations. This led Kim et al. [KIa] to reexamine
curvature-mediated interactions in a nearly flat membrane, by consider-
ing the interactions among more than two proteins. By use of complex
analytic methods, these authors proved that curvature-mediated interac-
tions are nonpairwise additive and that the terms responsible for lack of
additivity are always attractive. Dynamical simulations showed that suffi-
ciently large aggregates of proteins give rise to stable equilibrium patterns,
the smallest of which is composed of five proteins arranged at the vertices
of a regular pentagon. If proteins have elliptic, rather than circular cross-
sections, then stable aggregates are formed even for three proteins [KIb].
In [DOb], where proteins are modeled as pointlike constraints on the mem-
brane’s curvature, multibody effects were found that lead to the formation
of regular arrays and induce an egg-carton structure in the membrane, as
sometimes observed in experiments.
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8.6 Peripheral Proteins

The complex structure of biological membranes makes it difficult to obtain
reliable experimental data concerning the membrane-mediated protein–
protein interactions. To overcome this intrinsic difficulty, Koltover et al.
[KOa] mimicked proteins by using latex beads and showed that, if two
beads are close together, an attractive force exists that is neither of col-
loidal origin, nor is due to thermal fluctuations, but is mediated by the
membrane’s elasticity. These results prompted several authors to study
membrane deformations induced by colloidal binding. For instance, Deserno
[DEa] studied deformations of axisymmetric membranes caused by a sin-
gle colloidal particle by adding to the spontaneous curvature model (2.2) a
lateral tension σ and an adhesion free energy −wa, where w is a positive
constant called the adhesion potential, and a is the area of the wrapped
portion of the particle. Although the lateral tension contrasts the wrap-
ping of the particle, adhesion would favor complete wrapping. When w
increases, for fixed σ, a free particle becomes first partially wrapped, and
then fully wrapped. Precisely, after the continuous transition from free to
partially wrapped particle, a further increase of w makes the fully wrapped
configuration locally stable. However, a large energy barrier of 20kT exists
that separates the partially from the totally wrapped regimes, so that a
particle is totally wrapped when a spinodal line is crossed, at large values
of w. On decreasing w, a specular sequence is encountered because the
particle unbinds itself from the membrane when a further spinodal line is
crossed. As a result, a hysteresis loop is predicted that depresses the par-
tially wrapped regime, which can even be completely skipped if the energy
barriers are high enough.

A computation of membrane-mediated forces between colloidal particles
based upon surface geometry was recently pursued by Guven et al. [MUb,
CAd]. They expressed the surface stress tensor of a membrane surface S by
resorting to the first variation of a generalized Helfrich Hamiltonian whose
density is an unspecified function of the geometric invariants of S. If ν is
the outer unit normal vector to S, the first variation is given the form

δH =
∫

S
E(H)ν · udA +

∫
S

divsBdA ,

where u is the surface displacement, E(H) is a scalar function, and the
vector field B depends on both the tangential component of u and its
gradients; finally, divs denotes the surface-divergence operator. If B is
written as

B = −Tu + terms containing gradients of u ,
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where T is a tensor field, by requiring that δH vanishes identically when
u is a rigid translation, and exploiting the equilibrium equation E(H) = 0
that holds for any admissible perturbation, the conservation law

divsT = 0

is obtained, a form in which T can be identified as the surface stress tensor.
The knowledge of T makes it possible to compute forces acting on parti-
cles bound to lie on S. T is not necessarily symmetric and, as a conse-
quence, when invariance against rotations is imposed [CAd], a couple stress
tensor emerges to ensure the balance of torques. Although computations
remain difficult in general, in [MUb] the sign of the force between two par-
allel adsorbed cylinders was discussed in detail and it was shown that the
membrane-mediated interaction can be either repulsive or attractive, ac-
cording to whether the cylinders lie on the same side, or on opposite sides of
a nearly flat membrane. The same result was obtained by Weikl [WEa] with
a traditional approach, in which the equilibrium profile of the membrane is
first obtained as a function of the adhesive length of the cylinders, that is,
the length of the membrane’s segment wrapped around the cylinders. This
makes the elastic free energy an ordinary function of the adhesive segment,
which is then minimized to obtain the complete equilibrium configuration
from which the behavior of the interaction follows.

A different approach to model the interaction between a peripheral
protein and a membrane was proposed by Rosso et al. [ROa] in a two-
dimensional setting, and then generalized in [ROb] to three space dimen-
sions. A peripheral protein—or, equivalently, an adhesive bead—is modeled
by a suitable central symmetric potential and the dynamics of the complete
system is described by a dissipation principle. In the general case, the evo-
lution equations cannot be dealt with analytically, but when the ambient
fluid surrounding both the membrane and the bead is so viscous that de-
formations of the membrane are negligible, it is possible to describe how
the distribution of curvature along the membrane influences the motion
of the bead. Precisely, the normal component of the force acting on the
bead depends on which side the bead approaches the membrane, that is,
on whether it “sees” either its concave or its convex side. When a bead
adheres to the membrane, it is acted upon by a force with a tangential
component that depends on the curvature’s gradient. In two dimensions,
the bead migrates towards regions with large curvature, in agreement with
the results of Odell and Oster [ODa] on the curvature segregation of inte-
gral proteins in the membranes of the Golgi apparatus. In the complete,
three-dimensional setting employed in [ROb], the role of curvature gra-
dients as a leading factor for the bead’s motion was confirmed, but the
interplay between the force felt by the bead and membrane’s geometry is
much more involved. Because no special requirement was placed in [ROa]
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upon the geometry of the membrane, it would be interesting to explore the
membrane-mediated interactions between two beads, to see how the results
obtained by Weikl [WEa] for nearly flat membranes could be generalized.

8.7 Closing Question and Prospects

After this journey into the world of models for biological membranes, a
natural question arises: how close are the theoretical predictions to experi-
ments performed by biologists? Needless to say, the overwhelming complex-
ity of biological systems is far from having been captured by the necessarily
simple models employed in the past three decades since membrane modeling
has become a major topic in biophysics. However, the results are encourag-
ing, and the basic mechanisms of biological membranes have probably been
correctly unravelled. Much work still remains to be done to propose more
realistic models for both inhomogeneous membranes and protein–protein
interactions. It is not difficult to predict that knowledge and methods from
both statistical and continuum mechanics, combined with techniques from
the dynamics of phase transition will be needed to achieve this goal. Such
a genuine interdisciplinary character confers to this branch of mathemat-
ical modeling a particular, perhaps unique fascination that we hope will
continue to attract researchers for a long time.
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