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Preface to the second edition

Since the first edition of this book was published, already five years have passed,
and during this period research on automotive control has flourished, and at
the same time, the amount of industrial applications and products have also
prospered. This means that there was a rich flora of possibilities regarding the
selection of material when planning the second edition. In this process new topics
have been added, important fields have been deepened, and in order to keep the
number of pages down, sections of limited interest have been eliminated.

In the selection of the new material we have concentrated on subjects that
are both of current interest and importance, but at the same time are subjects
that also contribute to a better understanding of basic processes and theories.
The new material includes two completely new chapters: Diesel Engine Modeling
and Diagnosis.

In driveline control a new section on Anti-Jerk Control has been added. Large
parts of Vehicle Dynamics and Control have been rewritten, which significantly
improves the presentation of that material. Further, in this second edition, we
have hopefully corrected most of the errors in the first edition, reviewed the
nomenclature, and in order to facilitate to work with this book, added an index.

The level of presentation has been thought trough to be suited for students at
late undergraduate level or at early graduate level. The so called Bologna process
is influencing universities in Europe at this moment, and in that perspective this
book should be well suited for a course at the two year Masters level.

We like to thank Dr. Dara Torkzadeh and Thomas Rambow for their contri-
butions in Diesel Engine Modeling, Dr. Mattias Nyberg for his work in Diagnosis,
Julian Baumann for his participation in Anti-Jerking Control and Dr. Marcus
Hiemer as well as Jorg Barrho for their work in Vehicle Dynamics and reviewing
this book.

November 2004

Uwe Kiencke Lars Nielsen



Preface to the first edition

Automotive control has become a driving factor in automotive innovation over
the last twenty five years. In order to meet the enhanced requirements for lower
fuel consumption, lower exhaust emissions, improved safety as well as comfort
and convenience functions, automotive control had to be applied.

In any area of technology, control design is an interplay between reality,
physics, modeling, and design methods. This is also true in automotive control,
and there has been extensive work done in research and development leading to
a number of descriptions, models, and design methodologies suited for control.

Goal of the book

Our purpose of writing a book on Automotive Control is to present this interplay
between thermodynamics, basics of engine operation, vehicle mechanics as well
as parameter estimation and automotive control approaches.

There are several good books available on the separate disciplines (some of
the major references are in German). However, up until now there has not
been a text available that explores more deeply the connections between reality,
measurements, models and control design.

It has been natural for us to treat all the major aspects of automotive control
in the same book. This means that we cover engine, driveline, and complete
vehicle. One reason is that there are similarities in methodology when analyzing
and designing automotive control systems. This includes the point of view of
finding models of suitable complexity and expressiveness. Another, perhaps more
important, reason is that there is a strong trend that engine control, driveline
control, and vehicle control rather than being separate will be more and more
integrated, so that overall vehicle optimization is possible.

It has also been important to us to show real measurements. This gives
a reader the possibility to see how models are approximations of reality, and
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to judge the modeling assumptions. A consequence of this approach is that
we have selected to treat systems that are close to some of those utilized in
actual vehicles, rather than discussing speculative systems or presenting purely
theoretical results.

Intended readers

This book should enable control engineers to understand engine and vehicle mod-
els necessary for controller design and should introduce mechanical engineers into
vehicle-specific signal processing and automatic control.

In fact, our inspiration to write the book came from this. We are both mem-
bers of the IFAC technical committee on Automotive Control (with the first
author being the chairman). We met there and also at SAE meetings, and we
saw the potential value of bridging a gap that was obvious to us. However, even
more important to us is to share some of the fun and excitement that goes into
the area of Automotive Control Systems and thus give it the attention it deserves.

Organization of the book

The outline of the book starts with engines, continues with drivelines, and finally
deals with the vehicle.

Chapters 2 to 4 treat engines with regard to basics, thermodynamics, models,
control, and advanced concepts. All the major control systems and their design
are treated. The thermodynamic models in Chapter 2 deal with parameters that
vary under one cycle and the resolution of interest is typically one crank angle
degree, whereas the time scales of mean value models are in the order of 1 to
several engine cycles, and the variation in variables that are considered are also
averaged over one or several cycles. These models form the basis for understand-
ing the complex phenomena that influence the engine operation, efficiency and
emissions. They also serve the purpose of describing the properties influencing
control design and performance in Chapters 3 and 5.

The driveline (engine, clutch, transmission, shafts, and wheels) which is a
fundamental part of a vehicle is the topic in Chapter 7. Since the parts are elastic,
mechanical resonances may occur. The handling of such resonances is basic
for functionality and driveability, but is also important for reducing mechanical
stress and noise. Two important modes of driveline control that are treated are
driveline speed control and driveline torque control, having their applications in
cruise control and automatic gear shifting control.

Vehicle dynamics control systems help the driver to perform the task of keep-
ing the vehicle on the road in a safe manner. These systems are thus often
safety-oriented, which means that they only interact in situations where they
can reduce the possibility of an accident, but then they affect the immediate
behavior of the vehicle within fractions of a second. Some systems are also used
for improving the comfort of the driver. The performance of a vehicle, regarding
the motions coming from accelerating, braking, cornering, or ride, is mainly a
response to the forces imposed on the vehicle from the tire-road contact. Much of
study of vehicle dynamics is a study on why and how these forces are produced
and how they can be effectively understood and treated in simplified models.
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The basics of these models and some associated control systems are presented in
Chapters 8 to 10.

Chapter 11 is the exception from that all the systems and principles in this
book is close to some of those utilized in actual vehicles. The reason is that road
and driver modeling is part of simulation design rather than part of a vehicle.
Nevertheless, it is important to realize that road and driver models are important
parts in the design cycle of automotive systems design due to the importance of
advanced simulation.

Background and use of the book

The material in this book has been used in courses at the universities of Karls-
ruhe, Germany and Linkoping, Sweden. It is well suited for the later stages
(third or fourth year) of the engineering programs at our technical institutes
(“Diploma-engineer”, “Master of Science”).

The book, to a large extent, covers the basic material needed, but of course
it is advantageous to have a background from basic undergraduate courses in
automatic control, signals and systems, mechanics, and physics.

The course lay-out includes problem-solving sessions and laboratory exper-
iments. The laboratory assignments typically include measurements, building
models of the type treated in the book, and finally designing controllers and
simulating them. Here students with more background, for example in modern
control, can do more elaborate designs. This is also the case when the book is
used in an introductory graduate course.

The authors

Dr. Kiencke’s experience in this field started in the early nineteen seventies
when developing adaptive lambda control and knock control at Robert Bosch
Corporation. In the following years more complex approaches for engine mod-
elling [2], [22] and controller design [63] were published. At that time he headed
a team that developed the vehicle communication network ” Controller Area Net-
work (CAN)” [67]. Networking allowed to combine formerly stand-alone control
schemes into an integrated vehicle control system. In the early nineteen nineties
he joined the University of Karlsruhe in Germany where he could intensify engine
and vehicle dynmaic control research.

Dr. Nielsen has more than fifteen years background in academic mechatronics
research (obtaining a good start at the Department of Automatic Control in
Lund, Sweden). He has during that time continuously collaborated with industry,
and has lead joint research projects with Scania AB, Mecel AB, Saab Automobile
AB, Volvo AB, and DaimlerChrysler. He is since 1992 holder of the chair Sten
Gustafsson professor of vehicular systems at Linkoping University in Sweden.

Acknowledgments

The control systems presented were mostly developed within a team. Therefore
the first author would like to thank especially the following cooperation partners:
Dr. Martin Zechall in lambda (air-fuel ratio) control, Dr. Boéning in knock control
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and engine map optimization, Alfred Schutz in engine idle speed control, Heinz
Leiber in ABS braking control, Dr. Michael Henn in misfire detection, Dr. Achim
Daiss in vehicle modelling and identification and Dr. Rajjid Majjad in road and
driver modelling. It was a great pleasure to cooperate with these people and it
created many friendships. The second author is especially indebted to Magnus
Petterssson for joint work in driveline control, and to Lars Eriksson for joint work
in engine modelling and control. Also Lars-Gunnar Hedstréom, Jan Nytomt, and
Jan Dellrud deserves special mentioning as research dedicated industrial partners.

Furthermore we both thank Christopher Riegel, Jochen Schéntaler, Dara
Torkzadeh, and Dr. Tracy Dalton for their tremendous effort to translate and
revise parts of the book, as well as Dr. Dietrich Merkle as a publisher.

Last but not least we to thank our families and especially our wives Margarete
and Ingrid for tolerating that so much weekend and vacation time was dedicated
to this book.

Being in November 1999 looking forward to the next millennium, we hope that
readers will share some of the excitement that comes along with Automotive
Control Systems.

Uwe Kiencke Lars Nielsen
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1 Introduction

Vehicles are now computerized machines. This fact has had an enormous effect
on the possibilities for functionality of vehicles, which together with needs and
requirements from customers and from society have created vigorous activities in
development.

1.1 Overall demands

The overall demands on a vehicle are that it should provide safe and comfort-
able transportation together with good environmental protection and good fuel
economy. This means that there are three main objectives for automotive control
Systems:

e Efficiency, which leads to lower fuel consumption.
e Emissions should be low to protect the environment.
e Safety is of course a key issue.

There are a number of additional objectives like comfort, driveability, low wear,
availability, and long term functionality.

1.2 Historic remark

Many of the technologies that today are considered advanced, sometimes even
new, have been around for a long time. It is therefore interesting to ask our-
selves why these technologies are surfacing now as commercial products. Direct
injection of gasoline engines is one example. These concepts are not new, even



2 1. INTRODUCTION

if sometimes presented so, but the novelty is instead that they now with proper
control can achieve competitive functionality and performance.

It is thus the breakthrough of computer control that is a driving factor. A
good example is ABS (Anti-lock Braking Systems) which is an old idea, but it
was not functional enough using mechanical solutions or analog electronics. Now
these systems are readily available and widely spread.

1.3 Perspectives

Looking at the future, the three overall objectives above will be in focus. The
demands of reduced emissions and advanced diagnosis functionality are steadily
increased by legislators and customers. The key areas that help meeting the
increased demands are the development of control and diagnosis functions in
the control units. Further, this functionality will have to be obtained not only
when the car is new, but over a sustained period of time. Other examples are
improved stability due to handling control, and improved driveability due to
driveline torque control, which also can be used to e.g. reduce clutch wear.

Regarding methodology development, mathematical models will play an im-
portant role. They will be used for model based control and diagnosis. They will
also be the basis for e.g. sensor fusion, adaptive control, and supervision.

Co-design

Automotive control will not only improve existing vehicle designs. It will also to
a large extent change the view of vehicular systems design leading to:

e New mechanical designs. These new designs are made possible by, and rely
on, the existence of a control system.

Design of vehicles is thus evolving into co-design of mechanics and control. The
goals for this development can be set high, and the perspectives on automotive
control systems are therefore concluded with an inspiring mind teaser:

A mind teaser

It can not be ruled out that a car can function as an air cleaner for usual town air.
In a typical town in the industrial world, the air is typically somewhat polluted
from many sources, including cars, but also due to house heating and industries.
Existing and upcoming technology lowering exhaust emissions are such that the
concentrations in the exhaust after the catalyst can be lower than in town air.
This means that the originally available pollutants have been combusted or have
been collected in the catalyst.

Since such a perfect combustion produces only water and carbon dioxide, the
problem of carbon dioxide is then a matter of less fuel consumption.

If at all possible, such a development will rely heavily on automotive con-
trol systems since the car has to function as an air cleaner under all possible
circumstances, load variations, and driving styles. This is a mind teaser, but
understanding the material in this book is a first step.



2 Thermodynamic Engine Cycles

In this chapter, the thermodynamic characteristics of basic engine cycles are ex-
plained. For each concept, the thermal efficiency is derived from thermodynamic
equations.

2.1 Introduction to Thermodynamics

A short introduction to thermodynamics is given in this section. It is essential to
understand the thermodynamic processes for the different types of engine models
explained in this book.

2.1.1 First Thermodynamic Law

Ideal gases are always in a gaseous state and they behave according to the ideal
gas equation:
pV =mRY (2.1)

where:
p  is the pressure in N/m?
V  is the volume in m?
m  is the mass in kg
R is the gas constant R = 287.4m? /(s> K)
¥ is the absolute temperature in K

The expression pV has the unit Joule and it depends on the mass and temper-
ature of the gas.
The thermal energy is defined as:

g=cmd (2.2)
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where:

q is the thermal energy in J
¢ is the specific heat constant in J/(kg K)

This equation is valid for all kind of materials in solid, liquid and gaseous state.
The specific heat constant is material depending. In gases, different state changes
have to be distinguished which will be discussed in the next section.

First Thermodynamic Law

dg = du+ dw (2.3)

dq s the differential change of thermal energy. Energy which is
brought into the gas is positive.

du is the differential change of internal energy. Internal energy
which is brought into the gas is positive.

dw is the differential change of mechanical work. Mechanical work
which is brought into the gas is negative.
Please note, that this may be defined differently in other books.

The thermal energy dgq brought into a gas of constant mass results in a rise in
it’s internal energy du and/or is transformed into mechanical work outside the
gas. Thus, energy is neither created nor destroyed. This equation is solved by
integration to compute the energies in state changes.

Volume Change

There are two basic principles how mechanical work can be delivered to or from
the system: By a change of volume or a change of pressure.

In engines, a limited amount of compressed gas expands in a cylinder. The
differential mechanical work dw, depends on the force F' upon the piston and
the differential piston stroke ds:

dw, = Fds=pAds

where A is the cross-section of the cylinder and p the pressure. More general,
this yields to:

dw, =pdV (2.4)

The work dw, is equivalent to the kinetic energy brought into the mechanical
system due to the expansion of the gas in the cylinder. Mechanical energy brought
into the gas is negative: dV < 0 (compression) and therefore dw, < 0. Output
of mechanical work from the gas is positive, dV > 0 (expansion), dw, > 0. This
can also be seen in Figure 2.1.
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Figure 2.1 Mechanical work due to volume change.
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Figure 2.2 Mechanical work due to pressure change

Pressure Change

In turbines, kinetic energy is transmitted by a continuous gas flow between two
locations of different pressure:

dw, = =V dp (2.5)

The work dw), is equivalent to the loss of potential energy of the gas. Figure 2.2
graphically explains the state change in the pV-diagram. Output of mechanical
work from the gas is positive because the pressure drop is negative: dp < 0
(expansion), dw, > 0.

The two different types of work are graphically explained in Figure 2.3 and
they are linked by the following equation:
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b

Ds

Vi vV, |4

Figure 2.3 Relationship between the two mechanical works.

2 2
Wy = /p dV = —/V dp —prl +p2V2 (26)
1 1

Assuming a constant mass and a constant temperature, the two energies are
equivalent as p1 V7 = paVs according to the ideal gas equation.

Enthalpy

The state of the gas can be described with several state variables:
U Internal energy of the gas. It is equivalent to the amount
of thermodynamic energy due to the movement of the atoms
at a given temperature.
pV  State of the gas. The state depends on the volume and pressure
of the gas. It is related to the internal energy of the gas.
A state change can be caused by a change of pressure, a change of volume or
both:
dpV)=pdV +V dp (2.7)

p dV Kinetic energy caused by a change of volume.
V dp Potential energy caused by a change of pressure.
The enthalpy is another state variable of the gas:
h=u+pV (2.8)

The differential is:
dh=du+pdV +V dp (2.9)

Compared to the first thermodynamic law in Equation 2.3

dg = du + dw
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the thermal energy can be written as:
dg=dh—Vdp=du+pdV (2.10)

For isobaric expansion, we have dw, = p dV and V dp = 0 and therefore dg = dh.
This yields to:

dg=du+pdV (2.11)
For isochoric pressure drop, we have dw, = —V dp and p dV = 0 and therefore
dq = du. This results in:

dg=dh -V dp (2.12)

The enthalpy h can be very useful as a state variable when dealing with gas
turbine engines. The internal energy u is useful when dealing with piston engines.

2.1.2 Specific Heat Constant
Input of Thermal Energy at Constant Volume

A temperature rise can be observed when increasing the thermal energy ¢ of a
constant mass of gas at a constant volume. The specific heat constant ¢, is

defined as: L /d
q

- (X 2.1

“ m<d19>v (2.13)

The differential of the internal energy is

ou ou
du = (('“)V)ﬁdV+ (819>Vd19 ,

Inserting this into the first thermodynamic law 2.11yields:

ou ou
ou ou
ou
= (%>V dy (2.16)

At a constant volume we have dV = 0. After division by d¥:
dr\ _ (ou
dd /., A\ v
Equation 2.13 can be written as:
1 [Ou
v =—1| 55 2.17
‘ m (379> 1% ( )

We have shown that a change in the thermal energy dg at constant volume is
equivalent to a change in the internal energy du of the gas.
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Input of Thermal Energy at Constant Pressure

A temperature rise can also be observed when increasing the thermal energy of
a constant mass of gas at a constant pressure. Please note the difference to
the previous section, as the specific heat constant ¢, is now defined as:

1 (dq

The differential of the enthalpy is:

oh oh
dh = <%>pd19 + <8—p>ﬂdp

This relationship can be inserted into 2.12 and then be simplified because dp = 0:

dg = (%)/dﬂ+(g—z)ﬂdp‘/dp (2.19)
() e () ) o
= (%) o (2.21)

The last equation is divided by di:

(@),~ ),

Similar to the above section, Equation 2.18 can also be written as:

1 (0n
= <a—ﬁ)p (2.22)

The enthalpy of the system is changed. The input of thermal energy dq at
constant pressure not only increases the internal energy du, but also produces an
output of work p dV'.

Gas Constant and Adiabatic Coefficient

The relationship between ¢, and ¢, can be seen by using the enthalpy (Equa-
tion 2.8) and the ideal gas equation (Equation 2.1):

h = u+pV (2.23)

dh = du+d(V) (2.24)
me,dd = mc, dd+mRdJ (2.25)
¢p = e +R (2.26)

The ideal gas constant R is equal to the difference between ¢, and c,:

R=cp—cy (2.27)
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Figure 2.4 Isothermic state change

The ratio of ¢, to ¢, is called the adiabatic exponent:

k=2 (2.28)

Cv

Under normal conditions its value for air is kg = % =1.4.

2.1.3 State Changes of Ideal Gases
Isothermal Change: ¥ = const
Assuming a constant temperature, the ideal gas equation pV = m R yields:

mRvY  const
v oV

p:

where pV = const. The state change is equivalent to a hyperbolic curve in the
pV-diagram which can be seen in Figure 2.4. The isothermal state change is
characterized by using the ideal gas equation:

p1V1 = p2V2 (229)
The slope of the curve in the pV-diagram is:

dp P
— == 2.30
av V ( )
The internal energy of the gas remains constant:
du=mc,d?=0

Hence, the first thermodynamic law can be written as:

dq = du + dw = dw
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The enthalpy also remains constant because of pV = const and d(pV') = 0:
dh=du+d(pV)=0
The kinetic energy caused by the state change can be derived by using:
dpV)=pdV+Vdp=0

Hence, it is simplified to:
dw=pdV =-Vdp

2 2
w172:/pdV:—/Vdp
1 1

Finally, by using the ideal gas equation:

and integrated:

2
1 Va
Wy g = =mRI | =dV=mRJIn =
1,2 = (41,2 / % 7
1

Work w5 is generated from the system by expanding the gas. The same amount
of thermal energy ¢; » must be brought into the system in order to compensate

for the work and to maintain the constant temperature.

Isobaric Change: p = const

A state change at constant pressure is described by the ideal gas equation:

—m—m—const
p= v

and therefore:
v E

vy Vo
The state change is equivalent to a horizontal line in the pV-diagram which can
be seen in Figure 2.5. The isobaric state change 1 — 2 results in an output of
mechanical work w2 due to the expansion of the gas, and at the same time it
results in an increased internal energy w due to the temperature rise. The input
of thermal energy ¢ is equivalent to the increase of the enthalpy h.
In this case, the first thermodynamic law can be written as:

(2.31)

dg=dh—V dp = dh

since pressure change vanishes: dp = 0. The differential change of thermal energy
is given by:
dg = mc, dv

Integration leads to:

2
G1,2 = mcp/dﬂ =mecy(Ye — V1) (2.32)
1
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Figure 2.5 Isobaric state change

The mechanical work can be derived by using the fact that dg = dh and dh =
du+pdV:
dg=du+pdV

Because of dw, = p dV, the change of kinetic energy is:

dw, = pdV =dh—du (2.33)
= mcydd —mec, dJ (2.34)
= mRdY (2.35)

Integration leads to:
2
wl,g = mRﬁ/dﬁ = mR(ﬁg — 191)
1

Please note that only a small portion of thermal energy ¢ is converted into kinetic
energy w. The ratio of the input of thermal energy to the output of mechanical
work can be expressed:

dw _m(cy—c,))d) _cp—cy  K—1

dg mc, dv Cp K

which is 0.29 for air.

Isochoric Change: V = const

In this case, the ideal gas equation is:

RY
V = mT = const
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Py
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1
b1
v, %

Figure 2.6 Isochoric state change

and therefore:
CA (2.36)
v p2
The state change is equivalent to a vertical line in the pV-diagram illustrated in
Figure 2.6. The mechanical work vanishes for an isochoric state change 1 — 2.

The input of thermal energy dq is equivalent to the increased internal energy du.

As dq = du + p dV = du, the thermal energy is given by:

dg = mc, dv (2.37)
2
mcv/dﬂ =me, (92 — 1) (2.38)

1

q1,2

The enthalpy is increased more than the internal energy:
dh=du+pdV +V dp
where p dV =0 and V dp = m R d¥. The change of enthalpy is therefore:
dh =mc, dd+mRdY =mc, d

The internal energy is du = dh — V dp. It has the same value as the thermal
energy:
du=m(c, — R) d¥ =me, d¥ = dg

Isentropic or Adiabatic Change: ¢ = const

Assuming an insulated gas volume, the thermal energy of the gas remains con-
stant. In an isentropic state change 1 — 2, the gas expands and mechanical work
is delivered from the gas while its internal energy is reduced. The gradient of the
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Figure 2.7 Isentropic state change

adiabatic change in the pV-diagram is steeper than the hyperbolic curve of the
isothermic change. This is due to the fact that no thermal energy is brought into

the gas.
dg=du+pdV =0

Hence, the first thermodynamic law can be written as:
—du=pdV

This means that the mechanical work is equivalent to the loss of internal energy.
The change of enthalpy is

dh=du+pdV +Vdp=Vdp

because of dg = du + p dV = 0. The isentropic change can be considered as the
sequence of two state changes:

e An isobaric change where dg, = mc, d¥, = dh.
e An isochoric change where dg, = me¢, d9, = du.

The summation of exchanged thermal energies is supposed to be zero:

dg=dg,+dg, = 0 (2.39)
cpdip+c,dd, = 0 (2.40)

From the isobaric and the isochoric state changes we get:

. . pdV
: = — 241
isobaric : di, o (2.41)
isochoric : d9, = Vdp (2.42)

mR
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This can be inserted into Equation 2.40

pdV Vdp
—— +cy =0 ,
mRJr mR

which can be rearranged to obtain the gradient in the pV-diagram:

dp Cp P P
@ __ P __ P 2.4
v v vy (2.43)

The differential pressure change for isentropic state change is increased by the
factor of k compared to the isothermic state change (see Equation 2.30).
Equation 2.43 can be integrated:

Inp=—xkInV 4 const

This yields:
p V" = const (2.44)

An isentropic change 1 — 2 is characterized by:
PV = paVy'

The kinetic energy w; 2 is obtained by integration:

2
w12 = /p dVv
1

Exchanging p with p = const V™" leads to:

wi,2 = const

= \ o
<
&
Q
=
|
Q
Q
3
&
Y
)
N

Replacing const = p; V|

1 . . 1 1A
wiz =W (T - >:p1v11_ﬂ<(7;) _1>

Further simplifications:

7 Z=

(V1>K1 _ PV p2Va _ P2V _ U
pVeEpiVi Vi

The work is given by:

1 Vg
=p V 21
W12 i 11—k (191 )
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By inserting the ideal gas equation p;V; = m R¥1 = m(c, — ¢,)¥ and the fact
that k = ¢,/c,, which yields:

1 9
wip = mlcp— cﬂ%m (1 - 19—?> (2.45)
1
= mlep — ) — 1 (V1 — ) (2.46)

Co

and finally, the mechanical work for an isentropic state change is given by:

w12 = mcv(ﬁl — 192) (247)

Polytropic Change

Polytropic state changes are necessary to model a realistic isentropic process with
insufficient insulation. Therefore, the polytropic exponent n has values smaller
than the isentropic exponent «:

pV™ = const

with n < k.

2.1.4 Thermodynamic Cycles
Entropy

Two different types of state changes have to be distinguished: reversible and
irreversible state changes. They can be described by the following characteristics.
Reversible state changes:

e cnable the system to return to the initial state

e do not need energy from outside the system when restored to their initial
state.

e do not leave a permanent state change in a closed system after restoration.
Irreversible state changes:

e g0 into one direction. For example, expansion of molecules when a larger
volume is available to them

e need energy from outside which is transformed into thermal energy. For
example, a falling stone.

e do not return to the initial state.

The entropy is defined as:

_4
S = 5 (2.48)

An example is given to explain the entropy:
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Figure 2.8 Ideal cycle process

There are two bodies at two different temperatures 9. Thermal energy ¢ is
exchanged by conduction from the hot body at temperature ¥ to the cold body
at temperature ¥5 . The change of entropy within the system after the transfer
of thermal energy can be described by:

@2 4

AS == 5 (2.49)
Even when ¢;=g¢> there is a positive change of entropy AS due to the irreversible
process of energy flow from the hot to the cold body. Thermal energy can only
be transferred from hot to cold media and not in the opposite direction. The
entropy of the cold body 2 is larger than the entropy of the hot body 1 as the
entropy is inversely proportional to the temperature.

A reversible state change is characterized by:

AS =0 (2.50)
and an irreversible state change is characterized by:
AS >0 (2.51)

which is also called the second thermodynamic law. It means that the entropy
within the system always increases for real state changes.

Ideal Cycle Process

Assuming reversible state changes, the following ideal cycle process can be de-
scribed: The gas absorbs thermal energy ¢; in an isothermal and reversible state
change at high temperature 9;. The gas then loses the thermal energy ¢- in an
isothermal and reversible state change at low temperature 5. Kinetic energy
wy,2 is delivered by such an ideal engine which is equivalent to the difference of
the thermal energies: wq 2 = g1 — q2. The entropy change shall be zero:

q2 q1
A = —_—— — =
S 9y 0, 0

and therefore: ” “
= === 2.52
9.~ O (2.52)
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Figure 2.9 pV-diagram and 9S-diagram of Carnot Cycle.

The thermal efficiency of this ideal cycle process is equivalent to the ratio of
mechanical work w; o to the absorbed thermal energy ¢:
— ) 9
- Wi2 _ @1 —q _ V1 2_q,_ "2 (2.53)
q1 q1 191 191

It can be seen that the thermal efficiency n only depends on the ratio of the
absolute temperatures 91 to ¥5. 7 is always smaller than 1. Please note that in
non-ideal cycle processes the entropy change is always non-zero, i. e. AS > 0.

Carnot Cycle

The Carnot cycle is characterized by four state changes. At the end of the process,
the initial state is reached again which is the case for all periodic processes in
engines. Two different cycles have to be distinguished:

Reaction within a closed combustion chamber: Engines with periodic
combustion cycles and emission of mechanical work.

Gas flow through an open combustion chamber: Turbines with continu-
ous combustion and emission of mechanical work.

The Carnot cycle is used as reference model for thermodynamic processes. It is
illustrated in the pV-diagram of Figure 2.9:

1 — 2 Isothermal expansion of the gas from V; to V5 while the temperature
remains constant ¥, = .

Vo
= =mRY% In—
Wi2 =(q12=MmM 1 nV1

The mechanical work w; 2 is delivered since the gas expands. Thermal
energy ¢i,2 of the same amount has to be brought into the system in order
to keep the temperature constant.

2 — 3 Isentropic expansion of the gas from V5 to V3. No thermal energy is
exchanged g2 3 = 0. Output of kinetic energy:

’lU273 = mcv(ﬁg — 193)
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3 — 4 Isothermal compression of the gas from V3 to V; while the temperature
remains constant ¥3 = ¥4. The mechanical work

V.
w34 = q34 = mRI3n =2
V3

is needed which is negative in this case because it is delivered into the gas
(V4 < ‘/3)

4 — 1 Isentropic compression of the gas from V; to V3. No thermal energy is
exchanged g23 = 0. The mechanical work is also negative in this case
(191 > 7.94):
Wy4,1 = va(194 - 191)

Now, all kinetic energies of the Carnot cycle have to be added to derive the
thermodynamic efficiency:

w = w2+ we3+ w34+ wy (2.54)

V \%
= mRV, mVQ + mey(Pg — V3) + m RVs IHV4 + mey(Vy — 91)(2.55)
1 3
The work wg 3 and wy,; of the isentropic state changes compensate each other
because of ¥; = ¥9 and 3 = Y4:
Va Vi
=mR(WIn—= +J3ln —
w=m (1nV1+ 3DV3)
To simplify this equation, the characteristic equations of the isentropic process
1 — 2 and 3 — 4 are used:

pVE=pV . V"1 = mRY -V = const. (2.56)

9oVt =93Vt o VT =, (2.57)
‘/4 k—1 191

b = - 2.58

<Vl) o (2.58)

Because of 17 = 5 and 93 = ¥4 we get

@@ e

Va Vs
= = —= 2.60
Vy Va
In— = —Iln— 2.61
and therefore:
Va
w=mR(¥; —I3)In =
Vi
This result is now used for the thermodynamic efficiency:
m R(91 — 93) In 12
p o= = (s 3)V Vi (2.62)
q1,2 mRY; In 7?
91— 0
= L3723 (2.63)
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The efficiency depends only on the temperature ratio of ¥3 to ¢;. Using the
compression ratio € :

Vi
= — 2.64
the efficiency is (93 = ¥4):
Uy vi\"!

= 1—-—=1-( = 2.65
n =1- (1) (2.69)

1
- 1_ e (2.66)

The thermal efficiency can be explained graphically in the pV-diagram in Fig-
ure 2.9: It is equivalent to the ratio of the integral within the cycle to the area
which is produced by integrating ¢; 2. The efficiency is improved by increasing
the area within the cycle. This can only be achieved by a rise of the compression
ratio € or the temperature ratio.

To give an example: Assuming absolute temperatures:

Y1 = 2800°K (2.67)
93 = 300°K (2.68)

the thermal efficiency would be:

n =0.89
and the compression ratio:

€ = 266

supposing a k£ = 1.4. Such a compression ratio can hardly be produced by real
engines. Typical compression ratios are at least ten times smaller.

2.2 Ideal Combustion Engines

Commonly used combustion engines in cars are four-stroke engines. They have
two intermittent cycles: the gas is compressed, combusted and expanded in the
first cycle, and the gas is exchanged in the second cycle. In this section the second
(or passive) cycle will not be considered to simplify the mathematical derivations.
The processes related to the second cycle will be discussed in Chapter 3.

Two different types of combustion engines have to be distinguished:
1. Spark-ignited (SI) Engine: Combustion caused by an electric spark-ignition.

2. Diesel Engine: Combustion caused by self inflammation due to compres-
sional heat.

In most sections, p represents the in-cylinder pressure, V' the cylinder volume, ¢
the in-cylinder temperature, S the entropy, ¢ the thermal energy of the gas, u its
internal energy and h its enthalpy.
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Figure 2.10 pV-diagram (left) and ¢¥S-diagram (right) of the SI engine process

2.2.1 Spark-ignited (SI) Engine

The first SI engine was presented by Nikolaus Otto in 1862. The combustion
process can be modeled as an isochoric process where the gas volume is con-
sidered to be constant. The pV-diagram in Figure 2.10 illustrates that the gas
volume does not change between step 2 and step 3. The ratio of maximum to
minimum volume is given by:

"

= — 2.
€ v (2.69)

This ratio ¢ is called the compression ratio of the engine. The different steps
for a complete cycle in the pV-diagram and in the ¥S-diagram can be seen in
Figure 2.10. Mathematically they can be described as followed:

1 — 2 : Isentropic compression, dg = 0:

dg = du+dw=0
g2 = 0
dvw = —du=—-mc,d?d
2
Wiy = —/mcvdﬁ:—mcv(ﬁg—ﬁl)
1

The work w2 is used to compress the gas and therefore, it is negative.
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2 — 3 : Isochoric input of thermal energy, dV = 0:

dw = pdV=0

pd

<=
|
o

w23 =

\
M\w

dqg = du=mc,dd

3
Q2,3 = mcv/dﬁzmcv(ﬁg—ﬁg)
2

The increased thermal energy ¢ 3 is caused by combustion of the gas.

3 — 4 : Isentropic expansion, dq = 0:

gza = 0
dw = —du=—mc,d?d

4
w3 4 —/mcv d¥ = —mc, (V4 — 93)
3

This state change describes the power stroke of the engine where ws 4 is
the output of kinetic energy from the gas, which is positive (¥4 < U3).

4 — 1 : Isochoric heat loss, dV = 0:
dw = pdV =0
wy1 = /pdV =0
dq = du+dw=mc,dd

1
44,1 = mcv/ dd = mcv(ﬁl — 194)
4

The loss of thermal energy q4,; is due to the gas exchange: The burnt hot
gas is pumped into the exhaust and the combustion chamber is filled with
a cold mixture of unburnt fuel vapor and air (g4 is negative because of

% < 194)

The thermal efficiency of the engine is equivalent to the ratio of all the kinetic
energies to the input of thermal energy g2 3 at the combustion of a complete
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cycle:

w12 + W23+ W3 4 + Wy 1

Nth =
42,3

meU(—’L92+’L91 —194+193)
va(ﬁg —192)
Vg — 9
93—
’191 ’194/191 —1
Uy U305 — 1

= 1

The relationship for isentropic changes 1 — 2 and 3 — 4 can be used to simplify
the equation:

Uy Vs 1 U1
R = = = 2.70
193 (V4> gh—1 192 ( )
This yields:
Nen =1 — g (2.71)

Please note that the thermal efficiency 7, does not depend on the absolute
temperature values. It mainly depends on the compression ratio €. Example:
For a compression ratio of ¢ = 11 and an adiabatic coefficient of kK = 1.4 the
theoretical thermal efficiency 7y, is:

nen = 0.617

2.2.2 Diesel Engine

Rudolf Diesel developed this engine from 1893 to 1897. In a diesel engine, the
combustion takes place in an isobaric state change during the downward move-
ment of the piston. At the beginning of this process the combustion is controlled
by the injection of fuel to maintain a constant pressure at the expansion from 2 to
3. The isobaric state change is indicated between steps 2 and 3 in the pV-diagram
in Figure 2.11. The more fuel is injected, the longer the distance between steps 2
and 3 and the larger the volume ratio:
Vi U3

p= Vo 0y (2.72)
This ratio is called injection ratio or load. The injection ratio p has an impact
on the thermodynamic efficiency which is derived after explaining the different
parts of the cycle:

1 — 2 : Isentropic compression, dqg = 0:

dg = du+dw=0
g2 = 0
dw = —du=—-mc,d?d

Wi2 = 7mcv(192*191)
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Figure 2.11 pV-diagram for Diesel Engine
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The mechanical work wy 5 is used to compress the gas (equivalent to the SI

engine). It is negative.

2 — 3 : Isobaric gain of thermal energy, dp = 0:

dg = dh—V dp=mc,dV

G235 = mcp(¥s —Va)
dw = pdV=mRdd
w23 = M R(ﬁ3 — ’192)

In this process, the combustion generates the thermal energy ¢» 3 and pro-

duces the kinetic energy ws 3.

3 — 4 : Isentropic expansion, dq = O:

gza = 0
dw = —du=—-mc,d?d
W34 = —MNMCy (194 — 193)

Note that w3 4 is positive since ¥4 < J3.
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4 — 1 : Isochoric heat loss, dV = 0:

dw = pdV =0
1

wy1 = /pdVZO
4
dg = du+dw=mec,dd

1
Q1 = mcv/ dd = me, (V1 — V4)
4
Note that g4,1 is negative since ¥; < V4.

With = i—f’ and R = (¢, —¢,) the thermodynamic efficiency of the diesel engine
can now be calculated:

Wi2 + W23+ W34+ Wy 1

Mh =
42,3
= mcy (Vo — V1) +Fmlc, — ¢) (U3 — V) — mcy, (V4 — V3)
- me('ﬂg — 192)
B 1 9y 94/9; -1
T K Uy 95/0—1

This equation can be simplified by using the relationship for the isentropic process
(Equation 2.70) and the relationship for the isobaric process (Equation 2.72).
Additionally, the following relationship is used for the isochoric heat loss:

Ve _ pa_pap2 _VEVS

%} p psp1 VEVE
In that, we have ps = ps.

D4 B D4 K/k—1 Dy K/Kk—1 B D4 K/Kk—1 9y K/Kk—1
IR G I () R CO R )
This results in: ¥4/ = (J3/92)" = p”, which yields the thermodynamic effi-
ciency of the Diesel engine:
1 1pr—1
el p—1

=1 (2.73)
It can be seen that the efficiency 7, decreases as the load p is increased. At high
loads, the diesel engine has a lower efficiency compared to the SI engine, supposing
the same compression ratio € for both (see Figure 2.13). The compression ratio
for Diesel engines is however much higher than for SI engines to improve the
thermodynamic efficiency.

2.2.3 Seiliger Process

The Seiliger process models the thermodynamic process in automotive engines
much better than the previously described models of SI and Diesel engines. Fig-
ure 2.12 shows that the combustion is now divided into two parts: In the first
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Figure 2.12 pV-diagram of Seiliger process

part, the gas is heated in an isochoric process between step 2 and step 3. In
the second part the gas is expanded in an isobaric state change between step 3
and step 3’. The cycle is characterized by the compression ratio ¢ = V;/V4 |
the injection ratio p = V5, /V3, and the pressure ratio:
=2 (2.74)
b2
The different steps of the cycle are the following:

1 — 2 : Isentropic compression, dg = 0:

dg = du+dw=0
g2 = 0

dw = —du=—-mec,d?d
wie = —mcy(¥2 — )

2 — 3 : Isochoric input of thermal energy, dV = 0:
dw = pdV =0

w23 = 0
dg = du=mc,d?
q2,3 = va(193 - 192)

3 — 3’ : Isobaric input of thermal energy, dp = 0:
dg = dh—V dp=mc,dd
g3 = mcp(Vy —U3)
dw = pdV=mRdv
w3y = mR(Wy —V3)
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3’ — 4 : Isentropic expansion, dg = 0:

g4 = 0
dw = —du=—me,d?d
wya = —Mmcy(Yg—dy)

4 — 1 : Isochoric heat loss, dV = 0:

dw = pdV =0
wg1 = 0

dg = du+dw=mc,dVd
Qa1 = mcy(Pr — )

The thermodynamic efficiency of the Seliger process is then:

w12+ Wa 3+ w33 + Ws 4+ Wa

Nth =
42,3

- 9a/91 — 1
193/191 —192/’191 +/€(’193//191 —793/’191)

The isentropic process is characterized by:

U2

19—1—6

194 B sz/ rk—1
V3 Vi

B VE),I E Kk—1 B Vgl E K—1
B V3 Vy AW

SCH

In the isochoric process, the relationship

r—1

which yields:

Us _ps _
J2  p2
can be used, and the temperature ratio in the isobaric process is given by:
vz Var
P A
Therefore, the following temperature ratios may be expressed as:
I I3
s _ U3z _ y e 1
91 Jo ¥
Vg I3 U3 o1
= —_— = £
o 9 0, X
Uy U4 U3 (P)“_l -1 P
J— f— g —_ £ =
’(91 193/ 191 & P X xXp
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Figure 2.13 Thermodynamic efficiency 7:, depending on compression ratio ¢ and load
p (Equation 2.75)

The thermodynamic efficiency of the Seliger process can be simplified to:

1 x pt—1
=1- 2.
e e tx—1+rx(p—1) (2.75)

It can be seen that the thermodynamic efficiency of the SI engine is obtained
when p = 1 and that of the Diesel engine when y =1 (Figure 2.13).

2.2.4 Comparison of Different Engine Concepts

The in-cylinder pressure during combustion is plotted over the crankshaft angle in
Figure 2.14. The compression ratio ¢ for the SI engine is limited by the maximum
allowable pressure p3 during the combustion process. Under part load conditions,
the maximum pressure of a cycle is far below this limit, since the SI engine power
output is modulated by throttling the air intake thus modulating p; (Figure 2.15).
A low compression ratio ¢ is also helpful to reduce knocking of the engine and
to meet material demands. In contrast to SI engines, the maximum pressure for
Diesel engines is closer set to the maximum allowable pressure p3. As the Diesel
engine is unthrottled (modulation of p), it can afford higher compression ratios
e = V1 /V; than the SI engine (Figure 2.16).

The four-stroke engine works intermittently: A hot combustion cycle is al-
ways followed by a cool gas exchange cycle. In the first cycle, peak temperatures
of 2500 — 2800 °C occur. Compared to that, the maximum temperature of gas
turbines must be kept much lower (1300 °C), since the combustion process is con-
tinuous. Diesel engines have a higher thermodynamic efficiency than SI engines
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Figure 2.14 In-cylinder pressure over crankshaft angle during combustion process

at low and medium power (Figure 2.13). At turbocharged Diesel engines also p;
is modulated. In order to stay below maximum temperatures, the compression
ratio € is reduced at turbocharged Diesel engines. The absolute effective power
output of combustion engines depends on the displacement volume Vj, the spe-
cific work output per power-stroke w, and the number of crankshaft revolutions
n:

P.=w.V; g (2.76)
where:

P. is the absolute effective power output
we is the specific work referred to the displacement volume Vjy
V4  is the displacement volume V; — V5
(here, only one cylinder is regarded)
n is the number of crankshaft revolutions per minute

The factor 1/2 is necessary in determining the power output of four-stroke engines
since only every second cycle contributes power. The mean piston velocity §
depends on the number of crankshaft revolutions per minute n and the maximum
piston stroke 27 from top dead to bottom dead center. The mean piston velocity
is:

s=4dnr (2.77)



2.3. ALTERNATIVE COMBUSTION ENGINES 29

Pa

e
1 mazimum load (py = 1bar)

50 B jower part load (p1 = 0.35bar)
(e=11, k=1.3,92 = 600 K)

40+

30—+

20+ 2

104 3 3a

2\
i
P Ve tnv

Figure 2.15 Load behavior of ST engine (Modulation of p1), 1bar = 10° Pa

A typical value in car engines is § = 15m/s at maximum power output. Equa-
tion 2.76 can now be written as:

Pe

$

7 Weg (2.78)
Please note that the specific power P,./V; is inversely proportional to the maxi-
mum piston stroke 27 (r is the crankshaft radius). Table 2.1 gives some examples
of engine types and their characteristic values. It can be seen that the specific
power decreases with increasing dimensions r at large engines. They are mainly
used in ships because of their thermodynamic efficiency. When size and weight
are major concerns at high power levels, gas turbines are preferred e.g. in air-
craft.

2.3 Alternative Combustion Engines

2.3.1 Gas Turbine

In the gas turbine engine fuel is combusted in a continuous process. The air has
to be compressed before it flows into the combustion chamber. There the fuel
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Figure 2.16 Load behavior of Diesel engine (Modulation of p), 1bar = 10° Pa

is injected and burned. The resulting expansion of the gas is used to turn the
turbine shaft. Therefore, the effective power is the power of the turbine minus
the power used for the compressor. The process can be modeled as a Brayton
cycle (or Joule process) which is shown in Figure 2.17. The different steps of
the Brayton cycle:

1 — 2 : Isentropic compression, dqg = 0:

dg = du+dw=0
g2 = 0

dw = —dh=—-mc,dd
wig = —mep(de — )

The kinetic energy w; 2 is provided by the compressor.
2 — 3 : Isobaric input of thermal energy, dp = 0:
dg = dh—Vdp=mec,dV
Q23 = mcy(V3— 1)
dw = pdV=mRdJ
wy3 = mR(W3— )
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Table 2.1 Specific power output of various combustion engines

Engine type B We 27 P./Vy
m/s] [Tfem®] [em] kW /dm?)
Car engine 15 1.6 8 75
Truck engine 11 1.9 14 37
Big four-stroke diesel 9 2.0 32 14
Big two-stroke diesel 7 1.8 60 )
pp B3 LY

A

isentropic

isentropic

Y

qa,1

>
q4,1 S

Figure 2.17 pV-diagram (left) and ¥S-diagram (right) of the Brayton cycle

3 — 4 : Isentropic expansion, dq = 0, generation of work:

g3,4
dw

W34

= 0
= —dh=-mc,dd
= —m Cp(’ﬂ4 — 193)

4 — 1 : Isobaric heat loss, dp = 0:

dq

q4,1
dw

W41

= dh—=Vdp=mc,dd

= mcp(ﬁl —’194)
= mRd}=0
mR(ﬁl —194)

The thermal energy g4,1 and mechanical work wy ; are both negative be-

cause of ¥ < ¥4.
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The thermal efficiency of the gas turbine is:

42,3
mcp(Ps — V2) + mep( — Pa)
mcp(ﬁ‘g - 192)
Vg 1 —91/94

- 12 - “/74
O3 1—12/05

Nth =

As pointed out before, the isentropic process is characterized by:

O (VN1

o - Vi el U3
The relationship 1 /94 = 92 /035 for the isentropic process and the injection ratio
p = V3/V¥s are used to simplify the thermodynamic efficiency:

Nen =1 — ; Uy (2.79)

The efficiency of the gas turbine depends on the temperature ratio ¥4/%2. Rea-
sonably high efficiency levels can only be reached, if the thermal energy of the
outgoing air g4,4/ is used to heat up the incoming air in front of the compressor
g2,2. Figure 2.18 shows the ¥S-diagram supposing a complete recirculation of
thermal heat. Assuming ¥ = ¥4 and ¥9 = ¥4, the necessary input of thermal
energy for each cycle can be reduced to:

q2.3 = me(ﬂg - 192/) = mcp(193 - 194) (280)
and the heat loss is also reduced to:
qqr1 = me(ﬁl — ’194/) = me(ﬁl - 192) (281)

Equation 2.79 can be modified:

Q2.3+ Qa1
Mh = ——
q2’.3
_ 4 Yo 1 =91/
o 93 1 —194/03

Finally, by using the same relationships as before, the thermodynamic efficiency
of the gas turbine with complete heat recirculation is:

1
mn=1— p (2.82)

The thermal efficiency depends only on the load p = ¥3/1¥2. The higher the load
the better the efficiency. The maximum temperature 3 is mainly limited by the
material from which the gas turbine is constructed. Equation 2.82 is not valid
for extremely small loads as the heat recirculation does not work properly under
these conditions. The main advantages of gas turbines are the following:
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Figure 2.18 ¥S-diagram of the Joule process with heat recirculation

e Gas turbines are much smaller and lighter compared to four-stroke piston
engines: The weight per power output in gas turbines is 0.3 — 0.5 kg/kW
and for four-stroke piston engines it is 1.0 — 1.5 kg/kW.

e High torque can be generated even at very low revolutions.

e Different types of fuel can be used for combustion: multi-fuel capability.

e Gas turbines are easy to start even at low temperatures.

e Low vibrations because of a continuous combustion and the rotary motion.
e Long service intervals between required maintenance.

e Reduced emissions of noxious exhaust gases. ECE test results:
CO=20g, HC =0.8g9, NO, = 2 — 3 g per test.

However, there are some disadvantages:
e Low efficiency for low loads.

e Poor dynamic behavior during transients.

Gas turbines are mainly used in air planes because of their low weight. Their effi-
ciency can be increased by raising the maximum allowable temperature. Ceramics
like Al5O3 or laminated silicon-carbon materials are used for the construction to
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Figure 2.19 Mechanical representation of the Stirling engine

allow higher temperatures. An example of temperature values for two different
turbines types is given in Table 2.2.

Table 2.2 Temperature values in °C at different locations of a metal and a ceramic
gas turbine

Location of measurement Metal gas turbine | Ceramic gas turbine
Compressor inlet 230 250
Heat exchanger outlet (air) 700 950
Combustion chamber outlet 1000-1100 1250-1350
Heat exchanger inlet (gas) 750 1000
Heat exchanger outlet (gas) 270 300

2.3.2 Stirling Engine

The Stirling engine is a piston engine which uses a continuous heat supply. It
was invented by Robert Stirling in 1816. The cycle process has a high efficiency,
comparable to that of the reference Carnot cycle. Even though the engine was
redesigned by Philips Corporation (in 1938) and recently by other companies,
some mechanical problems remain unsolved. Figure 2.19 shows the mechanical
representation of the Stirling engine. It consists of three main parts:

H heater the gas is heated from outside
R regenerator the regenerator stores thermal energy
C cooler the gas is cooled from outside

The heater, regenerator and cooler are located in the middle. The pistons on the
left and right side are linked mechanically. The cycle consists of the following
four steps that can be seen in Figure 2.20:
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Figure 2.20 pV-diagram of the Stirling cycle

1 — 2 : Isothermal compression: ¥ = 5
The heat is absorbed by the cooler when the two pistons move to the left
to compress the gas.

m R ln%

w1,2

12 = Wip2
The emission of heat ¢; 2 is equivalent to the input of kinetic energy w; ».

2 — 3 : Isochoric input of thermal energy: Vo = V3
The two pistons move simultaneously to the left and the gas is heated by
the regenerator. Both, pressure and temperature are increased.

q2,3 = mcy (Y3 — V2)

3 — 4 : Isothermal expansion: ¥3 = ¥4
The thermal energy is supplied by the heater, when the pistons move back
to the right.

4
w34 = mRﬁdln—

V3
34 = W34

The mechanical work ws 4 is equivalent to the thermal energy ¢z 4 .
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Figure 2.21 The four steps of the Stirling cycle

4 — 1 : Isochoric heat regeneration: V, = V;
As the pistons move simultaneously to the right, thermal energy is stored
in the regenerator. The pressure as well as the temperature drop to lower
levels.

qa = mcy (Y1 —Vq)

By exploiting the fact that ¢; = 2 and 3 = ¥4 for the isothermic processes,
and V3 = V4 and V5 = V3 for the isochoric processes, the thermal efficiency of
the Stirling engine is:

9
_Q2taa U1 (2.83)

Mth
' 43,4 I3

Hence, the efficiency depends only on the temperature ratio ; /95. For example,
a temperature ratio of 80 °C/600 °C results in a thermodynamic efficiency of:

TNith = 0.87 (284)

which is very close to the efficiency of the Carnot cycle. The main advantages of
the Stirling engine are:

e Engine is independent of the heat source. Instead of combusting fossil fuels,
alternate heat sources such as solar heat could be employed.

e High (theoretical) efficiency.
e Very quiet.

e Reduced emission of noxious exhaust gases. ECE test results:
CO=4—-6g9g, HC=05—-2g, NO, = 0.6 — 2.0 g per test.

On the other hand, there are some disadvantages:
e Expensive to construct.

e Regenerator: conduction and storage of heat are difficult to combine.
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e Heat resistant materials needed.

e A heat exchanger for the cooler is needed to increase the efficiency. It
increases however volume and costs.

Experimental Stirling engines with temperatures of 40 — 80 °C/600 — 650 °C' can
reach an effective thermodynamic efficiency of

Ners = 0.35 — 0.40 (2.85)

which is much lower than the theoretical value (Equation 2.84).

2.3.3 Steam Engine

The steam engine introduced by James Watt is the oldest engine using continuous
combustion. The steam is transferred from the boiler to the cylinder. The piston
is moved by the expanding steam. The linear movement of the piston is translated
into a rotation of the crankshaft by the connecting rod. The different steps are
illustrated in Figure 2.22 and Figure 2.23.

The different steps of the steam engine cycle are:

1 — 2 : Isochoric compression, followed by an isothermal expansion:
This process can be divided into two parts: First, hot steam is injected into
the cylinder through the open valve at constant volume (1 — 1’) where

Vir = V4. Second, the gas expands at a constant temperature (1’ — 2)
where ¥/ = ¥s:
w11/ = 0
= mey(Vr —01) =mey (2 — V)
V
wys = mRYIyIn—> =mRIyIn—
’ 1 Vi

qir2 = W12



38 2. THERMODYNAMIC ENGINE CYCLES

Figure 2.23 pV-diagram of the steam engine

2 — 3 : Isentropic expansion:
After the valve is closed, the expansion is continued until the maximum
volume is reached.

G3 = 0
’wg’g = mcv(ﬁg—ﬁgg)

3 — 4 : Isochoric heat regeneration and isothermal compression:
This process can be divided into two steps: The pressure drops at constant
volume after the valve is opened at 3 — 3’ where V3 = V3. Second, the
steam is compressed isothermally at 3’ — 4 where 93 = 4.

w33 = 0

@By = mecy(Vy —VU3) =mey (Vs — V3)
Vi %

w34 = mR193/an: :mRﬁ41an

g3 4 = W34

4 — 1 : Isentropic compression: After the valve is closed, the gas is compressed
mechanically:

g1 = 0

wa = mey(Ya — )

The mechanical work wy ; is negative.
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The thermal efficiency of the steam engine is expressed by:

w12 + Wa 3 + W3/ 4 + Wy 1

h =
n q1,17 +qu 2
o Y3 — 94 + (H — 1)194111(‘/2;/‘/4)
192 — 191 + (I{ - 1)’[92 1I1(‘/2/V1)
By inserting the compression ratio e = V3/V;, the partial compression ratio

p=Va/Vi =V3/V, and the pressure ratio x = p1//p1, this leads to:

1 p" Yk —1)(1+1np)
- 1- 2.86
i ST (x— 1) + (n— DxInp (2.86)

An example is given for p = 2 and x = 10:

1.065

’]’Ith = 1 6/@—1 (2.87)

which is 7y, = 0.31 for a k = 1.4 and € = 3.

Advantages of the steam engine:
e Engine is independent of the heat source: multi-fuel capability.
e Noxious exhaust emissions are low because of continuous combustion.
e High torque at low revolutions.
Disadvantages of the steam engine:
e Heavy weight.
e Poor thermodynamic efficiency.

e The water in the boiler needs to be heated before the engine can be started.

2.3.4 Potential of Different Fuels and Propulsion Systems

Table 2.3 illustrates that a constant amount of stored energy varies considerably
in its volume and weight. Standard lead batteries are much too heavy. Other
types of batteries are lighter, but they are still not comparable to the weight of
ordinary fuel. Power is dissipated in the charging and discharging processes of
the battery, reducing the overall efficiency. Eventually, battery driven vehicles
with a reduced buffer size may be used in special applications at short distances.
Another promising approach is that of hybrid vehicles, where an internal com-
bustion engine is combined with an electrical motor. The electrical motor may
be activated to smooth out transients of the combustion engine and the drive-
line, contributing to reduced noxious emissions. Under partial load conditions
the combustion engine can also charge the battery, so that battery volume and
weight are significantly reduced. Hydrogen Hs gas is too voluminous to be used
as adequate energy source. It can be stored either at an extremely cold tempera-
ture of 20 K or at relatively high pressure at room temperature. Over long time
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Table 2.3 Typical storage volumes and weights of different energy sources with an
energy of 1000 kW h.

Source Volume Mass Tank Mass—+Tank
Vin[l] mqin[kg] moin [kg] mi1+me in [kg]
Fuel 117 83 21 104
Diesel 102 85 17 102
Methanol 224 180 41 221
Liquid gas 153 78 90 168
Methane 259 72 500 570
H, liquid 426 30 142 172
H,, hydride buffer 200 30 970 1000
Battery (lead) 5000 0 10000 10000

energy demand

[kW h/100 km] L] fuel production
A B driving operation
80
72
T 65
60
52

44 44

40

20

SI diesel hydrogen electric fuel cell engine
engine engine engine engine  with with
hydrogen methanol

Figure 2.24 Energy demand of different engine concepts [74]

periods, Hs leaks through even thick walled steel tanks. In hydride buffers, Ho
is chemically bound. Since hydrogen burns at high combustion temperatures,
emissions of nitrogen oxide (NO,) become a problem.

Fuel cells produce electrical energy directly at low temperatures. Thermal
efficiencies of 70 % are reached for the synthesis of Hy and Oy. The storage of
hydrogen is again the problem. If Hs must be however generated from natural
gas or from methanol, efficiencies become much lower. The task is to generate
the exact amount of hydrogen from e.g. methanol even under realtime transient
engine conditions. For this the fuel conversion process can be modeled, and the
actual masses reacting in the conversion process be estimated in realtime, as a
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basis for state space control. Fuel cells appear to be a promising alternative to
combustion engines. In Figure 2.24, the relative energy requirements to move a
vehicle by 100 km are shown for different propulsion systems.



3 Engine Management Systems

3.1 Basic Engine Operation

3.1.1 Effective Work

Four-stroke engines are characterized by two alternate cycles: In the first cycle,
equivalent to the first and second strokes, the gas is compressed, combusted and
expanded. In the second cycle, equivalent to the third and fourth strokes, the gas
is transferred to the exhaust pipe and the cylinder is filled with fresh air from the
intake manifold. Figure 3.1 shows the two cycles. The crankshaft is turned 360°
per cycle. SI and diesel engines are controlled differently: In diesel engines, fuel
is directly injected into the combustion chamber. The amount of injected fuel
per stroke is then proportional to engine torque. The amount of air is almost
constant at a given speed. In SI engines, the amount of fuel as well as air is
controlled. When the fuel is injected into the intake manifold, a homogeneous
air-fuel mixture is sucked into the cylinders. The mechanical work generated in
the combustion cycle can be obtained by integration in the pV-diagram. The
mechanical work can be normalized when relating it to the displacement volume
th
eie?
w; = A Z %(Pj(vj) —po)de ) (3.1)

j=1
where:
Va=CYL-(Vy —Va) is the displacement volume of all cylinders

CYL is the number of cylinders
w; is the (normalized) indicated specific work.
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Figure 3.1 pV-diagram of four-stroke combustion engine

The value of w; can be determined by measuring the in-cylinder pressure during
a cycle. An indicated specific work of 1.J/cm? is equivalent to a mean pressure
of p = 10bar (= 10° Pa). The transfer of the combustion torque to the engine
torque available at the crankshaft can be calculated from the following motion
equations.

The piston stroke from Top Dead Center (TDC) is
s(acs) =1(1 —cosB) + r(1 — cosacs)
From Figure 3.2 we get
lsin = rsinacs ,

2
cosff = 1-— ;—2 sinacs (3.2)

which yields the piston stroke as

I 2
s(ags) =1 (1 — cosacs + — (1 —1/1— % sin? acs)) . (3.3)
r

At Top Dead Center, we have acgs = 0, s(acg) = 0, and at Bottom Dead Center
acs =7, s(acg) = 2r respectively. The derivatives of the piston stroke are

ds . r sinacg cos o
Tons = T|sinccs + 7 ¢s ¢ (3.4)
2 .
acs 11— sin? acg
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S : piston stroke
4 r  : crankshaft radius
e ‘ 5 acs : crankshaft angle
% t l : connecting rod length

Figure 3.2 Piston and crankshaft motion

and

. 2 .
d?s %(cos2 acs —sin® acg) + = sin acg

= 71| cosacs+ 3
2 .
<\/1 — 7—2 sin? OéCS)

These derivatives with respect to crankshaft angle can be related to the deriva-
tives with respect to time as follows:

ds ds dacs  ds

s . (3.5)
doZ,g

5= E - dacs dt n dOéCS raes
i = @ o i ds dacs o i ds dOzCS + ds dQOzCS
- dt? o dt dOlCS dt dt dOéCS dt dOtCS dt?
d*s 9 ds
= Qg+t ——-a 3.6
daZ g ST dacs cs (3.6)

The indicated specific work can be written as

CYL

1 dsj(acs)
, = — ) _ A, IR g
w Vd%;(lh(acs) po) Ap dogs lacs
1
= v Tcomb(()écs)dacg . (37)
d

The combustion torque at the crankshaft is thus defined as

CYL

de
Tcomb(aCS) = Jzzl (pj (aCS) - pO) Ap dOéCS (38)
The piston strokes in different cylinders are shifted by phase.
) 4 .
sj(acs)=s|acs—(j—1)- ovLn) = 1,..,CYL (3.9)



46 3. ENGINE MANAGEMENT SYSTEMS

my - Hy combustion heat

gnin theoretical heat loss
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wi,p low pressure work
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we ef fective work

Figure 3.3 The effective work delivered by the engine is much lower than the thermal
energy caused by combustion.

The average combustion torque is
1
4
j2
= — (3.10)
acs
where P; is the mean indicated power. The total indicated work w;Vy can now
be written at stationary engine operation as

Pi o 47TPZ‘ o 2Pz

Tcomb chomb(O‘CS)dO‘CS

ind = 47TTwmb =dr

Gos  2mn n

and the normalized work
2P

- Vd n
where n = @cg/(27) is the engine speed. In reality, the effective work w, per
volume is much lower than the indicated work w; (see Figure 3.3). The effective
thermodynamic efficiency 7, is at constant fuel flow
P weVyn 2w Vi
Ve = H; ~ 2mynH; COYL myH; CYL

(3.11)

wj

(3.12)

where:

P,  is the effective power in W
we is the effective specific work per cycle in J/em?
my is the mass of fuel measured per cylinder in kg
my  is the fuel flow in kg/s
H; is the specific energy of the fuel released in the combustion J/kg
Vg s the total displacement volume in dm?
(V4/CY L displacement volume per cylinder)
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The indicated thermodynamic efficiency (friction not considered) is:

L wy Va
" om,H, CYL

(3.13)

Some examples of typical values for the indicated efficiency are given in Table 3.1.

Table 3.1 Indicated specific work w;, theoretical heat loss qnin, and realistic heat
loss gpi,» for different engine types, related to fuel combustion heat.

Engine Type SI Diesel  Big Diesel
w; 33-35% 40-43%  45-48%
qhi,th 23-28% 22-25%  12-14%
qhi,r 37-44% 35-40%  26-33%

3.1.2 Air-Fuel Ratio

The ratio of air to fuel is very important for the combustion process of inter-
nal combustion engines. There are several effects that have an impact on the
amount of air m, transferred to the cylinder: Throttling of the air flow by the
throttle butterfly, aerodynamic resistance and resonances in the intake manifold,
rebounding of already burned gases from the cylinder into the inlet pipes and
other effects. The amount of air which would theoretically fit into a displacement
volume V; under the normalized pressure pg = 1.013 bar and the normalized air
density pp = 1.29kg/m3 is expressed by Matn = poVa. The ratio of real to
theoretical value is equivalent to the relative air supply:
mq

Ao = (3.14)

Ma,th

Similarly, the ratio of measured fuel mass my to theoretical fuel mass my  is
equivalent to the relative fuel supply:
m
Ap=—1 (3.15)

My th

The theoretical fuel mass my 4, is equivalent to the mass of fuel needed for an
ideal stoichiometric combustion with the oxygen. Under normal conditions the
stoichiometric ratio for gasoline is:

Ly = 2ath _ 1466 (3.16)
mgth
The air-fuel ratio lambda is defined as:
Aa
A= (3.17)

Af
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It can be extended: )

me M m

A= —afth 2 e (3.18)

my Maen  Let ™y
For an ideal stoichiometric combustion, this ratio is equivalent to one: A =
1. The air-fuel ratio has an impact on the effective work w, and the effective
thermodynamic efficiency n.. The air-fuel ratio can be influenced in two different
ways, by variation of A, or of Ay:

1. Variation of \; at a given A,:
Typical applications are SI engines operating around a stoichiometric air-
fuel ratio. The relative air supply A, is determined by the driver.

Lean operation (A > 1): Less fuel is injected than needed for stoichio-
metric combustion (reduced Af). Due to a reduced high pressure work
wj pp the effective work w; p, decreases. In the range of 1 < A < 1.1,
the thermodynamic efficiency 7, increases however, caused by higher
combustion peak temperatures. This results in high emissions of ni-
trogen oxides NO,. If A is further increased, 1. will decrease because
of an even lower high pressure work w; 5, at a given low pressure work
Wi, ip-

Rich operation (A < 1): More fuel is injected than needed for stoichio-
metric combustion (higher A¢). The fuel surplus increases both high
pressure work w; p, and effective work w.. Below A < 0.9 incom-
plete combustion results in high emissions of hydrocarbon HC in the
exhaust gases and in a decreasing effective work w.. At A < 1 the
thermodynamic efficiency 7. is always decreased.

2. Variation of )\, at a given A;:
Typical applications are lean-burn Sl-engines at part load and Diesel en-
gines. The relative fuel supply Ay is determined by the driver.

Lean operation (A > 1): More air is admitted than needed for stoichio-
metric combustion (increased A,). Therefore, high pressure work w; p,
is increased while low pressure work w; ;, remains constant. Both effec-
tive work w, and thermodynamic efficiency 7. are increased. It should
be mentioned that lean gas mixtures are less flammable. In SI-engines
delays between spark ignition and complete combustion increase.

Misfiring at SI engines must be avoided by e.g. direct injection of
a fuel stratified charge into the cylinder, which forms an enriched
mixture around the spark plug. This operation is quite similar to
that of Diesel engines. Combustion is either triggered by a spark or
by self-inflammation due to high compression ratios. The engine can
only operate up to its maximum gas load (maximum )\,). Due to lean
operation its maximum power according to the displacement volume
is, however, not reached.

Rich operation (A < 1): Less air is admitted than needed for stoichio-
metric combustion (decreased A,). This leads to a decrease in both



3.1. BASIC ENGINE OPERATION 49

(1) ST engines at mazimum power output
(2) Stochiometric ST engines
(3)
(4)

Diesel and lean — burn engines
Moderately lean ST engines

0.8 1.0 1.2 14 1.6 1.8 2.0

Figure 3.4 Effective work we and thermodynamic efficiency 7. of combustion engines
depending on variation of A, or A;.

efficiency 7. and effective work w.. Incomplete combustion results in
higher hydrocarbon HC' emissions and in a reduction in high pressure
work w; pp-

Figure 3.4 shows the dependency of the effective work and effective thermody-
namic efficiency over A, assuming an optimal control of fuel injection and ignition
timing.

Engines may use recirculated exhaust gas instead of fresh air to increase the
relative air supply A,. As long as sufficient air is available for the combustion
this is similar to a higher air-fuel ratio A\. Exhaust gas recirculation reduces the
emission of NO, due to lower combustion peak temperatures.

3.1.3 Engine Concepts

The SI engine is controlled by the relative air supply A,. This is done by throt-
tling the air flow into the engine. The relative fuel supply Af is subsequently
regulated by the engine management systems to maintain the desired air-fuel
ratio A. The range of X is limited by the ability to inflame air-fuel mixtures by
spark ignition. Conventional SI engines operate on approximately homogeneous
mixtures (0.9 < A < 1.3). Lean-burn engines operate at very lean mixtures equiv-
alent to Diesel engines. Combustion is ensured by directly injecting a stratified
charge of rich air-fuel ratio around the spark plug.

The Diesel engine is controlled by the relative fuel supply Ay. The intake
manifold is not throttled. The relative air supply A, is always at its maximum.
Therefore, the air-fuel ratio A changes within a large range. The inflammation
of extremely lean mixtures is still possible because of the non-homogeneous fuel
distribution in the combustion chamber. Such inhomogeneous mixtures burn with
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Figure 3.5 Effective work w. over engine speed for SI engines (left figure) depending
on the throttle angle a; and Diesel engines (right figure) depending on relative fuel
supply Ay .

a yellow flame. The average air-fuel ratio should not be below A = 1.3 to avoid
the generation of too much soot. Since the effective work we is basically given by
the amount of injected fuel, the fuel supply must be cut-off when reaching the
maximum engine speed. Otherwise the engine power would continue to increase
with speed resulting in a self-destruction of the engine. Fuel may be injected
in several steps. A first small amount of fuel starts the combustion process
more smoothly. The second main injection then results in lower peak pressures
and temperatures, yielding lower NO, emissions and less combustion noise. An
injection at the end of the combustion cycle heats up the exhaust pipe and
exhaust gas treatment systems such as a soot filter. When Diesel engines are
operated with very high exhaust gas recirculation rates, then they generate few
noxious raw emissions [28].

Lean-burn SI engines are a compromise between diesel and stoichiometric
SI engines. Driving at part load, the air-fuel ratio is very lean. By properly de-
signing injection pressure, spray cone and air turbulence, an enriched stratified
charge is assembled around the spark plug. The resulting combustion is equiv-
alent to that of Diesel engines (inhomogeneous mixture, yellow flame). Lower
noxious emissions can be achieved by separating into e.g. two injections. First,
about 1/4 of all fuel is injected, which forms a lean homogeneous mixture in the
combustion chamber. This lean mixture is also less sensitive to knocking. Sec-
ond, 3/4 of fuel is injected as a stratified charge. After burning this rich mixture,
the homogeneous lean mixture burns in a blue flame, resulting in a reduction of
noxious emissions. At high loads, the operating conditions are shifted from very
lean to stoichiometric mixture. At a given engine displacement volume, more
fuel can be combusted from stoichiometric mixtures, increasing power output.

Figure 3.5 shows the dependency of the effective work w, over engine speed for
SI and Diesel engines. The displacement volume of a naturally aspirated diesel or
lean-burn SI engine must be 60 % higher than that of a stoichiometric SI engine
to obtain the same maximum power output. Therefore diesel and lean-burn SI
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Figure 3.6 Isentropic temperature ¥;sentropic and pressure p over time. The conditions
for self inflammation (a, b, ¢ ,d) are explained in the text below.

engines are often turbocharged which increases the relative air supply A, at a
given displacement volume Vj.

3.1.4 Inflammation of Air-Fuel Mixtures

The kinetic gas theory describes gases as a cloud of molecules with a given velocity
distribution according to their temperature. The collision of different molecules
will start a chemical chain reaction if their kinetic energy is over a certain ac-
tivation energy E. The relative amount of effective collisions A is expressed by
the Arrhenius law

A=e B/RY (3.19)

The activation energy F is low for radicals (not saturated molecules). The prob-
ability for a collision is increased by the concentration of molecules and by the
temperature. A chemical reaction must be started by a high temperature. During
the chain reaction, more radicals are generated than destroyed. Under appropri-
ate conditions, a spontaneous spark ignition is sufficient to start the combustion
process at the location of the spark plug. The air-fuel mixture must be within a
certain range (0.9 < A < 1.3) and its pressure (or respective temperature) must
be over a threshold for a certain period of time. The gas is compressed isentropi-
cally, neglecting heat conduction. Figure 3.6 shows how pressure and temperature
courses over time influence self inflammation under different conditions.

1. In curve a, pressure and temperature rise immediately. In curve b, inflam-
mation starts only when reaching a higher pressure level than in curve (a).
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Figure 3.7 Delay of self inflammation 7,4 over temperature ¥ for different pressure
values p.

In the case of (b), the increase in pressure and temperature was first delayed
until ¢g.

2. In curve ¢, temperature and pressure rise immediately, but level off at a
lower level. Inflammation occurs after a longer time delay. In the case of
(d) the rise is first delayed until time ¢y. Self inflammation happens later
than in (c).

It can be seen, that self inflammation depends on something like the integral of
pressure or temperature over time. Many parameters have an impact on the time
delay of self inflammation, like location of the spark plug within the combustion
chamber, etc. Woschni [130] gives an empirical formula of the inflammation delay
time, depending only on mean temperature ¢ and mean pressure p, without any
integral portion.

—1.19
Tiq = 0.44 ¢1650K /9 <£> (3.20)
Po

The inflammation delay 7;4 over temperature ¢ with the pressure p as parameter
can be seen in Figure 3.7. The time delay 7,4 is reduced for high temperatures
and high pressures. This is why e.g. turbo-charged Diesel engines operate with a
start-of-injection angle which is approximately 10° (crankshaft angle) later than
that of naturally aspirated Diesel engines.

3.1.5 Flame Propagation
The velocity vy, of flame propagation depends on two components:

1. Combustion velocity: The combustion propagates through the gas mix-
ture, for example with a velocity of 1m/s.

2. Transport velocity: The burning gas itself is swirled as the rising piston
generates turbulence in the combustion chamber. The transport velocity
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Figure 3.8 Flame propagation velocity vy over average piston velocity § (left) and
over air-fuel ratio A (right).

is approximately proportional to the piston velocity § which depends on
the engine speed n. At low engine speeds, the transport velocity can be
increased by a swirl inlet port generating a turbulent gas flow. The turbu-
lences accelerate the combustion speed proportional to engine speed.

Figure 3.8 shows the flame propagation velocity vy depending on piston veloc-
ity $ (left) and air-fuel ratio A (right). The inflammation delay time 7;4 must be
considered in the engine control to position the combustion process right over the
downward moving piston. The time delay 7;4 must be convoluted to a crankshaft
angle delay, increasing with the engine speed. The ignition angle «; must there-
fore be advanced over engine speed.

Contrary to that, the position of the combustion process over the crankshaft
angle is almost constant. This is due to the fact, that the flame propagation
velocity at combustion is mostly determined by the transport velocity. Thus
the angle position of the combustion process is independent of the engine speed.
With higher engine speeds, flame transport velocity is increasing, speeding up
combustion over time, leaving it however constant over engine speed.

3.1.6 Energy Conversion

The in-cylinder pressure can be plotted over time or over crankshaft angle acg.
The angle of 360° is equivalent to a complete high pressure cycle. Figure 3.9
shows the in-cylinder pressure over crankshaft angle.

The gas is compressed by the piston in an approximately isentropic process.
With ignition at «;, the pressure rises only after time delay 7;4. The maximum
pressure varies from cycle to cycle. The inflammation delay 7;4 depends on tem-
perature, pressure, air-fuel ratio and self inflammation time as described in the
previous section. It also depends on the type of fuel being used. Figure 3.10
shows some inflammation delays for different fuels over temperature. Oil compa-
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Figure 3.9 In-cylinder pressure p over crankshaft angle acs.

nies adapt their fuel to weather conditions (summer, winter).

Turbulence caused by the upward moving piston has no impact on the time
delay 7;,4. For a correct ignition angle, this delay must be considered. The
time delay is convoluted to an angle delay, increasing proportional to engine
speed. Contrary to that, the engine speed has almost no impact on the position
of energy conversion as turbulences increase the transport velocity with higher
engine speeds.

The energy conversion caused by combustion is shown in Figure 3.11 for
different air-fuel ratios A. In these curves, the isentropic pressure curves are
suppressed. The differential output of thermal energy per angle dQ/dacs (its
gradient) is normalized to the total combustion energy @.oms. The shape of the
relative energy conversion is therefore almost constant.

If the air-fuel ratio is increased e.g. to A = 1.2 as shown in Figure 3.11, the
ignition delay 7;4 will rise. At a constant inflammation angle «;; the energy
conversion is then retarded. Therefore, the ignition angle must be advanced to
2, to compensate for the increased delay. The energy conversion returns to its
previous position. It should be mentioned that a high air-fuel ratio A increases
also the variance of the time delay 7;4.

The ignition angle «; depends on A which can be seen in Figure 3.12. The
angle is computed by averaging the energy conversion over 0.1 %, 1 %, 10 %, 50 %,
90 % points. The angles for a9 and higher are almost independent of the air-
fuel ratio A. In-cylinder pressure measurements can be used to control the ignition
angle in a closed loop to maintain a constant position of energy conversion as
shown in Figure 3.13. The angle of maximum pressure gradient maxz(dp/dacs)
may be used as a control variable. The controller time constant must be relatively
large because of the high delay time variances between consecutive cycles. Thus
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Figure 3.10 Inflammation delay 7,4 over temperature for different fuels.
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Figure 3.12 Angle acs of energy conversion over air-fuel ratio A during ignition (left)
and combustion (right) process.

closed loop ignition control may be too slow for the dynamic response of the
engine.

The ignition angle is determined to find a compromise between fuel consump-
tion, emissions or knocking (see Section 3.2.8). An equivalent procedure can be
found for the fuel injection angle at Diesel engines.

3.2 Engine Control

3.2.1 Emissions of Internal Combustion Engines

Mixture formation can be achieved by manifold or by in-cylinder injection. With
sufficient time the mixture is distributed homogeneously in the cylinder with an
air-fuel ratio in the range of 0.9 < A < 1.3. For very lean mixtures A > 1.3, a rich
stratified charge must be concentrated in a portion of the combustion chamber.

The combustion process is started by an electric spark at SI engines and by
self-inflammation at Diesel engines. The inflammation is delayed as described in
the previous section.

e Homogeneous mixture, stoichiometric air-fuel ratio: The flame has a char-
acteristic blue color. Almost no soot (carbon particulates) is produced.

e Stratified charge, lean air-fuel ratio: The flame has a characteristic yellow
color. Soot is produced.

e Inflammation starts combustion from one location.

The inflammation process depends on pressure p, temperature 1, air-fuel ratio A
and activation energy E of the fuel. For A < 1 the exhaust gases are generated
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Figure 3.13 Closed-loop control of ignition angle a; to maintain a constant position
of energy conversion.

according to the concentration ratio

nco *"NH,O
nCOQ N an

k= (3.21)

This ratio is temperature dependant. A typical value for 9 = 1850°K is k = 3.6.
The pollutant emissions like CO, HC, NO, depend strongly on the air-fuel
ratio which is shown in Figure 3.14.

A < 1: Increased emission of hydrocarbon HC and carbon monoxide C'O.

A = 1: Stoichiometric combustion. Very low emissions after three way catalytic
converter.

A = 1.1: Highest nitrogen oxide NO,, emissions due to highest combustion peak
temperatures.

A > 1.1: Decreasing nitrogen oxide NO, concentration and lower combustion
temperatures. Increasing hydrocarbon HC emissions at eventual misfires.

A > 1.5: Lean operation. For very low emissions, a NO, reducing catalytic con-
verter is required.

The concentration of oxygen Oz in the exhaust gas can be used to determine the
air-fuel ratio A for A > 1 using a lambda-sensor.
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Figure 3.14 Raw emissions of CO, HC, NO, and O2 over air-fuel ratio A for SI
engines.

3.2.2 Fuel Measurement

The air-fuel ratio A is an important variable for fuel control which is based on
different control concepts:

rich mixture A < 1: Maximum power output per displacement volume because
of increased relative fuel supply As. It was used at high engine loads until
1970. Nowadays it is only used for cold engines during the warm-up phase.
High noxious emission rates.

stoichiometric mixture A = 1: Acceptable power output. This ratio is re-
quired for proper operation of three-way catalytic converters. At high en-
gine loads, a good compromise between power output and exhaust emissions
is achieved.

moderately lean mixture 1 < A < 1.5: Good efficiency because of increased
air supply A4, but high emissions of NO,. This method was used at part
loads until 1980.

lean mixture A > 1.5: High efficiency because of high \,. NO, emissions are
still high, so that catalytic converters for NO, reduction are required. This
method is used in lean-burn engines at part loads and in Diesel engines.
Maximum engine power output cannot be reached.

The reference torque desired by the driver controls either the relative air supply
Aq Via the throttle angle a; at SI engines or the relative fuel supply Ay at Diesel
engines. The amount of fuel being mixed with the air is regulated by the fuel
control system to obtain a predefined air-fuel ratio A. There are two different
injection systems:
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1. Manifold injection: The fuel is injected into the individual inlet pipes in
front of the inlet ports. There is at least one inlet valve for each cylinder.
Problems may occur at idling because of incomplete fuel evaporation due to
a low air flow velocity into the cylinders. Additionally, the distribution of
air flow into the different inlet pipes may vary. The amount of injected fuel
is less accurate at idling because electromagnetic injection valves are time
controlled: Errors due to different rise and fall times have a larger impact
on the amount of fuel injected at small injection times. The advantage of
manifold injection is the creation of a homogeneous fuel distribution in the
cylinder at A = 1. This burns with a blue flame. There are few restrictions
for the design of the inlet pipes. The exchange of gas can be optimized
without major effects on the injection system as it is located at the inlet
valves. The inlet pipes are designed to produce acoustic resonances at
low engine speed. This increases the relative air supply A, and the effective
work w, already without turbo charging. The inlet valves are cooled by the
evaporating fuel. The reduced gas temperature lowers knocking and allows
higher compression ratios to increase efficiency. The injection timing is
phase-shifted for each cylinder. It is aimed to terminate the injection just
before the inlet valve is opened to avoid the emission of soot. The injection
can be controlled individually and fuel supply can be individually cut off
for each cylinder: limitation of engine speed and vehicle speed, fuel cut-off
at coasting or cylinder switch-off at multi-cylinder engines.

2. In-cylinder injection: The fuel is injected directly into the cylinders. At
stoichiometric operation, a higher compression ration can be realized e.g.
12...13, due to the cooling effect of the evaporating fuel. At lean operation,
the aim is to assemble a sufficiently rich mixture (e.g. stoichiometric) in
a limited portion of the combustion chamber, e.g. at SI engines around
the spark plug at the time of ignition. The amount of fuel, the injection
pressure (thus fuel atomization), the injector spray angle (width and depth
of injection) and the injection timing are adjusted in each engine operation
point. The swirl is controlled by special geometry of the piston head.

At part load, the aim is to burn very lean air-fuel mixtures. This can be
done by multiple injection. By an early injection, a homogeneous lean mix-
ture is developing throughout the combustion chamber until the time of
ignition, due to the swirl. The follow-up injection creates the richer strat-
ified charge, which is burning fast with reduced cycle-to-cycle variations.
Due to the reduced amount of the fuel in the stratified charge, peak tem-
peratures are also reduced. The early generated lean homogeneous mixture
is burned afterwards. Since the mixture is very lean, it takes significant
time, limiting maximum allowable engine speeds. In the combustion of the
stratified charge, soot was generated. In the blue flame of the homogeneous
mixture, this can be effectively reduced.

The total amount of injected fuel depends on the following parameters:
e aspirated air flow per time 7,

e intake manifold pressure p,, at SI engines
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throttle angle a; and its derivative at SI engines

engine speed n

crankshaft angle acg and TDC signal of a reference cylinder
engine temperature J,

ambient air temperature 9,

battery voltage Up (indirectly)

Major functions of the fuel control:

Control of injected fuel per time 7is, following the aspirated air per time
e, depending on the desired air-fuel ratio A.

Enriched fuel injection in warm-up phase of the engine after cold start at
SI engines.

Increased relative air supply A, or relative fuel supply A¢ for the cold engine
because of higher friction.

Compensation of intake manifold dynamics at SI engines.

Compensation of fuel film dynamics at manifold injection. This phenom-
enon is also temperature dependant.

Fuel cutoff at coasting. This reduces overall fuel consumption by around

5%.

The measured air flow is eventually corrected for ambient air temperature
¥, and barometric pressure py changes.

Engine idle speed control.

Maximum engine speed limitation by fuel cutoff.
Lambda control of the air-fuel ratio.

Exhaust gas recirculation control.

Approximation of an engine torque signal, e.g. by means of a map for the
thermodynamic efficiency 7.

3.2.3 Intermittent Fuel Injection

Intermittent fuel injection has turned out to be more economical than continuous
fuel injection, due to the different accuracies required in those systems. The
power output of an engine varies within a wide range. Between idling power
P,.in and maximum power P,,.., the ratio is about 1 : 100.

Pmax
Pmin

=100 (3.22)
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The engine speed varies in the range of:

Dmaz _ 19 (3.23)
Nmin
At stationary engine operation, the amount of injected fuel per time s is pro-
portional to the effective power output P. of the engine which is expressed in
Equation 3.12. In this consideration air pulsation in the intake pipes are ne-
glected.
Supposing a continuous fuel supply 71 s, the relative error of the open loop
fuel measurement at low loads should be
A
. <3% . (3.24)

Mmin

This will cause an absolute error related to maximum fuel flow

Arn mznA sznA _
mo_m mo_ 231071 (3.25)

Mmax Mmax Mmin Pma:t Mmin

Hence, the absolute error at idling is 100 times smaller than the relative error.
A continuous fuel injection system should be designed for the absolute error. It
must be extremely accurate. High production costs are the consequence.

Fuel measurement can alternatively be achieved by intermittent fuel in-
jection. For each combustion cycle, a certain amount of fuel my is injected.
The number of injections per second are proportional to the engine speed n. The
amount of injected fuel per cylinder and combustion cycle is

SOV
my = / ﬁLf dt 5 (326)
0

where CY L is the number of cylinders of the engine. The factor 2 is due to
the fact that air is combusted only every second cycle in the four-stroke process.
Supposing a constant fuel flow 7y at stationary operation, the integration leads
to: . 9
my
my = s VL (3.27)
The ratio of maximum to minimum amount of injected fuel per cycle is given by

Equation 3.12:

Mmax _ Pma:r: Nomin - 10 (328)
Mmin Priin Nmaz
Supposing again a relative error at minimum load of
Am
<3% (3.29)
Mmin

the absolute error related to maximum fuel per cycle is now
Am

mmax

<3-1073

: (3.30)

i.e. 10 times larger. Compared to a continuous fuel supply, intermittent fuel
injection systems can be implemented with significantly lower accuracy require-
ments and therefore can be produced at lower costs.
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3.2.4 Injection Time Calculation

The fuel supply is controlled by the injection time ¢;,; during which the injector
valve is open. Therefore, the amount of fuel per injection into a cylinder can be
calculated using the following relationship for constant air flow 7, = const.

ome 1 o, 2
" LyA LyAn CYL '’

my (3.31)

where Ly = 14.66 (see Equation 3.16). The amount of injected fuel my is pro-
portional to the injection time ¢;,; and the square root of the pressure difference
Ap between fuel rail and manifold at manifold injection or between fuel rail and
combustion chamber at direct in-cylinder injection [69]. The fuel density o and
the effective opening area of the valve A.ys are assumed to be constant.

Ap
my o~ of - Acsy - 23 “Lin (3.32)

At manifold injection, the pressure difference Ap is around 5bar. At direct in-
cylinder injection, the pressure difference Ap is up to 400 bar for SI and up to
2000 bar for Diesel engines.

The injection time at stationary engine operation is proportional to

1m, 2
bing ~ ————— | 3.33
"N n CYL ( )
and for a reference air-fuel ratio Ay a reference injection time t; is proportional

to

11 2
to~ ————— 3.34
"X n CYL (3:34)
For arbitrary air-fuel ratios A we get
Ao
tinj = BN to . (3.35)

The injection time t;,; per combustion cycle depends on the following values:

Mass air flow 1m,: Must be measured. Systematic measurement errors at some
sensors can be reduced by taking air density and temperature into account.

Air mass per stroke m,: is computed by implementation of Equation 3.39.

Reference air-fuel ratio \g: Must be determined, e.g. stoichiometric. A look-
up table can be implemented to compensate for possible errors of sensors
and actuators: Ag = Ag(7q, ).

Actual air-fuel ratio A\: Depends on several factors such as temperature de-
pending enrichment during warm-up and correction for dynamic transients.
At Diesel engines, lambda is always A > 1.3.
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Figure 3.15 Piezoelectric injector map (1M Pa = 10bar)

Battery voltage Up: It has an impact on the rise and fall times in electro-
magnetically controlled injection nozzles. The effect can be compensated
by adding a voltage dependant time correction At(Uy). The compensated
time is

ting + At(Up) . (3.36)

Instead of direct measurement, the mass air flow 7, can be estimated from intake
manifold pressure p,, or the throttle angle «; at throttled SI engines. The air flow
into the cylinders also depends on the dynamic pressure changes in the intake
manifold. It is a function of

ma - fO(pmapmun) 5 (337)

where fy must be measured for all possible 1, at stationary engine operation
and corrected for dynamic pressure changes (Section 3.2.6).

Figure 3.15 shows a map for the required injection time ¢;,; of a high-pressure
piezoelectric injector over the desired injection fuel mass m¢ and the injection
pressure difference Ap.

3.2.5 Air Mass per Combustion Cycle

The relative air supply A, at low engine speeds can be increased by acoustic
resonances in the inlet pipes to each cylinder. These resonances are exited by the
periodic opening and closing of the inlet valves. The geometry of the inlet pipes
is designed for resonances at lower engine speeds. It is intended that a pressure
maximum from the resonance occurs at the inlet valve at the time when it is
opened. Hence, more air flows into the combustion chamber and increases the
relative air supply A, and the effective work w,. Typical resonant frequencies are
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between 2000 and 3000 rpm. For even lower resonant frequencies the geometric
dimensions of the inlet pipes become too large. The frequency of air pulsation in
the inlet pipe is

= n-CYL

)

The factor 2 is due to the fact that air is aspirated only every second cycle in
a four stroke process. For example, the pulsation frequency for a six cylinder
engine (CY L = 6) at an engine speed of n = 6000 rpm is f, = 300 Hz. The air
mass per cylinder can be calculated by integrating the mass air flow i1, over one
pulsation period.

(3.38)

ty
- / g dt (3.39)
ta
The limits (begin ¢, and end t;) of integration are given by
1 2
ty—tyg=—=——, 3.40
’ f n-CYL (3.40)
and therefore, the aspirated air for one cylinder per cycle is
1
Ip
me = /ma dt . (3.41)
0

The air supply m, can be calculated by integration of the mass air flow signal.
The sampling rate must be high enough to avoid aliasing, and therefore it is
about 5 — 10 times higher as the highest pulsation frequency. Eventual non-
linear characteristics of the air flow meter must be compensated for before the
integration. A linear characteristic can be obtained by e.g. multiplying the
sensor characteristic with it’s inverse. Thus an eventual bias introduced by the
integration can be avoided [68].

The proper timing for integration (4, ) can be derived from the crankshaft
angle a.s signal. For example, if the crankshaft sensor has 60 teeth, the duration
of t, —t, = f—lp is equivalent to Aagg = 120° in a six cylinder engine. This is
given by the shift of 20 teeth of the crankshaft sensor. Unfortunately, mass air
flow is synchronized to time and not to the crankshaft angle acg. Since mass air
flow 1, is not sampled at start and stop times t, and ¢, it must be interpolated:

. t —ta . t _ta
1ha(to) 1T + 1ia(t1) (1_ 1T )

Mg (ta)

S S

. . tna1 — tp . taatl — th
ma(ty) = ma(tn)% + 1M (tns1) (1 - %)

The integration is approximated e.g. by the trapezoidal rule:
T,

. . tl - ta
me = oY (14 (ta) + ma(tl)) T,

o 2 (tn—1) A 6 (tn) + (1ha(tn) + 1a(ts)) (1 B %)]

+ ma(tl) + Qma(tQ) + -
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Figure 3.16 Air mass m, obtained by integration of the air flow 7, over period tp —t,.

which is simplified to:

(tl - ta)Q
T2

S

ma(tn)w + 1 (tny1) (1 - W)]

S

myg = : ma (to)

cY

—ria(t1) (1 - (tl;—j)?) £23 (1)

s i=1

3.2.6 Intake Manifold Dynamics

Figure 3.17 shows a cross-section of the intake manifold. The throttle angle
controls the mass air flow 17, ;, into the manifold. Diesel engines are either
unthrottled or very moderately throttled in some operating points in order to
ensure a sufficient exhaust gas recirculation. Exhaust gas recirculation is not
considered in the following model.

The charge mass air flow out from the manifold into the cylinders 71, depends
on the pressure level in the intake manifold p,, (and the pressure in the cylinder
pe). To control the air-fuel ratio A correctly also in transients, the injected amount
of fuel must be adapted to the mass air flow into the cylinder 7, rather than
to the mass air flow m, ;, into the intake manifold.

The pressure oscillations shown in Figure 3.16 shall be neglected in the fol-
lowing deduction (averaged model). A change in mass air flow 7h, results in a
delayed change in manifold pressure p,,. The according differential equation is
derived from an energy equilibrium: The change of the internal energy of the air
mass in the intake manifold is equal to the sum of in- and outgoing energy flows
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Figure 3.17 Cross-section of intake manifold

plus the balance of energy changes of the gas due to the displacement work pV'.
By introducing the specific internal energy v = U/m and the specific enthalpy
h = H/m the differential equation becomes:

d . . . :
_(mmum) = Mg, inWUin — Mac,airlac T PaVin — PmVac (342)

dt

In this model, resonances within the manifold are neglected by assuming identical
pressure p,, at the throttle and the inlet pipes '. Additionally, the heat radiation
from the engine is supposed to match the thermal heat required for the evapora-
tion of the fuel. Therefore, no additional terms are added to Equation 3.42. The
enthalpies at the inlet and outlet are equivalent to:

mu,inhin = ma,in“in""pavin (343>

mac,airhac = mac,airuac + pmvac (344)
which can be inserted in Equation 3.42:
My U, + M Uy, = ma,inhin - mac,ai?“hac (345)

Using the specific heat coefficients ¢, = 0u/99 and ¢, = Oh/IV as well as the air
density p = m/V we get

pm‘/mcvﬁ:m + Cvﬁmpm‘/m = ma,incp'ﬂa - mac,aircpﬂm, (346)

and after division by ¢, V;,

: 19a . ﬂm .
pm'&m + pm'ﬂm = C_pV_ <ma,1',n - ﬁ—mac,air) . (347)
Cy Vm a

IThis relates to an averaged pressure model, which has proved to be sufficiently accurate
for mass air flow transients.
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Figure 3.18 Dynamic model of intake manifold

Inserting the adiabatic exponent x = ¢,/c, and the ideal gas equation pV =
m R4, this yields the following equation for the pressure change:

. K}R'&a . ’lgm .
Pm = Vm (ma,ln - ﬂ—amac,azr> (348)

It is difficult to measure the charge mass air flow from the manifold into the
cylinder mgc qir- Because the dynamic response of 14¢ 44 is much faster than
that of the manifold pressure p,,, only the static behavior of 7i4¢ 44 shall be
considered by a look-up table fi(n,py,). The mass air flow 774 qir depends on
the engine speed n and the manifold pressure p,,. At stationary engine operation,
where the pressure derivative is p,, = 0, it can be determined by g ip.

C % ﬂm

Meaec,air = mac,airﬁi = fl (n,pm) = ma,in; pm =0 (349)

The pressure change in the intake manifold is given by:

. 1, .
P = —(Main = f1(1,Pm)) (3.50)
with the integration constant 7:

Vin
= .01
’ KRV, (3.51)

The look-up table can be measured on an engine test bed at stationary operating
points, where the derivative of the averaged manifold pressure p,, = 0. Under
these conditions the incoming mass air flow 174 s, is equal to the values in the
look-up table for 7. ;.. Figure 3.18 shows the block diagram of the pressure
model of the intake manifold. By integration of Equation 3.50 the average man-
ifold pressure can be estimated in realtime. This can be utilized at engine idle
speed control (Section 5.2). Another application is to estimate the mass air flow
Mq,in from the measured manifold pressure p,, and engine speed n:

ma,in =T Pm+ fl (napm) . (352>
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The derivative p,, can only be calculated with some lag. In some applications,
the derivative of the throttle angle ¢ is therefore used as an additional variable.
The time constant can be normalized at operating points py, o and 1, o:

I L (3.53)
Ma,0

This normalized parameter 7, represents the integration time constant in seconds.
The pressure change p,, is then:

d < Pm ) _ ma,in _ fl(napm)

Tn—; . ;
dt Pm,0 Ma,0 Ma,0

(3.54)

The time constant 7,, depends mainly on the air flow 7,0 which can be seen
in the following example: Assuming a manifold volume of V,,, = 4.251 at an
ambient temperature of ¥, = 300°K and an adiabatic coefficient k = 1.4, the
time constant 7, at minimum and maximum power can be calculated:

e at maximum power, the manifold pressure is p,, o = 1 bar and the mass air
flow shall be 74,0 = 600 kg/h. This leads to a time constant of:

Tpa = 21ms (3.55)

e at minimum power (e.g. idling), the pressure is p,, 0 = 0.35bar and the
mass air flow shall be 1, 0 = 6 kg/h which leads to:

Tn,2 = 740 ms (3.56)

It can be seen that the dynamic behavior of the intake manifold has an impact
on engine dynamics especially at low power such as idling.

3.2.7 Ignition Angle Control

Correct ignition timing over the entire engine operating range is very impor-
tant as it has a major impact on fuel consumption as well as on emission rates.
Combustion within the cylinder can be divided into two phases:

1. Inflammation delay (Time Proportional)
In-cylinder pressure and temperature do not rise considerably within this
time period. The inflammation delay time 7;; depends on the temperature,
pressure and air-fuel ratio. The delay can be convoluted into an equivalent
crankshaft angle which increases with engine speed.

2. Combustion (Angle Proportional)
The equivalent crankshaft angle for the second phase is almost constant
over the entire engine operating range. Induced by the piston movement,
turbulences accelerate with engine speed, as well as the combustion process.

If combustion starts too late because of retarded ignition angles, the emission of
hydrocarbons HC will increase. High pressure amplitudes at advanced ignition
angles increase the emission of NO,. NO, can be reduced by delaying the
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ignition at the expense of a higher fuel consumption 2. The following parameters
are used to control the ignition angle:

Intake manifold pressure p,,

Mass air flow 1y,

Engine speed n

Throttle angle oy

Air-fuel ratio A

Crankshaft angle acs and T DC signal of a reference cylinder
Ambient air temperature ¥,

Engine temperature 9,

Battery voltage U,

These values are the same as those needed for fuel control. The ignition angle «;
is dependent on many influences:

The ignition angle «; is a function of engine load approximated by injection
time t;,; ~ mg/(n - A) (see Equation 3.33), and of engine speed n. This
can be described by a map a; = f(¢;,n). The look-up table also covers the
variation of inflammation depending on engine load and speed. Retarded
ignition angles may be selected in order to compromise for reduced emis-
sions and knocking. The ignition angle «; is determined for each engine
operating point by test bed experiments.

Air-fuel ratio A\, which determines the inflammation delay 7;4.

Retarded ignition angle at high ambient air temperature 9, to avoid knock-
ing. A look-up table depending on ¢;,; and ¥, may be used.

Engine warm-up at low engine temperatures .. A retarded ignition angle
«; retards the energy conversion process to a phase where the exhaust valves
are already opened. The exhaust pipe and the catalytic converter are then
heated very fast.

Engine speed stabilization at idling by advancing ignition angles at lower
engine speeds, thus increasing torque.

Engine speed limitation by retarding ignition angles in conjunction with
fuel cut off.

Retarded ignition angles during acceleration in order to avoid knocking.
Closed-loop knock control

The battery voltage U, has an impact on the electrical ignition energy.

Figure 3.19 shows an ignition angle map depending on engine speed and load.
Angles «; before Top Dead Center (TDC) are positive.

20ver all, the determination of the right ignition angle is a compromise between different
objectives.
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Figure 3.19 Ignition angle map

3.2.8 Optimization of Engine Maps

The fuel amount and ignition angle are the two most important parameters that
influence the fuel consumption as well as the emission of pollutants. This has
already been shown in Sections 3.1.2 and 3.1.6. There is a conflict between
minimizing either fuel consumption or emissions. This is shown in Figure 3.20.

If the ignition angle is chosen to minimize fuel consumption, the engine raw
emission rates for NO, and HC will be fairly high. On the other hand, if the
ignition angle is selected to minimize emissions, the fuel consumption will be
higher. A compromise must consider fuel consumption and emission levels at
all engine operating points. Emission levels can be very high at some particular
operating points. There, the optimization must focus on the emissions. Other
operating points show acceptable emission rates. At these points the optimization
must focus on fuel consumption.

Fuel consumption and emission levels are measured in special road driving
cycles like the ECE-test or FTP-test. These tests specify the vehicle velocity
over time. Translating vehicle to engine speeds, a test cycle is equivalent to a
sequence of different engine operating points over time. Every operating point is
defined by several control parameters including engine speed and load.

The fuel consumption can be described by the volume V of combusted fuel
over time. The minimization criteria is the integral over the test cycle.

V= [ V(t) dt — min (3.57)
/
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Figure 3.20 Fuel consumption and emission levels over ignition angle a;.

The total fuel consumption V for a test cycle time T can also be obtained by a
discrete summation over all visited engine operating points.

N

V=> Vi(ai,\i) t; — min (3.58)

i=1

An analysis of the test cycle shows that most operating points are visited several
times. The individual time periods where the engine stays in the same operating
point i can be summarized into a total time period ¢;. The fuel consumption
over time V; can then be minimized independently for each operating point.
The resulting values of «; and \; are stored into look-up tables ai(tmj,n) and
Ai(tinj,n) for every operating point.

When optimizing fuel consumption, the maximum allowable emission levels
are treated as optimization constraints. The maximum emission rates are fixed
by laws which specify the maximum integral masses of the different pollutants
generated during a test cycle.
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HC = ZHC (i, \i) t; < HC (3.59)
co = ZCO ai, \i) t; < CO (3.60)
NO, = ZNO i, \i) ti < NO, (3.61)

The emission levels per time HC,CO, NO can be influenced by the values of
«; and \; at each operating point ¢. The emission limits are only given for the
integral mass over the whole test cycle. It is therefore not obvious which «;
and A; values must be adopted at each operating point ¢. Such an optimization
problem with constraints can be solved by using the Lagrange multiplication
method [9]. The differences between actually achieved and acceptable emission
levels are weighted by Lagrange factors L. Equation 3.58 and Equations 3.59 to
3.61 are combined into a single criteria.

W =V+Lyc(HC—HC)+Lco(CO—-CO)+Lyo, (NOy—NO,) — min (3.62)

Now the cost function W must be minimized. For example, if all emission rates
were at the acceptable limits (HC = HC, etc.), all terms except V' for fuel
consumption would disappear. This would minimize V as before. The value W
can be divided into two parts: a constant part W, which is independent of the
operating points ¢ and a variable part influenced by «; and \;.

N
W = Z aza 1

N

Z[LHCHC(OQ‘, )\i)ti + Lcoc'O(Ozi, )t + LNO NO (Ozl, z)ti]
i=1

—LHCIfC — LeoCO — Lyo, NO,

w = ZZOQ, t—WO

where: . . .
Wo=LycHC + LcoCO+ Lyo,NO,, = const (3.63)

and:
Z(Ozi, )\1) = V(Oli, )\1)
+LgcHC(ai, \y)
+LCOC.O(QZ7 z)
+LNO NO (aza )
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Figure 3.21 Fuel consumption and NO, emissions over ignition angle «; and air-fuel
ratio A at an operating point ¢ with Lyo, = 3.

The value of W can be minimized by minimizing the function Z(a;, ;) at each
operating point:

Figure 3.21 shows V(Oéi7 A;) and NOm(ai, ;) for one operating point ¢ depending
on ignition angle «; and air-fuel ratio A;. The values were measured in an engine
test bed run. The pair a;, A; for minimum Z(a;, A;) is marked by a rectangle.
It can be seen that fuel consumption V(a;,A;) at minimum Z(oy,);) is
slightly higher than the absolute minimum in order to compromise with emissions
N Om(ai, Ai). The value W is a minimum for the entire test cycle if correct values

for the Lagrange factors Ly ¢, Loo and Lyo, were selected. In practice, several
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Figure 3.22 Look-up tables of optimum air-fuel ratio A and ignition angle « for an
FTP test cycle.

iterations with modified Lagrange factors must be passed to obtain a minimum
W which also meets the legal emission constraints. For example, in a first iter-
ation, low fuel consumption V is attained. However, emissions (HC,CO, NO,,)
are still relatively close to or above the legal limits. The Lagrange weighting
factors L are then increased for the next iteration. Practical experience shows
that only a few iterations are needed to minimize the function Z at a small
number of representative operating points ¢. Values for other operating points
can be obtained by interpolation. Figure 3.22 shows resulting look-up tables for
the ignition angle o and the air-fuel ratio A\. In engines at stoichiometric A = 1
operation, only the ignition angle «; is calculated. The optimization approach
can also be extended to other variables such as exhaust gas recirculation rate.



4 Diesel Engine Modeling

In recent years engine modeling has become more and more important in the
development process. In an early development stage new strategies can be exam-
ined without expensive test bench measurements. Further on, control strategies
can be designed and optimized. Thereby new requirements for the models arise.

e Multiple direct fuel injection in diesel engines
Direct fuel injection was a breakthrough for diesel engines. By means of
multiple injections in common rail systems, the evaporation process and
subsequently the combustion process can be directly influenced.

e Stratified charge in SI engines

As explained in Section 5.1, SI engines work with a homogeneous air-fuel
mixture at stoichiometric air-fuel ratios because the catalytic converter
shows extremely good conversion rates under such conditions. At part
load, directly injected SI engines work with lean air-fuel mixtures. In or-
der to get a safe combustion a stratified charge is assembled around the
spark plug. In such engines the charge exchange, turbulences inside the
combustion chamber and the injection process must be modeled.

e Exhaust gas calculation

One of the major problems is to model the exhaust gas generation fairly
accurate. The maximum allowable emissions are determined by law. In
order to meet such regulations two strategies are pursued in parallel. One
is to minimize the raw emissions of noxious gases from the combustion
process. The other is to clean the exhaust gases by means of catalytic after
treatment systems. Both strategies need sophisticated control systems and
dynamic models of the chemical processes involved.
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Figure 4.1 Four stroke cycle diesel engine.
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Because of the rising importance of diesel engines, models for flexible injection,
energy conversion and evaporation processes will be presented in this chapter. In
addition a model for soot accruement is introduced.

4.1 Four Stroke Cycle Diesel Engine

The movement of the piston up and down inside the cylinder is called its stroke.
The crankshaft is connected to the piston by the connecting rod. By this means
the linear motion of the piston is converted into rotational movement. The crank
shaft connects all the pistons and the engine torque. Most diesel engines use a
four stroke cycle because the piston has to travel up and down twice to complete
a full power cycle turning the crank shaft through 720 degrees. As listed below
the four strokes of the diesel cycle are illustrated in Figure 4.1.

e Intake stroke
The intake stroke begins at top dead center. As the piston moves down,
the intake valve opens. The downward movement of the piston draws fresh
air through the intake valve into the combustion chamber.

e Compression stroke
The compression stroke begins with the piston at bottom dead center. The
piston is rising up to compress the in-cylinder charge. Since both the intake
and exhaust valves are closed, the in-cylinder gas is compressed to a fraction
of its original volume heating it up.

e Power stroke
The next stroke is called power stroke. At the start of this second downward
movement of the piston or at the end of the compression stroke fuel is
sprayed into the cylinder. On contact with the hot in-cylinder charge the
fuel inflames and the resulting combustion drives the piston down.
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e Exhaust stroke
The last stroke is called exhaust stroke. Here the exhaust gases are pushed
out of the combustion chamber through the outlet valve.

In the following equations for the four stroke diesel engine model, the crank-
shaft angle acg is taken as an independent variable instead of time ¢. The

relationship between these variables is

acs = w-t = 2mn-t (4.1)
docs = w-dt , (4.2)

with n as the engine speed.

4.2 Charge Exchange
During charge exchange the exhaust gases inside the combustion chamber are
replaced with fresh air. The volumetric mass flow through a restrictor with

the cross sectional area A.fy into and out of the combustion chamber can be
calculated according to [82] as

2 rtl
I o Acys ia = (Ey_(&)N
dt flow eff R 190 K —1 Po Po

bo
Nflow'Aeff'\/R.—ﬁO'\If .

(4.3)

The outflow ¥ depends on the pressure py in front of and on the pressure p;
behind the throttle as well as on the adiabatic exponent . In practice, the
effective cross sectional area is smaller than the geometric cross sectional area.
This fact is considered in the model with the flow ratio coefficient pi¢0,,. The
temperature before the throttle is 9.

The geometric cross sectional area A.f; depends on the valve movement and
may be described as

Acrp=mno-m-hy - cos(o) - (dy + hy - sin(o) - cos(o)) , (4.4)

depending on the number of input or output valves n,, the valve stroke h,,, the
valve seat angle o and the inner valve seat diameter d,. Figure 4.2(a) shows the
geometric parameters at the valve seat. The valve stroke h, during inlet and
outlet can be approximated with sine curves, see Figure 4.2(b).

4.2.1 Flow into Exhaust Pipes

After the combustion, the exhaust gases are pumped into the exhaust pipes.
At the beginning of the outlet phase the in-cylinder exhaust gas approximately
consists of a homogeneous mixture of air and burnt fuel. The air mass m, and
burnt fuel mass m purne have to be adopted after completion of the combustion
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Figure 4.2 Cross sectional area at the valves.

Mout

process. The flow of exhaust gases ‘Zacs through the outlet valves is depending
on crankshaft angle instead of time. It is calculated according to Equation 4.3.

2 k41
dmout _ 10° A b 2K Pout \ * [ Pout \ *
—dOZCS 27m * M flow,out " Aef f out * /—R 0 w—1 p D

(4.5)
In this, pyy: is the pressure in the outlet pipe, p the in-cylinder pressure and o
the in-cylinder temperature. Integration of Equation 4.5 over the outlet phase
yields myy:. Some remaining gases My, will remain in the combustion chamber
after closing of the outlet valves.

Myem = Mg + mf burnt — Mout (46)

This remaining gas consists of air Myem, qair (see Equation 4.14) and burnt fuel
Myem,burnt (Se€ Equation 4.15). Since the exhaust gas is assumed to be a homo-
geneous mixture, the air-fuel ratio of the remaining gases is equal to that of the
gas mixture at the end of the previous combustion phase.

4.2.2 Flow into Combustion Chamber

The mass flow gm” into the combustion chamber from the intake manifold is

calculated with Equatlon 4.3 in dependency of the crankshaft angle acg and the
engine speed n as

dme. _ 10° e Pm 2k [/ p\* p\ &
daCS 2 * M flow,in effin Rﬂm k1 P P

(4.7)
In this, p,, is the intake manifold pressure and p the in-cylinder pressure. Fur-
thermore, the gas composition must be considered in the charge process, such as
in-cylinder remaining gases my.,, and recirculated exhaust gases mpgpr (exhaust
gas recirculation, EGR). By means of a given EGR-rate Xggg, the charge air
mass from the manifold is

Mac,air = Mac * (]- - XEGR) (48)
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and the mass of the recirculated gases is
MEGR = Mac * XEGR - (4.9)

The charge mass of fresh air per stroke m,. is calculated by integrating Equation
4.7 over the inlet phase. Since the recirculated gas is composed of air and burnt
fuel at the same proportion as the remaining gases at the end of the preceding
outlet phase, the amount of recirculated air is

Myrem,air
MEGR,air = ————— * XEGR * Mac - (4.10)
mrem

The resulting air mass m, inside the combustion chamber for the next combustion
phase is the sum of the air mass from the manifold Mg qir, the recirculated air
mass MEGR,qir and the air portion of the in-cylinder remaining gases Mrem, qir
from the outlet phase

Mg = Myge * (]- - XEGR) + MEGR,air + Mrem,air - (411)

The amount of recirculated burnt fuel mggr purnt is the complement to equation
4.10

Myrem,burnt
MEGR,burnt = XEGR - Mac — MEGR,air = XEGR - Mac - m . (412)
rem

The resulting charge mass of burnt fuel m ¢ pyrnt at the beginning of the combus-
tion process is the sum of recirculated burnt fuel mggr purnt and the portion of
the in-cylinder remaining gases Myem purnt from the previous outlet phase.

Mg burnt = MEGR,burnt + Mrem,burnt - (413)

The injected fuel is not yet burnt at the time of injection. Figure 4.3 shows all
masses determined during charge exchange.

4.3 Air-fuel Ratio

The stoichiometry ratio, Lg; refers to an air-fuel ratio in which all combustible
materials are used with no deficiencies or excesses. The air-fuel ratio \. is the
current ratio of air and burnt fuel masses divided by the stoichiometric constant.
Local differences of the air-fuel ratio are neglected in this model. The gas is
assumed to be homogeneous.

4.3.1 Exhaust Stroke

In this section of the diesel cycle, the air-fuel ratio A. of the in-cylinder exhaust
gases shall be identical to the air-fuel ratio at the end of the previous combustion
process (section 4.3.3). Since we assume the exhaust gases to be homogeneous, A.
remains constant during the exhaust stroke. The resulting in-cylinder remaining
air mass Myem, qir and burnt fuel mass Myem purnt are now derived as

1
rem,burn = X 75 5 Mrem 4.14
Myrem burnt Mo Lo+ 1 m ( )

)\c : Lst
rem,air  — cMyrem - 4.15
" ' )\c : Lst +1 " ( )
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Figure 4.3 Overview of all calculated masses during charge exchange.

4.3.2 Intake Stroke

Before fuel injection the combustion chamber is filled with fresh air and recircu-
lated gases. Since the combustion chamber is charged with fresh air, the air-fuel
ratio A is increasing. The resulting air-fuel ratio is

a ac * 1-X air rem,air
A= — " _ Mac* (1= XpGR) + MEGRai + Mremair (4 1)

mf burnt * Lst (mEGR,burnt + mrem,burnt) : Lst

Myem,air A0 Myem burnt are the remaining gas masses of the previous exhaust
stroke (section 4.3.1). The change of the air-fuel ratio A, during the intake stroke
is

dX; 1 ) ( dm, dmf,bu'r'nt) (4 17)

e -m ,b nt — m, -
dacs m?‘,burnt . Lst dacs foburn “ dacs

4.3.3 Compression and Combustion

The air-fuel ratio A. is changing during combustion as well. Changes of the gas
masses inside the combustion chamber result from the burning of injected fuel
which causes the air-fuel ratio to decrease. The current ratio A\, between air and
burnt fuel is calculated as

a ac ® 1-X ,air rem,air
A, = M _ _Mac BGR) + MEGR air + Mrem, . (4.18)

mf burnt Lst (mEGR,burnt + Myrem,burnt + minj,burnt) . Lst
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m, represents the mass of fresh air and the mass of air contained in the com-
bustion products inside the cylinder. After closing the inlet valves m, remains
constant during the compression and the power stroke. The amount of burnt fuel
M burnt, consisting of the amount of burnt fuel in the remaining gases myem purnt,
the recirculated burnt fuel mass mgegg purnt and the amount of injected and al-
ready burnt fuel m;p; purnt changes during the current combustion process. The
change of the air-fuel ratio A, in dependence of the crankshaft angle is

d)\c _ /\c . dminj,burnt
dacs M f burnt docs
— Ac AMinjburnt (4 19)
MEGR,burnt + Myem,burnt + Ming,burnt dOéCS

The air-fuel ratio at the end of combustion is taken in Equation (4.14) and (4.15).

4.4 Mass Balance

A gas mass increment dm inside the cylinder is the sum of the charge mass
increment dmg,. and the increment of the injected fuel that is already burnt
dmin; burne Minus the outlet mass increment dm,,;. Blow-by effects at the valves
and at the piston may be neglected for modern diesel engines.

dm _ dmac dminj7burnt . dmout (420)
dacs  dacs dacs dacs
During the intake stroke, the gas mass derivate is
d dmac
mo_dam (4.21)

dOéCS a dacs

During the compression and power stroke, the valves are closed and the mass
increment dm is the combusted fuel mass increment dnmnj burnt
dm - dminj,burnt

= . 4.22
dacs dacs (4.22)

During the exhaust stroke the mass derivative depends on the flow of exhaust

gases out of the cylinder.

dm dMout
= — . 4.23
dacs dacs (4.23)

The liquid fuel inside the combustion chamber is ignored in this balance since
only gases are relevant in the combustion process.

4.5 Fuel Injection

The energy conversion is determined by the injection process, i.e. how much
fuel is injected over time. The course of injection is influenced by the injection
pressure, the number of injections per combustion cycle, the duration of each
injection, the geometry of the injector nozzle and the in-cylinder pressure.
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Figure 4.4 Schematic structure of an injector.

Figure 4.4 shows the schematic structure of an injector. The fuel inside the
injector is under the same high pressure as inside the common rail. Because of the
needle movement, the nozzles open and fuel flows into the cylinder according to
the pressure gradient between common rail and combustion chamber. The flow
of the injected fuel mass dms i dependency of the crankshaft angle acg can be

do
calculated with the Bernoulli Equation for incompressible substances [98, 121] as

dm. o
dacfs = % A \/2 s (Prait = p) - (4.24)
The injected fuel mass over rotation of the crankshaft depends on the effec-
tive cross sectional area of the nozzles A,, the fuel density p; and the pressure
difference between the injection pressure p,q;; and the in-cylinder pressure p.
Furthermore, the effective cross sectional area A,, of the nozzles depends on the
needle movement. The factor j;,; is required for fitting calculated fuel masses
to actually measured fuel masses in each operating point. Because the needle
movement is often not known, a model without needle movement is employed.
According to [121] the fuel flow into the combustion chamber for direct injected
diesel engines can be assumed as parabolic over rotation of the crankshaft.
The parabola
dmy(acs)

docs a-abg+b-acs+ec (4.25)

dmf,maz ) iS

has to be open downward, i.e. @ < 0. The maximum point (®cs,maz, T

calculated as

b dmyfmaer  4ac — b2
max — d ’ = . 4.26
acs, 2-a a dacsg 4a ( )
The injection flow can be written
dm¢(«a
M =a- OZZCS +5b- acs 0<apcg < QCS,ings (427)
docs

if the injection starts at acg = 0. The end of injection occurs at angle acg,in;-
The maximum fuel flow results from Equation 4.24 at maximum cross sectional
area Ap max

dmf,maz _ Hing
dacsg 2.-m-n

: An,mam : \/2 CPf (prail - p)‘ (428)
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The crankshaft angle of maximum fuel flow is

QCS.ing
QCS.mazr = % (4.29)

The injection process is finished at acs = acs,inj. The parameter a is calculated

at the end of the injection, where ;mf is again zero in Equation 4.27
xcs

—b

QCS ing

(4.30)

a =

dmf,maw

Using the maximum flow in Equation 4.28, angle acg,mar and Equations
4.27 and 4.30, the parameters of the parabolic equation are found as

4 ,Ufinj
= — . A ma .\/2.  (Drail — 4.31
a Tons Tomem Anmes pf + (Prait — p) (4.31)
4 Linj
.  Hing 'Anma:v'\/2'  (Drail — D). 4.32
QcS,ing 2:T-N ’ s (prasit — ) ( )

Integrating Equation 4.24 over the injection angle segment acg,n; yields the
total injected fuel mass my for one combustion cycle

4 QCS,ing 9
Hinj a
mf: 4 .'2””'A"’maa:'\/2'pf'(prail—p)' / <OZCS’_ CS )daCS
ACSing <4TT ) ACS,ing

(4.33)
The integration is done stepwise, generating a fuel package my; for each angle
segment Aacg within limits 0 < Aacg i < acsing-

Aacs- i

4-A . Ming O52

n,maz ingj '\/Q'Pf'(prail—p)' / acs — Cf_? ' dacs.
ACS,ing 2mn QaCs,ing

Aacs-(i—1)

myq =

(4.34)
If the entire injected fuel mass my is given, the injection angle segment acsg,in;
is calculated as

3-m-n

Hing * An,ma:r : \/2 CPf (prail _p) .

(4.35)

QCS,inj = Mf -

To parameterize the fuel injection model, a map for p;y; is determined for differ-
ent operation points. Figure 4.5 shows a comparison of measured and modeled

data of the injection time ¢;,; = =5>"% for several pre- and main-injections.

4.6 Fuel Evaporation

The piezo electric injection technique allows to shape the course of injection and
the progress of fuel evaporation. Many different injection curves are possible,
see Figure 4.6. The pre-injection helps to reduce the typical hard diesel engine
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Figure 4.6 Possible injection curve of modern diesel injection systems.

combustion noise. The pressure gradient can be flattened with a small fuel in-
jection at the beginning of the combustion cycle. The main injection and the
shape of the main injection are used to optimize the power output of the engine.
Finally, post-injections are useful for exhaust gas after treatment systems, e. g.
to heat up the exhaust system and to burn soot in a catalytic converter inside
the exhaust pipe.

For this reason the simulation model must be able to emulate this behaviour.
Simple energy conversion models like the Vibe- or the Double-Vibe-functions
[86, 98, 125] are not sufficient. Rather a phenomenological approach according
to Constien [20] is employed in this book to model the energy conversion course.

During injection, the fuel sprays into the combustion chamber and evaporates
depending on the injection pressure, the fuel density, injector nozzle geometry
and the in-cylinder pressure. The air-fuel ratio is inhomogeneous inside the com-
bustion chamber. Zones with lean and rich mixtures develop during injection.

The injected fuel evaporates into drops and droplets. Around the drops, a
gaseous environment develops. The temperature is increasing from the center of
each drop to its surface where it reaches the combustion chamber temperature.
In addition to pressure, the self inflammation of evaporated fuel depends on the
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Figure 4.7 Schematic sequence of the evaporation process.

temperature and the air-fuel ratio around the droplet. When the combustion
starts, the droplets heat up and the oxygen concentration is decreasing. Around
the droplets lambda values between zero and infinity occur.

According to [20, 122] the number of droplets, their surface and the amount of
evaporated fuel inside the combustion chamber can be estimated. This informa-
tion is needed to calculate the energy conversion process. Figure 4.7 shows how
the evaporation process is modeled. An exemplary injection curve with pre- and
main-injection is depicted in Figure 4.7(a). The fuel is assumed to be injected
into the combustion chamber in discrete subsequent fuel mass packages my ;.
For every fuel package the portion of liquid, gaseous and burnt fuel develops over
time. With the crankshaft angle as the independent variable, the condition of
each fuel mass package my ; is therefore calculated over angle segments Aacs - j.

Figure 4.7(b) shows a snapshot of the fuel masses in the combustion chamber
at the momentary crankshaft angle acg 1. The perpendicular lines separate the
different fuel mass packages my;. Within each package, the three fuel portions
are shown. Different gray tones mark the liquid, gaseous and burnt fractions of
the injected fuel.

At the momentary crank angle aic g2 almost all fuel has been injected, Figure
4.7(c). It can be seen that most of the fuel is already burnt, especially in the
packages of the pre-injection. The fuel package singled out at acg,1 is almost
completely burnt at acg 2. Only a little gaseous fuel remains.

The number of drops and the surface area of the drops shall now be calcu-
lated. Because it is impossible to analytically describe the multitude of all drop
diameters, an average drop diameter dss in dependence of injection pressure and
fuel package mass is adopted. According to the Sauter approach [20], it is cal-
culated as the ratio of the entire drop volume divided by the entire drop surface
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area
Z dg'r ’ HT

dzs = S5 -
der'HT

(4.36)

The number of drops with the same diameter dgy, is H,.. Since all dg. and H, are
unknown, the Sauter diameter dss may alternatively be calculated according to
the Varde/Popa/Varde [45] approach

dsy = 16.58 (Re - We) "% | (4.37)

where Re is the Reynolds number and We the Weber number of the flow. The
Reynolds number Re is calculated depending on the fuel flow velocity at the
injector nozzle v,,, the nozzle diameter d,, and the kinematic fuel viscosity 9
n’ d
Re= % (4.38)
Oy
The Weber number We is calculated with the density of the combustion chamber
charge pcharge and the fuel surface tension o as

2
Un : dn : pcharge
of '

We = (4.39)

To get the fuel flow velocity v, at the nozzle, the pressure difference Ap be-
tween the injector and the combustion chamber as well as the fuel density p; are
required

2-A
vn = | 220 (4.40)
Pr
Inserting Equations 4.38, 4.39 and 4.40 into Equation 4.37, the Sauter diameter
d3o can be written as
4044 . ps)p‘42 oy 0,)028

0.42 ., ,0.28
Ap pcharge

dss = 12.392 -

(4.41)

The number of drops Ny ; in a fuel package ¢ injected at the discrete crankshaft
angle Aacg - ¢ is derived from the injected liquid fuel mass my;

my.i

Ng;= (4.42)

6 3y - py
my,; is derived from the angle-discrete integration of Equation 4.34. The number
of drops Ny, is calculated once for each fuel package. The portions of liquid,
gaseous and burnt fuel in the package i change over the discrete crankshaft angle
progression Aacg - j. Also the drop diameter ds;; changes over subsequent
angles Aacg - j. The drop diameter in package i is recalculated iteratively as

N
dgg,ij = 3 —2T— (4.43)
’ 6 Nai-ps
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At the crank angle Aacgs - j = Aagcs -4, the liquid fuel mass has the initial value
my.; = mys,; (Equation 4.34). The surface area of all drops in package ¢ at the
angle Aacg - j is

Agij = Nag-m-diy 5 - (4.44)
The evaporated fuel mass of package i at the angle Aagcg - j is
m AO&CS
Amygeoij = Caigs - Agag ", (4.45)
n - asz i

where p is the combustion chamber pressure, n the engine speed and Cgy;f¢ the
diffusion constant which is determined in Section 4.8. By means of exponent m,,
the dependance of the evaporation process on the in-cylinder pressure can be
fitted. Variable Aacg is the discrete crankshaft angle step size.

The liquid fuel portion of fuel package i at the next step j + 1 is calculated
by subtracting the evaporated fuel Amy c, ;; of Equation 4.45 from the liquid
portion my ;; of the last step j

Mfi j+1 = Mfij — AMfevij - (4.46)

The drop diameter dso; j+1 and the surface area Ay, ;41 are calculated from
Equation 4.43 and 4.44 when increasing j to j + 1.

In order to describe the transformation of evaporated into burnt fuel the
inflammation delay time 7;4; is determined at each step j. The inflammation
delay time 7,4 ; may be approximated by the empirical approach [20] depending
on the average in-cylinder pressure p; and the average temperature 5]» between
Aagg - i and the momentary angle segment Aacg - j

1.02 2100 K
Tidj =2,1-p; e Ui (4.47)
After the inflammation delay 7,4 ;, the evaporated fuel mass my ¢, i; of fuel
package ¢ at the beginning of iteration step j and the evaporated fuel mass
Amy ey 45 during step j are assumed to burn completely into

A"nf,buv”nt,ij = Mf ev,ij T Amf,e'u,ij . (448)

This occurs at the angle segment Aacs-j > Aacs-i+2mn-7;4 ;. Before the next
iteration step j 4+ 1, My ey, j+1 is set to zero, because new fuel will evaporate at
the step j+ 1. If the inflammation delay is not yet reached the overall evaporated
fuel mass my ev,; j+1 of package ¢ is updated at the beginning of the next iteration
step 5+ 1

Mfevi j+1 = Mfevij T AMfepij - (4.49)
The entire burnt fuel mass mf pyrnt,; at iteration step j is the sum of all burnt
portions of the different injection packets 7

mf burnt,j = Z A7lnf,bu7"mf,ij (450)
1

and the mass of the injected and already burnt fuel My purnt is the sum of the
already burnt fuel masses

Ming burnt = me,burnt,j . (451)
J
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Figure 4.8 Charge and combustion model.

4.7 Cylinder Dynamics

The aim of modeling the combustion process is to get information about the in-
cylinder conditions for different operating points of an engine. The development
of engine control strategies and of the calibration procedure may be simplified
with such models. Depending on the requirements, different models can be used.
One application of the zero-dimensional model are for hardware-in-the-loop con-
figurations. A more complex two-dimensional model can be found in [122].
Both models base on the ideal thermodynamic gas Equation 2.1. For the
calculation of the combustion process itself, the thermodynamic balance

dwy +dQ + Y dm, - (hy + e,)
= dU + dBeq (4.52)

is regarded. w; is the technical work, @) the external heat, dm, are different
infinitesimal masses crossing the system border (combustion chamber) with the
enthalpy h, and specific external energy e,..

The right side of Equation 4.52 represents the energy stored inside the system,
where U is the internal energy and E.,; the external energy e.g. kinetic or
potential energy of the system.

Both approaches employ the phenomenological evaporation model in Section
4.6 and the fuel-injection model in Section 4.5 for flexible energy conversion rates.

4.7.1 Zero-Dimensional Modeling

In zero-dimensional modeling, the combustion chamber is regarded as a closed
system with a single reaction zone. The gases inside are assumed to be ideally
mixed. Local differences of the calculated variables, flows or eddies are neglected
in the zero-dimensional model. Figure 4.8 gives an overview of the combustion
chamber with some of the state variables.

In the following, the thermodynamic equations are formulated in differential
notation. In order to calculate the energy balance in all four strokes of an engine
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cycle, the energy conversion during combustion including heat transfer, charge
exchange and volume change is integrated.

4.7.2 Thermodynamic Equations

The ideal gas equation 2.1 is differentiated with respect to the crankshaft angle
acs
av dp dd dR

P dOéCS + dOLCS m dacg tm dOACS dOZCS

(4.53)

According to [98] and [111], a variation of the gas constant R influences the
thermodynamic state equations only for temperatures above 1800K or for air-
fuel ratios below 1.2. In diesel engines the combustion temperatures are usually
below 1800K and the air-fuel ratio is above 1.4. Hence, the gas constant R is

considered to be constant and dd—R =0.
acs

4.7.3 Energy Balance

According to Equation 4.52 the internal energy U inside the cylinder changes if
there are changes of the external heat d@, the technical work dw; or the enthalpy
dH crossing the system border. Because of its minimal impact, the influence of
the external energy dFE..: is neglected.

dwt de N dmout +h dmac dQcomb o au

_ o Tmeut g - 4.54
dacs doacs " dags docs docs docs (4.54)

dcg’éts is the volumetric work of the piston. The heat loss through the wall is

jo?c’“s . hout - % is the enthalpy change of the mass flow out of the combustion

chamber. Equivalently the enthalpy change of the mass flow through the inlet

channel into the cylinder is hg. - fll;”—c‘l;. dfa“—(‘;*;b is the released energy during
combustion. All this sums up to the change of the internal energy of the gas
dU

dacs”

4.7.4 Volumetric Work

During the combustion, the combustion chamber is a closed system. The volu-
metric work drives the piston. Equation 2.4 relates volumetric changes to work.
To calculate the volumetric work, the piston position is necessary. In Equation
3.4 the piston position s in dependency of the crankshaft angle acg is given.
At Top Dead Center (TDC), the volume is minimal, the so called rest volume
Vrpc. The current volume is calculated from the piston surface Ay;ston, the total
displacement volume V and the piston position s(acs)

V(acs) = Vrpe + s(acs) - Apiston

Vi
= E—— . 4~
) —&—3(0@5) 5, ( 55)
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After differentiating Equation 4.55 with respect to the crankshaft angle acg
the change of the combustion chamber volume is

av —v. Sin(acg) T sin(2 - acg) ' (4.56)

dacs 2 4 \/1 ’—2 sin?(acs)

For a given combustion chamber pressure p the volumetric work

dwt o dVv
dacs - docs

(4.57)

is calculated from Equation 2.4.

4.7.5 Heat Losses

The heat transfer between the in-cylinder gases and the combustion chamber wall
depends on the gas charge and the gas movement within the combustion chamber.
During combustion the heat transfer is at its highest level [116]. The heat transfer
depends on the average combustion chamber temperature and pressure. It is
caused by the following effects:

e Heat conduction
Because of an inhomogeneous temperature distribution, thermal energy is
transferred via molecular interaction.

e Convection
Macroscopic particle movement from higher to lower temperatures.

e Heat radiation
Electromagnetic waves are the carrier of the energy for heat radiation.
Therefore, no physical matter is necessary and the heat radiation can also
occur in a vacuum.

According to [98] the heat transfer between the combustion chamber and its wall
may be described with the following equation

3
de dt
— (Y — . E CAp . 4.
dOlCS dOéCS (19 ﬁw) — kk k ( 58)

The term ¥ — 14, is the temperature difference between the gas charge and the
wall, Ay the surface area of the part k of the combustion chamber wall and kj, the
according heat release constant. The three surfaces are the piston head surface
Apiston, the cylinder head surface Acyr and the side surface of the combustion
chamber A, depending on the piston position. The heat release constant kj is
assumed to be the same for all surfaces. It depends on the heat transfer rate a.p
of the combustion chamber wall and the heat transfer rate «., of the coolant

1

1 1 Sch
Qeh + Qeo Ach

ki = (4.59)
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The thickness of the combustion chamber wall is s., and the heat conductivity
Aeh-

Qo might be approximated by the value for water flowing around pipes [112].
Here, it is neglected. The heat transfer rate of the combustion chamber wall a.p,
depends on convection and heat radiation

Qeh = Qeony + Qrad - (460)
According to Hohenberg [98] aicony may be calculated as
Qeony = 130 - V—0406 X p0.8 . 19—044 3 (Up + 174)0.8 . (461)

Values for the different variables like volume V', temperature 1, pressure p and
finally the piston velocity v, result from the process calculation.

Qrad, Qo and s°“ are neglected because of their low influence on the heat
release constant k:k Flnally the heat release constant in Equation 4.59 simplifies
to

kr = cconv - (462)

4.7.6 Energy Conversion

The energy conversion during combustion Q.omp is calculated from the burnt fuel
mass Minj purnt- Lhe energy content of fuels is based on the lower calorific value
Hjow. Taking the lower calorific value Hj,,, we get

Qcomb = Hlow : minj,burnt 5 (463)
and i0 p
comb Minj,burnt
= e 4.64
dacs tow docs (4.64)

As Minj purnt is the sum of the angle-discrete burnt fuel masses m ¢ pyrnt,; (Equa-

tion 4.51), the energy conversion % is calculated by means of the numerical
cs

derivative in each step j

dQcomb,j o Hl . M f burnt,j
= ow

4.
dacs Aacs ( 65)

4.7.7 Enthalpy of Mass Flows

The change of enthalpy during charge exchange can be calculated with Equations
2.1 and 2.8. For the inlet and outlet follows

dmge dmge
. — . . 4.
Rac docs (tge + R - Fqc) docs (4.66)
dmoyt dmoys
hout - = R-9) - —— 4.67
! dOlCS (u * ) dOZCS ( )

The temperature ¢ and the internal energy u of the in-cylinder gas may be
used for calculation of the exhaust gas enthalpy h,,;. This is necessary if e.g. a
subsequent turbo charger shall be modeled.
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4.7.8 Internal Energy of the Gas Charge

The internal energy of the gas charge depends on the pressure p, the temperature
¥ and the air-fuel ratio A, inside the combustion chamber. It can be written in
differential form as

au du dm
dacs - dCVCS tu dacs
ou dv ou  dA, Oou dp dm
- % dOLCS m.a/\c.dacs m.a_p.doécs—i_u.dacs '

(4.68)

According to [58] the influence of in-cylinder pressure on the internal energy
can be neglected and ‘3—; is set to zero. For numerical calculation Equation

4.68 is transformed into a Taylor-series around the reference temperature 9y [58]
(99 = 273,15K). The internal energy u(1d, \;) results as

4
u(9,\e) = 144,5 - l - (0 0975 + 0;,3 7§5> (9 =) - 1076

+ (7 768 + i;’;‘g) (9 =) 107"

46,4
+ (489 6+ AS%> (9 — ) - 1072

+ 1356, 8] . (4.69)

After partial differentiation of Equation 4.69 the dependency of the internal en-

ergy a 5 on temperature and 3; on air-fuel ratio results.

4.7.9 Calculation of State Variables

Finally, the temperature ¢ inside the combustion chamber is calculated by means

of the energy balance 4.54. Therefore we replace di in Equation 4.68 taking

into account the mass balance 4.20 and the assumptlon a—g =0.

. dwt o de + dQcomb dmac . dmout _
dOéCS dOéCS dOZCS ac dOéCS out dOlCS o
ou dy ou d)\c dmac dminj burnt dmout
09 dOéCS a)\c dacs dacs dOéCS dOéCS
With dmzl"f burnt 1 . dQL“’"b and the enthalpies hye = Uqe + R - ¥4 and

hout = u + R 9 of the mass ﬂovvs in Equations 4.66 and 4.67 the temperature
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follows
g 1 dQcomb. oYy dQw  dwy
dacs m- gg dacs Hiow" dacs dacs
AMoyt dmg.
—(R- Q) - —out we — R-Y4.)-
( ) dOéCS + (U ut ) dacs
ou  d\.
—m - . 4.70
mn 8)\C dOéCS ( )
In order to set up an equation for the pressure progression dsg 3
differentiated ideal gas Equation 4.53
av
dp - m-R- dacs +m-v- dacs P Gacs (4.71)
dacs V ’
the volume change (see also Equation 4.56) 75—, the temperature change dazs

dm

(Equation 4.70) the mass change dons (Equatlon 4.20) and the assumption

dR
dacs

= 0 must be inserted.

4.8 Fitting of Model Parameters

In this paragraph the fitting of important combustion model parameters is de-
scribed. The model should be valid in different operating points. Geometric data
of the modeled engine as well as measurement data from an engine test bench
are necessary for different operating points .

The critical parameters of the energy conversion process are the inflammation
delay time 7;4 and the diffusion constant Cy; f [122]. An analytical approach shall
be derived for these two parameters. The in-cylinder pressure and temperature

are measured during combustion. Then we have g;"g; 0, ‘322“; = 0 and
dMing burn
ddm = fMinjburnt \With the assumption = 0 the differentiated ideal gas
acs dacs d

Equation 4.53 can be written as

av d d9 A burm
P VL —m.R. Ry dmingburnt (472)
dacs dacg acs docs
dc‘fis is now replaced by Equation 4.70.
A% d R d dQcomb Q. d
dacg dacs 8—; dacs Hiow docs  daos
ou  dA.

d wnj,burn
+R-ﬂ~% . (4.73)

e 8)\6 . dacg

3 3 3 d mn, urn
Inserting d‘i“éts from Equation 4.57, d‘i/\cus from Equation 4.19 and % from
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Figure 4.9 Measured energy conversion and inflammation delay time

Equation 4.64 into Equation 4.73 we get

av TV dp m — E dQcomb 1 U . de o dav
P dacs dacs gu | dacs Hiw' dacs © dacs
ou A 1 dQ comb 1 dQ comb
: . : . R-U- . 4.74
m a)\c M f burnt Hlow daCS * Hlow dOZCS ( )

Therefore the energy conversion is

AQuw_ Qu vV ou  _dp
dQcomb = H . dacs +p- dacs []‘ + R ] + R oY dacs (4 75)
ow ou ou : :
dacs Hiow—u+19- 59 + mf e gy

According to [98], the time delay between the start of injection and the start of
energy conversion is the inflammation delay. In Figure 4.9 the calculated energy
conversion %zfgb as well as the related fuel injection flow are depicted. The
approximation of the inflammation delay time 7;4 in equation 4.47

Tia=a-p’-ev (4.76)
is extended by a term which also considers the injected fuel mass my
Ta=a P ev —d-m$ . (4.77)

The parameters a, b, ¢, d and e are fitted until Equation 4.77 is valid in all engine
operation points. The Levenberg-Marquardt algorithm [36] and initial values
found in [122] are used for the fitting procedure. Figure 4.10 shows the measured
and calculated inflammation delay times for different engine operating points.
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Figure 4.10 Calculated and measured inflammation delay time for different operating
points.
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Figure 4.11 Difference between reconstructed and analytical diffusion constant.

The second variable to be fitted is the diffusion constant Cg;ry in Equation
4.45. An empirical formula depending on the average piston velocity $ and the
air mass m, inside the combustion chamber is taken [82, 98].

Cdiff:(a+b~§.ma_c.mf).1075 , (478)

The diffusion constant cannot be directly measured. Therefore, two steps are
necessary to fit the parameters a, b, ¢ in Equation 4.78 for the diffusion constant
Cgifr to a real engine:

1. The diffusion constant Cg;ry in Equation 4.45 is modified during the sim-
ulation until measured and calculated pressure data fit at different engine
operation points. This yields a reconstructed diffusion constant at each en-
gine operating point, which is adopted instead of the non-measurable one.

2. The parameters a,b and ¢ in the analytical approach (Equation 4.78) are
now fitted for all different operating points of the engine to the recon-
structed diffusion constant of step 1. Initial values can be found in [20].
The Levenberg-Marquardt algorithm is also used for this procedure.

Figure 4.11 shows the results for the fitting of the diffusion constant.

4.8.1 Simulation results

In Figure 4.12 the calculated and measured in-cylinder pressure and the re-
constructed energy conversion rates are compared for different engine operating
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Figure 4.12 Comparison of measured pressure rates and simulated data.
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points. In all operation points a pre- and a main-injection was used. The engine
speed, engine load, injection pressure, cylinder charge and injected fuel mass are
varied. The correlation between the measurement and analytical calculation data
appears to be sufficiently accurate, for the pressure calculation as well as for the
energy conversion. The deviation of the simulated from the real pressure is below
5% in almost all operating points. Only at low engine speed and large injected
fuel masses, the deviation increases up to 8% (Figure 4.12(g)).

4.9 Soot Accruement

Soot is a major problem of diesel-engine combustion. 70 to 90% of particulate
emissions of a diesel engine is soot. It is generated during incomplete combustion
of fuel due to local oxygen deficiency in the inhomogeneous fuel/air-gas mixture.
This condition mainly occurs when the fuel is injected directly into the flame [40].
Thereby, the molecules of the diesel fuel are disrupted because the combustion
temperature increases and the concentration of oxygen decreases. Hydrogen is
emitted and causes a polymerization. The combustion velocity of the polymerized
molecules is low. Thus, they act as non-inflammable soot generators.

Soot accrues in rich mixtured zones within the combustion chamber, where
very low A.-values and an inhomogeneous load are located. Therefore, soot ac-
cruement cannot be calculated in a simple way. We therefore turn to phenomeno-
logical approaches.

The phenomenological approach of Hiroyuki [50] and Boulouchos [113] com-
bines the soot accruement and its oxidation. The balance

dmsoot _ dmsoot,accrue _ dmsoot,owidation (4 79)
dacs dacs dacs ’ '

yields the soot mass at the end of the combustion cycle (see Figures 4.13 and

4.14).
Soot accruement
dmsoot accrue dmf ( p > " (ﬁsoot accrue )
—sootacerue _ 4. . Cexp [ —2oot.acerue 4.80
docs B dacs \pre ¥ 9 (4.80)

depends on the activation temperature ¥soot,acerue and the reference pressure
Dref in the combustion chamber. Ap is the constant of soot accruement.
The soot oxidation is

l ] ns 9

Mso t,oxidation 1 no p( Do oxidation ] 8]
2 - 0 soot < ) F < . ) ( )
daCS Tchar poz,? ef 19

where Ag is the constant of soot oxidation and 7,54, the characteristic mixture
time. po, denotes the oxygen partial pressure and po, rey the oxygen reference
pressure. Yozidation 1S the activation temperature of soot oxidation. Low soot
emissions can be achieved by proper control of the combustion process, where
soot oxidation is enhanced during later part of the combustion.
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5 Engine Control Systems

5.1 Lambda Control

In stoichiometric engine operation, emission levels heavily depend on how accu-
rate the air-fuel ratio can be kept at A = 1. Due to measurement and computa-
tional tolerances, sufficiently accurate stoichiometric operation requires a closed
loop control.

5.1.1 Stoichiometric Operation of SI Engines

In ST engines, the air-fuel ratio A is either very lean at part load or stoichiometric
at medium and high load. A stoichiometric ratio of A = 1 should lead to an
ideal combustion. Figure 5.1 shows the emissions at different air-fuel ratios. For
A =1, the emissions of HC', CO and NO, are relatively low. Due to turbulence
and local inhomogeneity of the gas mixture, real combustion actually produces
HC, CO and NO, at the same time. By means of a catalytic converter, these
raw emissions can be effectively reduced.

It can be seen in Figure 5.2 that the emission rates after the catalytic converter
vary highly with the air-fuel ratio A: A change of the average A\ = 0.1 % would
already double the emission rates. Therefore, it is important to have an accurate
closed loop lambda control to guarantee an average air-fuel ratio within a window
smaller than 0.1 % around A = 1. When engine speed and torque change actual,
lambda deviations of 2 — 3% over a short period of time are allowed. If the
average accuracy can be held, such deviations go into both directions. Within the
volume of the catalytic converter excursions of the air-fuel ratio in one direction
are compensated by those in the opposite direction. At the engine exhaust, short
time lambda deviations of a few percent do not deteriorate the emissions after
the catalytic converter.
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Figure 5.1 Measurement of exhaust gases: oxygen Oz, hydrocarbon HC, nitrogen
oxide NO, and carbon monoxide CO. The concentration before the catalytic converter
are indicated by dotted and the concentrations after the catalytic converter by straight
lines.

The block diagram of the lambda controlled SI engine is shown in Figure 5.3.
The amount of injected fuel is controlled by the engine control unit which gets
its feedback from the lambda sensor in the exhaust pipe as well as the mass air
flow signal in the inlet pipe. Additional variables like engine speed and engine
temperature are also used in the control scheme.

Catalytic Converter

The catalytic aftertreatment reduces the emissions considerably (supposing a
correct lambda control at A = 1). Due to turbulences and flame propagation,
the air-fuel mixture is still incompletely burned. Noxious gases like HC, CO
and NO, are converted to COs, H3O and Ny by the catalytic converter. The
converter is integrated into the exhaust pipe. It consists of a ceramic or metal
carrier substrate covered by a wash coat with an extremely large surface which is
again covered with a thin layer of platinum and rhodium as shown in Figure 5.4

The ratio of platinum to rhodium is approximately 2 to 1. Depending on the
engine size about 1 — 3¢ of the precious metals are used. They both support
the chemical reactions: Platin supports more the oxidation of CO and HC and
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Figure 5.2 Emission rates of an engine after the catalytic converter at a static op-
erating point (engine speed 1800 7rpm and torque T' = 65 Nm). Average lambda (500
cycles) should be within the indicated window.

rhodium supports more the reduction of the nitrogen oxides NO,.

Reduction and oxidation processes are simultaneously running in the cat-
alytic converter. The conversion ratio is defined as the relative change of the gas
concentration before and after the catalytic process.

¢ = Cin — Cout (51)
Cin

The conversion ratio has typical values of ¢, > 90 %. The most important chem-
ical reactions are listed below:

Oxidation of HC and CO:

H,C +2H,0 — COy+ (2 + g) H, (5.3)
1
CO + 502 — CO2 (5.4)

CO+ H,O — (COq+ Hy (55)
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Figure 5.4 Exploded view of a catalytic converter.
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Reduction of NO,:

1
n n n
HyCp +2 (m n Z) NO — (m v Z) Ny + S H0+mCO; (5.7)

1
Hy + NO — §N2 + H50 (58)

Other catalytic reactions:

SO, + %og ~ SO, (5.9)
SOy +3Hy — HS + 2H,0 (5.10)
2H2+NO — NHs + HyO (5.11)
2N H;y + gog — 2NO + 3H,0 (5.12)
NH;+CH, — HCN + 3H, (5.13)
H, + %02 — Hy0 (5.14)

The conversion ratio is influenced by the air-fuel ratio and the converter volume.
Deviations of A\ < 3% can be compensated for a short period of time. At
stationary engine operation, the conversion ratio is high, even if the converter
would be already partly damaged. During transients, excursions in the air-fuel
ratio occur, leading to higher emissions. During the warm-up phase of the en-
gine and the exhaust pipe, temperatures are too low for chemical reactions and
the conversion ratio is poor. The catalytic converter has to reach temperatures
beyond 300 °C to be effective. There are several possibilities to accelerate engine
warm-up.

e A fast heating of the exhaust pipe can be obtained by an ignition angle
retard of e.g. 10° < Aq; < 20°. The combustion is shifted to a phase of
the thermodynamic cycle, where the exhaust valves are already opened.

e An additional start-up catalytic converter is mounted very close to the
engine where the exhaust gases get hotter soon. After the warm-up period,
this converter is bypassed.

e Fresh air is added to the exhaust gases by a secondary air pump. The engine
runs with a rich mixture (A < 1). The additional combustion process in
the exhaust pipe heats up the catalytic converter.

e The catalytic converter is electrically heated. In order to reduce the re-
quired heating power, the heater is concentrated in the region of the con-
verter where the exothermic reaction first starts.
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Figure 5.5 Zirconium dioxide sensor

5.1.2 Oxygen Sensor

A lambda sensor is used to measure the concentration of oxygen O in the exhaust
pipe. The sensor is mounted in the collective exhaust pipe where the individual
exhaust pipes from the cylinders end in. In engines with 6 or more cylinders two
lambda sensors are used. In Figure 5.6 it can be seen, that the output voltage
increases sharply at A = 1. Thus the stoichiometric point can be determined.

Zirconium Dioxide Sensor

The sensor consists of a solid ceramic electrolyte (zirconium dioxide), which con-
ducts oxygen ions at temperatures above 250 °C'. The outer electrode is covered
with platinum. The oxygen partial pressure on the surface of the ceramic ma-
terial is thus identical with the one inside the catalytic converter. The inner
electrode has a direct contact with the ambient air. The exhaust gases flow
around the outer electrodes. Figure 5.5 shows the construction of a Zirconium
Dioxide Sensor.

Because of a difference in the partial oxygen pressure p(O2) inside and outside
of the exhaust pipe, there is an electrolytic voltage between the electrodes:

p(OZ ) ambient
p(OZ ) exhaust

The internal resistance ranges from 107 Q at 200°C to 5 - 103 Q at 800°C. Fig-
ure 5.6 shows a characteristic step in the sensor voltage curve close to A = 1.
This step is caused by the increase of the oxygen partial pressure over several
orders of magnitude inside the exhaust pipe around A = 1. Typical values for

UA =k ﬁSensor In (515)
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Figure 5.6 Output voltage of zirconium dioxide sensor

the open circuit voltages are:

Ux(rich) 800 — 1000 mV
Ux(lean) = 50—200mV

The response time ranges from 15 to 30 ms.

Strontium Titanate Sensor

Strontium Titanate is a ceramic semiconductor material. Its conductivity de-
pends on the material temperature and oxygen partial pressure. Conductivity in
strontium titanate is less influenced by surface effects at high temperatures than
in other materials. The dependance of the probe resistance from the temperature
decreases at higher temperatures leaving the dependance on lambda only. As can
be seen in Figure 5.7, the strontium titanate sensor has a planar structure.

The resistance characteristic of the sensor is shown in Figure 5.8

An advantage of the planar device is its short response time of a few millisec-
onds after lambda deviations. The protection pipe around the sensing device
adds however further delays. Because of its operation at temperatures around
800 °C' it can be fitted closer to the engine. In the engine model (see Section 5.1.3)
this leads to shorter time delays T, between exhaust valve and lambda sensor.

5.1.3 Engine Model for Lambda Control

Figure 5.9 shows a suitable model of the engine for lambda control,
CYL is the number of cylinders
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Figure 5.7 Planar structure of the strontium titanate sensor
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Figure 5.8 Resistance characteristic of the strontium titanate sensor
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Figure 5.9 Engine model for lambda control

k is the respective cylinder 1, ..., CYL
% is the time needed for one crankshaft revolution
Teezn  is the time delay between exhaust valve and lambda sensor

Its simplified step response can be seen in Figure 5.10.

Fuel is injected into the intake manifold and sucked into the cylinders at
phase-shifted time periods. This leads to the stair-step characteristic as a very
simplified step response. For controller design the steps are approximated by a
first-order lag element with the following structure (see also Figure 5.10):

Kl,e

€ 5.16
T (5.16)

The combustion can be modeled as a delay time Ty, continuing until the open-
ing of the exhaust valve. Another delay time 7., results from the time the
exhaust gas needs to get to the lambda sensor.

Tewn, @ varies in dependence of the mass air flow
between 20 and 500 ms

Tourn : time between opening of inlet and exhaust valves

Tie :  the approximation delivers %

The delay times can be summed up to:
Td,e =dexh + Tburn

Figure 5.11 shows the simplified engine model containing only one lag time 77 .
and only one delay time Ty .
Typical values of the parameters are:

Tge @ 100ms...1.0s
Tie : 50ms...05s
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Figure 5.11 Simplified dynamic portion of the engine model

Since the model parameters vary significantly with the operating conditions of
the engine, the parameters of the lambda control are adapted in dependence of
the engine operating point (feed forward adaptation). Each control parameter is
stored in a map over the engine’s operating points.

5.1.4 Lambda Control Circuit

The characteristic between the output voltage Uy and the air-fuel ratio A is non-
linear. After several years of operation this characteristic slightly ages. Therefore
the most stable measuring range of the characteristic is taken for control purposes.
Figure 5.12 shows, that it is located in the steep linear range of the characteristic.
The sensitivity factor in this range is K7, .

Outside the measurement range the characteristic is cut off. The center of the
measurement range Ao is not at the desired reference value A,y but is determined
exclusively by the stability of the characteristic. The lambda reference value
Arey must however lie within the range [Ag — A, Ao + AXz]. The offset of
Ao against the reference value A..y can be compensated e.g. by a direction-
dependant integral time constant of the PI controller.
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Figure 5.13 Closed loop-control circuit of the lambda-control
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To get the classical structure of a control loop, the sign of the characteristic
voltage Uy () is inverted. At the input of the controller a non-linear function is
representing the range cut-off.

The closed loop-control circuit comprises a non-linear element and a delay
time. Therefore it performs a limit cycle. For an analytic calculation the method
of the harmonic balance [24] is used where the input of the non-linear element
receives a sine function with the limit cycle amplitude A\,:

At) = ANy - sin(wgt) (5.17)

From the output signal U(¢) only the first term U;(t) of a Fourier expansion is
taken. This approach is justified by the fact that higher order oscillations in
the Fourier expansions are much more damped in the control loop than the first
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Figure 5.14 Limiting of the output sine function U(t)

order oscillation. The amplitude of U;(¢) equals the Fourier coefficient Uy (see
Figure 5.14).

to ﬁ
4
U, = &KL /A)\g sin®(wyt) dt + / AXg sin(wgt) dt
T
0 to

The time ¢y is given by the ratio of AAp to AXg:

to = iarcsin AL
07 W, AN,

Solving the integral and dividing by A\  leads to a gain N(AM,) of the nonlinear
element for the first Fourier term:

U, 2 (AN AN A2
N(AN) = 2 = 2K 2L -
(A) = X3, = 7K | aresin (A)\g) AN, (A/\g)

If the output range is strongly limited, meaning AA;, < A)y, the gain can be
approximated by:

4 (AN
NAN)~ - — | K 5.18
@)~ 2 (53 K (5.18)
We assume the controller to be a Pl-element with the following structure:
1+Tcs 1
° L 5.19
Ti S KC ( )

The factor %C represents the steady-state relationship between controller variable
and air-fuel ratio A\. First the time parameter T is chosen to compensate the
time lag 7; . of the engine:

Te =T, (5.20)
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Because Tj . depends strongly on the operation point of the engine, T~ needs to
be adapted. Figure 5.15 shows the resulting structure of the control loop after
compensation. The open-loop transfer function results to

1 1
= N(A —— e Taes 21
Gls) = N(Adg) gz g e Tt (5.21)
and the open-loop frequency response to
1
G(jw) = N(A)\g)j—wTi Ko [cos (wTge) — jsin(wTge)] - (5.22)

The stability limit of the closed-loop system is at
G(jw)=-1 . (5.23)

The frequency of the limit cycle w, is calculated from the imaginary part of
G(jw):

Im{G(jwg)} =0 = cos(wgTye) =0 (5.24)
T
= Wy =5 T (5.25)

With wy = ﬁ the real part yields:

. 21 Td,e
Re{Gjwy)} = ~N(AA) 2 ok (5.26)
The stability criterion of the control loop is given by (Figure 5.16):
[Re{G(jwg)}| <1 (5.27)
Inserting Equation 5.26 into Equation 5.27 leads to
T, > N(AN) 2 T, (5.28)
i g 7TKC d,e .
or with Equation 5.18
8 AN, K
L2, . (5.29)

T2 AN, Ko 0%
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Figure 5.16 Root locus diagram of lambda-control

The dependence of the delay time Ty . on the operating point of the engine re-
quires a feed-forward adaptation of the integral time constant 7;. The maximum
amplitude of the limit cycle has been constrained by the lambda-window to:

] <3%. (5.30)
A
Equation 5.29 determines the minimum value of the integration time constnant
T;. Consequently the lambda control loop reacts relatively slow to dynamic
transitions between operating points (see also Figure 5.20). During long transient
times, the lambda value leaves the 3 % window. In such situations, noxious
emissions are no longer reduced by the catalytic converter.

5.1.5 Measurement Results

If we assume the volume of the catalytic converter to be around Vg =~ 0.016 m3,
then it contains an air mass of about m, = 0.02 kg (and noxious exhaust gases).
At full engine load and speed, a mass air flow of 7, = 600 kg/h shall run through
the exhaust pipe. It will stay tc = m,/m, =~ 120ms in the catalytic converter.
At engine idling, mass air flow might be at 6 kg/s. This would stay tc ~ 12s in
the converter. The frequency of the lambda control limit cycle must therefore be
above

e 0.1 Hz at idling,

e 10 Hz at full load and speed.
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Figure 5.17 shows measurement results of the lambda control factor F) at an
approximately stationary operating point of the engine. Noxious emissions and
A before and after catalytic treatment are shown in one diagram. At stationary
engine operation the catalytic converter has a high conversion ratio.

Figures 5.18 and 5.19 show measurement results of the lambda control during
dynamic engine transients of a driving test cycle. Rotational speed and load
vary a lot during acceleration and deceleration. At dynamic engine transients we
observe fast rotational speed variations e.g. caused by gear changes. Since the
integration time constant is limited by the lambda control limit cycle amplitude,
mismatches occur where the lambda window is left and high peaks of noxious
emissions are generated.

5.1.6 Adaptive Lambda Control

The dynamic performance of the lambda control is strongly restricted by the
following parameters:

e given delay time of the engine Ty, (see Section 5.1.3)
e amplitude of limit cycle AX; < 3% (see Equation 5.30)

The integration time constant 7; of the controller is constrained to the lower
limit given in Equation 5.29. At engine transients to another operating point, the
actual lambda needs up to several seconds for arriving back to the stoichiometric
mixture (see Figure 5.20).

During this transition time the lambda window is left. In this section the
remaining control errors shall be eliminated by an adaptive feed-forward control.
By that the original lambda control is relieved from compensating mismatches
in transients.

Adaptation of a Feed-forward Control Map

The lambda control loop compensates errors of the air-fuel ratio by a multi-
plicative correction factor Fy. These lambda correction factors are stored into a
feed-forward control map in all engine operating points. Instead of performing
the error compensation by the original lambda control loop, it can now be per-
formed by the right F\ from the feed-forward control map without time delay.
The lambda mismatches during transients are thus overcome.

The problem is how to adapt the correction factors F) in the feed-forward
control map, when some engine operating points are only very rarely visited, due
to special habits of individual drivers. Eventually an adaptation is even impos-
sible. High noxious exhaust emissions would thus remain during transients into
these rarely visited operation points. Therefore a globally valid lambda compen-
sation approach is used rather than a local adaptation of correction factors in all
engine operating points.



114

5. ENGINE CONTROL SYSTEMS

lambda controller
= =
[a] o
. ®

lambda

HC [PPM *10Y]
— [\
o o
(=) (an)

NOx [PPM % 10Y]
— )
s 8 8
B E
\/

CO [%+1071]
—

o o e
o o o

Figure 5.17

05 10 15 20 25 30 35 40 45 50 4 (g

Emissions of lambda-controlled engine at stationary engine operation

with n = 1800/min, T' = 65 Nm, before and after catalytic converter
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Figure 5.18 Raw emissions of lambda-controlled engine before catalytic conversion,
FTP-HT2 driving-cycle

Globally Valid Lambda Compensation

The air-fuel ratio errors are assumed to consist of two components (Figure 5.21):

Additive lambda offset error: since the absolute value of this offset is iden-
tical over the entire engine operating range, its impact is mostly felt at low
engine power outputs. At medium or high power output, the relative error
from the offset may be neglected. An example is air leakage bypassing the
mass air flow meter.

Multiplicative lambda errors: since the gradient of the linear lambda func-
tion between fuel and air mass flow is affected, its impact is equally felt at
any engine operation. An example is the air density error at flap type air
flow meters.

This simplified error model is supported by practical experience in engine man-
agement systems.
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Figure 5.19 Emissions of lambda-controlled engine after catalytic conversion, FTP-
HT2 driving-cycle

The additive and multiplicative errors shall now be compensated. The correct
air mass flow would have been

ma,o = AOLstmf . (531)
The corrupted characteristic is then

e = ALging + Arng

A
X titao + Arng (5.32)
Ao

The compensation scheme comprises three steps.
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Figure 5.21 Simplified error model for the lambda characteristic
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a.) At medium and high engine power outputs, the additive error can be

neglected.
mg A Amg A (5.33)
Tao Ao Tao Ao '
——

~0
The remaining multiplicative lambda error can then be compensated by the reg-
ular lambda control loop which generates a control output factor F) inversely

proportional to %0 It is averaged to suppress the limit cycle.
— A
Fy = 70 (5.34)

In the absence of errors, F)\ would have been equal to 1 (stoichiometric). The

product '
Fy- e o (5.35)

Ma,0

recovers the uncorrupted air-fuel ratio. The control output is low-pass filtered
into F'5 and is stored in a non-volatile memory at medium and high engine power
outputs.

Fr; =F)y (5.36)

Taking advantage of the compensation factor Fyy;, the corrected mass air flow
Mq,0 can be calculated from the measured one 72,.

Fyi-mg =~ ma,O (537)

By application of Fp;, the gradient of the lambda characteristic is turned back
to Ao.

b.) This is now employed at low engine power outputs. The additive offset error
Anm, can no longer be neglected.

A
e = Litag + Atitg (5.38)
Ao

Inserting Equation 5.34 and 5.36 we get
Ma,0 = Fri - e — Fri - Amg . (5.39)

The lambda control loop generates a multiplicative correction factor F also at
low engine power output. It is averaged to suppress the limit cycle.

Fr,=F, (5.40)
The correct mass air flow can be calculated as
Mao0 = Fro-mq . (5.41)
c.) An additional control loop for compensating the additive error is now in-
stalled. Merging Equation 5.39 and 5.41 yields

A"’.na FLO _FHi
= . 5.42
ma FHi ( )
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Figure 5.22 Additional integral controller for offset correction

If the two correction factors
FLo = FHz 5 for Ama =0 (543)

would be identical, then the offset error Am, would be eliminated.

This is achieved by an additional integral control loop, which gets the differ-
ence Fr; — Fr, at it’s input, and which generates the unknown offset Arg corr
at it’s output.

The lambda characteristic can now be corrected by subtracting At corr-
The corrected lambda characteristic is

A
FHi : ma = FH’L : )\_ 'ma,O + FHZ (Ama - Ama,corr) ~ ma,o . (544)

Since the original lambda control loop is unloaded from the correction task, there
are no more mismatches during engine transients.

Both Fg; and Arig corr are stored in a non-volatile memory, so that they are
correcting the lambda characteristic even at open-loop operation.

Results of the Globally Valid Compensation

In Figure 5.23, a bypass leakage of 0.1 mm? was introduced into the intake system.
At stationary engine operation, the control output factor F) first corrects the
resulting air-fuel ratio. This correction is then slowly shifted from the closed
loop control to the adaptive compensation scheme. The control output factor F
slowly returns to a limit cycle around an average value of 1.

The real gain of global compensation comes when driving through engine
transients such as shown in Figure 5.24. The vehicle is following the speed profile
of an emission test. The control output factor F) is limited in its adaptation
speed by the minimum value of the integration time constant. When the major
portion of all lambda mismatches is globally compensated, the closed loop control
is mostly relieved from the correction task. The limited transient speed of F) is
no longer leading to noxious exhaust emission spikes.
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Figure 5.23 Control output factor F\ with a bypass leakage in the intake system

5.2 1Idle Speed Control

As a rule of thumb, fuel consumption of internal combustion engines increases
proportional to engine speed at idling. Therefore, the idle speed should be made
as low as possible. The reduced engine idle speed can be held up with less engine
power output. Contrary to that, load torque variations such as the switch-on of
the air condition compressor motor stay constant. Engine torque output steps
compensating such loads thus increase relative to the basic torque required to
keep the engine running. This is a challenge for the idle speed control. The
actuation variable at SI engines is the mass air flow into the engine, at Diesel
engines the injected fuel amount.

A problem are gas pedal movements of the driver at idling. They modulate
the actuation variable in competition to the control actuator, which also varies
the same variable. When the driver e.g. slowly increases the mass air flow in
SI engines, the controller will reduce its actuator signal in order to regulate the
speed to the reference level. If in a next step the driver would release the gas
pedal, the control actuation takes some time to adapt to this. With an improper
design, the engine might stall in such situations.

The control scheme of SI engines presented in this section measures the engine
speed and estimates the intake manifold pressure. The dynamic behavior of the
control loop is determined by the intake manifold (see Section 3.2.6), the energy
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Figure 5.24 Results of globally valid lambda compensation when driving through test
cycle

conversion process and the torque balance at the crankshaft, which are modeled
in the following section. At Diesel engines, the intake manifold model and the
feedback of the intake manifold pressure are dropped.

5.2.1 Energy Conversion Model and Torque Balance

The energy conversion process is extremely complex and highly nonlinear. In a
simplified approach, the stationary dependence of the combustion torque Teomp
from intake manifold pressure and engine speed shall be represented by a nonlin-
ear map f2(n,py), which can be measured at all engine operating points. The
dynamic behavior is separately considered by a combination of first order lag
time 7. and a delay time T;.. The lag time approximates the phase-shifted
operation of the engine cylinders, as seen in lambda control (see Section 5.1.3).

2(CYL—-1) 1
CZ}@@M.

VI - (5.45)
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Figure 5.25 Plant model for idle speed control of SI engines

The delay time T} . covers the delay between the middle open position of the
intake valves of a cylinder and the middle position of the energy conversion
process. It shall be approximated by

Tyer~3/(4n) (5.46)

which is only half the value compared to that at lambda control. Both time
constants vary inversely proportional to engine speed.
The torque balance at the crankshaft is

d
WCT? = Toomb — Tioad - (5.47)

An engine with open clutch, i.e. without the driveline, has a moment of inertia

in the range of
J=0.15...0.30 kgm?

By introducing normalized variables, we get

J - ng d(n/no) Teomb Tioad
2t - . = — 5.48
g T() dﬁ TO TO ( )
—_——
Ty

with a time constant
J - no

Ty

At maximum torque output and engine speed

Ty =2r (5.49)

J = 0.3kgm?,
ng = 6000min~1t,
Ty = 300Nm,

the time constant is Ty = 0.63s. When accelerating from low engine speed
with maximum torque, the time constant 7T'; is an order of magnitude smaller.
Contrary, Ty is an order of magnitude larger at high engine speed and minimum
torque output, e.g. when coasting. The load torque comprises friction, auxiliary
drives and disturbances. The complete plant model for idle speed control is shown
in Figure 5.25.
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Figure 5.26 Comparison of measured and calculated manifold pressure

The mass air flow 1, into the engine is measured, whereas the average intake
manifold pressure p,, is calculated by integrating model Equation 3.50. A com-
parison of measured and calculated manifold pressure is shown in Figure 5.26.

Taking into account the shifted scale for the model variables, there is an
excellent tracking of the model to the real engine.

5.2.2 State Space Control

In many vehicles, the idle speed is actually controlled with a PID controller.
The differentiating D portion is sometimes shifting the ignition angle, due to the
smaller delays between angle advance/retard and torque response. In this book,
a state space controller shall be used, which feeds back the model pressure p,,
and the measured engine speed n. Any unwanted driver actuation of the mass air
flow generates a much faster response of the manifold pressure compared to that
of the engine speed. The engine delay time T} . cannot be compensated by the
differentiating D portion of the PID control. For this reason, state space control
is superior to PID control of the idle speed at SI engines.

In a first step, the two maps f1(n,pm) and fa(n, p,,) are linearized at the idle
speed operation point 14,0, 10, Pmo. Introducing first order differentials
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0
FN1 = i
on n=no
0
FP = i
8p M A pm=pmo
dfo
FNy, = —/—/
2 on neno
0
FP, = fa (5.50)
3pm Pm=Pmo0
and difference variables, we get
Am* A A
.mac _ FN1 .n0 _TL —|—FP1 p.m,O DPm 7 (551)
Ma,0 Ma,0 M0 Ma,0 Pm,0
AT* b no An Pm.,0 Apm
—comd — F'Ng —— + FPy —— 5.52
To > Ty no R To  Pm,o (5.52)

The differential equation from the manifold model (Equation 3.54) is Laplace-
transformed, and becomes together with Equation 5.51

. A-Pm o A_N _ FPl ?m,o A-Prn + A]\4a,7ln

Dm0 Ma,0 No Ma,0 Pm,0 Mg,0

)

(5.53)

The incoming air flow AMa’m serves as a control input AU. Equation 5.52 is
also Laplace-transformed and extended by the engine lag and delay times.

AToom ~sTue AN o e STic AP,
b:FNQEe———&—Fng’Oe
Ty Ty 1+ 8T ng Ty 1+4+5T1e pmpo

(5.54)

This is now inserted into the torque balance (Equation 5.48). Neglecting the
disturbance load torque Tj,qq for control purposes, we get

STJ-

—s5Tq,c APm
AN _ e (FN ng AN Prm,0 ) (5.55)

- = 9 — + Py ——

no 1+ 5T, To no To Pm,o
The stability analysis of the plant model and the controller design shall now
be done by neglecting time constants Ty . and 7} .. The subsequent approach
simplifies to a second order linear state space model

APy _FP Pmo _ ENi _no APy, 1
g Pm,0 _ Tn Ma,0 Tn Ma,0 ) Pm,0 4 Tn ) AU (5 56)
M F Py Pm,o FNzM A_N O mao ' :
no T, To T, To no ’
———
A b

The poles of the open-loop system are obtained from the characteristic equation

det(sI —A)=0 (5.57)
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125
or

82—|— FPlpm,O_FN2@ s+ FN1~FP2—FP1-FN2
Tn ma,O TJ TO Tn'TJ

Pmo Mo _ 0
mqo To

(5.58)
Inserting Equation 5.49 for T); and Equation 3.53 for 7,,, this becomes

FP,  FN. FN,-FP, — FP; - FN.
2 1 2 1 2 1 2

— = =0 5.59
S+( T 27TJ>8+( T-2mJ ) (5:59)
The characteristic equation is independent of a specific normalization of the vari-

ables. The two poles are

B L(FPL_FNy\ |
1,2 = 2 T 27 J
1 (FP, FN,\° [(FN, -FP,—FP-FN,
* \/Z ( T 27TJ> a ( 727 ] ) - (5:60)
The poles are real for

FP,  FN, \/ FN,-FP,— FP,-FN,
— >2 . 5.61
T 2 T 72w ( )
For
FN. FP,
2o 1 7
2mJ T
the open-loop idle speed plant becomes unstable.

(5.62)

The controller shall be implemented by a proportional feedback of the mani-
fold pressure and the engine speed.

AP,
AU
: =[ -Kp, —Ky ]| Pm° (5.63)
ma’o |: ] AN
ng
The second order model of the closed-loop system is then
APy, — (ERLPmo | Kp) _(ENy _no | Ky AP
s- Pm,0 _ Tn Ma,0 Tn Tn Ma,0 Tn . Pm,0
AN FPy Pm.o FNsy ng AN
no T; To T; To 7o
A

C

(5.64)
The control dynamics shall be determined by pole placement. The characteristic
equation of the closed-loop system is

det(sI — A¢) 0

)

Tn ma,O Tn Ty Tp

FPy py, K FN:
s2 4+ <_1p_’0+ P 2@) _

Tn Ma,0 Tn

FPlpm,0+Kp Ny ng FNy ng +KN FPypmo _ 0
Tn ma,O Tn TJ TO TJ TO B

(5.65)
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Figure 5.27 Block diagram of idle speed control

The characteristic equation of a second order system with desired poles s; and
S 18
§2—(s1+82) - 5—81-50=0 . (5.66)

A comparison yields the control parameters

Kp=-—-7, — FP; - — - FNy - — 5.67
P T, (51+82) 1 ma0+TJ 2 T, ( )
and
Ty T, ng
Ky = — = (s - — FN; - —
N FP, - oo (51 52) Y a0
2
FNy -7 T FNE%
— .. n.__ - ‘o 5.68
FP, Tt T, (S1+82)+TJ FP, B (5.68)

In the practical calibration process of the idle speed control to an actual engine,
these parameters can be tuned to make up for the neglected lag time 7; . and
delay time Ty .. The complete block diagram of idle speed control is shown in
Figure 5.27.

The multiplication factor Kg for the reference speed n,.s is selected, so that
the closed-loop system has no offset, i.e. An =0 and Ap,, = 0. This is applying
for the absence of disturbance load torques. A proportional control does however
show still a stationary control offset in the case of disturbance inputs or parameter
variations. This is why an additional integral controller is introduced, which
reduces stationary offset to zero. The problem with integral control is, that a
disturbance input from the driver could result in control actions integrating to
its range boundaries. If the driver relinquishes his input, the engine might stall.
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Figure 5.28 Speed response after driver impulse input, without integral control

There are however a number of ways to overcome such a so-called wind-up effect.
A heuristic approach could be used to interrupt integration, when a disturbance
input from the driver is detected, e.g. by monitoring the throttle position.

If ST engines would be throttled by a modulation of their intake valves in-
stead of the throttle body butterfly, the intake manifold model could be deleted,
simplifying the controller design. The same applies for Diesel engines.

5.2.3 Measurement Results

The idle speed controller was applied to a two-liter four cylinder SI-engine with
power steering, automatic transmission and air condition. The idle speed ng
in the absence of load disturbance torques was 720min~'. Figure 5.28 shows
an aperiodic decay of the speed response after an acceleration impulse from the
driver. No additional integral control was applied in this test. There is no
undershoot when the speed levels off into its stationary value.

In Figure 5.29 various disturbance loads are applied to the state space control

without integral control. The stationary speed level is going down with increas-
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Figure 5.29 Speed levels at various load torques, without integral control

ing load torque. The stationary offset can be eliminated by means of additional
integral control and feed-forward control of disturbance torques. This is demon-
strated in Figure 5.30.

A very critical case has been tried out in Figure 5.31. When the engine speed
sharply drops after a disturbance input from the driver, the position stick of the
automatic transmission is shifted to Drive. The resultant speed response shows
only a small undershoot even in this case.

The idle speed control of Diesel engines can be done in a similar way. There
are two major differences of the plant in comparison to SI-engines:

1. The intake manifold is unthrottled, so that the engine is getting the maxi-
mum possible mass air flow 7, in each operation point.

2. With direct fuel injection, the lag time 7} . may be significantly reduced.

These two points simplify the control design. A complication would be turbo
charging, which introduces a significant time constant for the response of the
mass air flow 7, to gas pedal transients.

5.3 Knock Control

5.3.1 Knocking at SI Engines

During a combustion cycle, a portion of the air-fuel mixture may self-inflame, be-
fore it is reached by the flame front coming from the spark plug. The condition
for this to happen is, that the self-inflammation time is shorter than the propa-
gation time of the flame front. The self-inflammation delay 7;4 is approximated
by Woschni [130] as

Tia = 0.44ms - exp(4650 K/9) - (p/po) 10 . (5.69)

Self-inflammation preferably happens at locations within the combustion cham-
ber, which are distant from the spark plug, and which show high temperature
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levels. In the case of an additional self-inflammation in a remote spot, two flame
fronts with opposite directions are generated (Figure 5.32). When colliding, the
resulting pressure peak excites acoustical eigen-oscillations, which depend of the
geometry of the combustion chamber. These resonances are superimposed to the
normal pressure curve (Figure 5.33). Due to very high pressure gradients knock
oscillations can lead to significant engine damages by cavitation. In extreme
cases, the entire engine may be destroyed in a fraction of a minute.

The sensitivity of SI engines to fuel self-inflammation depends upon several
parameters.

e Increased ambient temperature, which leads to higher peak temperatures
within the combustion process.

e Increased load pressure, which also increases peak temperatures. This can
be caused by higher bariometric pressures, by higher engine load conditions
or by turbo charging.

e Bad fuel quality, e.g. low octane number.
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The knocking sensitivity of engines can be reduced by a proper design.
e Compact combustion chamber geometry in order to avoid hot spots.
e Central position of the spark plug in order to minimize flame propagation.
e Increased turbulence for faster flame propagation.
e Limitation or regulation of boost pressure at turbo-charged engines.

By retarding the ignition angle, the entire energy conversion process is shifted
backwards. Since the combustion pressure is then superimposed to a lower pres-
sure due to adiabatic compression, resulting peak pressures are reduced.

After a short response time gas oscillations lead to resonance waves in the
combustion chamber. When the piston is at top dead center (TDC), the radial
resonances with frequency modes

fmn = co/I/2T3 K - Brn /d (5.70)

dominate. The parameters are

Co sound propagation velocity at 273 K

9 Temperature within combustion chamber
d cylinder diameter
Bmn Bessel function, e.g.

B0 = 0.5861

Bop = 0.9722

By = 1.2197

The variable geometry of the combustion chamber due to the piston movement
is neglected.
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Example: Knock resonance frequencies
From the parameters

o = 330m/s
¥ = 2500K
d = 0.089m |,
we can calculate
f10 = 6.6kHz y
foo = 109kHz |,
fso = 13.7kHz

At the real engine, a resonance frequency of fig = 6.8 kH 2z was measured.

5.3.2 Knock Sensors

There are several approaches to measure knock oscillations.

a.) Combustion pressure sensor
The direct approach is to measure the combustion pressure. The knock oscilla-
tions superimposed to the pressure curve may be filtered out e.g. by a band pass.

Advantage : e Integral acquisition of all oscillations
in the combustion chamber

Disadvantages : e High costs to harden pressure sensors for the
operation in the combustion chamber.
e Engine head design may leave no room for
a pressure Sensor.

b.) Mechanical Vibration Sensors at engine block

The engine block is transmitting knock oscillations from the different cylinders,
which can be sensed by mechanical resonators. An example is shown in Fig-
ure 5.34. With a sensor eigen frequency around 25 k H z, several knock resonances
can be measured. Four cylinder engines need one or two sensors, six and more
cylinder engines at least two sensors.

Advantage : e Low Costs
Straight forward mounting

Disadvantages : e Strong disturbance noise from closing valves or
piston tilting

c.) Ion Current Measurement

As sensors, the standard spark plugs may be used. During the combustion pro-
cess of hydro-carbons, electrically charged ions and electrons are generated. The
intensity of the chemical reaction and thus the intensity of the ionization depend
on the flame temperature, on the air fuel ratio and on the fuel quality. The un-
moved mass of a positive ion H3O™ is approximately 30,000 time larger than that
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Figure 5.35 Ion current versus supply voltage

of a negative electron. The voltage polarity at the spark plug gap is therefore
selected such that the small area electrode is positive and the large area elec-
trode is negative. The light electrons are accelerated much more than the heavy
ions, crossing through a large distance per time. Therefore, the same number of
negative electrons can reach the small area electrode as positive ions can reach
the large area electrode of the spark plug.

When a low electrical field U/s is applied to the spark plug gap (width s), the
ion current density i/A is proportional to the electrical field (A electrode area).
The ohm law is applying in this type of operation. Ions and electrons generated
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Figure 5.36 Ion current measurement via high voltage diodes

in the combustion process and not attracted to one of the spark plug gaps are
recombining. Ion currents must therefore be measured under high electrical fields
at the spark plug gap, so that all ions and electrons arrive at their electrode.
This type of operation is called saturation mode. The ion current density then
depends only on the ion density pr,, within the combustion process and the gap
distances (Figure 5.35). The resistance of the measurement loop must be kept
below approximately 0.5 M€).

The ion current measurement circuit must be protected from high ignition
voltages. The two requirements for

e a low resistance at sensing
e a high resistance for protection

can be considered by high voltage diodes (Figure 5.36).

The capacitor C' at the primary side of the ignition coil is loaded to e.g.
300 — 400V during dwell time. After the ignition, the secondary ignition voltage
(from Pin 4) decays. After top dead center, the voltage stored in C' drives the
ionization measurement circuit, in which the current through R, indicates the
ion density and thus the combustion intensity.

A problem with ion current measurement is that it represents only the com-
bustion intensity in a very small volume around the spark plug, not in the entire
combustion chamber. Knock detection therefore heavily depends on the position
of the spark plug. A central position is advantageous for knock detection, since
the first resonance wave has a pressure minimum and a velocity maximum there.
The second resonance wave has a pressure maximum and a velocity minimum at



5.3. KNOCK CONTROL 135

automatic gain
control

y (t) signal
_'_ I> J_I_ r J_I_ energy

bandpass time window

Figure 5.37 Signal processing of knock signal

the center of the combustion chamber. It is not suitable for knock detection by
ion current, but rather for an indirect combustion pressure measurement.

Advantages : e In-cylinder measurement
No mechanical disturbances

Disadvantages : e Dependence on spark plug position
Measurement in a small portion of the
combustion chamber

d.) Light Intensity of Combustion Process

Knock oscillations modulate the intensity of the combustion process. With that
comes a modulation of light intensity and color in the combustion chamber. Light
measurement is therefore another approach to measure knocking. A cone-formed
portion of the combustion chamber is monitored.

A fiber-glass cable is fed through the central electrode of the spark plug, from
where the light is forwarded to a remote photo transistor. A severe problem with
light measurement in the combustion chamber is that the quartz glass window at
the cable end is coated by soot in varying thickness. The measurement sensitivity
is thus changing over several orders of magnitude.

Advantages : e In-cylinder measurement
e No mechanical disturbances

Disadvantages : e Extreme sensitivity variations

5.3.3 Signal Processing

If we disregard sensor-specific adaptation circuitry, a uniform methodology for
signal processing can be applied (Figure 5.37).

At first the sensor signal amplitude is regulated to a constant level by auto-
matic gain control. The amplifier output signal y(t) is shown in Figure 5.38 for
non-knocking and in Figure 5.39 for knocking combustion.

The next step is a bandpass filter ra¢(f) which suppresses all spectral in-
formation outside the selected knock resonance frequency window [f,. — Af/2,
fr+ Af/2]. The adiabatic pressure curve is suppressed as well (Figures 5.38 and
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Figure 5.39 Bandpass output signal for knocking combustion

5.39). The bandpass-filtered signal in the time domain is the convolution

yr(t) = y(t) x ras(t) (5.71)
with the inverse Fourier transform of the rectangular frequency window

sin(wA ft)

raf(t) =Af NG

exp (j2r frt) . (5.72)

Knocking can only occur in a limited time interval during combustion. The
signal yp(t) is therefore multiplied by a time window function. In the first place
this is a rectangular window rp(t) with width 7. If leakage shall be reduced,
more sophisticated windows can be applied. Due to windowing, the subsequent
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integration stretches over a limited time interval. The resulting signal energy is

t+T/2

B0 = [ shOdt =0 e = (50 £ rag®) wret) . (573
t—T/2

At each discrete combustion cycle n, the signal energy E,(n) is derived. After
substraction of an operation-point depending threshold Fy, we get the so-called
knock signal

_J Eyn)-Ey , E,>E
ABy(n) = { 0 , otherwise

AE,(n) may be classified into a few steps in order to simplify knock control.

(5.74)

5.3.4 Knock Control

In a classical control circuit, a reference value is given, which must be approached
as close as possible by the actual control variable. At knock control, no such ref-
erence is available. Because of the high damage potential of only a very few
subsequent high-energy knockings in a cylinder, a reaction must be taken imme-
diately after a single knock already.

The usual actuation is a retardation of the ignition angle, shifting the en-
ergy conversion process backwards and thus reducing peak pressures and tem-
peratures. An alternative input may be to lower the boost pressure of a turbo
charger. The knock control ignition angle is calculated at discrete combustion
cycles n as

ag(n) =ap(n—1) + Aay — - AE,(n) (5.75)

where Aqy, is a permanent ignition angle advance, and - AFE,(n) the ignition
angle retard at knocking. A typical control cycle is shown in Figure 5.40. The
knock control ignition angle ay(n) is added to the ignition angle obtained from
the ignition map (Section 3.2.8).

The two parameters Aay and 3 determine the average knock occurrence rate.
For safety reasons, the knock control advance is limited at

ag(n) <0 . (5.76)

In case of errors, the ignition angle map determines the most advanced ignition
angle. Knock control compensates the influence of parameter variations such as

e ambient temperatures

e bariometric pressures at different altitudes
e octane values at different fuel qualities

e engine manufacturing tolerances and ageing.

The compression ratio of knock controlled engines may be increased by at least 1.
Fuel consumption is reduced by around 7%. At turbo-charged engines, fuel
savings are even higher.
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Figure 5.40 Control of knock occurrence rate by ignition angle shifting

5.3.5 Adaptive Knock Control

At dynamic engine transients, mismatches of the ignition angle occur resulting
in increased knock occurrence rates. The response time of knock control can be
reduced by a feed-forward control angle «;(n) stored in an adaptive ignition angle
map. Contrary to lambda control, a successful global error model has not yet
been found. The values of the ignition angle map must therefore be adapted in
every individual engine operating point for all cylinders (Figure 5.41).

The ignition angle at one cylinder is the sum

ae(n) = a;(n) + ax(n) + ai(n) (5.77)
with
a.  effective ignition angle
a; : open loop ignition angle from fixed map
ar :  knock control ignition angle
a; : learned ignition angle from adaptive map

The average knock control ignition angle ay(n) is the basis to teach the adap-
tive ignition angle map «;(n) into the direction of retarding. A fixed advance
angle «, is superimposed to the teaching process providing a forgetting function
of the thought angles. The learned ignition angle is

ar(n) =1 —=k)agln — 1) + kj(ar(n — 1) + ag(n —1)) . (5.78)

The factor k; determines how fast the learning process is. Z-Transformation of
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Figure 5.41 Knock control with feed-forward adaptive ignition angle map

this equation yields

a(z) = (1—k)z7tay(z) + kiz7t (ap(z) + aq(2)) (5.79)
k1271

T (k) 1t (@k(2) + aa(2)) (5.80)

a(z)
For an evaluation of the learning dynamics, the response of a;(n) to an input

step function
Qo

121

ar(z) + aq(z) (5.81)

is considered.

k- apzt

(1—2"H(1-01-k)=z"1)

- (1 —12—1 1o —1 k:l)z—1> (5:82)

The discrete response function is then

a(n) =ag(1—(1—k)") . (5.83)
Reconstructing the continuous-time function with t = nTy, we get
au(t) ~ ag (1 - exp (~kit/Ty)) . (5.84)
The learning time constant is the sample time T divided by the factor k;.
Ty =~ T [k (5.85)

Since the sampling is done at each combustion cycle, the sampling time T} is
inversely proportional to engine speed. A compensation may be achieved by
letting the factor k; become also inversely proportional to engine speed.
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In Figure 5.42 the effect of the adaptive feed-forward control on knock control
is shown. The knock control angle is oscillating around an average ay. In order to
prevent the engine from knocking to often, the angle &y, is negative, corresponding
to a retard from the fixed ignition angle map. Transferring the average knock
control angle &y, into the adaptive feed-forward control map «;, the knock control
angle can return to its maximum advance ay = 0. In Figure 5.42 this transfer has
been simplified to happen in one step. In reality the transfer response happens
with time constant T;. After the adaptation, the knock control aj will retard in
the event of knocking, however advance only against the maximum limit oy =
0 with steps Aay. Since the advance can not go beyond the limit, ignition
angle oscillations are reduced, resulting in a reduced knock occurrence rate in
comparison to non-adaptive approaches.

When the engine enters a new operating area (Figure 5.43), the average knock
control angle a;, follows a transient into a stationary angle. The transient shall
be terminated after n,,,, combustion cycles, and the adaptation could start
from there on. Since the engine may however stay in the operating area for a
shorter time than n,,., cycles, the adaptation is allowed to start already after
Nmsin combustion cycles. In this case, the average knock control angle &y, is still
somewhat deviating from the stationary value. Therefore, the adaptation factor
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k; must be reduced.

07 NComb < Mmin
n

k= %km s Nmin < NComb < Nmaz (586)
klO ) NComb = Nmaz

Typical values are

In the medium range, the adaptation time constant 7; is increased to compensate
for the uncertainty of the average knock control angle ay at ncoms < Nmaz- Lhe
approach allows to adapt the adaptive ignition angle map also in engine operating
areas, which are very shortly visited.

Figures 5.44 and 5.45 show the performance of the adaptive knock control.
The resulting ignition angle retard (—«y) is plotted over manifold pressure p,,
and engine speed n. In Figure 5.44, the engine is operated with a 50 : 50 mixture
of 91 octane and 98 octane fuel. The adaptive map must learn a retard in some
of the operating points. After returning to an engine operation with 100 % of 98
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Figure 5.45 Adaptation of ignition angle map «; after 50 km ride, 100 % of 98 octane
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octane fuel, the retard angles are forgotten by integration of the «,-steps.

5.4 Cylinder Balancing
In this section an approach to compensate errors of the injected fuel mass
Ay =myfi = Mfref (5.87)

at individual cylinders 7 is presented. The reference fuel mass my .y has been
calculated by the engine management system and been transformed into an in-
jection time ¢;,,; (see Section 3.2.4). The injection time t;,; is decomposed into
several very short time portions. Errors due to varying injector rise and fall times
thus introduce a relatively large fuel mass error. Another source of errors is the
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injection pressure difference Ap in Equation 3.32. At the first time portion of the
injection procedure, the pressure in the fuel rail is decreased at the location of the
injector, resulting in pressure oscillations. At subsequent injection time portions,
the pressure difference Ap is no longer at it’s nominal value, contributing to an
error of the injected fuel mass my ;. Additional errors are caused by clogging of
the injector nozzles. In diesel engines, this error can be as large as

Amy ;
M < o5 (5.88)

My ref

5.4.1 Residues at Stationary Engine Operation

The non-disturbed fuel mass m¢ ,.s determines the effective work generated by
the combustion in one cylinder (Equation 3.12).

Va

We,ref * CT =MNe Mforef* Hf (589)

The individual fuel mass error Amy ; shall now be indirectly determined by the
error of the effective work Aw, ; contributed by cylinder ¢. Integration of the
torque balance at the crankshaft (Equation 6.39) over one cylinder-related seg-
ment of crankshaft angle yields

it AL dé it AL
. acs
J acs o dOtCS = / (Tcomb — Tosc — ,Tlt)ad) dOLCS . (590)
S
=YL =L

The crankshaft angle a; represents the center of the combustion process at cylin-
der 7.

. 27 \% .
¢ ) d (we,i_wosc,i_wloadyi) . (591)

£(O~; (a-+2—ﬁ)—o¢ (— T )) = 4
2 \TESNT T oy L s\ ovyL’!) T oYL

The effective work is partitioned into the reference work we ¢, which is identical
for all cylinders in one stationary operating point of the engine, and into the
error of the effective work Aw ; at cylinder :.

We,j = We,ref + AWGJ' (592)
Since the work balance at stationary engine operation
We,ref — Wosc,i — wl*oad,i =0 (593)

is zero (the load work does not change as fast), we get the absolute effective work
error

Aw,, - 1 2g(0s — = ) (5.94)

J 2w
evi ~ 3 (sl t gpp) — dbston— gyp)
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Figure 5.46 Engine speed and residues at 4-cylinder engine (stationary operation)

and the relative error (residue)

- 27}6 mgref Hf Aweﬂ- .9 2T .9 2
R, = 7 7QCS(%+CYL) agg (o CYL) . (5.95)

We,ref

At stationary engine operation, there is a typical residue R; for each cylinder i
(Figure 5.46). The sum of all residues is zero.

CYL

Z R, =0 (5.96)
i=1
This is the basis for the compensation of the fuel mass errors Amy ;.

5.4.2 Residues at Engine Transients

At engine transients, the work balance in Equation 5.93 is unequal zero. This is
due to the fact, that a portion of the effective work we vy is now dedicated to the
increase of the engine speed, i. e. of the rotational energy FEy;,. Disregarding this
would lead to a bias in the residue calculation, violating Equation 5.96. Figure
5.47 shows the uncompensated residues R; (Equation 5.95) at non-stationary
engine operation.

The increase of the rotational kinetic energy due to speed increase over one
cylinder-related segment of crankshaft angle is

2

AEin,: = J (acs(ai + G 2m )

27
B m)—acs(ai—m>
This can be easily verified since the average engine speed does not change at
stationary operation. Under such conditions, the kinetic energy would remain

constant, i. e. AEy,; =0.

(5.97)
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Figure 5.47 Uncompensated residues at 4-cylinder engine during transient

At engine transients, the work balance becomes

we,ref — AEkm,i — Wosc,i — wl*oad,i =0 . (5.98)

A compensated residue can therefore be formulated as

. 27 ) 27
Reomps = (aks(0i+ gop) = ds(ai = i) ) =
—2 27 -2 27
—(acs(ai + m) —dog(ai — m)) : (5.99)
Figure 5.48 shows that Equation 5.96 is valid again for such compensated residues.
CYL
Z Rcomp,i =0 (5100)

The average crankshaft speed & in Equation 5.97 is calculated by means of
an acausal FIR filter. For an even number of cylinders it is
R !

a(pi) = C;L{l'(ﬁicyH > d(ﬁjH%d(ﬂH%) . (5.101)

CYL
YLty

j=i—
The angle 3; stands for the two angles

2T
CYL

before and after the center of combustion. The computational result of an acausal
filter operation for cylinder i in Equation 5.101 is available only at cylinder i +

fi=a; £

(5.102)
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Figure 5.48 Compensated residues at 4-cylinder engine during transient
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Figure 5.49 Compensation map for injection timing at cylinder 4

%. For a four-cylinder engine, the result is delayed by two cylinder segments.
Fortunately, this delay does not create any problems, since the residue R; is
required only two crankshaft revolutions later, when the injection for cylinder ¢
is calculated again (see Equation 5.103).

5.4.3 Adaptation of Injection Map

The injector map Figure 3.15 in Section 3.2.4 shall now be adapted such that
the injection time ¢;,; is compensated by the residues derived in the previous
section. Since the original map t;,;(my, Ap) is identical for all cylinders, the
compensation is introduced by an additional learning map F;(my, Ap) for each
cylinder ¢ (Figure 5.49).
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Figure 5.51 Settling of compensation factor change AF; after approaching new op-
eration points for the first time

The compensation factor for cylinder i is
Fi(n)=(1—k) F;(n—1) + k(1 = Reomp,i(n — 1)) , (5.103)

with n being the discrete iteration time and k; < 1 the weighting factor determin-
ing the learning time constant (see Section 5.3.5). After having compensated the
injection time at all cylinders, the overall amount of fuel measured to the engine
remains unchanged, du to Equation 5.100. For a positive term in the bracket of
Equation 5.103, the compensation factor F; is decreased, since too much fuel has
been injected into cylinder . Figure 5.50 shows how the compensation factors F;
are settling at one operation point of the engine. The above adaptation procedure
has been verified with an engine running through various operation points where
different compensation factors F; are required for cylinder i. Figure 5.51 shows
how the change of Fj is settling rapidly after approaching new engine operation
points for the first time every 2 seconds.

When already compensated operation points are revisited, the compensation
factors F; remain at their respective prior values with a tolerance of under 1%
(Figure 5.52). This behavior verifies the effectiveness of injector map adaptation
for transient engine operation.
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Figure 5.52 Compensation factor change AF; at repeated visits of already compen-
sated operation points



6 Diagnosis

On-board diagnosis of car engines has become increasingly important because of
environmentally based legislative regulations such as OBDII (On-Board Diagnos-
tics-IT) [17]. Other reasons for incorporating diagnosis in vehicles are reparability,
availability and vehicle protection. Today, due to the legislations, the majority
of the code in a modern engine management system is dedicated to diagnosis.

Diverse diagnosis techniques are used in production vehicles [124][57], and the
selection of methods depends on the requirements of the more and more restrictive
regulations. The simplest forms are based on limit checking of sensors and on
active diagnosis. Active diagnosis means that during special operating conditions,
the engine is manipulated in such a way that possible faults will be revealed.
This is for example used heavily during idle. However, such techniques may be
insufficient to fulfill the more restrictive regulations. Further, sometimes the lack
of a good diagnosis schemes have forced engineers to choose suboptimal engine
control solutions to accommodate the diagnostic requirements. It is therefore
desirable to use new diagnosis techniques that perform better and do not rely on
special operating conditions and active diagnosis. This leads to the field of model
based diagnosis where more physical knowledge about the system is utilized.

The purpose of this chapter is to give an introduction to engine diagnosis.
It starts in Section 6.1 with a background in engine diagnosis, and continues in
Section 6.2 with a description of one example of an actual regulation, namely the
OBDII by the California Air Resource Board [17]. Thereafter the purpose is to
demonstrate how the models in previous chapters of this book can be utilized in
advanced diagnosis applications, but before doing so some of the general concepts
and methods in the field of diagnosis are introduced and discussed in Sections 6.3
to 6.6. Then, in Section 6.7, an important application example, diagnosis of the
engine air-intake, is presented as an illustration. Section 6.8 deals with the misfire
detection.
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6.1 Diagnosis of Automotive Engines

Diagnosis of automotive engines has a long history. Since the first automotive en-
gines in the 19:th century, there has been a need for finding faults in engines. For
a long time, the diagnosis was performed manually, but diagnostic tools started
to appear in the middle of the 20:th century. One example is the stroboscope
that is used for determining the ignition time. In the 1960’s, exhaust measure-
ments became a common way of diagnosing the fuel system. Until the 1980’s,
all diagnosis were performed manually and off-board. It was around that time,
electronics and gradually microprocessors were introduced in cars. This opened
up the possibility to use on-board diagnosis. The objective was to make it easier
for the mechanics to find faults.

In 1988, the first legislative regulations regarding On-Board Diagnostics,
OBD, were introduced by California Air Resource Board (CARB). In the begin-
ning these regulations applied only to California, but the federal Environmental
Protection Agency (EPA) adopted similar regulations that applied for all USA.
This enforced manufacturers to include more and more on-board diagnosis capa-
bility in the cars. In 1994, the new and more stringent regulations, OBDII, were
introduced in California. Today, software for fulfilling OBDII is a major part
of engine management systems. Following California and USA, regulations have
been introduced in other countries. For example, EU has announced regulations,
European On-Board Diagnostics (EOBD).

6.1.1 Why On-Board Diagnosis?

There are several reasons for incorporating on-board diagnosis:

e The mechanics can check the stored fault code and immediately replace the
faulty component. This implies more efficient and faster repair work.

e If a fault occurs when driving, the diagnosis system can, after detecting
the fault, change the operating mode of the engine to limp home. This
means that the faulty component is excluded from the engine control and
a suboptimal control strategy is used until the car can be repaired.

e The engine can potentially be serviced due to the condition of the engine
and not due to a service schedule, thus saving service costs.

e The diagnosis system can make the driver aware of faults that can damage
the engine, so that the car can be taken to a repair shop in time. This is a
way of increasing the reliability.

e A fault can often imply increased emission of harmful emission components,
dangerous for the environment. As an example, in 1990, the Environmen-
tal Protection Agency in USA estimated that 60% of the total tailpipe
hydro-carbon emissions from light-duty vehicles, originated from 20% of
the vehicles with seriously malfunctioning emission control systems [124].
It is important that such faults are detected so that the car can be repaired
as quickly as possible.
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The first three items can be summarized as to increase the availability of the car.
Of all these reasons, the main reason for legislative regulations is the environmen-
tal issues. This reason has lead to that, today, automotive engines is one of the
major application areas for diagnosis. The number of diagnosis systems in use is
larger than for any other application. A characteristic constraint, in contrast to
many other applications, is that automotive diagnosis systems are heavily con-
strained economically since even the slightest extra costs are emphasized because
of the large production volumes. All in all, it is thus a challenging field.

6.2 OBDII

The requirements of OBDII will be used to illustrate the requirements of mod-
ern on-board diagnosis systems. OBDII is an extensive on-board diagnosis re-
quirements that is in actual use. The requirements of the European EOBD are
approximately at the same level. OBDII started to apply in 1994, but its require-
ments are made harder successively. The regulations are valid for all passenger
cars, light-duty trucks, and medium-duty vehicles.

Focusing on the Sl-engine in its basic configuration there are three main
subsystems, each with its special diagnostic requirements:

e air intake system: air mass flow meter, throttle, manifold pressure sensor,
engine speed sensor

e fuel/combustion system: fuel injector, spark plug, misfire
e exhaust after-treatment system: lambda sensors, catalyst

Common are also evaporation systems and EGR. All these components need to
be diagnosed due to OBDII.

6.2.1 Main Characteristics

The main idea is that an instrument panel lamp called Malfunction Indicator
Light (MIL) must be illuminated in the case of a fault that can make the emis-
sions exceed the emission limits by more than 50%. The MIL should, when
illuminated, display the phrase “Check Engine” or “Service Engine Soon”. The
OBDII also contains standards for the scantool, connectors, communication, and
protocols that are used to exchange data between the diagnosis system and the
mechanics. Further, it says that the software and data must be encoded to pre-
vent unauthorized changes of the engine management system.

The manufacturer must specify the monitor conditions under which the di-
agnosis system is able to detect a fault. These monitor conditions must be en-
countered at least once during the first portion, i.e. Phase I+1I, of the FTP75
(Federal Test Procedure) test cycle. FTP75 is a standardized test cycle used
in USA and some other countries. It consists of three phases and is defined in
vehicle speed as a function of time. Phase 1411 is shown in Figure 6.1. The speed
data of Phase III equals Phase I, but follows Phase II after 9-11 minutes pause.

Many formulations in the requirements are based on the term driving cycle. A
driving cycle is defined as engine startup, engine shutoff, and any driving between
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Figure 6.1 Phase I (to the left of the dashed line) and Phase II (to the right of the
dashed line) of the FTP75 test cycle.

these two events. Upon detection of a fault, the MIL must be illuminated and a
fault code stored in the computer no later than the end of the next driving cycle
during which the monitoring conditions occurs. The information stored in the
memory of the computer are a Diagnostic Trouble Code (DTC) and freeze frame
data. Freeze frame data is all information available of the current state of the
engine and the control system. After three consecutive fault free driving cycles,
the MIL should be turned off. Also, the fault code and freeze frame is erased
after 40 fault free driving cycles.

General

Generally, the components that must be diagnosed in OBDII, are all actuators,
sensors, and components connected to the engine management system that can
influence emissions in case of a malfunction. Sensors and actuators must be
limit checked to be in range. Further, the values must be consistent with each
other. Additionally, actuators must be checked using active tests. These gen-
eral specifications apply therefore to for example mass air flow sensor, manifold
pressure sensor, engine speed sensor, and throttle. In addition to these general
specifications, OBDII contains specific requirements and technical solutions for
many components of the engine. Some of the most important components and
their requirements are described next. Except for these, OBDII also contains
detailed specifications for heated catalyst, secondary air system, air conditioning
refrigerant system, fuel system, and Exhaust Gas Recirculation (EGR) system.

Misfire

One of the most important parts of OBDII are the requirements regarding misfire.
This is because a misfire means that unburned gasoline reach the catalyst, which
can be overheated and severely damaged. The diagnosis system must be able to
detect a single misfire and also to determine the specific cylinder, in which the
misfire occurred. During misfire, the MIL must be blinking.

As described in Section 6.8, the technology used today is primarily signal
processing of the RPM-signal [123]. One may note that this is a model based
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approach. Sometimes an accelerometer is used as a complement. Also, ion current
based methods that were mentioned in Section 5.3.2 have been demonstrated to
work successfully for misfire detection [3][87].

Catalyst

Another central part of OBDII is catalyst monitoring. The catalyst is a critical
component for emission regulation. If the efficiency of the catalyst falls below
60%, the diagnosis system must indicate a fault. The technology used today
is to use two lambda (oxygen) sensors, one upstream and one downstream the
catalyst. For a fully functioning catalyst, the variations, due to the limit cycle
enforced by the control system, in the upstream lambda sensor should not be
present in the downstream sensor (Figure 5.17).

Lambda Sensors

A change in the time constant or an offset of the lambda sensors must be detected.
This is done by studying the frequency, comparing the two sensors, and applying
steps and studying step responses.

Purge System

The purpose of the purge system is to take care of fuel vapor from the fuel tank.
It contains a coal canister and some valves to direct the fuel vapor from the tank
into the canister and from the canister into the intake manifold. The diagnosis
system must be able to detect malfunctioning valves and also a leak in the fuel
tank. The technology used here is heavily based on active tests.

Air Intake System

The air intake system contains a number of components and sensors that need
to diagnosed. Also different types of leakage should be detected. In Section 6.7
it is described how a diagnosis system capable of diagnosing faults in throttle
actuator, throttle sensor, air mass flow sensor, and manifold pressure sensor, is
constructed.

6.3 Introduction to Diagnosis

From a general perspective, including both the medical and technical case, diag-
nosis can be explained as follows. For a process there are observed variables or
behavior for which there are knowledge of what is expected or normal. The task
of diagnosis is to, from the observations and the knowledge, generate a fault deci-
sion, i. e. to decide whether there is a fault or not and also to identify the fault, as
illustrated in Figure 6.2. Thus the basic problems in the area of diagnosis is how
the procedure for generating fault decisions should look like, what parameters or
behavior that are relevant to study, and how to derive the knowledge of what is
expected or normal.
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6.3.1 Basic Definitions and Concepts

This section presents definitions and concepts that are central for the area of
diagnosis. As a step towards a unified terminology, the IFAC Technical Com-
mittee SAFEPROCESS has suggested preliminary definitions of some terms in
the field [56]. Additional definitions are made in [4]. Following is a list of some
common basic terms with explanations. The explanations are partly based on
the definitions made by the IFAC Technical Committee SAFEPROCESS.

e Fault
Unpermitted deviation of at least one characteristic property or variable of
the system from acceptable/usual/standard/nominal behavior.

e Failure
A fault that implies permanent interruption of a systems ability to perform
a required function under specified operating conditions.

e Disturbance
An unknown and uncontrolled input acting on the system.

e Fault Detection
To determine if faults are present in the system and also time of detection.

e Fault Isolation
Determination of the location of the fault, i.e. which component that has
failed.

e Fault Identification
Determination of size and time-variant behavior of a fault.

e Fault Accommodation
To reconfigure the system so that the operation can be maintained in spite
of a present fault.

e Fault Diagnosis
For the definition of this term, two common views exist in literature. The
first view includes fault detection, isolation, and identification, see for ex-
ample [31]. The second view includes only fault isolation and identification,
see for example [54]. Often the word fault is omitted so only the word di-
agnosis is used.

e False Alarm
The event that an alarm is generated even though no faults are present.

e Missed Alarm
The event that an alarm is not generated in spite of that a fault has occured.
This event may also be denoted missed detection.

e Active Diagnosis
When the diagnosis is performed by actively exciting the system so that
possible faults are revealed.
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e Passive Diagnosis
When the diagnosis is performed by passively studying the system without
affecting its operation.

Comment on Terminology

The term fault diagnosis is in this text used to denote the whole chain of fault
detection, isolation, and identification. This is in accordance with one of the
views common in literature. Diagnosis used in this way also serves as a name for
the whole area of everything that has to do with diagnosis. If fault detection is
excluded from the term diagnosis, as in the second view, one gets a problem of
finding a word describing the whole area. This can partly be solved by introducing
the abbreviation FDI (Fault Detection and Isolation), which is common in papers
taking the second view of the definition of the term diagnosis. As noted in some
papers, FDI does not strictly contain fault identification. To solve this, also the
abbreviation FDII (Fault Detection, Isolation, and Identification) has been used.

General Structure

The general structure of an application including a diagnosis system is shown in
Figure 6.2. Inputs to the diagnosis system are the signals u(t) and y(t), which
are equal to or a superset of the control system signals. The plant is affected
by faults and disturbances and the task of the diagnosis system is to generate
a fault decision containing information about at least if a fault has occurred,
when it occurred, and the location of the fault, i.e. in what component the fault
occurred.

Control
System

u(t) Fa1flts y(t)

Plant

> | -«

Disturbances

Diagnosis
System

Fault Decision

Figure 6.2 General structure of a diagnosis application.
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6.4 Model Based Diagnosis

One way to increase the performance of the engine diagnosis system is to increase
the use of model based diagnosis in which process knowledge is utilized in the
form of a mathematical process model. The diagnosis can to a larger extent
be performed passively and over a wider operating range if a proper model is
available. It is also possible to handle vehicle to vehicle variations and aging,
or variations in environment from day to day, for example because of changes in
atmospheric conditions.

An introduction to model based diagnosis of technical systems will be given
in the following three sections, Sections 6.3-6.6.

Traditional Methods

Traditionally diagnosis has been performed by mainly limit checking. When for
example a sensor signal level leaves its normal range, an alarm is generated.
The normal range is predefined by using thresholds. This normal range can be
dependent on the operating conditions. In for example an aircraft, the thresholds,
for different operating points defined by altitude and speed, can be stored in a
table. This use of thresholds as functions of some other variables, can actually be
viewed as a kind of model based diagnosis. In addition to checking signal levels,
also trends of signals are often checked against thresholds.

Another traditional approach is duplication (or triplication or more) of hard-
ware. This is called hardware redundancy. There are at least three problems
associated with the use of hardware redundancy: hardware is expensive, it re-
quires space, and adds weight to the system. In addition, extra components
increase the complexity of the system which in turn may introduce extra diag-
nostic requirements.

6.4.1 Some Characteristics of Model Based Diagnosis

As an alternative to traditional approaches, model based diagnosis have shown
to be useful either as a complement or on its own [93][31](26][94]. The model can
be of any type, from logic based models to differential equations. Depending on
the type of model, different approaches to model based diagnosis can be used,
for example statistical approach [5], discrete event systems approach [110], Al-
based approaches [102], and approaches within the framework of control theory
(the focus in this chapter). Compared to traditional limit checking, model based
diagnosis has the potential to have the following advantages:

e It can provide higher diagnosis performance, for example smaller faults can
be detected and the detection time is shorter.

e It can be performed over a large operating range.
e It can be performed passively.

e Isolation of different faults becomes possible.
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e Disturbances can be compensated for which implies that high diagnosis
performance can be obtained in spite of the presence of disturbances.

Compared to hardware redundancy, model based diagnosis may be a better so-
lution because of the following reasons:

e It is generally applicable to more kinds of components. Some hardware,
such as the plant itself, can not be duplicated.

e No extra hardware is needed, which means for example that it is cheap in
production.

It is sometimes believed that model based diagnosis requires much computing
power. However, this is often not true which is seen if the diagnosis methods are
studied more carefully [90]. Actually for the same level of performance it can
be the case that model based diagnosis is less computationally intensive than
traditional approaches.

The requirement of model based diagnosis is quite naturally the need for a
reliable model and possibly a design procedure. Many times a model can be
reused, e.g. from control design. Otherwise, it is likely that a major part of the
work is spent on building the model. The accuracy of the model is a major factor
of the performance of a model based diagnosis system. Compared to the area of
model based control, it is more critical that the model is good since model based
diagnosis systems operates in open loop. More often than in control, a linear
model is not sufficient to provide satisfactory performance.

6.5 Faults

The previous chapters of this book have already provided models for the dy-
namic behavior of an engine, like e.g. the model of the air-intake dynamics in
Section 3.2.6. However, in addition to these models of fault free behavior, mod-
els of the behavior in malfunction are needed and this leads to the area of fault
modeling.

A plant can, as shown in Figure 6.3, be separated into three subsystems:
actuators, the process, and sensors. Depending on in what subsystem a fault
occurs, a fault is classified to be an actuator fault, process fault, or sensor fault.
Process faults are sometimes also called system faults or component faults.

Typical sensor faults are short-cut or cut-off in connectors and wirings, and
drifts, i. e. changes in gain or bias. Also the time response can degrade, i. e.

> > >
Actuators Process Sensors ——

Figure 6.3 General structure of a plant.
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the bandwidth is decreased. Examples of process faults are increased friction,
changed mass, leaks, components that get stuck or loose. Examples of faults in
an actuator are short-cut or cut-off in connectors and wirings. If the actuator
includes an electrical amplifier, there can also be gain and bias faults. Actuators
can by them-self be relatively complex systems, containing for example DC-
motors, controllers, and sensors. Therefore all examples of sensor and process
faults are applicable also to actuators.

In a diagnosis application it may not be sufficient to isolate a faulty (larger)
component, e. g. a DC-motor. Often more detailed knowledge is required about
the fault, e. g. what part of the DC-motor is faulty. Thus when designing a
diagnosis system it is important to have knowledge about what faults that can
occur or are most common, and also how different faults affect the system. This
is because specific diagnostic solutions are often required for each kind of fault.
Such a knowledge can only be obtained from a domain expert and/or through
extensive experiments.
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Figure 6.4 Different types of fault time-variant behavior.

Faults are often characterized by describing their time-variant behavior. Three
basic types are illustrated by examples in Figure 6.4:

e Abrupt, step-faults (solid line) representing for example a component that
suddenly brakes.

e Incipient (developing) faults (dash-dotted line) representing for example
slow degradation of a component or developing calibration errors of a sen-
Sor.

e Intermittent fault (dashed line) caused by for example loose connectors.

These typical time-variant behaviors of faults are often used in test-cases and to
describe the performance of diagnosis system. However in a real applications,
the time-variant behavior of faults is usually more complex.
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6.5.1 Fault Modeling

An important concept in model based diagnosis is fault modeling. The fault
model is the formal representation of the knowledge of possible faults and how
they influence the process. In general, better fault models implies better diagnosis
performance, e. g. smaller faults can be detected and more different types of faults
can be isolated.

Basically, faults can be modeled as fault signals or changes in parameters.
The choice is dependent on what is most natural for a particular fault. When
fault signals are used, a specific fault is usually modeled as a scalar fault signal.
Generally all faults can be modeled as fault signals. Consider for example a fault
represented by a change AGy(s) in the transfer function G(s):

y = (G(s) + AGs(s))u

If the fault signal f is defined as f = AG(s)u then the fault can also be modeled
as
y=G(s)ut f

The reverse is however not true since for example a bias fault cannot generally
be modeled as a change in a parameter.

Two terms that are sometimes used are additive faults and multiplicative
faults, e. g. in Section 5.1.6. Additive faults refers typically to faults that are
modeled as fault signals that are added to some signal present in the system, e. g.
actuator inputs, sensor outputs or state. Multiplicative faults is just another
name for faults modeled as parameter changes.

Example 6.1 Consider a state-space model of a process:

& = Ax+ Bu
y = Czr+ Du
Consider also an additive actuator fault f,, a general process fault f,, and an

additive sensor fault fs, all modeled as fault signals. Then the influence of the
faults to the process can be generally described by the state-space description

= Az +Bu+Bf,+Ef,
= Co+Du+Df+Ffp+fs

6.6 Principles of Model Based Diagnosis

Having a model of the engine subsystem that is to be diagnosed and appropriate
fault models, the next step is to use a design method to obtain the diagnosis
system.

Many principles for constructing model based diagnosis systems exists but
common to all is the use of residuals which are defined as

Definition 1 [Residual]. A residual r(t) is a scalar or vector signal that is 0
or small in the fault free case and # 0 when a fault occurs.
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Model based diagnosis can be separated into two parts: residual generation
and residual evaluation. The internal structure of a diagnosis system consists
therefore of two subsystems as is illustrated in Figure 6.5. The purpose of the
residual gemerator is to generate the residual signals and the purpose of the
residual evaluator is to evaluate the residuals and generate a fault decision.

u(t)| Residual | ¥(t)
Generator

r(t)

Residual
Evaluator

Fault Decision

Figure 6.5 Internal structure of a diagnosis system.

Diagnosis in signal space means that faults are modeled as fault signals. Resid-
ual generation is then based on analytical redundancy which can be formally
defined as

Definition 2 [Analytical redundancy]. There exists analytical redundancy
if there exists two or more, but not necessarily identical ways to determine a
variable where at least one uses a mathematical process model in analytical form.

A simple example of analytical redundancy is the case when it is possible
to both measure an output and, by means of a model, also estimate it. This
example is illustrated in Figure 6.6. From the measured and estimated output
y(t) and (t), a residual can be formed as

r(t) =y(t) — 9(t)

The model used to estimate §(t) can be linear or non-linear. If a fault occurs, it
will affect the measured output but not the estimated output. In this way the
residual will deviate from zero and the fault is detected.

Analytical redundancy exists in two forms:

e Static Redundancy
The instantaneous/static relationship amongst sensors outputs, and actu-
ator inputs of the system. The special case of static redundancy between
only outputs, is called direct redundancy.

e Temporal Redundancy
The relationship amongst histories or derivatives of sensor outputs and
actuator inputs. Equations describing temporal redundancy are generally
differential or difference equations.



6.6. PRINCIPLES OF MODEL BASED DIAGNOSIS 161

u(t)

System

Model

Figure 6.6 Simple fault detection system

Example 6.2 Consider the following system with 3 outputs and one input:

1 = g(u)
y2 = G(s)u
yo = 2g(u) - Gls)u

For this system, there is for example a static redundancy between the input u
and the output y;. In addition temporal redundancy exists between the input u
and the output yo. Finally, by substituting the first two equations into the third,
arriving at

Ys = 2y1 — Y2 (6.1)

it can be seen that also direct redundancy is present.
Each of exemplified analytical redundancies can be used to design a residual
generator. Residuals based on these redundancies can be formed as

o= Y- g(u)
ro = ya— G(s)u
ryg = Y3 —2y1 +yo

It should be noted that if the system contains dynamics but detection time
is not crucial, analytical redundancy can often be approximated by static redun-
dancy.

6.6.1 Residual Generator Design

Residual generation for diagnosis in signal space is treated. First a residual
generator is defined:

Definition 3 [Residual Generator|. A residual generator is a system that
takes process inputs and outputs as inputs and generates a residual.

The residual generator can be a static system if it is based on static redun-
dancy, or a dynamic system if it is based on temporal redundancy. The problem
of residual generation to achieve structured residuals can be described as follows.
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d(t) — Process —y(t)

Figure 6.7 The system with inputs u (known or measurable), d (disturbances and
non-monitored faults), f (monitored faults), and output y.

Consider the system illustrated in Figure 6.7. The system has three kinds of in-
puts: known or measurable inputs collected in the vector u(t), disturbances and
non-monitored faults in the vector d(t), and the monitored faults in the vector
f(t). Now the problem of residual generation can be abstracted to, by only using
knowledge of signals u(t) and y(t), generate a signal, i.e. the residual, which is
not sensitive to any of the signals u(t), y(t), or d(t), but highly sensitive to the

signal f(t).

General Formulation

Generally a residual generator can be seen as a filter. In the linear case this can
be written
r=Hy(s)y + Hy(s)u (6.2)

where y and u can be scalars or vectors. Let G(s) and G#(s) be transfer functions
from the input u and the faults f respectively. Then the system output is

y=G(s)u+Gs(s)f
By substituting this expression into (6.2), we see that
r= (Hy(s)G(s) + Hu(s))u+ Hy(s)Gy(s)f =0 (6.3)

In the fault free case, the residual must, according to the definition, be zero and
therefore it must hold that

(Hy(s)G(s) + Hu(s))u=0 (6.4)

If this equation is going to hold for all u, then generally for all linear residual
generators, the condition

Hy(s)G(s) + Hyu(s) =0 (6.5)

must be satisfied. Note that H, can be zero, e.g. in the direct redundancy case,
but it must always hold that H, # 0.

The expression 6.2 is the residual expressed in inputs and outputs. Because
the computation of the residual is based on this expression it is called the com-
putational form. The computational form of the residual is sufficient to define
the residual generator.

Because of Equation 6.4, it is seen in Equation 6.3 that it is possible to express
the residual in only the faults, and when applicable also other signals such as
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disturbances. Thus, if d is a signal containing all disturbances, the residual can
be written as

r=Gr(s)f + Gra(s)d

This expression, i. e. the residual expressed in only faults and disturbances, is
called the internal form. In the internal form it is seen directly that the residual
is zero if no faults or disturbances are present.

Example 6.3 Consider again the system described in Example 6.1 (Section
6.5.1). Assume that it is possible to construct an ideal residual generator so
that Equation 6.4 is fulfilled. Let the external form of the residual be written
as Equation 6.2. Then without considering any other transfer functions than
from the different faults f,, f,, and fs, to the system output y, we know that an
internal form of the residual is

r=H,(C(sI — A)"'B+D)f, + H,(C(sI —A)'E+ F)f, + H,fs

Observer formulation

Above, transfer functions have been used to formulate a residual. An alternative
formulation is to use an observer formulation. An example of this is, for example,
if a system has two measured outputs yi,y2. Then an observer, based on only
one of the outputs, say ys, can be formulated as

Z(t)
r(t) = y

Q

(2(2), u(t) + K(y2 — 92) (6.6)
2(t) — g2(t) (6.7)

In this residual, r(t), the first sensor is decoupled. An observer used for diagnosis
is called a diagnostic observer and does not necessarily estimate any state.
Additional Design Choices

The residual represented by the two transfer functions H, and H, in Equa-
tion (6.2) can alternatively be written as

(o) = Ar(o)yr + ..o+ A (0)Ym + Bi(o)us + ... + Bi(o)ug
N C(o)

(6.8)

where m is the number of outputs, k the number of inputs, and A;(c), B;(0),
and C(o), are polynomials in o, which represents the differentiation operator p
in the continuous case and the time-shift operator ¢ in the discrete case.

The objective of residual generation namely

e The transfer functions from monitored faults to the residual must be non-
Z€ero.

e The transfer functions from all other signals to the residual must be zero.
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is fulfilled by satisfying Equation 6.5. However, there are additional design choices
to be made. The two above requirements, also expressed by Equation 6.5, only
introduces a constraint on the numerator polynomial of Equation 6.8. The only
constraint on the denominator polynomial C' is that the residual generator must
be realizable. This means that it must be of an order greater or equal to the
largest order of the numerator polynomials A;(c) and B;(o). Also it should have
its poles placed so that the residual generator becomes stable, and it may further
be desirable to place the poles so that not only stability is achieved but also well
behaved filtering. It may also be remarked that sometimes, because of properties
of the system, the second requirement of perfect decoupling must be relaxed so
that only approximate decoupling of disturbances and non-monitored faults are
required.

6.6.2 Residual Evaluation

The purpose of the residual evaluator is to generate a fault decision by processing
the residuals. A fault decision is the result of all the tasks fault detection, isola-
tion, and identification. This means that the fault decision contains information
about if a fault has occurred and in that case also the following information is
contained: when did the fault occur, which is the faulty component, and possibly
also the size of the fault. In the presence of disturbances caused by modeling
errors and measurement noise, residual evaluation is a non-trivial task.

Decisi
r(t) —LP-Filter— Absolute| | Thresholdl—s LESION || Fault

value Logic Decision

Figure 6.8 A simple residual evaluation scheme.

Residual evaluation is essentially to check if the residual is responding to a
fault. If it does, we say that the residual fires. The residual evaluation can in its
simplest form be a thresholding of the residual, i. e. a fault is assumed present
if |r(t)| > Jip, where Jy, is the threshold. A simple way is to chose the threshold
Jin a bit above the noise level.

Another straight forward method is used in the application example as de-
picted in Figure 6.13. The residual is low-pass filtered and then the absolute
value is thresholded. For the generation of a fault decision signal containing in-
formation about what fault that has occurred, it is sufficient to have a simple
logic scheme that generates an alarm when the residuals matches one of the fault
columns in the residual structure.

Systematic Threshold Selection

Two important properties of a diagnosis system are probability of false alarm and
probability of missed detection. If thresholds are selected and the probability dis-
tribution of a residual is known, then it is possible to calculate these probabilities.
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Figure 6.9 An example of probability density functions for a residual in the fault-free
case (solid) and when a constant fault is present (dashed).

Consider for example a residual that is affected by additive Gaussian noise n(t).
The internal form becomes

r(t) = Gy(s)f(t) +n(t)

where Gy(s) is the transfer function from fault to residual. In Figure 6.9, the
probability density function of such a residual (after filtering) is shown for the
fault free case (solid) and the case when a fault is present (dashed). The fault
is assumed to be constant, i.e. f(t) = ¢, and therefore the density function
is centered around G(0)c = 4. The threshold has the value Jy = 2 and is
represented by the dotted lines. There are two lines because it is the absolute
value of the residual that is thresholded. By integrating the area below the solid
line, to the left and to the right of the threshold, it is possible to calculate the
probability of false alarm. Similarly the probability of missed detection can be
calculated by integrating the area below the dashed line between the thresholds.

The probabilities of false alarm and missed detection, calculated in this way,
are valid for a diagnosis system with only one scalar residual. If the diagnosis
system contains several residuals, the calculations become more complicated.
The problem quickly becomes intractable as the number of residuals grow. More
important, the probability distribution of the residuals are usually not known,
which means that they must be estimated.

Instead of simple thresholding it is also possible to use statistical tests for
abrupt changes, such as the Generalized Likelihood Ratio (GLR) test. For a
comprehensive discussion of this topic, see [5]. Another approach is fuzzy thresh-
olding, see [27], which is a technique in which the thresholds are made fuzzy and
the fault decision is calculated using fuzzy rules. In this way the fault decision
will contain information about the certainty that a fault has occurred.
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6.6.3 Examples of model based diagnosis for SI-engines

In the late 80’s, the first results on attempts to solve automotive diagnosis
problems by means of model based diagnosis were reported. Early work was
published by the groups around Rizzoni and Gertler, but many other groups
were active dealing with model based diagnosis applied to automotive engines,
[117][83][80][104][52].

This section reviews some of these results in model based solutions to automo-
tive engine diagnosis, with the intention to give pointers to some of the relevant
techniques used: extended Kalman filters, detection filters, and residuals. Some
of the problems they encountered are mentioned, and how they went around to
solve them.

Extended Kalman filters

Paolella and Cho in 1990 developed a diagnosis scheme based on non-linear ex-
tended Kalman filters, [18]. They first tried a linear version that did not provide
satisfactory performance. The non-linear scheme is applied to an automotive
powertrain to diagnose faults in engine speed, transmission, and wheel speed
sensors, which are also the inputs to the diagnosis system. The scheme is vali-
dated in simulations, and in 1991 [92], they test their approach in a real vehicle
and they are able to diagnose 100% faults, i. e. the case when sensor outputs are
set to zero.

Detection Filter

Partly supported by Ford, 1989-1991 Rizzoni [106][107] used an extended version
of the detection filter derived from a fourth order linear state-space engine model.
The diagnosis system measures throttle angle, manifold pressure and engine speed
to produce two residuals. The scheme is shown to be able to diagnose 10% faults
in throttle angle sensor and manifold pressure sensor on a real Ford 3.0 liter
engine. The use of a linear model restricts the operating range of the model, and
data is shown for 56-60 kPa and 1050-1130 rpm. It seems like the residuals are
sensitive to engine transients.

In 1993, they used a non-linear model to generate five residuals based on parity
equations [105]. Throttle angle, engine speed, manifold pressure and injected
fuel is measured to diagnose faults on a real 4 cylinder 1.3 liter engine. The
diagnosed components are throttle angle sensor, engine speed sensor, manifold
pressure sensor and fuel injectors. The load is decoupled. Plots of the residuals
are shown for the case of 10% faults of the diagnosed components.

Later, in 1994 [71][70][77] they used a non-linear discrete NARMAX model
being a linear combination of second order polynomials, i. e. linear in the pa-
rameters. Inputs to the diagnosis system are demanded throttle angle, injected
fuel and measured air mass flow and engine speed. Forward and inverse mod-
els are used to generate four corresponding parity equation residuals where the
load is decoupled. The scheme is tested on a real Ford 3.0 liter engine over a
standardized test schedule and is reported to be able to detect 10% faults in the
air mass flow sensor, 20% faults in the engine speed sensor, 15% faults in the
throttle actuator and 40% faults in the fuel injector.
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Residuals

Gertler and his group has been involved in projects with GM. During 1991-1993
[35][34] a simulation study was done. After concluding that a linear model is not
sufficient because of its limited operating range, they used a hybrid model with
linear core. Five residuals in the form of parity equations are used to diagnose
faults in throttle angle sensor, EGR-valve, fuel injectors, manifold pressure sen-
sor, engine speed sensor and lambda sensor. These are also the inputs to the
diagnosis system. The residual structure is able to distinguish all faults except
fuel injector and lambda sensor faults. A potential problem was that the lambda
sensor characteristic was assumed known.

In 1994-1995 they tried this scheme on a real 3.1 liter V6 engine in a produc-
tion vehicle [32][33]. Both off-line and on-line versions were developed and they
stress the importance of simple algorithms because of limited on-board computing
power. Instead of using five linear parity equations, they now use six non-linear
parity equations as residuals. The same faults as before are diagnosed and the
new residual structure provides isolation between all faults. To increase robust-
ness, the residuals are low-pass filtered and threshold crossings are counted. They
report that they are able to diagnose faults of 10% size.

6.7 Application Example - Air Intake System

As an application example to illustrate the general principles, a model based di-
agnosis system will be developed for the air intake system of an Sl-engine. The
air intake system contains a number of components and sensors related by rea-
sonably well understood thermodynamics and physics of gases. The diagnosis
system is based on a non-linear semi-physical model and uses a combination of
different residual generation methods. Note that many engine variables need not
to be considered because of subsystem decoupling. Such variables are for exam-
ple road load, lubrication, friction, wear, ignition timing, fuel quality, lambda,
cooling water and oil temperatures. These variables are present in the other sub-
systems. Variables that however may affect the air intake system are ambient
air temperature, pressure, and humidity. Finally the air intake system does not
contain any large disturbances that must be taken into account when designing
the diagnosis system.

The undertaking is thus to design a diagnosis system using modeling, residual
generation and evaluation, and to investigate overall performance and limiting
factors. In Sections 6.7.1 and 6.7.2, a model of the air intake system of a produc-
tion SAAB 2.3 liter engine is built. From this model, a diagnosis system capable
of diagnosing faults in throttle actuator, throttle sensor, air mass flow sensor, and
manifold pressure sensor, is constructed in Sections 6.7.3, 6.7.4, 6.7.5, and 6.7.6.
The scheme is experimentally validated in Section 6.7.7 on a real production
engine.
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Figure 6.10 The basic SI engine. The air intake, which is the part left of the dashed
line, is to be diagnosed for faults.

6.7.1 Modeling the Air Intake System

The engine is a 2.3 liter 4 cylinder SAAB production engine. The measured
variables are the same as the ones used for engine control. A schematic picture
of the engine is shown in Figure 6.10. The engine has electronic throttle control
(drive-by-wire), which is a DC-servo controlled by a PID controller. The air
intake system is everything to the left of the dashed line. Also the engine speed
must be taken into account because it affects the amount of air that is drawn
into the engine. The Sl-engine is a non-linear plant and it has been indicated in
a pre-study that diagnosis based on a linear model is not sufficient for diagnosing
an engine. This has also been concluded by other authors [35][71]. This motivates
the choice of a non-linear model.

The model of the air intake system is continuous and consists of two parts,
the throttle model and the air dynamics. The model variables and their units are
summarized and explained in Table 6.1. The notation is almost the same as in
previous chapters but with some minor deviations since that makes it easier to
explain the identification actually done. The throttle dynamics is modeled using
a standard model for an electrical servo as a second order linear system in which
the states are the throttle angular speed and the throttle angle. In addition
to that the load torque, T, generated by the air flow on the throttle plate is
explicitly modeled using a map, hs,. The load torque model would typically not
be needed for control design, since one would normally instead make a design
robust to this load. However, for diagnosis purposes it is needed. The equations
describing the throttle are

Wih = awp + b(u(t) — Tth) (69)
dth = w (610)
Tth = hth(pma ma,ina at) (611)
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Table 6.1 Model variables and units.

u [V] the output from the throttle controller

pm [kPa] manifold pressure

R [J/(g K)] | the gas constant

I [K] manifold air temperature which is
assumed to be equal to the ambient
temperature

Vi [m3] manifold volume

Main [kg/s] | air mass flow into the manifold assumed
equal to the air flow past the air
mass flow meter

Mac [kg/s] | air mass flow out from the manifold
f static function describing the flow
past the throttle
g static function describing the flow
into the cylinders (volumetric efficiency)
oy [deg] throttle angle
Tin normalized torque on the throttle plate
generated by the air flow past the throttle
hin static function describing the torque

on the throttle plate generated by
the air flow past the throttle
n [rpm] engine speed

In the air system application there is no need for extremely fast fault detec-
tion, and therefore a mean value model [43] as derived in Section 3.2.6 is chosen,
which means that no within cycle variations are covered by the model. Further,
even if variations in ambient pressure and temperature do affect the system, they
are here assumed to be slowly varying. The fundamental model used is Equa-
tion 3.50. The time constant from Equation 3.51, 7 = R‘f"‘, is written out for
identification purposes explained below. The air mass out 'of the intake into the
cylinder, g, is modeled as in Equation 3.49 with a map fi = g(pm,n). The air
flow passing the throttle into the intake, 1, iy, is also modeled as a map as in
Equation 3.37 but parameterized in pressure and throttle angle as indicated in
the paragraph before that equation. The resulting model is

Pm = %(’fna,m — Mae) (6.12)
ma,in = f(pnu Oét) (613)
mac = g(pma n) (614)

The air dynamics model thus has one state which is the manifold pressure, p,,.
The static funciton g(p.,,n) is equivalent to f1(n,p,,) in Section 3.2.6.
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So far faults have not been considered, so collecting the model equations
describes the complete fault free model as

Wip = awgp + b(u(t) — Tyn) (6.15)
Gep, = Wi (6 16)
Tin = h(pm,Ma,in, ) (6.17)
P = R‘i = (g in — Mac) (6.18)
Mayin = f(Pm>ar) (6.19)
ae = g(Pm,n) (6.20)

The final modeling step is now to introduce the faults, and to define available
information in terms of inputs and outputs. The process inputs for the diagnosis
model are the throttle control signal u, and the engine speed n. The outputs are
throttle angle sensor signal o 5, mass air flow sensor signal 714, ip, s, and manifold
pressure sensor signal p,, ;. The faults are modeled as additive faults. The final
model is shown in Figure 6.11.

Ufault

Qth,ref

throttle
controller

Figure 6.11 The model of the air intake system including the throttle controller and
monitored faults.

6.7.2 Model Identification

To find the static functions f, g and hy,, a steady state experiment was per-
formed. The engine is mounted in a test bench together with a Schenk AC
dynamometer, and 12 equally spaced engine speeds (1500 to 3000 rpm) and 8
equally spaced manifold pressures (35 to 60 kPa) were used to build a map of w,
Dy Ma,in, 0¢ and n measurements in 96 different steady state operating points.
To represent the static functions, there is a choice between interpolating in the
map or fit for example polynomials to the map. Here interpolation was chosen
for g and polynomials for f and hy,. The choice of terms to be included in
the polynomials was guided by studying the correlation coefficient and the final
choice was based on a validation against another data set of 96 operating points.
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The resulting polynomials used are

FPmrow) = 1o+ may +maf + nzef +
TN4CPm + N5Pm

Vo + /Dm + V1Dm + vapz, +
+U3Pm /0 + V4pzn04t +

+V5pmat + V6Pm\/ ma,in

hth (Pm, ma,ina th)

For the air dynamics, the only remaining constant to identify is V,,. To
identify this constant, a dynamic test was performed. A test-cycle consisting of
4 throttle steps in different operating points was constructed and the already
identified functions, f and g, were used to find the value of V,,, that gave the best
fit between measured pressure and estimated pressure. A comparison between
measured and simulated pressure for the final air dynamic model is shown in
Figure 6.12.
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Figure 6.12 Measured (solid line) and simulated (dashed line) pressure.

The parameters, a and b, used in the throttle model, were identified by ap-
plying a pseudorandom binary signal to the throttle input and measuring the
throttle angle. This was done when the engine was not running so the term T},
in Equation 6.15 was zero. The throttle is marginally stable in open loop, so this
model is not as easily validated as the air dynamics. Closed loop experiments
were performed validating the model, showing that the model is acceptable but
less accurate than the air dynamics model. This is later reflected in diagnosis
performance where 20 % throttle faults are comparable to 10 % faults in other
components as can be seen in Section 6.7.7.
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6.7.3 The Diagnosis System

The inputs to the diagnosis system are 7. in,s, U, Q¢ s, Pm,s, and n. The diag-
nosed components are the throttle actuator, throttle angle sensor, air mass flow
meter, and manifold pressure sensor. This means that one actuator fault and
three sensor faults are considered. It is assumed that only one fault can occur at
the same time. The engine speed sensor is not diagnosed because it is diagnosed
sufficiently well by existing diagnosing techniques. This is because the speed
is measured by counting pulses form a magnetic sensor on a toothed wheel. A
magnetic sensor failure is detected directly from its distortion effects on the pulse
train. Nevertheless, the residual structure (see Table 6.2) of the diagnosis system
has the property that also the engine speed sensor could be included among the
diagnosed components.

6.7.4 Residual Generation

By using static relationships. i. e. direct redundancy, and diagnostic observers
estimating measurable signals, it is possible to construct a large number of resid-
uals. However, many of them are based on the same part of the model that
makes them redundant. It is thus desirable to find a small, non-redundant set
of residuals with good isolation properties, without loosing robustness. Starting
with 18 such residuals only six were selected to be used in the residual generator.
The computational form of these six residuals are described next.
The first residual is a direct redundancy residual:

T = ma,in,s - f(pm,57 at,s)

This residual relies on a static relationship in the model and checks the consis-
tency of Equation 6.19.

The other five residuals are derived using temporal redundancy. The second
residual checks the consistency of Equations 6.18 and 6.20:

m

Ty = ma,in,s - g(pm,san) - me
m

It is assumed that the derivative of p,, can be estimated with sufficient accuracy.
If the derivative is computed as a difference, 75 is a parity equation. Note that
the static functions (here g) do not need analytical expressions, they can be
represented by maps as usual.

Next are two dedicated observer residuals. The point of dedicated observer
residuals is to make the residuals sensitive to only one sensor fault by measuring
only one output (o4, is not considered to be an output in this case). This can
be seen in 73, which measures only p,,, and 74, which measures only g i,. The
residuals are formed as

X R'lgm A~ A~
Pms = (f (B3> t,s) — g(Pm 3, m) +
K (pm,s - ﬁm,3))

s = DPm,s _ﬁm,?)
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X Rﬁm ~ ~
Pma = V—(f(pm,4,at,s)—g(pm,4,n)+

K2 (ma,in,s - T?na,in,él))

ma,in,4 = f(ﬁm,4;at,s)

T4y = ma,in,s - ma,in,4

In r3, the manifold pressure, p,,, is estimated by means of a non-linear diagnostic
observer. The pressure p,, is measured and the estimation error is fed back into
the observer. The residual r3 equals the estimation error. The fourth residual,
T4, is constructed similarly but the estimation error of g ;n, that equals ry, is
fed back into the observer.

The fifth residual, 75, is also based on an observer but in contrast to r3 and
r4, the estimation error does not equal r5. This means that to compute r;5,
both p,, and 174, are measured so 75 is not a dedicated observer residual and
therefore becomes sensitive to both manifold pressure sensor and air mass flow
sensor faults. The residual is formed as

: Ry . .
Pmps = V—m (f(pmn,57 at,s) - g(pm,s, n) +
m
K(ma,in,s - Tha,inﬁ))
fna,in,S = f(ﬁm,fn at,s)
s = DPm,s — ﬁm,,5

The remaining residual is observer based as well, and its purpose is strictly
for diagnosis of the throttle actuator:

‘j}th = a‘bth + b(u(t) - h(pm,sa ma,in,s» at,s)) + kl (at,s - dt)
ar = QOmA+ ka(oy,s — )
e = Qs — a

The choice of the observer gains ki, ko and also K; and K were done by
pole placement. The observer poles are functioning like a low-pass filter so the
pole placement is a compromise between fast fault response and sensitivity to
disturbances and noise.

The six residuals form a set of structured residuals. Different residuals are
sensitive to different faults. This can be seen by studying the equations of the
residuals and this is summarized in Table 6.2. Some residuals should be sensitive
to specific faults due to the model equations, but it turned out in the experi-
ments that the effect of a fault on some residuals was not significant enough to
guarantee a robust diagnosis system. These cases are marked with an X (don’t
care) in Table 6.2. In one case, marked Xj, this has a straightforward physical
explanation: the air flow past the throttle is not dependent on manifold pressure
for supersonic air speeds [46]. This is the case for manifold pressures below 50
kPa. The throttle model has a larger model uncertainty, compared to the other
parts of the model, so that if any of the other residuals were fed by u, then it
would degrade the performance of these residuals. That is the reason for choosing
to have the five zeros in the u column. In practice this can have the effect that
a small oy 5, Mg in,s OF P, s-fault is interpreted as a u-fault.
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Table 6.2 The residual structure of the diagnosis system. Each column represents a
faulty signal.

U Ot s mair,s Pman,s n
m 01 1 X, 0
T2 0 0 1 1 1
rs |01 0 1 1
rg | 0|1 1 0 1
rs | 0|1 1 X 1
re | 1| X | X X 0

6.7.5 Residual Evaluation

The six residuals should respond in accordance with Table 6.2 if a fault occurs,
and take the value zero in the fault free case. The purpose of the residual eval-
uation is to check this and generate a fault decision. Taking disturbances into
account is not trivial. The X:s in Table 6.2 are important. For a specific fault,
residuals marked with an X have an uncertain response. This means that the
fault decision must not depend on these residuals.

The residual evaluation scheme chosen here is shown in Figure 6.13. First, the
residuals are low-pass filtered with 0.8 Hz cut-off frequency and then normalized
with their standard deviations in the fault free case. The last step is fuzzy
thresholding [27]. The fuzzy thresholding is chosen before regular thresholding
to make the output from the diagnosis system contain more information. With
fuzzy thresholding the output is not just a fault or not a fault, but a relative
degree of how probable it is that a fault has occurred.

fault decision

r rf T signal
e —

LP-filter Fuzzy Thresholds

Figure 6.13 Residual evaluation.

Three fuzzy sets are used and they are shown in Figure 6.14. The way they
are chosen, only the constant v has to be determined. The criterion used to
determine -y, is that in the fault free case, there should be no false alarm. Also
in the case of a fault, all residuals that should respond due to Table 6.2, must
reach the fuzzy high value and residuals that should not respond must be fuzzy
low. Here, a value of v = 4 proved experimentally to be good choice. Since the
residual is normalized with its standard deviation, v = 4 corresponds to a value
of the residual that is four times its noise standard deviation.

Table 6.2 is transferred to fuzzy rules and an example of this is the ppman,s-
column that corresponds to the fuzzy rule

IF 7y is high AND r3 is high AND ry is low
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high low high

I
-y-1 -y v+l 1 v oy

\J

Figure 6.14 The fuzzy sets used in the fuzzy thresholding.

THEN pressure sensor fault

The fault decision is then computed by executing all the rules, one for each fault.
The connective AND is implemented as multiplication. Neither fuzzy implication
nor defuzzification is needed because the result of each fuzzy rule is a crisp value,
not a membership function. Further, note that no aggregation between the rules
is needed because each rule is a fuzzy system on its own and therefore executed
independently of the other fuzzy rules. The fault decision output of the diagnosis
system is then four fault decision signals, one for each fault, representing how
probable it is that the particular fault has occurred.

6.7.6 Implementation

The diagnosis system was implemented in Matlab Simulink. However all mea-
surements were made on the real engine and sampled at 240 Hz with 40 Hz
first order anti-alias filters. The sampling frequency 240 Hz is probably unneces-
sary high compared to what is needed to satisfy OBDII. The diagnosis was then
performed off-line.

An important issue is how much computing power that is needed to compute
the residuals. By studying the equations of the residuals and assuming that the
static functions are implemented by maps, it can be concluded that there is about
one multiplication, some table look-ups, and additions in each residual. This is
not a problem in an on-board implementation in production vehicles.

6.7.7 Validation of the Diagnosis System

To validate the diagnosis system, experiments were performed on a single pro-
duction engine in a test cell. A short test-cycle was constructed to represent
realistic driving and cover a large part of the range of the model. The test-cycle
lasts for 60 seconds and is shown in Figure 6.15.

All faults are simulated by adding a pulse to the corresponding signal in
accordance with Figure 6.11. The pulse starts after 10 seconds and lasts for
40 seconds. It has an amplitude of about 10% of the signal mean for all cases
except for the throttle actuator fault where 20% is used. The actuator fault is
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Figure 6.15 The 60 seconds test-cycle.

larger because of the comparably larger model uncertainty in the throttle model.
The throttle actuator fault is simulated by adding a pulse to the output of the
throttle controller. Due to the closed loop throttle control, the throttle angle
returns to its reference value shortly after the start of the pulse. Although the
operation of the throttle is only marginally affected by the fault, the diagnosis is
not degraded as can be seen in Figure 6.17. The sensor faults are simulated by
adding a constant to the measured value. How the faults are introduced in the
simulations is illustrated in Figure 6.11.

Validation Plots

In Figure 6.16 to 6.20, the responses (the absolute values) of the six residuals are
shown for no fault, u-fault, oy s-fault, Mg, s-fault, and pp,qen,s-fault respectively.
The residuals have been filtered and normalized so it is really the input to the
fuzzy thresholding that is shown. Only the range from 0 to 8 is shown in the
plots. Therefore residuals values higher then 8 is not visible. It can be seen that
the residuals are noisy and non zero even in the case of no fault. The reason for
this is the model error, which is the dominating factor that limits the performance
of the diagnosis system.
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In each plot, the two horizontal solid lines represent the value of v 41 in the
membership functions (see Figure 6.14). The dashed line is the crossing between
the membership functions. Also shown in the figures (in the 7:th plot) is the
fault decision signal from the diagnosis system. Only the fault decision signal
corresponding to the simulated fault is visible, because the other fault decision
signals are constantly zero. The dashed line in this plot is the 0.5 level. This can
be used as a criterion when to trigger the fault alarm. If this criterion is used,
it can be seen that for these 10% and 20% faults the response of the diagnosis
system is distinct.

All faults are detected and correctly isolated. Also there are no false alarms.
Even if in several cases, one or two residuals incorrectly indicates false, there is
no erroneous diagnosis because the residual structures dictated by Table 6.2 do
not coincide. In this way, a kind of robustness against false alarms is achieved
by means of the residual structure. In some cases a residual that should react,
is not very high. This can be seen in for example Figure 6.17 and 6.19 where a
residual reaches the fuzzy threshold area, which results in a weaker fault decision
signal.

Going to vehicle implementation one has to consider robustness with respect
to vehicle to vehicle variations, environmental changes and aging. Regarding this
issue Gertler [32] reports that atmospheric variables, as ambient temperature,
pressure and humidity, affects the residuals at a maximum by 10% to 15%.
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Figure 6.16 The residuals for no fault.
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Figure 6.17 The residuals for 20% throttle actuator fault.
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Figure 6.18 The residuals for 10% throttle sensor fault.
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Figure 6.19 The residuals for 10% air mass flow sensor fault.
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Figure 6.20 The residuals for 10% manifold pressure sensor fault.
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6.8 Misfire Detection

6.8.1 Crankshaft Moment of Inertia

For diagnostic purposes, the correct combustion must be monitored during engine
operation. In case of misfires, unburnt gases would be generated. The engine
would then no longer meet legal limits for noxious emissions. Therefore, the
combustion torque shall be estimated from the crankshaft speed of the engine,
in order to detect such misfires.

The torque balance at the crankshaft is given by

Tcomb - Tmass - iz—‘load - Tfric =0 . (621)

In Section 3.1.1 the combustion torque Teomp was obtained (see Equation 3.8) as

CYL
Tcomb = Z (pj(aCS) 7p0)AP

Jj=1

) de (Oécs)
dacs

The mass torque shall be derived from the kinetic energy FE,,qss of the engine
masses in motion.

27

1
Emass = /TmassdaC'S = §JQ%S . (622)
0

The mass torque T},4ss is then the derivative

dE 1/ dJ d
Tmass — mass i ) J .92

dOéCS 2 <d0¢cs acs + dOLCS (aCS)>
1/ dJ d ., 1

= - —-— J— R
2 <dacs @os + dt (aCS) d()écs/dt)
. 1 dJ

_ L 2
JOZCS+ 2dacsacs (6 3)

The first term represents the rotational masses, the second term the oscillating
ones.

In [23] a two-mass approach is presented as a model of the connecting rod.
The overall rod mass m,..q is separated into

e an oscillating portion

los
Myod,osc = Myrod * o s (624)

e and a rotational portion

l
Mrod,rot = Mrod * rot . (625)
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Figure 6.21 Two-mass model for oscillating and rotating masses.

The two lengths l,s. and [,.,; with
losc + lrot =1

are defined by the location of the center of gravity of the connecting rod. Thus
the oscillating mass at each cylinder is

Mosc = Mpiston + Myod - OZSC y (626)

and the rotational mass of the crankshaft portion at one cylinder

Myot Merank lTOt
CYL CYL MMrod l (6 )

The crankshaft mass is deducted from the moment of inertia

Jeran
Merank = Tk . (628)

The kinetic energy of the engine masses in motion shall now be calculated.

1m CYL 1 CYL
o rot 2 2
Frnass = §CYL J; Urot,j + §mosc ]:ZI Vosc,j (629)

The speed of the oscillating mass vos.,; is the time derivative of the respective
piston stroke s; (see Equation 3.9).

. . . 47 .
Vose,j = $j(acs) =8 (Oécs —(j- 1)CYL> , j=1,..,CYL (6.30)
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Trot,j = T Sinagg
acs Erot; = TGQCsCOSACS
! irotj = 7 (dcscosacs — dggsinacs)
K > Yoty = r(1—cosacs)
Yrot,j = TOQcgsinacs
rot; = r(dessinacs + dggcosacs)

<
<

Figure 6.22 Rotational Motion at the crankshaft

The rotational speed must be composed from the two components

Yrot,j = [x.T"OtJW y.TOtJ]T s |grot,j|2 = jj?"ot,j + y.got,j . (631)

The time derivative of the kinetic energy F,,qss 1S

dEmass dEm,ass dOéCS T &
= : = ss " XCS
dt dacs dt mass
CYL CYL
Myot . . . . -
= (x’f'ot,j * Trot,j + Yrot,j yrot,j) + Mose 5585
CYL
Jj=1 Jj=1
m CYL
rot 2 2 . . 2 .. 2 . .
= ovi <r cos” (ags)dos dos + re sin® (acs)des Oécs) +
Jj=1
CYL

dEmass
dt

5 CYL ds. 2 1 CYL ds:  d2s. 5
Mot " T° + Mose Z (dozcjs) OZC5+§ 2mosc Z daés da2cjs Qog |XCs
i=1 i=1

J dJ
dacs

Trnaes (6.33)

In this, the equations in Figure 6.22 and Equation 3.6 in Section 3.1.1 are
used. The moment of inertia is

CYL ds. 2
J(Oécs) = Myot * T2 + Mose Z <d0lcjs> . (634)

Jj=1
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6.8.2 Crankshaft Torque Balance
The friction torque T, is given by the Coulomb law as

CYL

ds;
)
Tfric = Z Ffrzc,g d
=1 N—— acs
cf-8j
CYL

ZC ds; dacs ds;
fdacs dt dacs

CYL

ds; 2 N
= sz (dacs> rQacs (6.35)

The torque balance (see Equation 6.21) is then

& ds;(acs) & ds;(acs)\’
Z p] (Jécs )Aincs - 'rnrotr2 + Mosc Z (Jics> Qcs

dacs = dacs
dSJ OéCS d28j(acs) .92
-3 2'rnosc Z daCS dOz%S dos — (636)
CYL dS OZ 2
j\&CSs . o
—cy Z ( docs ) dcs — Tioad(acs) =0

6.8.3 Transformation into Linear System Representation

For further calculations, the torque balance is regrouped into an angle-dependent
differential equation with time-derivatives.

J(acs)ics = Teomb(acs) — flacs) - a¢s — Tpaalacs) (6.37)

The angle-dependent function is

CYL
de(acs) dQSj(Ozcs)>
o = Mosc . . 6.38
flacs) ; ( docs doZg (6.38)
The extended load torque
CYL 2
dS'(Oéos)) :
T wa(acs) = Tioad(acs) + ¢ 22 &
loaa(@Cs) load(Qcs) + Cf ; ( dogs cs
Tfric

is an approximation and shall comprise also the friction torque T't,;c. The com-
bustion torque is

ds;j(acs)

CYL
Tcomb aCS Z p] aCS )AP daCS
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The second derivative of the crankshaft angle may be reformulated by substitut-
ing
dacs  d dacs dacs  dacs .

Gog = 2z %(dcs) = acs

into Equation 6.37.

dOéCS . dt o dacs

1
J(acs)

Integration results into an equation which depends only on the square of the
crankshaft angle speed &cg instead on both crankshaft angle and time.

bos - décs = (Tcomb(acs) — flacs) - 4gg — Tf;ad(acs))dacs (6.39)

ags(n+1) —dgg(n) =
acs(n+1)

2 (Tcomb(acs) — flacs) - agg — Tz’Zad(acs))dacs (6.40)

J(Oécs)

acs(n)

Over the discrete angular step Aacs = acs(n + 1) — acs(n), the integration
may be approximated as

s+ 1) = () % 2508 (T (0) = f()is () = Tia) - (6:41)

With a 60 teeth crankshaft sensor wheel, the angular step Aacg is 6°. Instead
of multiples of the sample time n - Ts, we are now calculating with multiples of
the angular step n - Aacg. By regarding the square of the crankshaft rotational
speed ¢2(n) as a state variable 1, we can linearize the calculation. By this we
obtain a linear discrete state space model of the crankshaft motion.

z1(n+1) = (1 - 2?8‘55 : f(n)) z1(n) + 2?8‘53 za(n) (6.42)
with the state variables
zi(n) = ags(n)
T2 (n) = Tcomb(n) - Tl*oad(”) >
z3(n) = wze(n+1) . (6.43)

6.8.4 Kalman Filter Design

The combustion torque is the physical cause which generates the crankshaft mo-
tion. Kalman filters employ a Markovian system model, i.e. a first order time-
discrete linear system which is excited by white noise. Oscillations of the com-
bustion pressure torque and load torque decrease at higher engine order. This
behavior is not reflected by a white noise excitation. Therefore the torque state
variable xo(n) is modelled to be the output of a second order low pass system
H(z) which is excited by white noise U(z) [44].

Xo(2) = H(z) - U(2) (6.44)
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Figure 6.23 Linear model for Kalman estimation of squared crankshaft speed.

The filter output xo(n) is a so-called colored noise, the power density spectrum
of which decreases indeed over increasing engine order. H(z) has a double pole

on the real axis.
(1 - exp(~0 - Aacs))?

(z —exp(—6 - Aacg))?

In the discrete angle domain, the state variable xz2(n) is modelled as

H(z) = (6.45)

xa(n+2) —2x9(n+1) - exp(—0 - Aacs) + x2(n) - exp(—20 - Aacs)
— (1 —exp(=3 - Aags))’ -u(n) . (6.46)

Introducing another state variable x3(n) = xo(n + 1), this can be expressed in
first order state space form as a basis for Kalman filtering.

z(n) = (a2s(n) Teomp(n) = Tjuq(n) Teomp(n+1) =T 4(n +1) )T
(6.47)
y(n) = agsn) (6.48)
1— 2'f(n)‘nAOtCS Z-A?lcs 0
Am) = 6 5 |
0 - exp(725 . Aacs) 2 exp(—é . Aaos)
(6.49)
B(n) = ( 0 0 (1 fexp(f&Aacg))z )T (6.50)
c™n) = (1 0 0) (6.51)

Based upon this linearized model, a Kalman estimation can be performed [11].
Appropriate values for §, Ry, (n) = 02 and R..(n) = o2 are chosen. By mea-
suring the square of the rotational crankshaft speed y(n) = a2 4(n), the torque

difference &2(n) = Teoms(n) — T}t ,4(n) can be estimated.

(n+1) = H(n)z(n)+ K(n)y(n) (6.52)
(n+1) = A(n)i(n) +K(n) (y(n) - j(n)) (6.53)

z
z
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Figure 6.24 Measured angular speed signal with single misfire

For various applications such as engine misfire detection, the absolute combustion
torque must be obtained. At top and bottom dead centers (TDC and BDC) of
a four-cylinder engine, the combustion torque is zero, because the piston stroke
derivative ds;j(acs)/dacs is zero in those points. Thus, the load torque can be
separately calculated in the TDC and BDC points.

52'2(”TDC,BDC) ~ —Tpaa(n) (6.54)

When the estimated torque difference io(n) is corrected by an interpolated
load torque Z2(nrpe,ppc) between TDC/BDC-Points, the combustion torque
Teomp(n) can be also calculated separately.

6.8.5 Results

In the case of a misfire, driveline oscillations are excited. The estimation process
is required to distinguish between crankshaft speed and rotational driveline oscil-
lations. Figure 6.24 shows the measured crankshaft speed signal of a test engine
at 1500 rpm. At the end of the first cycle a misfire occurs. Figure 6.25 shows the
combustion torque estimated by the Kalman filter, and the load torque interpo-
lated between the TDCs. Figure 6.26 contains the corrected combustion torque.
The torque fluctuations induced by the driveline are now effectively suppressed.

At higher engine speeds the oscillating mass torques increase. The signal-to-
noise ratio decreases rapidly, and the performance of the Kalman filter decreases.
The current estimation limit of this approach is between 3000 and 4000 rpm.
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6.9 Engineering of Diagnosis Systems

This last section of this chapter aims at recalling and discussing the construc-
tion of model based diagnosis systems from an engineering point of view. When
designing a diagnosis system for a real industrial application, other considera-
tions, than the ones treated in this chapter, must probably be taken into account.
These considerations include developing-time constraints, market requirements as
well as economical constraints. However, the procedure for model based diagno-
sis system engineering should approximately look like the following step-by-step
procedure:

1. Obtain requirements on what faults that need to be diagnosed, time con-
straints such as detection time and isolation time, and any requirements
regarding fault identification.

2. Study and acquire knowledge about the system and particularly the faults
that need to be diagnosed.

3. Build a model of the process and also model how faults and disturbances
influence the system. This step consists of three parts: selection of model
structure, parameter identification, and model validation.

4. By using the model, design residuals that satisfy the isolation requirements.

5. Evaluate performance of the residuals and select the best ones. If the
performance is not satisfactory, the model needs to be refined.

6. Design the residual evaluation scheme. This includes at least selection of
thresholds.

7. Test the diagnosis system in simulation and in reality.
8. Do a final implementation of the diagnosis system.

Step 1 and step 2 can only be performed by acquiring information from exper-
iments, long-time experience, and domain experts. Little literature is available.
Step 3, the model building, is probably the most well documented of all steps. As
noted before in this text, it may be the major part of the work. There is generally
available literature on modeling of specific classes of systems and also on general
model building, e. g. in system identification literature. Many methods for step
4 have been developed but there still exist many design choices to be made by
the engineer. Also the selection of residuals and constructing a residual evalua-
tor, i. e. step 5 and 6, require many design choices. Systematic ways to assist
engineers performing in steps 4-6 is an important area of development. Step 7 is
again an area in which not much literature is available making it partly an art
form. In conclusion, there are several engineering steps involved in the design of
diagnosis systems.



7 Driveline Control

7.1 Driveline Modeling

A vehicular power train consists of engine and driveline. The main parts of
the driveline are clutch, transmission, shafts and wheels. The driveline is a
fundamental part of a vehicle and its dynamics has been modeled in different
ways depending on the purpose. The frequency range important for control is the
regime including the lowest resonance modes of the driveline [85, 95]. Vibrations
and noise contribute to a higher frequency range [120, 37] which is not treated
here.

Section 7.1.1 covers the derivation of basic equations describing a driveline.
An illustrative example is presented in Section 7.1.4. Experiments are performed
with a Scania heavy truck. The aim of the modeling is to find the most im-
portant physical effects explaining the oscillations in the measured engine speed,
transmission speed, and wheel speed. The models are combinations of rotating
inertias connected by damped shaft flexibilities. The generalized Newton’s sec-
ond law is used to derive the models. The main part of the experiments used for
modeling considers low gears. The reason for this is that the lower the gear is,
the higher the torque transferred in the drive shaft is. This means that the shaft
torsion is higher for lower gears, and hereby also the problems with oscillations.

Furthermore, the amplitudes of the resonances in the wheel speed are higher
for lower gears, since the load and vehicle mass appear reduced by the high
conversion ratio.

Section 7.2 treats the modeling when the driveline is separated in two parts,
which is the case when in neutral gear or when the clutch is disengaged.
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Figure 7.1 A rear-driven vehicular power train consisting of engine and driveline.

7.1.1 Basic Driveline Equations

Figure 7.1 depicts a driveline of a rear-driven vehicle. It consists of clutch, trans-
mission, propeller shaft, final drive, drive shafts, and wheels. (The propeller shaft
is sometimes also called a drive shaft, but in our context here it is important to
have different names for the shafts since they relate to different torsional forces
that enter the modeling differently.) Fundamental equations for the driveline will
be derived by using the generalized Newton’s second law of motion [81]. Some
basic equations regarding the forces acting on the wheel are obtained, influenced
by the complete dynamics of the vehicle. This means that effects from, for in-
stance, vehicle mass and trailer will be included in the equations describing the
wheels. Figure 7.2 shows the labels, the inputs, and the outputs of each subsys-
tem of the driveline type considered in this work. Relations between inputs and
outputs will in the following be described for each part.

Engine: The output torque of the engine is characterized by the driving torque
(T.) resulting from the combustion, the internal friction from the engine
(Ttric,e), and the external load from the clutch (7). Newton’s second law
of motion gives the following model

JedCS = Te - Tfric,e - Tc (71)

where J, is the mass moment of inertia of the engine, a¢g is the crankshaft
angle and &cg = 27n is the engine speed.

Clutch: A friction clutch found in vehicles equipped with a manual transmis-
sion comnsists of a clutch disk connecting the flywheel of the engine and the
transmission’s input shaft. When the clutch is engaged, and no internal
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Figure 7.2 Subsystems of a vehicular driveline with their respective angle and torque
labels.

friction is assumed, T, = T} is obtained. The transmitted torque is a func-
tion of the angular difference (acs — a) and the angular velocity difference
(des — ¢.) over the clutch

Tc = Tt - fc(aCS — O, dCS - aC) (72)

Transmission: A transmission has a set of gears, each with a conversion ratio
i¢. This gives the following relation between the input and output torque
of the transmission

Ty = fe(Ty, Trrice, Qe — Qgiy, e — Guyly, it) (7.3)

where the internal friction torque of the transmission is labeled T',;c . The
reason for considering the angle difference . — iy in (7.3) is the possibility
of having torsional effects in the transmission.

Propeller shaft: The propeller shaft connects the transmission’s output shaft
with the final drive. No friction is assumed (= T, = Ty), giving the
following model of the torque input to the final drive

TP = Tf = fp(at — Qp, dt - ap) (74)
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Figure 7.3 Longitudinal forces acting on a vehicle.

Final drive: The final drive is characterized by a conversion ratio iy in the
same way as for the transmission. The following relation for the input and
output torque holds

To = f(Ty, Thric,p, ap —agig, ap = Gyif,iy) (7.5)
where the internal friction torque of the final drive is labeled T'¢rc,f.
Drive shafts: The drive shafts connect the wheels to the final drive. Here it is

assumed that the rotational wheel speed ¢, is the same for the two wheels.

Neglecting vehicle dynamics, the rotational equivalent wheel speeds shall

be equal to the speed of the vehicle body’s center of gravity.
VRij _ VCoG
Qg = —= R ——

Tstat Tstat

Therefore, the drive shafts are modeled as one shaft. When the vehicle is
turning and the speed differs between the wheels, both drive shafts have to
be modeled. No friction (= Ty, = Ty) gives the model equation

Tw :Td:fd(af—aw, df —dw) (7.6)

Wheel: Figure 7.3 shows the forces acting on a vehicle with mass mg,g and
speed vooig. Newton’s second law in the longitudinal direction gives

FL = mCOGi)COG + Fwind + FR + mcocg SiIl(Xroad) (77)

The friction force (Fp) is described by the sum of the following quantities
37].

o Fiind, the air drag, is approximated by

1
Fwind = §CairALpav%oG (78)
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where cg;- is the drag coeflicient, A; the maximum vehicle cross sec-
tion area, and p, the air density. However, effects from, for instance,
open or closed windows will make the force difficult to model.

e [, the rolling resistance, is approximated by

Fr =mcoc(cr1 + cravcooi) (7.9)

where ¢,1 and ¢,2 depend on, for instance, tires and tire pressure.

® McocgSin(Xroad), the gravitational force, where X a4 is the slope of
the road.

The resulting torque due to F7, is equal to Frrgsiqs, where rgiq¢ is the wheel
radius. Newton’s second law gives

Jde = Tw - FLrstat - TL (710)

where Jyy is the mass moment of inertia of the wheel, Ty, is given by (7.6),
and T, is the friction torque. Including (7.7) to (7.9) in (7.10) together
with vg = TstatWij gives

. 1 )
(Jw + mCOGrgtat)ocw = T, T, — icm,.ALparf,mtozfu (7.11)

—TstatMCoG (Crl + cr2rstatdw) - TstathoGQSin(Xroad)

The dynamical influence from the tire has been neglected in the equation
describing the wheel.

A complete model of the driveline with the clutch engaged is described by
Equations (7.1) to (7.11). So far the functions f., fi, fp, fr, fa, and the friction
torques Tfric.ty Tiric,f, and T, are unknown. In the following, assumptions will
be made about these, resulting in a series of driveline models, with different
complexities.

7.1.2 A Basic Complete Model

A basic model will be developed. Assumptions about the fundamental equations
above are made in order to obtain a model with a lumped inertia. Labels are
according to Figure 7.2. The clutch and the shafts are assumed to be stiff.
The transmission and the final drive are assumed to multiply the torque by the
conversion ratio, without losses.

Engine: The engine is modeled as in Equation (7.1)

Jebdics = Te — Trrice — Tt (7.12)

Clutch: The clutch is assumed to be stiff, which gives the following equations
for the torque and the angle

T. =T, oacs=0c (7.13)
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Transmission: The transmission is described by one rotating inertia J;. The
friction torque is assumed to be described by a viscous damping coefficient
d;. The model of the transmission, corresponding to (7.3), is

Qe = gl (7.14)

By using (7.13) and (7.14), the model can be rewritten as
Jidos = Toi; — didos — Tpiy (7.16)

The equation above illustrates the general methodology, but from now on
a simplified version will be used by neglecting the inertia and the damping
losses. This is done by using J; = 0 and d; = 0, which results in the
following transmission model

Qe = Oyly (7.17)
Ttit = Tp (718)

Propeller shaft: The propeller shaft is also assumed to be stiff, which gives
the following equations for the torque and the angle

T,=T, o=qy (7.19)

Final drive: In the same way as for the transmission, the final drive can in
general be modeled by one rotating inertia J; and a friction torque that
is assumed to be described by a viscous damping coefficient d¢. However,
also here, for the basic model, the inertia and the damping are neglected
bny=Oanddf=0.

The model of the final drive, corresponding to (7.5), is then

ap = afif (7.20)
Triy = Ty (7.21)

Drive shaft: The drive shaft is assumed to be stiff, which gives the following
equations for the torque and the angle

Tw = Td, Qf = Oy (7.22)

Wheel: The force and torque balances on the wheel includes the dynamics of
the vehicle and is modeled as before in Equation (7.11). Neglecting the
wheel friction, T, = 0, leads to

. 1 .
(Jw +Mmeocha)iw = Tw— §CairALPa7"§tatai; (7.23)

*TstathoG(Crl + CTQTstatduz) - Tstath'OGgSin(Xroad)
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7.1.3 Combining the equations

The equations from engine to wheel, Equations (7.12)-(7.23), now constitutes a
complete chain. Start the elimination of intermediate variables by using (7.13)
and (7.14)-(7.22) to obtain the relationships for angles and torques for a stiff
driveline (acs = a, = iy = fyo = iiifay = 4440y, and in the same way for
the torques). This results in

itich = Tw, aos — itif'()éw (724)

The complete description is now reduced to this equation, (7.24), in combination
with (7.12) and (7.23) which are

Jeiics = To—Tirice —Tefiris (7.25)
1
(Jw +Mcoar2iar) 0w = T — 5cm-TALpargtatozfu (7.26)

_rstathoG(Crl + cr2rstatdw) - rstatmgSin(Xroad)

There is now an arbitrary choice whether to write the final model in terms
of engine speed or wheel speed. Here the wheel speed is chosen. This means
that the three variables Ty, T, acs should be eliminated from the four equations
(7.24)-(7.26). The result is one single equation constituting the complete model,
named the Basic Driveline Model.

Model 7.1 The Basic Driveline Model

(Jw + MeoaT e +ititde)dw = ivif(Te — Teric,e) (7.27)
. 1 .
_mCchr2r§mtaw - EcairALpargtata?ﬂ

—TstatMCoG (Crl + gSin(Xroad))

For low gears and speeds, the influence from the air drag is low and by neglecting
CairALpPar?a 62, in (7.27), the model is linear in the state cu,, but nonlinear in
the parameters.

There is one term in the above Basic Driveline Model that requires additional
modeling. It is the term T¢ — T'fric,e that describes the effective torque from the
engine. The torque generated by combustion, T, is modeled differently for SI
or CI engines. The losses in the engine, T,ic, depend, among other things, on
pumping losses, and usually requires measurements. Both these aspects will be
illustrated in the next section.

7.1.4 An Illustrative Modeling Example

A Scania heavy truck is used for experiments. Figure 7.4 shows a Scania 144L
6x2 truck that has the configuration as follows.

e 14 liter V8 turbo-charged diesel engine with maximum power of 530 Hp
and maximum torque of 2300 Nm. The fuel metering is governed by an
in-line injection pump system [10].
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Figure 7.4 Scania 144L truck.

e The engine is connected to a manual range-splitter transmission GRS900R
(Figure 7.6) via a clutch. The transmission has 14 gears and a hydraulic
retarder. It is also equipped with the automatic gear shifting system Opti-
Cruise [91].

e The weight of the truck is m = 24 000 kg.

Engine

The V8 engine in the 144L truck uses an in-line pump system with one fuel pump
supplying all eight cylinders with fuel. Driveline modeling will be influenced by
a number of subsystems of the engine that are common for both engine types.
These are

Maximum torque delimiter The injected fuel amount is restricted by the
physical character of the engine (i.e., engine size, number of cylinders, etc.),
together with restrictions that the engine control system uses, for utilizing
the engine in the best possible way. The maximum torque decreases below
1100 rpm and above 1500 rpm.

Diesel smoke delimiter If the turbo pressure is low and a high engine torque
is demanded, diesel smoke emissions will increase to an unacceptable level.
This is prevented by restricting the fuel amount to a level with acceptable
emissions at low turbo pressures.

Transfer function from fuel amount to engine torque The engine torque
is the torque resulting from the explosions in the cylinders. A static function
relating the engine torque to injected fuel can be obtained in a dynamometer
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Figure 7.5 Scania 14 liter V8 DSC14 engine.

Figure 7.6 Scania GRS900R range-splitter transmission with retarder and OptiCruise
automatic gear-shifting system.
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Table 7.1 Measured variables transmitted on the CAN-bus.

Measured Variables
Variable Node Resolution Rate
Engine speed, acs Engine 0.013 rad/s 20 ms
Engine torque, T¢ Engine 1% of max torque | 20 ms
Engine temp, 9. Engine 1° C 1s
Wheel speed, dy, ABS 0.033 rad/s 50 ms
Transmission speed, ¢; | Transmission | 0.013 rad/s 50 ms

test. For a diesel engine this function is fairly static, and no dynamical
models are used in this work.

Engine friction The engine output torque transferred to the clutch is equal
to the engine torque (the torque resulting from the explosions) subtracted
by the engine internal friction. Friction modeling is thus fundamental for
driveline modeling and control.

Sensor System

The velocity of a rotating shaft is measured by using an inductive sensor [89],
which detects the time when cogs from a rotating cogwheel are passing. This
time sequence is then inverted to get the angle velocity. Hence, the bandwidth of
the measured signal depends on the speed and the number of cogs the cogwheel
is equipped with.

Three speed sensors are used to measure the speed of the flywheel of the
engine (dcg), the speed of the output shaft of the transmission (¢), and the
speed of the driving wheel (cw,). The transmission speed sensor has fewer cogs
than the other two sensors, indicating that the bandwidth of this signal is lower.

By measuring the injected fuel flow, i, that is fed to the engine, a measure of
the driving torque, Te(1if), is obtained from dynamometer tests, as mentioned
before. The output torque of the engine is the driving torque subtracted by
the engine friction, Ttrice. This signal, u = T.(ry) — Tfric,e, is the torque
acting on the driveline, which is a pulsating signal with torque pulses from each
cylinder explosion. However, the control signal u = T (1) — Trpic,e is treated
as a continuous signal, which is reasonable for the frequency range considered
for control design. A motivation for this is that an eight-cylinder engine makes
80 strokes/s at an engine speed of 1200 rev/min. This means that a mean-value
engine model is assumed (neglects variations during the engine cycle).

The truck is equipped with a set of control units, each connected with a CAN-
bus [97]. These CAN nodes are the engine control node, the transmission node,
and the ABS brake system node. Each node measures a number of variables and
transmits them via the bus.

Experiments for Driveline Modeling

A number of test roads at Scania were used for testing. They have different
known slopes. The variables in Table 7.1 are logged during tests that excite
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Figure 7.7 Logged data on the CAN-bus during step inputs in accelerator position
with the 144L truck. The transmission speed (dashed) and the wheel speed (dash-
dotted) are scaled to engine speed in solid. The main flexibility of the driveline is
located between the output shaft of the transmission and the wheel, since the largest
difference in speed is between the measured transmission speed and wheel speed.

driveline resonances. Figure 7.7 shows a test with the 144L truck where step
inputs in accelerator position excite driveline oscillations. In Figure 7.7 it is seen
that the main flexibility of the driveline is located between the output shaft of
the transmission and the wheel, since the largest difference in speed is between
the measured transmission speed and wheel speed.

Engine Friction Modeling

The engine friction Tty is modeled as a function of the engine speed and the
engine temperature

Tfm'c,e = Tfric,e(dCSv 796) (728)

The influence from the load is neglected. With neutral gear engaged, the en-
gine speed is controlled to 20 levels between 600 and 2300 RPM, while measuring
the engine torque and temperature. The resulting friction map for the 144L truck
is shown in Figure 7.8.

The logged engine torque, T, (), as a function of the injected fuel flow, is
recalculated to control signal to the driveline by subtracting the engine friction
from the engine torque as

u = Te(mf) - Tfric,e(dCSa 196) (729)
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Figure 7.8 Engine friction for the 144L truck, modeled as a function of engine speed
and engine temperature.

Obtaining a Set of Models

The measured engine speed, transmission speed, and wheel speed for the 144L
truck is explained by deriving a set of models of increasing complexity. Figure 7.7
shows that the main difference in speed is between the measured transmission
speed and wheel speed, indicating that the important flexibility of the driveline
is located between the output shaft of the transmission and the wheel. This leads
to a first model with a lumped engine and transmission inertia connected to the
wheel inertia by a drive-shaft flexibility. The reason for this is that the drive
shaft is subject to the relatively largest torsion. This is mainly due to the high
torque difference that results from the amplification of the engine torque by the
conversion ratio of the transmission (i;) and the final drive (iy). This number
(24if) can be as high as 60 for the lowest gear. A total of three models will be
derived for the 144L truck, all based on the basic driveline equations derived in
Section 7.1.1.

Model with Drive-Shaft Flexibility

The simplest model with a drive-shaft flexibility is developed first. Assumptions
about the fundamental equations in Section 7.1.1 are made in order to obtain a
model with a lumped engine and transmission inertia and a drive-shaft flexibil-
ity. Labels are according to Figure 7.2. The clutch and the propeller shafts are
assumed to be stiff, and the drive shaft is described as a damped torsional flex-
ibility. The transmission and the final drive are assumed to multiply the torque
by the conversion ratio, without losses.
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Clutch: The clutch is assumed to be stiff, which gives the following equations
for the torque and the angle

TC = Tt, s = Qe (730)
Transmission: The transmission is described by one rotating inertia J;. The

friction torque is assumed to be described by a viscous damping coefficient
d;. The model of the transmission, corresponding to (7.3), is

Qe = oyl (7.31)
Jeéy = Tyiy—deiy — T, (7.32)

By using (7.30) and (7.31), the model can be rewritten as
Jviics = Tei; — dios — Tyiy (7.33)

Propeller shaft: The propeller shaft is also assumed to be stiff, which gives
the following equations for the torque and the angle

T, =T, o=uo (7.34)

Final drive: In the same way as for the transmission, the final drive is modeled
by one rotating inertia Jy. The friction torque is assumed to be described
by a viscous damping coefficient dy. The model of the final drive, corre-
sponding to (7.5), is

ap = afiy (7.35)
Jray = Tyiy—dpay — Ty (7.36)

Equation (7.36) can be rewritten with (7.34) and (7.35) which gives
Jpéy = Tyit — dpcy — Tyiy (7.37)

Converting (7.37) to a function of engine speed is done by using (7.30) and
(7.31) resulting in

Jptcs = Tyizip — dpcios — Taipiy (7.38)

By replacing T, in (7.38) with T}, in (7.33), a model for the lumped trans-
mission, propeller shaft, and final drive is obtained

(Jeit + Jp)dcs = Teitit — dicosit — dpdes — Taipis (7.39)

Drive shaft: The drive shaft is modeled as a damped torsional flexibility, hav-
ing stiffness &, and internal damping d. Hence, (7.6) becomes

T, =1y = k:(af — aw) + d(df - (jzw) = k(acs/itif — ozw) (7.40)
=+ d(dcs/itif — dw)
where (7.30), (7.31), (7.34), and (7.35) are used. By replacing Ty in (7.39)

with (7.40) the equation describing the transmission, the propeller shaft,
the final drive, and the drive shaft, becomes

(it + Jp)dcs = Teipiy — diciesi — dpocs (7.41)

7]43(0[05 — awitif) — d(dcg — dwitif)
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Figure 7.9 The Drive-shaft model consists of a lumped engine and transmission inertia
connected to the wheel inertia by a damped torsional flexibility.

Wheel: If (7.11) is combined with (7.40), the following equation for the wheel
is obtained:

(JW + mCOGrztat)dw = k(acs/itif - Oéw) + d(dcs/itif - Ozw) (742)
. 1 . .
_dwaw - _CaiTALpargtata'LQu - chQrgtataw

2
—TstatMCoG (Crl + g sin (X'I‘oad))

where the friction torque is described as viscous damping, with label d,,.
The complete model, named the Drive-shaft model, is obtained by inserting T

from (7.41) into (7.1), together with (7.42), which gives the following equations.
An illustration of the model can be seen in Figure 7.9.

Model 7.2 The Drive-Shaft Model

(Je + Ju /i + Jp[i?i3)acs = Te—Thrice — (de/if +dy/ifi3)acs  (7.43)
—k(acs/itif — aw)/iriy
—d(Ges/ivip — cup)/ivig
k(acs/itif — o) + d(Gosfivip — duy)  (7.44)

(Jw + McoGT ) B

1
2 . 3 -2
_(dw + mCoGCrZTstat)aw - §Cai7'ALparstataw

—TstatMCoG (Crl + g sin (Xroad))

The Drive-shaft model is the simplest model of three considered. The drive-shaft
torsion, the engine speed, and the wheel speed are used as states according to

T = aos /ity — G, Tz =dos, T3 = (7.45)
More details of state-space descriptions are given in Section 7.3.5. For low gears,

the influence from the air drag is low and by neglecting 3cqir ALpPaT5qy0/2, in
(7.44), the model is linear in the states, but nonlinear in the parameters.
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Parameter estimation of the Drive-shaft model

A data set containing engine torque, engine speed, and wheel speed measurements
are used to estimate the parameters and the initial conditions of the Drive-shaft
model. The estimated parameters are

T = itifa l= Tstat™CoG (Crl + gSin(Xroad))
Ji = Je+ Jifii + Jp/i7i5, T2 = Jw + McoaTar (7.46)
di = difi} +dg/i}i,  dy = dy +MCoGCraThar

together with the stiffness, k, and the internal damping, d, of the drive shaft. The
estimated initial conditions of the states are labeled g, x20, and x3g, according
to (7.45).

Figure 7.10 shows an example of how the model fits the measured data. The
measured driveline speed are shown together with the model output, xi, xo,
and x3. According to the model, the clutch is stiff, and therefore, the transmis-
sion speed is equal to the engine speed scaled with the conversion ratio of the
transmission (i;). In the figure, this signal is shown together with the measured
transmission speed. The plots are typical examples that show that a major part
of the driveline dynamics is captured with a linear mass-spring model with the
drive shafts as the main flexibility.

Results of parameter estimation

e The main contribution to driveline dynamics from driving torque to engine
speed and wheel speed is the drive shaft, explaining the first main resonance
of the driveline.

e The true drive-shaft torsion (x1) is unknown, but the value estimated by
the model has physically reasonable values. These values will be further
validated in Section 7.5.6.

e The model output transmission speed (z2/i;) fits the measured transmis-
sion speed data reasonably well, but there is still a systematic dynamics
lag between model outputs and measurements.

Influence from Propeller-Shaft Flexibility

The Drive-shaft model assumes stiff driveline from the engine to the final drive.
The propeller shaft and the drive shaft are separated by the final drive, which has
a small inertia compared to other inertias, e.g., the engine inertia. This section
covers an investigation of how the model parameters of the Drive-shaft model are
influenced by a flexible propeller shaft.

A model is derived with a stiff driveline from the engine to the output shaft
of the transmission. The propeller shaft and the drive shafts are modeled as
damped torsional flexibilities. As in the derivation of the Drive-shaft model, the
transmission and the final drive are assumed to multiply the torque with the
conversion ratio, without losses.
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Figure 7.10 The parameters of the Drive-shaft model estimated on data with step
inputs in accelerator position using gear 1. The top figure shows the estimated drive-
shaft torsion, and the bottom figures show the model outputs (z2, 3) in dashed lines,
together with the measured driveline speeds in solid. The plots are typical examples

of that a major part of the dynamics is captured by a linear model with a drive-shaft
flexibility.
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The derivation of the Drive-shaft model is repeated here with the difference
that the model for the propeller shaft (7.34) is replaced by a model of a flexibility
with stiffness %k, and internal damping d,,

T, =Ty = kp(ar —ap) +dp(dy — &) = kp(acs/iv—ap) +dp(ces/is—dy) (7.47)

where (7.30) and (7.31) are used in the last equality. This formulation means
that there are two torsional flexibilities, the propeller shaft and the drive shaft.
Inserting (7.47) into (7.33) gives

Jitics = Tcif —didos — (kp(ac,s/it — Oép) + dp(dcs/it - dp)) n (7.48)

By combining this with (7.1) the following differential equation describing the
lumped engine and transmission results

(Je + Jt/Z?)OZCS = Te - Tfric,e - dt/i?dcs (749)

1 . . ) .
n (kp(acs/iv — ap) + dp(dos/ic — b))
t
The final drive is described by inserting (7.47) in (7.36) and using (7.35)

Qp = Oéfif (7.50)
def = 1y (kp(ozcs/it — Otp) + dp(dcs/it — dp)) — dfdf —Ty (7.51)

Including (7.50) in (7.51) gives
Jpiy = it (kp(acs /iy — op) + dy(cios [ie — o)) — dyde, — i Ty (7.52)
The equation for the drive shaft (7.40) is repeated with new labels
Tow=1T4= kd(af—aw)+dd(df —dw) = kd(ap/if—aw)—i—dd(o'zp/if—o'zw) (753)

where (7.50) is used in the last equality.
The equation for the final drive (7.52) now becomes

Jpiy = i% (kplacs/is — ap) + dy(des/ie — o)) — dydy, (7.54)
—if (k;d(o‘p/if — ) + dd(dp/if — )

The equation for the wheel is derived by combining (7.11) with (7.53). The
equation describing the wheel becomes

(Jw + mCoGT?tat)dw = ka(op/if — aw) + da(dy/if — )  (7.55)
. 1 ) )
_dwaw - §CairALpar§tata12U - mCOGCr2T3tataw
—TstatMCoG (Crl + gSin(X'r‘oad))

where again the friction torque is assumed to be described by a viscous damping
coefficient d,,. The complete model with drive shaft and propeller shaft flexibil-
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Figure 7.11 Model with flexible propeller shaft and drive shaft.

ities is the following, which can be seen in Figure 7.11.
(Je + Jt/lf)acs - Te - Tfric,e - dt/igdCs (756)

—% (kp(acs /it — ap) + dyp(dcs/ic — dp))

Jpty, = it (kp(acs/ic — ap) + dp(des /s — ) (7.57)
—dgéy, — iy (ka(ap/ip — aw) +da(dyp/if — du))
(Jw +meocToat)dw = ka(ap/if —aw) +daléy/if — ) (7.58)

1
2 . 3 -2
_(dw + mCOGCTQTstat)O‘w - icairALpaTstatO‘w
—TstatMCoG (Crl + gSin (Xroad))

The model equations (7.56) to (7.58) describe the Drive-shaft model extended
with the propeller shaft with stiffness k, and damping d,. The three inertias in
the model are

Jl - Je + Jt/lf
Jo = J; (7.59)
Js = Jw+ mCoGrgtat

If the magnitude of the three inertias are compared, the inertia of the final drive
(Jy) is considerably less than J; and J; in (7.59). Therefore, the model will act
as if there are two damped springs in series. The total stiffness of two undamped
springs in series is

kpi?kd

=2 7.60
kpit + ka (7.60)

whereas the total damping of two dampers in series is

 dpitdy
dyit +dy

The damping and the stiffness of the drive shaft in the previous section will thus
typically be underestimated due to the flexibility of the propeller shaft. This ef-
fect will increase with lower conversion ratio in the final drive, 4. The individual
stiffness values obtained from parameter estimation are somewhat lower than the
values obtained from material data.
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Figure 7.12 Measured engine speed (solid) and transmission speed (dashed). The
transmission speed is multiplied with the conversion ratio of the transmission, ;.

Deviations between Engine Speed and Transmission Speed

As mentioned above, there is good agreement between model output and exper-
imental data for uw = T, — Ttric,e, Gcg, and ¢, but there is a slight deviation
between measured and estimated transmission speed. With the Drive-shaft model,
stiff dynamics between the engine and the transmission is assumed, and hence the
only difference between the model outputs engine speed and transmission speed
is the gain i; (conversion ratio of the transmission). However, a comparison be-
tween the measured engine speed and transmission speed shows that there is not
only a gain difference according to Figure 7.12. This deviation has a character of
a phase shift and some smoothing (signal levels and shapes agree). This indicates
that there is some additional dynamics between engine speed, &¢g, and trans-
mission speed, &;. Two natural candidates are additional mass-spring dynamics
in the driveline, or sensor dynamics. The explanation is that there is a combined
effect, with the major difference explained by the sensor dynamics. The motiva-
tion for this is that the high stiffness of the clutch flexibility (given from material
data) cannot result in a phase shift form of the magnitude shown in Figure 7.12.
Neither can backlash in the transmission explain the difference, because then
the engine and transmission speeds would be equal when the backlash is at its
endpoints.

As mentioned before, the bandwidth of the measured transmission speed is
lower than the measured engine and wheel speeds, due to fewer cogs in the sensor.
It is assumed that the engine speed and the wheel speed sensor dynamics are not
influencing the data for the frequencies considered. The speed dependence of the
transmission sensor dynamics is neglected. The following sensor dynamics are
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Figure 7.13 The Drive-shaft model with sensor dynamics.

assumed, after some comparison between sensor filters of different order,

fm = 1

1
fe =1 s (7.61)
fw = 1

where a first order filter with an unknown parameter v models the transmission
sensor. Figure 7.13 shows the configuration with the Drive-shaft model and sensor
filter f,., fi, and f,,. The outputs of the filters are y,,, y:, and .

Now the parameters, the initial condition, and the unknown filter constant
~ can be estimated such that the model outputs (ym, yt, ¥w) fit the measured
data. The result of this is seen in Figure 7.14 for gear 1. The conclusion is that
the main part of the deviation between engine speed and transmission speed is
due to sensor dynamics. Figure 7.15 shows an enlarged plot of the transmission
speed, with the model output from the Drive-shaft model with and without sensor
filtering.

Results of parameter estimation

e If the Drive-shaft model is extended with a first order sensor filter for the
transmission speed, all three velocities (&g, ¢, Guy) are estimated by the
model. The model outputs fit the data except for some time intervals where
there are deviations between model and measured data (see Figure 7.15).
However, these deviations will in the following be related to nonlinearities
at low clutch torques.

Model with Flexible Clutch and Drive Shaft

The clutch has so far been assumed stiff and the main contribution to low-
frequency oscillations is the drive-shaft flexibility. However, measured data sug-
gests that there is some additional dynamics between the engine and the trans-
mission. The candidate which is most flexible is the clutch. Hence, the model
will include two torsional flexibilities, the drive shaft, and the clutch. With this
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Figure 7.14 Parameter estimation of the Drive-shaft model as in Figure 7.10, but
with sensor dynamics included. The top figure shows the estimated drive-shaft torsion,
and the bottom figures show the model outputs (ym, y:, yw) in dashed, together with
the measured data in solid. The main part of the deviation between engine speed and
transmission speed is due to sensor dynamics. See also Figure 7.15.
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Figure 7.15 Enlargement of part of Figure 7.14. Measured transmission speed (solid),
output from the Drive-shaft model without sensor filtering (dashed), and output from
the Drive-shaft model with sensor filtering (dash-dotted). The parameters are estimated
based on experiments with gear 1.

model structure, the first and second resonance modes of the driveline are ex-
plained. The reason to this ordering in frequency is the relatively higher stiffness
in the clutch, because the relative stiffness of the drive shaft is reduced by the
conversion ratio.

A model with a linear clutch flexibility and one torsional flexibility (the drive
shaft) is derived by repeating the procedure for the Drive-shaft model with the
difference that the model for the clutch is a flexibility with stiffness k. and internal
damping d.

T. =T, = kc(acs —ac)+de(dos —be) = ke(aos —apiy) +de(dos — duiy) (7.62)

where (7.31) is used in the last equality. By inserting this into (7.1) the equation
describing the engine inertia is given by

Jebecs = Te — Trrice — (ke(acs — ouiy) + de(cos — Guiy)) (7.63)
Also by inserting (7.62) into (7.32), the equation describing the transmission is
Jidy = iy (ke(acs — auiy) + de(Gos — duiy)) — dicyy — T, (7.64)

T, is derived from (7.37) giving
(Je + Jp /i) = iy (ke(oes — owi) + de(dos — duir)) — (dy + dyp /i7) — (T?/Gg)

which is the equation describing the lumped transmission, propeller shaft, and
final drive inertia.
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Figure 7.16 The Clutch and drive-shaft model: Linear clutch and drive-shaft torsional
flexibility.

The drive shaft is modeled according to (7.40) as

Tw = Td = kd(()tf*aw)+dd(df7dw) = kd(at/iffaw)erd(o'zt/iffo'zw) (766)

where (7.34) and (7.35) are used in the last equality.

The complete model, named the Clutch and drive-shaft model, is obtained by
inserting (7.66) into (7.65) and (7.11). An illustration of the model can be seen
in Figure 7.16.

Model 7.3 The Clutch and Drive-Shaft Model

Jeacs = T, — Tf’r'ic,e - (kc(aCS - O‘tit)
+de(qeos — ayit)) (7.67)
’L.t (kC(OZCS — O[t’é.t) + dc(dCS — O[tlt)) (768)

2 - 1 .
—(dt + df/l?)ozt — ; (kd(at/lf - Oéw)

+dd(dt/if - dw))
(Jw + MeoaT2at) 0w = kalar/ip — ) + da(cu /iy — éuy) (7.69)
1
_(dw + Cr2rstat)dw - EcairALpargtatd?u (770)
—TstatCoG (Crl + gsin (Xroad))

The clutch torsion, the drive-shaft torsion, and the driveline speeds are used as
states according to

Ty = acs — Quly, Top=oyfif —Q, T3=0dcs, T4=0, Tz=d, (7.71)

More details about state-space representations and parameters are covered in
Section 7.3.4. For low gears, the influence from the air drag is low and by
neglecting %caiT.ALpar‘;’mtdfu in (7.69), the model is linear in the states, but
nonlinear in the parameters. The model equipped with the sensor filter in (7.61)
gives the true sensor outputs (Ym, Yt, Yw)-
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Figure 7.17 Clutch torsion (top figure) and drive-shaft torsion (bottom figure) result-
ing from parameter estimation of the Clutch and drive-shaft model with sensor filtering,
on data with gear 1. The true values of these torsions are not known, but the plots
show that the drive-shaft torsion has realistic values.

Parameter estimation of the Clutch and drive-shaft model

The parameters and the initial conditions of the Clutch and drive-shaft model are
estimated with the sensor dynamics described above, in the same way as the
Drive-shaft model in this section. A problem when estimating the parameters of
the Clutch and drive-shaft model is that the bandwidth of the measured signals
is not enough to estimate the stiffness k. in the clutch. Therefore, the value
of the stiffness given from material data is used and fixed, and the rest of the
parameters are estimated.

The resulting clutch torsion (z1) and the drive-shaft torsion (x2) are shown
in Figure 7.17. The true values of these torsions are not known, but the figure
shows that the amplitude of the drive-shaft torsion has realistic values that agree
with material data. However, the clutch torsion does not have realistic values
(explained later), which can be seen when comparing with the static nonlinearity
in Figure 7.18.

The model output velocities (¢cs, ¢4, ) show no improvement compared
to those generated by the Drive-shaft model with sensor dynamics, displayed in
Figure 7.14.

Results of parameter estimation

e The model including a linear clutch does not improve the data fit. The
interpretation of this is that the clutch model does not add information for
frequencies in the measured data.
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Figure 7.18 Nonlinear clutch characteristics.

Nonlinear Clutch and Drive-Shaft Flexibility

When studying a clutch in more detail it is seen that the torsional flexibility is
a result of an arrangement with smaller springs in series with springs with much
higher stiffness. The reason for this arrangement is vibration insulation. When
the angle difference over the clutch starts from zero and increases, the smaller
springs, with stiffness k.1, are being compressed. This ends when they are fully
compressed at o, radians. If the angle is increased further, the stiffer springs,
with stiffness k.o, are beginning to be compressed. When .y is reached, the
clutch hits a mechanical stop. This clutch characteristics can be modeled as in
Figure 7.18. The resulting stiffness k.(acs — a.) of the clutch is given by

kcl if |£C| S Qe
kC(I) = keo if ae < |£L“ < Q2 (772)
oo otherwise

The torque My (acs — a.) from the clutch nonlinearity is

koix if |z] < aq

kclacl + ka (.’17 - acl) if Qe < T < Q2
—keraer +ke2(z 4+ acr) if —a <2 < —ag
00 otherwise

Mye(x) = (7.73)

If the linear clutch in the Clutch and drive-shaft model is replaced by the clutch
nonlinearity according to Figure 7.18, the following model, called the Nonlinear
clutch and drive-shaft model, is derived.
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Model 7.4 The Nonlinear Clutch and Drive-Shaft Model

JedCS = Te - Tfric,e - Mkc(acs - atit) (774)

—dc(dcs — i)

it (Mkc(acs — Oétit) =+ dc(dCS — thZt)) (775)
27 1 ,

—(dt + df/l?c)at — ; (kd(at/lf — Oéw)

+dd(dt/if - aw))
(i + Mo = Kalanfip — au) + dalése/ig — ) (7.76)

(Je + Jf/’i?c)dt

1
- 3 -2
_(dw + mCoGCTZTstat)Oéw - icairALparstataw

—TstatCoG (Crl + gsin (Xroad))
Nonlinear driveline model with five states. (The same state-space representation
as for the Clutch and drive-shaft model can be used.) The function My,(-) is given
by (7.73). The model equipped with the sensor filter in (7.61) gives the true
sensor outputs (Ym, Yt, Yuw)-

Parameter estimation of the Nonlinear clutch and drive-shaft model

When estimating the parameters and the initial conditions of the Nonlinear clutch
and drive-shaft model, the clutch static nonlinearity is fixed with known physical
values and the rest of the parameters are estimated, except for the sensor filter
which is the same as in the previous model estimations.

The resulting clutch torsion (x1 = acs — ayiy) and drive-shaft torsion (xy =
ay/iy — ay,) are shown in Figure 7.19. The true values of these torsions are not
known as mentioned before. However, the figure shows that both angles have
realistic values that agree with other experience. The model output velocities
(s, G, () show no improvement compared to those generated by the Drive-
shaft model with sensor dynamics, displayed in Figure 7.14.

In Figure 7.15 it was seen that the model with the sensor filtering fitted the
signal except for a number of time intervals with deviations. The question is if
this is a result of some nonlinearity. Figure 7.20 shows the transmission speed
plotted together with the model output and the clutch torsion. It is clear from
this figure that the deviation between model and experiments occurs when the
clutch angle passes the area with the low stiffness in the static nonlinearity (see
Figure 7.18).

Results of parameter estimation

e The model including the nonlinear clutch does not improve the overall data
fit for frequencies in the measured data.

e The model is able to estimate a clutch torsion with realistic values.

e The estimated clutch torsion shows that when the clutch passes the area
with low stiffness in the nonlinearity, the model deviates from the data.
The reason is unmodeled dynamics at low clutch torques [8].
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Figure 7.19 Clutch torsion (top figure) and drive-shaft torsion (bottom figure) result-
ing from parameter estimation of the Nonlinear clutch and drive-shaft model with sensor
filtering, on data with gear 1. The true values of these torsions are not known, but the
plots show that they have realistic values.

Model Validity

In the parameter estimation, the unknown load, [, which vary between the tri-
als, is estimated. The load can be recalculated to estimate road slope, and the
calculated values agree well with the known values of the road slopes at Scania.
Furthermore, the estimation of the states describing the torsion of the clutch
and the drive shaft shows realistic values. This gives further support to model
structure and parameters.

The assumption about sensor dynamics in the transmission speed influencing
the experiments, agrees well with the fact that the engine speed sensor and the
wheel speed sensor have considerably higher bandwidth (more cogs) than the
transmission speed sensor.

When estimating the parameters of the Drive-shaft model, there is a problem
when identifying the viscous friction components d; and dy. The sensitivity in
the model to variations in the friction parameters is low, and the same model fit
can be obtained for a range of friction parameters. However the sum d;i2 + do
is constant during these tests. The problem with estimating viscous parameters
will be further discussed later.

Summary of Modeling Example

Parameter estimation shows that a model with one torsional flexibility and two
inertias is able to fit the measured engine speed and wheel speed in a frequency
regime including the first main resonance of the driveline. By considering the
difference between measured transmission speed and wheel speed it is reasonable
to deduce that the main flexibility is the drive shafts.
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Figure 7.20 Clutch torsion (top figure) and measured and estimated transmission
speeds (bottom figure) from the Nonlinear clutch and drive-shaft model with sensor dy-
namics with gear 1. The result is that the main differences between model (dashed) and
experiments (solid) occur when the clutch torsion passes the area with the low stiffness
(16| < 1) in the static clutch nonlinearity.
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In order for the model to also fit the measured transmission speed, a first
order sensor filter is added to the model, in accordance with properties of the
sensor system. It is shown that all three velocities are fitted accurately enough.
Parameter estimation of a model with a nonlinear clutch explains that the differ-
ence between the measured data and the model outputs occurs when the clutch
transfers zero torque.

Further supporting facts of the validity of the models are that they give
values to the non-measured variables, drive shaft and clutch torsion, that agree
with experience from other sources. Furthermore, the known road slopes are well
estimated.

The result is a series of models that describe the driveline in increasing detail
by, in each extension, adding the effect that seems to be the major cause for the
deviation still left.

The result, from a user perspective, is that, within the frequency regime
interesting for control design, the Drive-shaft model with some sensor dynamics
gives good agreement with experiments. It is thus suitable for control design. The
major deviations left are captured by the nonlinear effects in the Nonlinear clutch
and drive-shaft model, which makes this model suitable for verifying simulation
studies in control design.

7.2 Modeling of Neutral Gear

An important basis for design of driveline management is to understand the
dynamic behavior of the driveline before and after going from a gear to neutral.
This requires additional modeling of the driveline since it is separated in two parts
when in neutral. Such a decoupled model is the topic of this section, together
with its use for analysis of possible oscillation patterns of the decoupled driveline.

A decoupled model has several applications. It is the basis for a diagnosis
system of gear-shift quality. The analysis cast light on the sometimes, at first
sight, surprising oscillations that occur in an uncontrolled driveline. It is also an
indication for the value of feedback control.

7.2.1 Stationary Gear-Shift Experiments

First, a series of gear-shifts with a stationary driveline are performed without
using driveline torque control. This means that a speed controller controls the
engine speed to a desired level, and when the driveline speeds have reached sta-
tionary levels, engagement of neutral gear is commanded. Figure 7.21 shows two
of these trials where the engine speed is 1400 RPM and 2100 RPM respectively,
on a flat road with gear 1. The behavior of the engine speed, the transmission
speed, and the wheel speed is shown in the figure. At t = 14 s, a shift to neutral
is commanded. A gear shift is performed by using a gear lever actuator driven
by air pressure. A delay-time from commanded gear shift to activated gear-lever
movement is seen in the experiments. This is a combined effect from a delay
in the actuator, and a delay in building up the air pressure needed to overcome
friction. This delay is longer the higher the speed is.
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Figure 7.21 Engagement of neutral gear commanded at 14 s, with stationary driveline
at 1400 RPM and 2100 RPM on a flat road with gear 1. Engine speed (dashed) and
wheel speed (dash-dotted) are scaled to transmission speed which is seen in solid lines.
After a delay time, neutral gear is engaged, causing the driveline speeds to oscillate.
The amplitude of the oscillating transmission speed is higher the higher the speed is.

After the shift, the driveline is decoupled into two parts. The movement of
the engine speed is independent of the movement of the transmission speed and
the wheel speed, which are connected by the propeller shaft and the drive shaft,
according to Figure 7.1. The speed controller maintains the desired engine speed
also after the gear shift. The transmission speed and the wheel speed, on the
other hand, are only affected by the load (rolling resistance, air drag, and road
inclination), which explains the decreasing speeds in the figure.

The transient behavior of the transmission speed and the wheel speed differ
however, and the energy built up in the shafts is seen to affect the transmission
speed more than the wheel speed, giving an oscillating transmission speed. The
higher the speed is, the higher amplitude of the oscillations is obtained. The
amplitude value of the oscillations for 1400 RPM is 2.5 rad/s, and 5 rad/s for
2100 RPM.

7.2.2 Dynamical Gear-Shift Experiments

In the previous trials there was no relative speed difference, since the driveline
was in a stationary mode. If a relative speed difference is present prior to the
gear-shift, there will be a different type of oscillation. Figures 7.22 and 7.23
describe two trials where neutral gear is engaged with an oscillating driveline
without torque control. The oscillations are a result of an engine torque pulse at
11.7 s.

There is only a small difference between the measured engine speed and trans-
mission speed prior to the gear shift. This difference was in Section 7.1 explained



7.2. MODELING OF NEUTRAL GEAR 223

Control signal, u

Driveline speeds
1000 ‘ : 13 : ;

800 1

600 1

4001 ]

[Nm]
[rad/s]

-200

1 12 13 14 1 12 13 14
Time, [s] Time, [s]

Figure 7.22 Engaged neutral gear without torque control at 12.5 s in a trial with
oscillating driveline as a result of a provoking engine torque pulse at 11.7 s in the left
figure. Engine speed (dashed) and wheel speed (dash-dotted) are scaled to transmission
speed (solid) in the right figure. After the gear shift the transmission speed oscillates.
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Figure 7.23 Same field trial as in Figure 7.22, but with engaged neutral gear at 13.2 s.
Engine speed (dashed) and wheel speed (dash-dotted) are scaled to transmission speed
(solid) in the right figure. After the gear shift the transmission speed oscillates.
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Figure 7.24 Description of how the driveline model changes after engagement of
neutral gear. The first model is the Drive-shaft model, which is then separated into
two sub-models when neutral gear is engaged. The left part consists of the engine and
one part of the transmission. The right part of the model consists of the rest of the
transmission and the drive shaft out to the wheels, called the Decoupled model.

to be a result of a sensor filter and a stiff clutch flexibility. After the gear shift,
the energy built up in the shafts is released, which generates the oscillations and
minimizes the difference between the transmission speed and the wheel speed.
The two speeds then decrease as a function of the load. Hence, a relative speed
difference between the transmission speed and the wheel speed at the shift mo-
ment gives oscillations in the transmission speed. The larger the relative speed
difference is, the higher the amplitude of the oscillating transmission speed will
be.

Figure 7.23 shows a similar experiment as in Figure 7.22, but with neutral
gear engaged at 13.2 s. The relative speed difference has opposite sign compared
to that in Figure 7.22. The transmission speed transfers to the wheel speed, and
these two decrease as a function of the load. However, initially the transmission
speed deviates in the opposite direction compared to how the relative speed
difference indicates, which seems like a surprising behavior.

7.2.3 A Decoupled Model

A decoupled model is needed to analyze and explain the three different types of
oscillations described by Figures 7.21, 7.22, and 7.23. Engaging neutral gear can
be described as in Figure 7.24. Before the gear shift, the driveline dynamics is
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described by the Drive-shaft model. This model assumes a lumped engine and
transmission inertia, as described previously. When neutral gear is engaged,
the driveline is separated into two parts as indicated in the figure. The two
parts move independent of each other, as mentioned before. The engine side
of the model consists of the engine, the clutch, and part of the transmission
(characterized by the parameters Jy; and dy; according to Section 7.1.4). The
parameters describing the lumped engine, clutch, and part of transmission are
Ji and by according to the figure. The wheel side of the model consists of the
rest of the transmission (characterized by the parameters Ji2 and di2) and the
drive-shaft flexibility out to the wheels, which is named the Decoupled model.
The model is described by the following equations.

Model 7.5 The Decoupled Model

thdt = *dtQO.lt — k(O{t/Zf — O[U,)/if — d(Olt/Zf — Oéw)/’l,f (777)
Jobw = k()i — )+ d(de/is — ) — dadre — | (7.78)

The model equipped with the sensor filter in (7.61) gives the true sensor outputs
(yta yw)-

All these parameters were estimated in Section 7.1.4, except the unknown param-
eters Jio and diz. The model is written in state-space form by using the states
x1 = drive-shaft torsion, xo = transmission speed, and x3 = wheel speed.

Note that the Decoupled model after the gear shift has the same model struc-
ture as the Drive-shaft model, but with the difference that the first inertia is
considerable less in the Decoupled model, since the engine and part of the trans-
mission are decoupled from the model.

Quality of the Decoupled Model

The unknown parameters Jy2 and d;2 can be estimated if the dynamics de-
scribed by the Decoupled model is excited. This is the case when engaging neutral
gear at a transmission torque level different from zero, giving oscillations. One
such case is seen in Figure 7.25, where the oscillating transmission speed is seen
together with the Decoupled model with estimated parameters Ji;» and dio, and
initial drive-shaft torsion, x19. The rest of the parameters are the same as in the
Drive-shaft model, which were estimated in Section 7.1.4. The rest of the initial
condition of the states (transmission speed and wheel speed) are the measured
values at the time for the gear shift. The model output (y; and y,, with sensor
filter) are fitted to the measured transmission speed and wheel speed. The con-
clusion is that the Decoupled model is able to capture the main resonance in the
oscillating transmission speed.

If the initial states (drive-shaft torsion, transmission speed, and wheel speed)
of the Decoupled model are known at the time for engaging neutral gear, the
behavior of the speeds after the shift can be predicted.

The different characteristic oscillations seen in the experiments after engaged
neutral gear are explained by the value of the drive-shaft torsion and the relative
speed difference at the time of engagement. The Decoupled model can be used to
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Figure 7.25 Measured oscillations after a gear shift at 13.0 s in solid line. The outputs
of the Decoupled model are fitted to data, shown in dashed line. The Decoupled model is
able to capture the main resonance in the oscillating transmission speed after the gear
shift.

predict the behavior of the driveline speeds if these initial variables are known.
The demonstration of problems with an uncontrolled driveline motivates the need
for feedback control in order to minimize the oscillations after a gear shift.

7.3 Driveline Control

There are two types of variables that are of special interest in driveline control:

e (rotational) velocities

e torques

Since the parts of a vehicular driveline (engine, clutch, transmission, shafts,
and wheels) are elastic, velocities and torques differ along the driveline. It also
means that mechanical resonances may occur. The handling of such resonances
is basic for functionality and driveability, but is also important for reducing
mechanical stress and noise. New driveline-management applications and high-
powered engines increase the need for strategies for how to apply engine torque
in an optimal way.

Two important applications for driveline control are

e driveline speed control
e driveline control for gear shifting

These two applications will be treated in the following sections. The first appli-
cation is important to handle wheel-speed oscillations following from a change in
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accelerator pedal position or from impulses from towed trailers and road rough-
ness, known as vehicle shuffle.

The second application, driveline control for gear shifting, is used to imple-
ment automatic gear shifting. In todays traffic it is desired to have an automatic
gear shifting system on heavy trucks. One approach at the leading edge of tech-
nology is gear shifting by engine control [91]. With this approach, disengaging
the clutch is replaced by controlling the engine to a state where the transmission
transfers zero torque, and by that realizing a virtual clutch. After neutral gear is
engaged, the engine speed is controlled to a speed such that the new gear can be
engaged. The gear shifting system uses a manual transmission with automated
gear lever, and a normal friction clutch that is engaged only at start and stop.

The total time needed for a gear shift is an important quality measure. One
reason for this is that the vehicle is free-rolling, since there is no driving torque,
which may be serious with heavy loads and large road slopes. The difference in
engine torque before a gear shift and at the state where the transmission transfers
zero torque is often large. Normally, this torque difference is driven to zero by
sliding the clutch. With gear shifting by engine control, the aim is to decrease
the time needed for this phase by using engine control. However, a fast step in
engine torque may lead to excited driveline resonances. If these resonances are
not damped, the time to engage neutral gear increases, since one has to wait for
satisfactory gear-shift conditions. Furthermore, engaging neutral gear at a non-
zero transmission torque results in oscillations in the transmission speed, which is
disturbing for the driver, and increases the time needed to engage the new gear.
These problems motivate the need for using feedback control in order to reach
zero transmission torque. Two major problems must be addressed to obtain this.
First, the transmission torque must be estimated and validated. Then a strategy
must be derived that drives this torque to zero with damped driveline resonances.

7.3.1 Background
Fuel-Injection Strategy for Speed Control

As described in the previous section, fuel-injection strategy can be of torque con-
trol type or speed control type. For diesel engines, speed control is often referred
to as RQV control, and torque control referred to as RQ control [6]. With RQ
control, the driver’s accelerator pedal position is interpreted as a desired engine
torque, and with RQV control the accelerator position is interpreted as a desired
engine speed. RQV control is essentially a proportional controller calculating
the fuel amount as function of the difference between the desired speed set by
the driver and the actual measured engine speed. The reason for this controller
structure is the traditionally used mechanical centrifugal governor for diesel pump
control [6]. This means that the controller will maintain the speed demanded by
the driver, but with a stationary error (velocity lag), which is a function of the
controller gain and the load (rolling resistance, air drag, and road inclination).
With a cruise controller, the stationary error is compensated for, which means
that the vehicle will maintain the same speed independent of load changes. This
requires an integral part of the controller which is not used in the RQV control
concept.
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Figure 7.26 Engine torque during the different phases in automatic gear shifting
by engine control. The engine torque is controlled to a state where the transmission
transfers zero torque, whereafter neutral gear is engaged without using the clutch. After
the speed synchronization phase, the new gear is engaged, and control is transferred
back to the driver.

Automatic Gear Shifting in Heavy Trucks

Traditionally a gear shift is performed by disengaging the clutch, engaging neutral
gear, shifting to a new gear, and engaging the clutch again. In todays traffic it is
desired to have an automatic gear shifting system on heavy trucks. The following
three approaches are used:

Automatic transmission This approach is seldom used for the heaviest trucks,
due to expensive transmissions and problems with short life time. Another
drawback is the efficiency loss compared to manual transmissions.

Manual transmission and automatic clutch A quite common approach,
which needs an automatic clutch system [88]. This system has to be made
robust against clutch wear.

Manual transmission with gear shifting by engine control By means of
this approach the automatic clutch is replaced by engine control, realizing a
virtual clutch. The only addition needed to a standard manual transmission
is an actuator to move the gear lever. Lower cost and higher efficiency
characterize this solution.

With this last approach a gear shift includes the phases described in Fig-
ure 7.26, where the engine torque during the shift event is shown.

7.3.2 Field Trials for Problem Demonstration

A number of field trials are performed in order to describe how driveline reso-
nances influence driveline management.
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Figure 7.27 Measured speed response of a step in accelerator position at t=32 s.
An RQV speed controller controls the engine speed to 2000 RPM. The engine speed is
well damped, but the resonances in the driveline is seen to give oscillating wheel speed,
resulting in vehicle shuffle.

Driveline speed control

A specific example of how the RQV speed controller performs is seen in Fig-
ure 7.27. The figure shows how the measured engine speed and wheel speed
respond to a step input in accelerator position. It is seen how the engine speed is
well behaved with no oscillations. With a stiff driveline this would be equivalent
with also having well damped wheel speed. The more flexible the driveline is, the
less sufficient a well damped engine speed is, since the flexibility of the driveline
will lead to oscillations in the wheel speed. This will be further discussed and
demonstrated in later sections.

If it is desired to decrease the response time of the RQV controller (i.e., in-
crease the bandwidth), the controller gain must be increased. Then the amplitude
of the oscillations in the wheel speed will be higher.

Driveline torque control

When using gear shifting by engine control, the phases in Figure 7.26 are accom-
plished. First, control is transferred from the driver to the control unit, entering
the torque control phase. The engine is controlled to a torque level corresponding
to zero transferred torque in the transmission. After neutral gear is engaged, the
speed synchronization phase is entered. Then the engine speed is controlled to
track the transmission speed (scaled with the conversion ratio of the new gear),
whereafter the new gear is engaged. Finally, the torque level is transferred back
to the level that the driver demands.
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Figure 7.28 Engagement of neutral gear commanded at 14 s, with stationary driveline
at 1400 RPM and 2100 RPM on a flat road with gear 1. The engine speed (dashed) and
wheel speed (dash-dotted) are scaled to transmission speed (solid) with the conversion
ratio of the driveline. After a short delay time, neutral gear is engaged, causing the
driveline speeds to oscillate. The amplitude of the oscillating transmission speed is
higher the higher the stationary speed is.

The total time needed for a gear shift is important to minimize, since the
vehicle is free-rolling with zero transmission torque. In Figure 7.28, neutral gear
is engaged, without a torque control phase, at a constant speed. This means that
there is a driving torque transferred in the transmission, which clearly causes the
transmission speed to oscillate. The amplitude of the oscillations is increasing
the higher the stationary speed is. This indicates that there must be an engine
torque step in order to reach zero transmission torque and no oscillations in the
transmission speed.

Figure 7.29 shows the transmission speed when the engine torque is decreased
to 46 Nm at 12.0 s. Prior to that, the stationary speed 2200 RPM was maintained,
which requested an engine torque of about 225 Nm. Four trials are performed
with this torque profile with engaged neutral gear at different time delays after
the torque step. After 12.4 s there is a small oscillation in the transmission speed,
after 13.3 s and 14.8 s there are oscillations with high amplitude, and at 13.8 s
there are no oscillations in the transmissions speed. This indicates how driveline
resonances influence the transmission torque, which is clearly close to zero for the
gear shift at 12.4 s and 13.8 s, but different from zero at 13.3 s and 14.8 s. The
amplitude of the oscillating transmission torque will be higher if the stationary
speed is increased or if the vehicle is accelerating.

One way this can be handled is to use a ramp in engine torque according to
the scheme in Figure 7.26. However, this approach is no good for optimizing shift
time, since the ramp must be conservative in order to wait until the transmission
torque fluctuations are damped out.
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Figure 7.29 Gear shifts with the engine at the stationary speed 2200 RPM with
gear 1. At 12.0 s there is a decrease in engine torque to 46 Nm in order to reach zero
transmission torque. The transmission speed is plotted when neutral gear is engaged at
12.48,13.3 s, 13.8 5, and 14.8 s (with the same torque profile). The different amplitudes
in the oscillations show how the torque transmitted in the transmission is oscillating
after the torque step. Note that the range of the vertical axes differ between the plots.

The gear shift at 13.3 s in Figure 7.29 shows the effect of a gear shift at a
transmission torque different from zero. This leads to the following problems:

e Disturbing to the driver, both in terms of noise and speed impulse.
e Increased wear on transmission.

e Increased time for the speed synchronization phase, since the transmission
speed, which is the control goal, is oscillating. The oscillations are diffi-
cult to track for the engine and therefore one has to wait until they are
sufficiently damped.

7.3.3 Goals of Driveline Control

Based on the field-trial demonstration of problems with driveline handling, the
goals for reducing the influence from oscillations in performance and driveabil-
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ity are outlined. These will be the basis when deriving strategies for driveline
management, to be used in field-trial experiments in later sections.

Speed control is the extension of the traditionally used RQV speed control
concept with engine controlled damping of driveline resonances. The control
strategy should maintain a desired speed with the same velocity lag from uphill
and downhill driving, as in the case with traditional control. All available engine
torque should be applied in a way that driveline oscillations are damped out.
The response time of the controller should be made as fast as possible without
exciting higher resonance modes of the driveline.

Gear-shift control is a controller that controls the internal driveline torque
to a level where neutral gear can be engaged without using the clutch. During
the torque control phase, the excited driveline resonances should be damped
in order to minimize the time needed to complete the phase. The engagement
should be realized at a torque level that gives no oscillations in the driveline
speeds. Hereby, the disturbances to the driver and the time spent in the speed
synchronization phase can be minimized. The influence on shift quality from
initial driveline resonances and torque impulses from trailer and road roughness
should be minimized.

The control problems should be formulated so that it is possible to use es-
tablished techniques to obtain solutions. The designs should be robust against
limitations in the diesel engine as actuator. These limitations are:

e The engine torque is not smooth, since the explosions in the cylinder result
in a pulsating engine torque.

e The output torque of the engine is not exactly known. The only measure
of it is a static torque map from dynamometer tests.

e The dynamical behavior of the engine is also characterized by the engine
friction, which must be estimated. Many variables influence engine friction
and it is necessary to find a simple yet sufficiently detailed model of the
friction.

e The engine output torque is limited in different modes of operation. The
maximum engine torque is restricted as a function of the engine speed, and
the torque level is also restricted at low turbo pressures.

The resulting strategies should be possible to implement on both in-line pump
and unit pump injection engines, with standard automotive driveline sensors.

7.3.4 Comment on Architectures for Driveline Control

There is one architectural issue in driveline control that should be noted. There
are different possible choices in driveline control between using different sensor
locations, since the driveline normally is equipped with at least two sensors for
rotational speed, but sometimes more. If the driveline was rigid, the choice of



7.3. DRIVELINE CONTROL 233

sensor would not matter, since the sensor outputs would differ only by a scaling
factor. However, it will be demonstrated that the presence of torsional flexibilities
implies that sensor choice gives different control problems. The difference can
be formulated in control theoretic terms e.g., by saying that the poles are the
same, but the zeros differ both in number and values. A principle study should
not be understood as a study on where to put a single sensor. Instead, it aims
at an understanding of where to invest in increased sensor performance in future
driveline management systems. This issue will also be investigated in later design
sections.

7.3.5 State-Space Formulation

The input to the open-loop driveline system is v = Te — Tfpice, ie., the dif-
ference between the driving torque and the friction torque. Possible physical
state variables in the models of Section 7.1 are torques, angle differences, and
angle velocity of any inertia. The angle difference of each torsional flexibility and
the angle velocity of each inertia are used as state variables. The state space
representation is

& = Az+Bu+HI (7.79)

where A, B, H, xz, and [ are defined next for the Drive-shaft model and for the
Clutch and drive-shaft model defined in Section 7.1.

State-space formulation of the linear Drive-shaft model:

T = aCS/itif — Oy
Ty = dCS (7.80)
r3 = dw
I = TstatMCoG (Crl + gsin (Xroad))
giving
0 1/i -1
A= 7k/l'<]1 *(d1+d/i2)/J1 d/lJl R (781)
k) Js d/iJs —(d+do)/Js
0 0
B=| 1/ |, H= 0 (7.82)
0 —1/J2
where
1= iif
Ji o= Je+ Ji/i; + Jplitis
Jo = Jw+ mCoGTEtat (783)
di = dy/i} +dy/i7i;

2
dy = dw+mCchr2r5tat
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State-space formulation of the linear Clutch and drive-shaft model:

T1 = Qgs — Qi
To = oufif — o
r3 = dcs (784)
Ty = dt
Irs = dw
A is given by the matrix
0 0 1 —i 0
0 0 0 1/if -1
—k./J1 0 —d./J deie/Jq 0
keig/Jo  —kafigds deiy/Jo —(dci%—&-dg—&-dd/i?)/Jg dafifJo
0 kd/Jg 0 dd/’ifjg 7(d3+dd)/Jg
and
0 0
0 0
B = 1/ , H = 0 (7.85)
0 0
0 —1/J>
where
Jl = Je
Jy = Ji+Jp/is
Jo = Jw+ chGrfmt (7.86)
dy = dy+ds/i}
dS = dw + CroTstat

The model equipped with the sensor filter derived in (7.61) gives the true
sensor outputs (Ym, ¥, Yw), according to Section 7.1.

Disturbance Description

The influence from the road is assumed to be described by the slow-varying load
[ and an additive disturbance v. A second disturbance n is a disturbance acting
on the input of the system. This disturbance is considered because the firing
pulses in the driving torque can be seen as an additive disturbance acting on the
input. The state-space description then becomes

t=Az+Bu+Bn+HIl+Hv (7.87)

withz, A, B, H, and [ defined in (7.80) to (7.83) or in (7.84) to (7.86), depending
on model choice.
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Figure 7.30 Plant and controllers F;. and Fy.

Measurement Description

For controller synthesis it is of fundamental interest which physical variables of
the process that can be measured. In the case of a vehicular driveline the normal
sensor alternative is an inductive sensor mounted on a cogwheel measuring the
angle, as mentioned before. Sensors that measure torque are expensive, and are
seldom used in production vehicular applications.

The output of the process is defined as a combination of the states given by

the matrix C' in
y=Cz+e (7.88)

where e is a measurement disturbance.

In this work, only angle velocity sensors are considered, and therefore, the
output of the process is one/some of the state variables defining an angle velocity.
Especially, the following C-matrices are defined (corresponding to a sensor on dcg
and @, for the Drive-shaft model).

Cn,n = (010) (7.89)
C, = (001) (7.90)

7.3.6 Controller Formulation

The performance output z is the combination of states that has requirements to
behave in a certain way. This combination is described by the matrices M and
D in the following way

z=Mzxz+ Du (7.91)

The resulting control problem can be seen in Figure 7.30. The unknown
controllers F,. and F), are to be designed so that the performance output (7.91)
meets its requirements (defined later).

If state-feedback controllers are used, the control signal u is a linear function
of the states (if they are all measured) or else the state estimates, &, which are
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obtained from a Kalman filter. The control signal is described by
u = lor— K.z (7.92)

where 7 represents the commanded signal with the gain [y, and K is the state-
feedback matrix. The equations describing the Kalman filter is

i=Ai+Bu+K(y—Cz) (7.93)

where K ; is the Kalman gain.
Identifying the matrices F,.(s) and Fy(s) in Figure 7.30 gives

Fy(s) = K.(sl —-A+BK, +K;C) 'K, (7.94)
Fi(s) = lo(l1-K.(sI —~A+BK.+K;C)"'B)

The closed-loop transfer functions from 7, v, and e to the control signal u are
given by

Gru - (l - KC(SL - A + EKC)_lﬁ) lo (795)
Gou = K. (sI -A+K;,C)"'N-K.(sI —-A+BK,)"'N  (7.96)
~K (sl —A+BK,) 'BE,(sI —A+K,C)"'N
Gew = K, ((SI —A+BK)'BK,—1)(sI —A+K;C) "K7.97)

The transfer functions to the performance output z are given by

Grz == (
sz

I
=
‘@
~
|
N
+
Sy
=
1
%
=
»
I~
|
[+
+
>
2
|
=
=
©
L

Gez - (M (Sl —A )715 + D)Gvu (7100)

Two return ratios (loop gains) result, which characterize the closed-loop be-
havior at the plant output and input respectively

GF,
F,G

C(sI —A)'BF, (7.101)
F,C(sI —A)"'B (7.102)

When only one sensor is used, these return ratios are scalar and thus equal.

7.3.7 Some Feedback Properties

The performance output when controlling the driveline to a certain speed is the
velocity of the wheel, defined as

z2=10y = Cupx (7.103)

When studying the closed-loop control problem with a sensor on écg or cy,
two different control problems result. Figure 7.31 shows a root locus with respect
to a P-controller gain for two gears using velocity sensor &cg and &, respectively.
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Figure 7.31 Root locus with respect to a P-controller gain, for gear 1 (top figures)
and gear 8 (bottom figures), with sensor on &cs (left figures), or ¢, (right figures).
The cross represent the open-loop poles, while the rings represent the open-loop zeros.
The system goes unstable when the &.,-gain is increased, but is stable for all &cs-gains.

The open-loop transfer functions from control signal to engine speed Gy, has
three poles and two zeros, as can be seen in Figure 7.31. G,,, on the other hand
has one zero and the same poles. Hence, the relative degree [60] of G, is one
and Gy, has a relative degree of two. This means that when d&,,-feedback is
used, and the gain is increased, two poles must go to infinity which makes the
system unstable. When the velocity sensor &g is used, the relative degree is
one, and the closed-loop system is stable for all gains. (Remember that d,, is the
performance output and thus desirable to use.)

The same effect can be seen in step response tests when the P-controller is
used. Figure 7.32 demonstrates the problem with resonances that occur with
increasing gain for the two cases of feedback. When the engine-speed sensor
is used, the engine speed is well damped when the gain is increased, but the
resonance in the drive shaft makes the wheel speed oscillate. When using -
feedback it is difficult to increase the bandwidth, since the poles moves closer to
the imaginary axis, and give a resonant system.
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Figure 7.32 Step responses when using a P-controller with different gains on the
Drive-shaft model with gear 1. With &.-feedback (top figure), increased gain results
in instability. With dcs-feedback (bottom figures), increased gain results in a well
damped engine speed, but an oscillating wheel speed.

The characteristic results in Figures 7.31 and 7.32 only depend on the relative
degree, and are thus parameter independent. However, this observation may
depend on feedback structure, and therefore a more detailed analysis is performed
in the following section.

7.3.8 Driveline Control with LQG/LTR

Different sensor locations result in different control problems with different inher-
ent characteristics, as illustrated in the previous section. The topic of this section
is to show how this influences control design when using Linear Quadratic design
with Loop Transfer Recovery (LQG/LTR) with design of the return ratio at the
output of the plant [78].

Important comment: LQG/LTR is one method to obtain the parameters in
a controller structure with state feedback using an observer. Even if the method
is unknown to the reader, the presentation should be easy to follow if the reader
has a basic course in control and accepts that LQG/LTR is a method to compute
lo, K., and K¢ in Eq. 7.92 and Eq. 7.93.
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The reason for using LQG/LTR, in this principle study, is that it offers a
control design method resulting in a controller and observer of the same order as
the plant model, and it is also an easy method for obtaining robust controllers.

Transfer Functions

When comparing the control problem of using &g or ¢, as sensor, the open-loop
transfer functions G, and G results. These have the same number of poles
but different number of zeros, as mentioned before. Two different closed-loop
systems are obtained depending on which sensor that is being used.

Feedback from a,,

A natural feedback configuration is to use the performance output, ¢&,,. Then
among others the following transfer functions result

GyuwF, F,
G, = —= v " _T1F. 7.104
1
Gpy = ——— =8, 7.105
TTGLT, (7.105)

where (7.95) to (7.100) are used together with the matrix inversion lemma [60],
and n is the input disturbance. The transfer functions S,, and T, are the sensitiv-
ity function and the complementary sensitivity function [78].The relation between
these transfer function is, as usual,

Suw4 Ty =1 (7.106)

Feedback from dcg

The following transfer functions result if the &cg-sensor is used.

GuwFy Fy
G,, = _uwoy T 7107
T OT (7.107)
1
= — 1
G 1+ GunF, (7.108)

The difference between the two feedback configurations is that the return differ-
ence is 1 4+ GywFy or 1 4+ Gy Fy.

It is desirable to have sensitivity functions that corresponds to y = @¢cg and
Zz = @y, The following transfer functions are defined

1 GumF,

Sp=—— Ty = ——miy 7.109
1+ GumF, 1+ GumF, (7.109)

These transfer functions correspond to a configuration where cics is the output
(i.e. y =2z = deg). Using (7.107) it is natural to define T, by

Guw by T G (7.110)

T = -
1+ GumFy Gum
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The functions S,, and T, describe the design problem when feedback from acg
is used.
When combining (7.109) and (7.110), the corresponding relation to (7.106) is

=1 7.111
a. (7.111)

If Sy, is made zero for some frequencies in (7.111), then T,, will not be equal to
one, as in (7.106). Instead, T, = Gy /Gum for these frequency domains.

Limitations on Performance

The relations (7.106) and (7.111) will be the fundamental relations for discussing
design considerations. The impact of the ratio Gy /Gum will be analyzed in the
following sections.

Definition 7.1 T, in (7.110) is the modified complementary sensitivity func-
tion. Gy /m = Guw/Gum s the dynamic output ratio.

Design Example with a Simple Mass-Spring Model

Linear Quadratic Design with Loop-Transfer Recovery will be treated in four
cases, being combinations of two sensor locations, ¢cg or d,,, and two models
with the same structure, but with different parameters. Design without pre-filter
(F,. = 1) is considered.

The section covers a general plant with n inertias connected by k — 1 torsional
flexibilities, without damping and load, and with unit conversion ratio. There are
(2n — 1) poles, and the location of the poles is the same for the different sensor
locations. The number of zeros depends on which sensor that is used, and when
using d, there are no zeros. When using feedback from dcg there are (2n — 2)
zeros. Thus, the transfer functions G, and G, have the same denominators,
and a relative degree of 1 and (2n — 1) respectively.

Structural Properties of Sensor Location

The controller (7.94) has a relative degree of one. The relative degree of Gy, Fy
is thus 2, and the relative degree of G, Fy is 2n. When considering design, a
good alternative is to have relative degree one in GFy, implying infinite gain
margin and high phase margin.

When using Gy F),, one pole has to be moved to infinity, and when using
GuwFy, 2n—1 poles have to be moved to infinity, in order for the ratio to resemble
a first order system at high frequencies.

When the return ratio behaves like a first order system, also the closed-loop
transfer function behaves like a first order system. This conflicts with the design
goal of having a steep roll-off rate for the closed-loop system in order to attenuate
measurement noise. Hence, there is a trade-off when using ¢, -feedback.

When using &cg-feedback, there is no trade-off, since the relative degree of
Gum 1s one.
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Figure 7.33 Dynamic output ratio G,/ for Example 7.1a (solid line) and Exam-
ple 7.1b (dashed line).

Structure of G/,

We have in the previous simple examples seen that the relative degree and the
zeros are important. The dynamic output ratio contains exactly this information
and nothing else.

For low frequencies the dynamic output ratio has gain equal to one,

’Gw/m(o)‘ =1

(if the conversion ratio is equal to one). Furthermore, G/, has a relative degree
of 2n — 2 and thus, a high frequency gain roll-off rate of 20(2n — 2) dB/decade.
Hence, the dynamic output ratio gives the closed-loop transfer function T, a
high frequency gain roll-off rate of ¢, + 20(2n — 2) dB/decade, where ¢, is the
roll-off rate of Gy, Fy. When using ¢,,-feedback, T, will have the same roll-off
rate as Gy Fy.

Parametric properties of G/,

Typical parametric properties of G/, can be seen in the following example.

Example 7.1 Two different plants of the form (7.80) to (7.83) are considered
with the following values:

a) J; =0.0974, J, = 0.0280, k = 2.80, ¢ = 0, d; = 0.0244, dy = 0.566, [ = 0.

b) J; =0.0974, J; = 0.220, k = 5.50, ¢ =0, d; = 1.70, d2 = 0.660, [ = 0.

with labels according to the state-space formulation in Section 7.3.5. The shape
of Gy /m can be seen in Figure 7.33. The rest of the section will focus on control
design of these two plant models.

LQG Designs

Integral action is included by augmenting the state to attenuate step disturbances
in v [78]. The state-space realization A ,, B o, M 4, C wa, and C ,,,, results. The
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Kalman-filter gain, K ;, is derived by solving the Riccati equation [78]
PyAT+AP;—P;C"V'CP;+BWB" =0 (7.112)

The covariances W and V , for disturbances v and e respectively, are adjusted
until the return ratio

C(sl —A)'K;, K;=P;C"V"! (7.113)

and the closed-loop transfer functions S and T show satisfactory performance.
The Nyquist locus remains outside the unit circle centered at —1. This means that
there is infinite gain margin, and a phase margin of at least 60°. Furthermore,
the relative degree is one, and |S| < 1.

Design for &,-feedback. W is adjusted (and thus Fy(s)) such that S,, and
T., show satisfactory performance, and that the desired bandwidth is obtained.
The design of the driveline models in Example 7.1 is shown in Figure 7.34. Note
that the roll-off rate of T, is 20 dB/decade.

Design for acg-feedback. W is adjusted (and thus F,(s)) so that S, and T,
(and thus écs) show satisfactory performance. Depending on the shape of G,/
for middle high frequencies, corrections in W must be taken so that T, achieves
the desired bandwidth. If there is a resonance peak in G/, the bandwidth
in T, is chosen such that the peak is suppressed. Figure 7.34 shows such an
example (the plant in Example 7.1b with d&¢g-feedback), where the bandwidth
is lower in order to suppress the peak in G, /. Note also the difference between
Sy and S,,.

The parameters of the dynamic output ratio are thus important in the LQG
step of the design.

Loop-Transfer Recovery, LTR

The next step in the design process is to include K ., and recover the satisfactory
return ratio obtained previously. When using the combined state feedback and
Kalman filter, the return ratio is GF, =C (sI —A)'BK (sl — A + BK_+
K,C )’1Kf. A simplistic LTR can be obtained by using &, = pC and increasing
p. As p is increased, 2n — 1 poles move towards the open system zeros. The
remaining poles move towards infinity (compare to Section 7.3.5). If the Riccati
equation

AT£c+£cA _BCER_1§T£c+QTQQ =0 (7114)

is solved with @ = p, and R = 1, K, = /pC is obtained in the limit, and to
guarantee stability, this K, is used for recovery.

Figure 7.35 shows the recovered closed-loop transfer functions for Exam-
ple 7.1. Nyquist locus and control signal transfer function, G,, = F,/(1 +
GuwFy), are shown in Figure 7.36.

Recovery for «,,-feedback. There is a trade-off when choosing an appropriate
p- A low p gives good attenuation of measurement noise and a low control signal,
but in order to have good stability margins, a high p must be chosen. This gives
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Figure 7.34 Closed-loop transfer functions S (left figures), and T (right figures).
Feedback from c&,, is seen in solid lines, and feedback from ccs in dashed lines. T
is seen in the right figures in dash-dotted lines. For the qog-design, W = 5 - 10*
(Ex. 7.1a) and W = 50 (Ex. 7.1b) are used, and for the c.,-design, W = 15 (Ex. 7.1a)
and W = 5- 10 (Ex. 7.1b) are used.

an increased control signal, and a 20 dB/decade roll-off rate in T, for a wider
frequency range.

Recovery for dcg-feedback. There is no trade-off when choosing p. It is
possible to achieve good recovery with reasonable stability margins and control
signal, together with a steep roll-off rate.

The structural properties, i.e. the relative degrees are thus dominant in de-
termining the LTR step of the design.

7.4 Driveline Speed Control

The background and problems with traditional diesel engine speed control (RQV)
were covered in Section 7.3. Driveline speed control is here defined as the ex-
tension of RQV control with engine controlled active damping of driveline reso-
nances. Active damping is obtained by using a feedback law that calculates the
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Figure 7.35 Closed-loop transfer functions S (left figures), and T (right figures) after
recovery. Feedback from &, is seen in solid lines, and feedback from &cs in dashed
lines. T, is seen in the right figures in dash-dotted lines. For the &cs-design, p = 10°
(Ex. 7.1a) and p = 10° (Ex. 7.1b) are used, and for the du,-design, p = 10*, 10%, and
10! are used in both Ex. 7.1a and b.

fuel amount so that the engine inertia works in the opposite direction of the os-
cillations, at the same time as the desired speed is obtained. The calculated fuel
amount is a function of the engine speed, the wheel speed, and the drive-shaft
torsion, which are states of the Drive-shaft model, derived in Section 7.1. These
variables are estimated by a Kalman filter with either the engine speed or the
wheel speed as input. The feedback law is designed by deriving a criterion in
which the control problem is given a mathematical formulation.

The RQV control scheme gives a specific character to the driving feeling e.g.,
when going uphill and downhill. This driving character is possible to maintain
when extending RQV control with active damping. Traditional RQV control is
further explained in Section 7.4.1. Thereafter, the speed control problem keeping
RQV characteristics is formulated in Section 7.4.2. The problem formulation is
then studied in the following sections. The design based on the Drive-shaft model
is simulated together with the more complicated Nonlinear clutch and drive-shaft
model as vehicle model. Some important disturbances are simulated that are
difficult to generate in systematic ways in real experiments. Finally, some field
experiments are shown.
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Figure 7.36 Nyquist plot of return ratio (left figures) and control signal transfer
function F, /(1 4+ GuwFy) (right figures). Feedback from cu, is seen in solid lines, and
feedback from &cs in dashed lines. For the acgs-design, p = 108 (Ex. 7.1a) and p = 10°
(Ex. 7.1b) are used, and for the c.,-design, p = 10%, 108, and 10'! are used in both
Ex. 7.1a and b. A dash-dotted circle with radius one, centered at -1, is also shown in
the Nyquist plots.

7.4.1 RQYV Control

RQYV control is the traditional diesel engine control scheme covered in Section 7.3.
The controller is essentially a proportional controller with the accelerator as
reference value and a sensor measuring the engine speed. The RQV controller
has no information about the load, and a nonzero load, e.g., when going uphill
or downhill, gives a stationary error. The RQV controller is described by

u=ug + K,(ri — dcs) (7.115)

where ¢ = 4,9y is the conversion ratio of the driveline, K, is the controller gain,
and r is the reference velocity. The constant ug is a function of the speed, but not
the load since this is not known. The problem with vehicle shuffle when increasing
the controller gain, in order to increase the bandwidth, is demonstrated in the
following example.
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Example 7.2 Consider the truck modeled in Sections 7.1 traveling at a speed
of 2 rad/s (3.6 km/h) with gear 1 and a total load of 3000 Nm (= 2 % road slope).
Let the new desired velocity ber = 2.3 rad/s. Figure 7.37 shows the RQV control
law (7.115) applied to the Drive-shaft model with three gains, K,. In the plots,
ug from (7.115) is calculated so that the stationary level is the same for the three
gains. (Otherwise there would be a gain dependent stationary error.)

When the controller gain is increased, the rise time decreases and the overshoot
in the wheel speed increases. Hence, there is a trade-off between short rise time
and little overshoot. The engine speed is well damped, but the flexibility of the
driveline causes the wheel speed to oscillate with higher amplitude the more the
gain is increased.

The same behavior is seen in Figure 7.38, which shows the transfer functions
from load and measurement disturbances, v and e, to the performance output,
when the RQV controller is used. The value of the resonance peak in the transfer
functions increases when the controller gain is increased.

7.4.2 Problem Formulation

The goals of the speed control concept were outlined in Section 7.3. These are
here given a mathematical formulation, which is solved for a controller using
established techniques and software.

The performance output for the speed controller is the wheel speed, z =
(i, as defined in Section 7.3.4, since the wheel speed rather than the engine
speed determines vehicle behavior. Figure 7.39 shows the transfer functions from
control signal (u) and load (I) to the wheel speed (z) for both the Drive-shaft
model and the Clutch and drive-shaft model. The Clutch and drive-shaft model
adds a second resonance peak originating from the clutch. Furthermore, the
high frequency roll-off rate is steeper for the Clutch and drive-shaft model than
for the Drive-shaft model. Note that the transfer function from the load to the
performance output is the same for the two models. This section deals with
the development of a controller based on the Drive-shaft model, neglecting the
influence from the clutch for higher frequencies.

A first possible attempt for speed control is a scheme of applying the engine
torque to the driveline such that the following cost function is minimized

T

lim (z —1)? (7.116)
T—o0 0

where r is the reference velocity given by the driver. The cost function (7.116)
can be made arbitrarily small if there are no restrictions on the control signal u,
since the plant model is linear. However, a diesel engine can only produce torque
in a certain range, and therefore, (7.116) is extended such that a large control
signal is penalized in the cost function.

The stationary point z = r is reached if a stationary control signal, ug, is
used. This torque is a function of the reference value, r, and the load, I. For a
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Figure 7.37 Response of step in accelerator position at t=1 s, with RQV control
(7.115) controlling the Drive-shaft model. Controller gains K,=8, K,=25, and K,=85
are shown in solid, dashed, and dash-dotted lines respectively. Increased gain results in
a well damped engine speed and an oscillating wheel speed.

given wheel speed, ¢, and load, the driveline has the following stationary point

do/k 1]k

2o(Gr, 1) = i 0 ( o ) = GpCr + O (7.117)
1 0

up(uy,l) = ( (dii®+do)/i 1/i) ( O‘lw ) = Mgy + N1 (7.118)

The stationary point is obtained by solving
Az +Bu+HIl=0 (7.119)

for z and u, where A, B, and H are given by (7.80) to (7.83).
The cost function is modified by using (7.117) and (7.118), such that a control
signal that deviates from the stationary value ug(r,!) adds to the cost function.
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Figure 7.38 Closed-loop transfer functions G,, and G, when using the RQV control
law (7.115) for the controller gains K,=8 (solid), K,=25 (dashed), and K,=85 (dash-
dotted). The resonance peaks increase with increasing gain.
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Figure 7.39 Transfer functions from control signal, u, and load, [, to performance
output, z. The Drive-shaft model is shown in solid and the Clutch and drive-shaft model
is shown in dashed. The modeled clutch gives a second resonance peak and a steeper

roll-off rate.
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The extended cost function is given by

T
lim (z — 1) +n(u — uo(r,1))? (7.120)
T—oo Jo
where 7 is used to control the trade-off between short rise time and control signal
amplitude.

The controller that minimizes (7.120), called the speed controller, has no
stationary error, since the load, [, is included and thus compensated for. However,
it is desirable that the stationary error characteristic for the RQV controller is
maintained in the speed controller, as mentioned before. A stationary error
comparable with that of the RQV controller can be achieved by using only a
part of the load in the criterion (7.120), as will be demonstrated in Section 7.4.3.

7.4.3 Speed Control with Active Damping and RQV
Behavior

Before continuing, the following is repeated:

Important comment: LQG/LTR is one method to obtain the parameters in
a controller structure with state feedback using an observer. Even if the method
is unknown to the reader, the presentation should be easy to follow if the reader
has a basic course in control and accepts that LQG/LTR is a method to compute
lo, K., and K; in Eq. 7.92 and Eq. 7.93.

The problem formulation (7.120) will be treated in two steps. First without
RQV behavior i.e., using the complete load in the criterion, and then extending
to RQV behavior. The problem formulation (7.120) is in this section solved with
LQG technique. This is done by linearizing the driveline model and rewriting
(7.120) in terms of the linearized variables. A state-feedback matrix is derived
that minimizes (7.120) by solving a Riccati equation. The derived feedback law is
a function of i which is chosen such that high bandwidth together with a feasible
control signal is obtained.

The model (7.79)

t=Az+Bu+HI (7.121)

is affine since it includes a constant term, [. The model is linearized in the
neighborhood of the stationary point (zg,up). The linear model is described by

Ai=AAz + BAu (7.122)
where
Azrx = z—1x4
Ay = u—up (7.123)
Ly = Xy (ISOa l)
ug = uo(wso,!)

where the stationary point (zg,ug) is given by (7.117) and (7.118) (x30 is the
initial value of x3). Note that the linear model is the same for all stationary
points.
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The problem is to devise a feedback control law that minimizes the cost
function (7.120). The cost function is expressed in terms of Az and Awu by using
(7.123)

T
Tlim (M (2o + Az) — 17)* +n(uo + Au — uo(r,1))*  (7.124)
T
= Jim (M Az +71)* + n(Au + 12)? (7.125)
—oo Jo
with

ro = Maxy—r (7.126)

ro = ug— uo(r,!)

In order to minimize (7.124) a Riccati equation is used. Then the constants
r1 and ro must be expressed in terms of state variables. This can be done by
augmenting the plant model (A, B) with models of the constants 1 and ry. Since
these models will not be controllable, they must be stable in order to solve the
Riccati equation [78]. Therefore the model 71 = 73 = 0 is not used because the
poles are located on the imaginary axis. Instead the following models are used

7'“1 = —0nm (7127)
7-’2 = —0T3 (7128)

which with a low o indicates that r is a slow-varying constant.
The augmented model is given by

0 0
A 0 0
A, = o o |, (7.129)
0O 0 0 —¢ O
0O 0 0 0 -0
B
B, = 0 , I, = (AzT TQ)T (7.130)
0

By using these equations, the cost function (7.124) can be written in the form

T

Jim 2T Qx, + RAu? + 22T N Au (7.131)
— 00 0 -
with
Q = (M10)"(M 10 +n00001)"(00001)
N = p00001)" (7.132)
R = 19

The cost function (7.124) is minimized by using

Au=-K.z (7.133)

ey
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with
K.=Q '(BfP.+NT) (7.134)

where P . is the stabilizing solution to the Riccati equation
ATPc+PcA,+R=(PeBr+N)Q ' (ReBr+N)T =0 (7.135)
The control law (7.133) becomes
Au=-Kz,=—(Ka Koo K )Az— Kery — Kesra (7.136)

By using (7.123) and (7.126) the control law for the speed controller is written
as

uw=Kozso+ Kl + K,r — ( Ko Koo Kes )z (7.137)
with
KO = ( Kcl KCQ KCB ) 6w - KC4M6$ + )\I - KCS)\w
K, = Koo+ Ko (7.138)
K = (Ko Ko Keg )6 — KeaMé + X

where d,, 6, Az, and \; are described in (7.117) and (7.118).
When this control law is applied to Example 7.2 the controller gain becomes

u = 0.230z30 + 4470r 4+ 0.1250 — ( 7620 0.0347 2.36 )z (7.139)

where 7 = 51078 and ¢ = 0.0001 are used. With this controller the phase
margin is guaranteed to be at least 60° with infinite amplitude margin [78]. A
step-response simulation with the speed controller (7.139) is shown in Figure 7.40.

The rise time of the speed controller is shorter than for the RQV controller.
Also the overshoot is less when using speed control. The driving torque is con-
trolled such that the oscillations in the wheel speed are actively damped. This
means that the controller applies the engine torque in a way that the engine
inertia works in the opposite direction of the oscillation. Then the engine speed
oscillates, but the important wheel speed is well behaved as seen in Figure 7.40.

Extending with RQV Behavior

The RQV controller has no information about the load, [, and therefore a sta-
tionary error will be present when the load is different from zero. The speed
controller (7.137) is a function of the load, and the stationary error is zero if the
load is estimated and compensated for. There is however a demand from the
driver that the load should give a stationary error, and only when using a cruise
controller the stationary error should be zero.

The speed controller can be modified such that a load different from zero
gives a stationary error. This is done by using (I instead of the complete load [
in (7.137). The constant § ranges from § = 0 which means no compensation for
the load, to # = 1 which means fully compensation of the load and no stationary
error. The compensated speed control law becomes

u=Kozzo+ Kl + K,r— ( Koo Ko Kes )z (7.140)
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Figure 7.40 Response of step in accelerator position at t=1 s. The Drive-shaft model
is controlled with the speed control law (7.139) in solid lines. RQV control (7.115)
with K, =25 is seen in dashed lines. With active damping, the engine speed oscillates,
resulting in a well damped wheel speed.

In Figure 7.47, the RQV controller with its stationary error (remember the ref-
erence value 7 = 2.3 rad/s) is compared to the compensated speed controller
(7.140) applied to Example 7.2 for three values of 8. By adjusting 3, the speed
controller with active damping is extended with a stationary error comparable
with that of the RQV controller.

7.4.4 Influence from Sensor Location

The speed controller investigated in the previous section uses feedback from all
states (1 = acg/itlf — 0, T2 = dcg, and 23 = dy,). A sensor measuring shaft
torsion (e.g., x1) is normally not used, and therefore an observer is needed to
estimate the unknown states. In this work, either the engine speed or the wheel
speed is used as input to the observer. This results in different control problems
depending on sensor location. Especially the difference in disturbance rejection
is investigated.

The observer gain is calculated using Loop-Transfer Recovery (LTR) [78].
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Figure 7.41 Wheel-speed response of step in accelerator position at t=1 s. The Drive-
shaft model is controlled with the RQV controller (7.115) in dashed line, and the speed
controller with stationary error (7.140) with 8 = 0, 0.5, 1 in solid lines. The speed
controller achieves the same stationary level as the RQV controller by tuning (.

The speed control law (7.137) then becomes
u = Koxzp + K,r + K;l — ( Ko Keo Kes ):f? (7141)

with Ky, K, and K; given by (7.138). The estimated states Z are given by the
Kalman filter

Az = AA&+BAu+ K (Ay—CAZ) (7.142)

K, = p;c'v! (7.143)
where P f is derived by solving the Riccati equation
PAT+ AP, - P CTVICP+W =0 (7.144)

The covariance matrices W and V correspond to disturbances v and e respec-
tively. The output matrix C is either equal to C,, (7.89) when measuring the
engine speed, or C',, (7.90) when measuring the wheel speed.

To recover the properties (phase margin and amplitude margin) achieved in
the previous design step when all states are measured, the following values are
selected [78]

Vo= 1
W = pBBT (7.145)
C = Cy or Cy
P = Pm O Py

Equations (7.143) and (7.144) are then solved for K ;.
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Figure 7.42 Closed-loop transfer functions from load disturbance, v, to performance
output, z, and to control signal, u. Feedback from ., is shown in solid and feedback
from &g is shown in dashed lines. With &acg-feedback the transfer functions have a
resonance peak, resulting from the open-loop zeros.

When using LQG with feedback from all states, the phase margin, ¢, is at least
60° and the amplitude margin, a, is infinity as stated before. This is obtained
also when using the observer by increasing p towards infinity. For Example 7.2
the following values are used

pm = 5-10° = ¢, =60.5°, a, = (7.146)
pw = 10 = ¢, =599° a, =350

where the aim has been to have at least 60° phase margin. The large difference
between p,, and p,, in (7.146) is due to the structural difference between the two
sensor locations, according to Section 7.3.4.

The observer dynamics is cancelled in the transfer functions from reference
value to performance output (z = ¢,,) and to control signal (u). Hence, these
transfer functions are not affected by sensor location. However, the observer
dynamics will be included in the transfer functions from disturbances v and e to
both z and wu.

Influence from Load Disturbances

Figure 7.42 shows how the performance output and the control signal are affected
by the load disturbance v. There is a resonance peak in G,, when using feed-
back from the engine-speed sensor, which is not present when feedback from the
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wheel-speed sensor is used. The reason for this can be seen when studying the
transfer function G,, in (7.99). By using the matrix inversion lemma [60] (7.99)
is rewritten as

sz + Fy(Guvaz - Guvay)
(sz)cl =
1+ GuyFy
where G, denotes the transfer function from signal a to b, and ¢l stands for

closed loop. The subscript y in (7.147) represents the output of the system, i.e.,
either ¢, or dcg. The controller Fy is given by (7.94) as

(7.147)

Fy(s)=K.sI —~A+BK, +K;,C) 'K, (7.148)

with C either being C,, for engine-speed feedback, or C,, for wheel-speed feed-
back. For the speed controller (z = ¢, ), Equation (7.147) becomes

va

(Goz)y = 15 GuuF,

(7.149)

when the sensor measures the wheel speed. Equation (7.149) is obtained by
replacing the subscript y in (7.147) by the subscript w. Then the parenthesis in
(7.147) equals zero. In the same way, the resulting equation for the & g-feedback
case is

G'U'LU + Fy(Gu’vaw - GU'LUG'UW)
(sz)cl =
1+ GunFy
Hence, when using the wheel-speed sensor, the controller is cancelled in the nu-

merator, and when the engine-speed sensor is used, the controller is not cancelled.
The optimal return ratio in the LQG step is

(7.150)

K.(sI -A)"'B (7.151)

Hence, the poles from A is kept, but there are new zeros that are placed such
that the relative degree of (7.151) is one, assuring a phase margin of at least 60°
(¢ > 60°), and an infinite gain margin. In the LTR step the return ratio is

FyGuy =K, (sl —A-BK, —K;,C)"'K,;,C(sl —A)"'B (7.152)

When p in (7.145) is increased towards infinity, (7.151) equals (7.152). This
means that the zeros in the open-loop system C (sI —A)~!B are cancelled by the
controller. Hence, the open-loop zeros will become poles in the controller F,,. This
means that the closed-loop system will have the open-loop zeros as poles when
using the engine-speed sensor. The closed-loop poles become —0.5187 + 3.07537,
which causes the resonance peak in Figure 7.42.

Influence from Measurement Disturbances

The influence from measurement disturbances e is shown in Figure 7.43. The
transfer functions from measurement noise to output, (7.100), can be rewritten
via the matrix inversion lemma as

G..F,

(Gez)y = EEw

(7.153)
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Figure 7.43 Closed-loop transfer functions from measurement noise, e, to performance
output, z, and to control signal, u. Feedback from &, is shown in solid and feedback
from ccs is shown in dashed lines. The difference between the two feedback principles
is described by the dynamic output ratio. The effect increases with lower gears.

The complementary sensitivity function is defined for the two sensor alterna-
tives as

1+ GuwF,” ™™ 14 GunF,

Then by replacing the subscript y in (7.153) with m or w (for dcg-feedback or
dup-feedback), and comparing with (7.154), the following relations hold

T. (7.154)

(Gez)y = —T, with &, —feedback (7.155)
(Gez)y = —ngﬂ:TmGw/m with &cg—feedback (7.156)

where the dynamic output ratio G.,/,, was defined in Definition 7.1. For the
Drive-shaft model the dynamic output ratio is

a B ds + k
WM i (Jas? + (d + dy)s + k)

(7.157)

where the state-space description in Section 7.3.4 is used. Especially for low
frequencies, G, /m (0) = 1/i = 1/iziy. The dynamic output ratio can be seen in
Figure 7.44 for three different gears.

When p in (7.145) is increased towards infinity, (7.151) equals (7.152), which
means that T;,, = Ty,. Then (7.155) and (7.156) gives

(Gez)cl’m = (Gez)cz’w Gw/m (7.158)
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Figure 7.44 The dynamic output ratio Gy, ., for gear 1 (solid), gear 7 (dashed), and
gear 14 (dash-dotted).

where cl, m and cl, w means closed loop with feedback from acg and &, respec-
tively.

The frequency range in which T, = T, is valid depends on how large p in
(7.145) is made. Figure 7.45 shows the sensitivity functions

1 1

Su= s S
1+Guwa 1 +GumFy

(7.159)

and the complementary sensitivity functions Ty, and Ty, (7.154) for the two cases
of feedback. It is seen that T,, = T, is valid up to about 100 rad/s (~ 16 Hz).
The roll-off rate at higher frequencies differ between the two feedback principles.
This is due to that the open-loop transfer functions G, and G, have different
relative degrees. G, has a relative degree of two, and G, has a relative degree
of one. Therefore, T,, has a steeper roll-off rate than T,,.

Hence, the difference in G., depending on sensor location is described by the
dynamic output ratio G, /y,. The difference in low-frequency level is equal to the
conversion ratio of the driveline. Therefore, this effect increases with lower gears.

Load Estimation

The feedback law with unknown load is
u=Kozso+ K+ Kil — ( Ky Koo Kez ) (7.160)

where [ is the estimated load. In order to estimate the load, the model used in
the Kalman filter is augmented with a model of the load. The load is hard to
model correctly since it is a function of road slope. However it can be treated as
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Figure 7.45 Sensitivity function S and complementary sensitivity function 7. The
dash-dotted lines correspond to the case with all states known. When only one velocity
is measured, the solid lines correspond to ¢&,,-feedback, and the dashed lines correspond
to ccs-feedback.

a slow-varying constant. A reasonable augmented model is

x4=1, with &4=0 (7.161)
This gives .
2=A1 +Bu+ K (y—Ci)) (7.162)
with
. ANT
Bo= (2 1), (7.163)
0
A 0
A = Ry E (7.164)
0 0 0 0
B, - <§> ci=(C 0) (7.165)
= O ) _ - N
The feedback law is
u = K(){I?:j() +KT7’ — ( Kcl ch ch _Kl )@l (7166)

7.4.5 Simulations

An important step in demonstrating feasibility for real implementation is that
a controller behaves well when simulated on a more complicated vehicle model
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Figure 7.46 Simulation configuration. As a step for demonstrating feasibility for
real implementation, the Nonlinear clutch and drive-shaft model is simulated with the
controller based on the Drive-shaft model.

than it was designed for. Even more important in a principle study is that such
disturbances can be introduced that hardly can be generated in systematic ways
in real experiments. One such example is impulse disturbances from a towed
trailer.

The control law based on the reduced driveline model is simulated with a
more complete nonlinear model, derived in Section 7.1. The purpose is also to
study effects from different sensor locations as discussed in Section 7.4.4. The
simulation situation is seen in Figure 7.46. The Nonlinear clutch and drive-shaft
model, given by (7.74) to (7.76), is used as vehicle model. The steady-state level
for the Nonlinear clutch and drive-shaft model is calculated by solving the model
equations for the equilibrium point when the load and speed are known.

The controller used is based on the Drive-shaft model , as was derived in
the previous sections. The wheel speed or the engine speed is the input to the
observer (7.142), and the control law (7.141) with 8 = 0 generates the control
signal.

The simulation case presented here is the same as in Example 7.2, ie., a
velocity step response, but a load disturbance is also included. The stationary
point is given by

G =2, 1=3000 = zo= (00482 119 2.00 )", ug=109 (7.167)

where (7.117) and (7.118) are used, and the desired new speed is d,, = 2.3 rad/s.
At steady state, the clutch transfers the torque ug = 109 Nm. This means that
the clutch angle is in the area with higher stiffness (a.1 < @ < @,2) in the clutch
nonlinearity, seen in Figure 7.18. This is a typical driving situation when speed
control is used. However, at low clutch torques (. < a.1) the clutch nonlinearity
can produce limit cycle oscillations [8]. This situation occurs when the truck is
traveling downhill with a load of the same size as the friction in the driveline,
resulting in a low clutch torque. This is however not treated here. At t = 6
s, a load impulse disturbance is simulated. The disturbance is generated as a
square pulse with 0.1 s width and 1200 Nm height, added to the load according
to (7.87).

In order to simulate the nonlinear model, the differential equations (7.74) to
(7.76) are scaled such that the five differential equations (one for each state) have
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about the same magnitude. The model is simulated using the Runge Kutta (45)
method [118] with a low step size to catch the effect of the nonlinearity.

Figures 7.47 to 7.49 show the result of the simulation. These figures should
be compared to Figure 7.40, where the same control law is applied to the Drive-
shaft model. From these plots it is demonstrated that the performance does not
critically depend on the simplified model structure. The design still works if the
extra dynamics is added. Further evidence supporting this is seen in Figure 7.49.
The area with low stiffness in the clutch nonlinearity (o, < a.1) is never en-
tered. The load impulse disturbance is better attenuated with feedback from the
wheel-speed sensor, which is a verification of the behavior that was discussed in
Section 7.4.4.

7.4.6 Speed Controller Experiments

Experiments are used to demonstrate that the method is applicable for real im-
plementations in a heavy truck. The goal is further to demonstrate that the
simplified treatment of the diesel engine (smooth torque, dynamical behavior,
etc, according to Section 7.3) holds in field trials.

The speed control strategy is implemented by discretizing the feedback law
and the observer. The controller parameters are tuned for the practical con-
straints given by the measured signals. Step response tests in engine speed are
performed with the strategy and the results are compared to the traditionally
used RQV controller for speed control.

The algorithm computed every iteration is as follows.

Model 7.6 Control algorithm

1. Read engine speed (¢cs) and engine temperature (9, ).

2. Calculate engine friction torque, T'fric.c(Gcs, V), as function of the engine
speed and the engine temperature. The friction values are obtained from a
map, described in Section 7.1.4, by an interpolation routine.

3. Read the engine torque (T.) and the variable used as input to the observer
(engine speed, ¢cg, or wheel speed, duy, ).
4. Calculate the control signal uy = (Te — Tirice(Ges,Ve)), and update the

observer equations.

5. Read the reference value (ry), and use the feedback law to calculate the new
control signal, uj41.

6. The new control signal is transferred to requested engine torque by adding
the engine friction torque to the control signal (upy1 + Tfric,e(Gcs,Ve)).
The requested engine torque is then sent to the engine control unit.

The repetition-rate of the algorithm is chosen the same as the sampling rate
of the input variable to the observer. This means that the sampling-rate is 50
Hz using feedback from the engine-speed sensor. More information about the
measured variables are found in Table 7.1. The parameters of the implemented
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Figure 7.47 Wheel-speed response of step in accelerator position at t=1 s with the
speed controller (7.141) derived from the Drive-shaft model, controlling the Nonlinear
clutch and drive-shaft model. The solid line corresponds to &.,-feedback and feedback
from &cs is seen in dashed line. At t=6 s, an impulse disturbance v acts on the load.
The design still works when simulated with extra clutch dynamics.
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Figure 7.48 Control signal corresponding to Figure 7.47. There is only little difference
between the two sensor alternatives in the step response at t=1 s. However, the load
impulse (at t=6 s) generates a control signal that damps the impulse disturbance when
feedback from the wheel-speed sensor is used, but not with engine-speed feedback.
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Figure 7.49 Clutch-angle difference corresponding to Figure 7.47. The influence from
the clutch nonlinearity can be neglected, because the area with low stiffness (a. < ac1)
is never entered.

algorithm are in the following sections tuned for the practical constraints given
by the sensor characteristics.

An almost flat test road has been used for field trials with a minimum of
changes from test to test. The focus of the tests is low gears, with low speeds and
thus little impact from air drag. Reference values are generated by the computer
to generate the same test situation from time to time. Only one direction of the
test road is used so that there will be no difference in road inclination. The test
presented here is a velocity step response from 2.1 rad/s to 3.6 rad/s (about 1200
RPM to 2000 RPM) with gear 1. In Figure 7.50, the speed controller is compared
to traditional RQV control. The engine torque, the engine speed, and the wheel
speed are shown. The speed controller uses feedback from the engine speed, and
the RQV controller has the gain K, = 50. With this gain the rise-time and the
peak torque output is about the same for the two controllers.

With RQV control, the engine speed reaches the desired speed but the wheel
speed oscillates, as in the simulations made earlier. Speed control with active
damping significantly reduces the oscillations in the wheel speed. This means
that the controller applies the engine torque in a way that the engine inertia
works in the opposite direction of the oscillation. This gives an oscillating engine
speed, according to Figure 7.50. Hence, it is demonstrated that the assumption
about the simplified model structure (Drive-shaft model) is sufficient for control
design. It is further demonstrated that the design is robust against nonlinear
speed dependent torque limitations (maximum torque limitations), and the as-
sumption about static transfer function between engine torque and fuel amount
is sufficient.
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Figure 7.50 Speed step at t=32 s with active damping and engine-speed feedback
(solid) compared to traditional RQV control with K, =50 (dashed). Experiments are
performed on a flat road. After 32.5 s, the control signals differ depending on control
scheme. With speed control, the engine inertia works in the opposite direction of the
oscillations, which are significantly reduced.
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7.4.7 Summary

RQV control is the traditional way speed control is performed in diesel engines,
which gives a certain driving character with a load dependent stationary error
when going uphill or downhill. With RQV, there is no active damping of wheel-
speed oscillations, resulting in vehicle shuffle. An increased controller gain results
in increased wheel-speed oscillations while the engine speed is well damped.

Speed control is the extension of the traditionally used diesel engine speed-
control scheme with engine controlled damping of wheel-speed oscillations. The
simplified linear model with drive-shaft flexibility is used to derive a controller
which shows significant reduction in wheel-speed oscillations in field trials with
a heavy truck.

The response time of the diesel engine, with unit-pump injection system, is
demonstrated to be fast enough for controlling the first resonance mode of the
driveline. This means that the static torque map used for relating injected fuel
amount to engine torque, together with a friction model as function of the engine
speed and temperature, is sufficient for control.

An investigation using LQG/LTR was done. The open-loop zeros are can-
celled by the controller. With engine-speed feedback this is critical, because the
open-loop transfer function has a resonant zero couple. It is shown that this zero
couple becomes poles of the transfer functions from load disturbances to wheel
speed. This results in undamped load disturbances when engine-speed feedback
is used. When feedback from the wheel-speed sensor is used, no resonant open-
loop poles are cancelled. Load disturbances are thus better attenuated with this
feedback configuration. Measurement disturbances are better attenuated when
the engine-speed sensor is used, than when using the wheel-speed sensor. This
effect increases with lower gears.

To summarize, the controller improves performance and driveability since
driving response is increased while still reducing vehicle shuffle.

7.5 Driveline Control for Gear-Shifting

Gear shifting by engine control realizes fast gear shifts by controlling the engine
instead of sliding the clutch to a torque-free state in the transmission, as described
in Section 7.3. This is done by controlling the internal torque of the driveline.
The topic of this section is to derive a control strategy based on a model of the
transmitted torque in the transmission. There are other alternatives of internal
torques that can be used as control objectives, e.g. drive-shaft torque, but this
is not used here except in the final subsection. Thus, there is a detailed study
of the dynamical behavior of the transmission torque, which should be zero in
order to engage neutral gear. A transmission-torque controller is derived that
controls the estimated transmission torque to zero while having engine controlled
damping of driveline resonances. With this approach, the specific transmission-
torque behavior for each gear is described and compensated for.

A model of the transmission is developed in Section 7.5.1, where the torque
transmitted in the transmission is modeled as a function of the states and the con-
trol signal of the Drive-shaft model. The controller goal was stated in Section 7.3,
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Figure 7.51 Simplified model of the transmission with two cogwheels with conversion
ratio i;. The cogwheels are connected to the input and output shafts respectively. The
torque transmitted between the cogwheels is the transmission torque, z.

and is formulated in mathematical terms as a gear-shift control criterion in Sec-
tion 7.5.2. The control law in Section 7.5.3 minimizes the criterion. Influence
from sensor location, simulations, and experiments are presented in the sections
following.

7.5.1 Internal Driveline Torque

There are many possible definitions of internal driveline torque. Since the goal
is to engage neutral gear without using the clutch, it is natural to use the min-
imization of the torque transferred in the transmission as a control goal. The
following sections cover the derivation of an expression for this torque, called the
transmission torque, as function of the state variables and the control signal.

Transmission Torque

The performance output, z, for the gear-shift controller is the transmission torque
transferred between the cogwheels in the transmission. A simplified model of the
transmission is depicted in Figure 7.51. The input shaft is connected to bearings
with a viscous friction component dy;. A cogwheel is mounted at the end of the
input shaft which is connected to a cogwheel mounted on the output shaft. The
conversion ratio between these are i;, as mentioned in Section 7.1. The output
shaft is also connected to bearings with the viscous friction component d;s.
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By using Newton’s second law, the transmission can be modeled by the fol-
lowing two equations

Jtldc = Tt - dtldc —Z (7168)

thdt = itZ - dtgljét - Tp (7169)

In the following subsections, the expression for the transmission torque is de-
rived for the three models developed in Section 7.1. Furthermore, assumptions
are made about the unknown variables characterizing the different parts of the
transmission.

Transmission Torque for the Drive-Shaft Model

The Drive-shaft model is defined by Equations (7.43) and (7.44). The model is
here extended with the model of the transmission depicted in Figure 7.51, and
the expression for the transmission torque is derived. By using the equation
describing the engine inertia (7.1)

Jetos =Te — Tfric,e - T (7170)

together with (7.30)
Tc = Tt, xcos = Q¢ (7171)

equation (7.168) is expressed in terms of engine speed
(Je + Jtl)dCS = Te - Tfric,e - dtldCS -z (7172)
To describe the performance output in terms of state variables, dcg (which is not

a state variable) is replaced by (7.43), which is one of the differential equations
describing the Drive-shaft model

(J6+Jt/l,% +Jf/Z§Z?‘)aCS = T _Tfric,e - (dt/lg +df/l§l?c)OZCS
—k(acs/itif — aw)/itif
—d(Gos/iviy — o) /iy (7.173)

which together with u = T, — Tyice gives

Je + Jp1
Je + Ju/ii + g /iFi
—k‘(()écs/itif — Ozw)/’itif —d(dcs/itif — dw)/itif)
(7.174)

ufdtldcsfz (’LL7 (dt/2t2+df/7,%2?c)acs

From this equation it is possible to express the performance output, z, as a
function of the control signal, u, and the state variables, x, according to the
state-space description (7.80) to (7.83).



7.5. DRIVELINE CONTROL FOR GEAR-SHIFTING 267

Model 7.7 Transmission Torque for the Drive-Shaft Model

z = Max+ Du with
(Jet+Ji1)k
Ji1
MT = Jﬁifﬂ(dl + d/iz) —dy (7.175)
_(Js:"l‘:]t,l)d
Jii
Je + Ji
D = 1————
J1

The transmission torque, z, is modeled as a function of the states and the control
signal for the Drive-shaft model, where the labels from (7.83) are used.

The unknown parameters in (7.175) are J.+J;; and d;;. The other parameters
were estimated in Section 7.1. One way of estimating these unknowns would
be to decouple the Drive-shaft model into two models, corresponding to neutral
gear. Then a model including the engine, the clutch, and the input shaft of the
transmission results, in which the performance output is equal to zero (2 = 0).
Trials with neutral gear would then give a possibility to estimate the unknowns.
This will be further investigated in Section 7.2.

In the derivation of the Drive-shaft model in Section 7.1 the performance
output, z, is eliminated. If z is eliminated in (7.168) and (7.169) and (7.171) is
used, the equation for the transmission is

(Ji?2 + Ji2)acs = i2T. — it Ty — (deriz + di2)écs (7.176)

By comparing this with the equation describing the transmission in Section 7.1,
(7.33)

Jidos = iiT. — dios — it T (7.177)

the following equations relating the parameters are obtained
Jo = iiJu+Ji (7.178)
de = ijdy +dio (7.179)

In order to further investigate control and estimation of the transmission
torque, the unknowns are given values. It is arbitrarily assumed that the gear
shift divides the transmission into two equal inertias and viscous friction compo-
nents, giving

Ju = Ji (7.180)
din = dp

A more detailed discussion of these parameters will be performed in Section 7.5.6.
Equations (7.178) and (7.179) then reduce to

Ji
Ja = — 7.181
& 1+ 2 (7.181)
dy
dy = 7.182
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The following combinations of parameters from the Drive-shaft model were esti-
mated in Section 7.1

Ji o= Je+ Ji/ii + Jp/ijis (7.183)
dy de/if + dy/i7is (7.184)

according to the labels from the state-space formulation in (7.83). From (7.181)
and (7.183) J. + Jy1 can be derived as

JetJu = Jetq fif =Jet 7 fzg (J1 = Je — Jy/i}i})
-2
_ Jelji%JrJll_Ziitz—in?(%ig) (7.185)
A combination of (7.182) and (7.184) gives dy
dy = it (di — dy/i2i3) (7.186)

For low gears i; has a large value. This together with the fact that J; and dy
are considerably less than J; and dy gives the following approximation about the
unknown parameters

Je + J, ~ J - 7.187
tl 1 ] thz ( )
t1 17 itg (.

Transmission Torque for the Clutch and Drive-Shaft Model

The performance output expressed for the Clutch and drive-shaft model is given
by replacing T; in (7.168) by equation (7.62)

T. =T; = ke(acs — auit) + de(dos — cie) (7.189)
Then the performance output is
z = ke(acs — asir) + de(Gos — duit) — dpieces — Jpriediy (7.190)
This is expressed in terms of state variables by using (7.68)
(Je 4+ Jp/i7)de = it (ke(acs — aiy) + de(dos — i) (7.191)

—(d¢ +dy/iF)e — — (ka(au /i — aw) + dalbn /iy — )

1
if

leading to the following model.
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Model 7.8 Transmission Torque for the Clutch and Drive-Shaft Model

z = Mz with (7.192)
ke(1 — it

Ji1itkd
Jgif

;2
M do(1—22t)

2
JtJl;t (ifde + d2 + dd/i?) —dety — dy1iy

=
)ﬂ
I

_ Ju144da
Jzif

with states and labels according to to the state-space description (7.84) to (7.86).

The following combinations of parameters from the Clutch and drive-shaft
model were estimated in Section 7.1

Jy = Ji+Jp/i; (7.193)

dy = dy+dys/i} (7.194)
according to (7.86). From (7.181), (7.182), (7.193), and (7.194), J;; and d;; can
be written as

72

9
— — 1
Ja = il 0l (7.195)
2
(3
dy = —ts(dy—dy/i3 1
1 1+z’§( 2 —dy/i}) (7.196)
which are approximated to
I o~ g (7.197)
tl ~ 1_’_7% 2 .
4y o~ (7.198)
t1 1_'_7/? 2 .

since Jy and dy are considerably less than J; and d;.

Transmission Torque for the Nonlinear Clutch and Drive-Shaft Model

The performance output for the Nonlinear clutch and drive-shaft model is derived
in the same way as for the Clutch and drive-shaft model, with the difference that
(7.189) is replaced by

T.=T;, = ch(acs — Oétit) + dc(dcs — dtit) (7199)

where Tj. is the torque transmitted by the clutch nonlinearity, given by (7.73).
Then the performance output is defined as
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Model 7.9 Transmission Torque for the Nonlinear Clutch and Drive-Shaft
Model

Jeqi2
1 - J—
J2
Ji1iekd

Jzif

. . . . . . A
2= (The Cu/if—cuy Gos G Q) de(1 — JtJZt)
-2
ML (i2d, + do + da /i) — deiy — duiy
_ Juieda
Jaig

(7.200)

The parameters not estimated in the definition above are approximated in
the same way as for the performance output for the Clutch and drive-shaft model.

Model Comparison

Figure 7.52 shows the transmission torque during a test with step inputs in ac-
celerator position with the 144L truck using gear 1. The transmission torque is
calculated with (7.175) for the Drive-shaft model, and with (7.192) for the Clutch
and drive-shaft model. Figure 7.53 shows the performance output in the frequency
domain. The low-frequency level differs between the two models, and the main
reason for this is the difficulties to estimate the viscous damping coefficients de-
scribed in Section 7.1. The difference at higher frequencies is due to the clutch,
which gives a second resonance peak for the Clutch and drive-shaft model. Fur-
thermore, the roll-off rate of the Clutch and drive-shaft model is steeper than for
the Drive-shaft model.

7.5.2 Transmission-Torque Control Criterion
Problem Formulation

The transmission-torque controller is the controller that drives the transmission
torque to zero with engine controlled damping of driveline resonances. Then
the time spent in the torque control phase (see Section 7.3) is minimized. The
engagement of neutral gear should be at a torque level that gives no oscillations
in the driveline speeds. Hereby, the disturbances to the driver and the time
spent in the speed synchronization phase can be minimized. The influence on
shift quality from initial driveline resonances, and torque impulses from trailer
and road roughness should be minimized.

Control Criterion

The transmission-torque controller is realized as a state-feedback controller, based
on the Drive-shaft model. The controller is obtained by deriving a control criterion
that describes the control problem of minimizing the transmission torque. The
criterion is then minimized by standard software for a controller solving the
control problem.
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Figure 7.52 Estimated transmission torque, z, in (7.175) and (7.192) for a test with
step inputs in accelerator position with the 144L truck. The solid line corresponds
to the Drive-shaft model and the dashed line corresponds to the Clutch and drive-shaft
model.
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Figure 7.53 Transfer functions from control signal, u, and load, [, to transmission
torque, z. The Drive-shaft model is shown in solid and the Clutch and drive-shaft model is
shown in dashed lines. The modeled clutch adds a second resonance peak and a steeper
roll-off rate.
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The gear-shift problem can be described as minimizing the transmission torque,
z, but with a control signal, u, possible to realize by the diesel engine. Therefore,
the criterion consists of two terms. The first term is z? which describes the
deviation from zero transmission torque. The second term describes the deviation
in control signal from the level needed to obtain z = 0. Let this level be wugp; ¢+,
which will be speed-dependent as described later. Then the criterion is described

by
T

Tlim 22 4 n(u — ughift)? (7.201)
— 00 0

The controller that minimizes this cost function will utilize engine controlled
damping of driveline resonances (since 22 is minimized) in order to obtain z = 0.
At the same time, the control signal is prevented from having large deviations
from the level ugp;r¢. The trade-off is controlled by tuning the parameter 7.

In the following subsections, the influence from each term in the criterion
(7.201) will be investigated, and then how these can be balanced together for a
feasible solution by tuning the parameter 7).

Unconstrained Active Damping

The influence from the first term in the criterion (7.201) is investigated by mini-
mizing 22. The performance output, 2 = M x + Du, is derived in (7.175) for the
Drive-shaft model as a function of the states and the control signal. The term 22
can be minimized for a control law, since z includes the control signal and D is
scalar. If u is chosen as

u=-D"'Mz (7.202)
z = 0 is guaranteed. This control law is called unconstrained active damping and
the reason for this is illustrated in the following example.

Example 7.3 Consider the 144L truck modeled in Section 7.1 traveling at a
speed of 3 rad/s (5.4 km/h) with gear 1 and a total load of 3000 Nm (~ 2 %
road slope).

Figure 7.54 shows the resulting transmission torque, the control signal, the engine
speed, and the wheel speed, when a gear shift is commanded at t=1 s, with
the control signal chosen according to (7.202). Unconstrained active damping
is achieved which obtains z = 0 instantaneously. The wheel speed decreases
linearly, while the engine speed is oscillating.

Unconstrained active damping (7.202) fulfills the control goal, but generates
a control signal that is too large for the engine to generate. It can be noted
that despite z = 0 is achieved this is not a stationary point, since the speed is
decreasing. This means that the vehicle is free-rolling which can be critical if
lasting too long.

Gear-Shift Condition

The influence from the second term in the criterion (7.201) is investigated by
minimizing (u — wusp;¢)?, resulting in the control law

U = Ushift (7.203)
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Figure 7.54 Unconstrained active damping of the Drive-shaft model. At t=1 s, a
gear shift is commanded and the control law (7.202) calculates the engine torque such
that the transmission torque is driven to zero instantaneously. The oscillations in the
transmission torque are damped with an unrealizable large control signal. The wheel
speed decreases linearly.

where the torque level ugp; s is the control signal needed to obtain zero transmis-
sion torque, without using active damping of driveline resonances. Hence, wusp;f+
can be derived from a stiff driveline model, by solving for z = 0.

By using the labels according to Section 7.3.4, the differential equation de-
scribing the stiff driveline is

(Jyi+ Jofi)é =t — (dyi + da/i)bry — 1/i (7.204)
This equation is developed by using the Drive-shaft model in (7.43) and (7.44),
and eliminating the torque transmitted by the drive shaft, k(acs/i — aw) +

c(des/i — duy). Then, by using c¢og = duyi (i-e., stiff driveline), (7.204) results.
Equation (7.172) expressed in terms of wheel speed is

2 = — dyyice, — (Jo + Ji1 )iciy (7.205)
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Combining (7.204) and (7.205) gives the performance output for the stiff driveline.

(Je + Ji1)i?
Jii2 + Jy

(Je + Ju )i
Jii2 + J

Je + J1)i

= (1— Yu— (i — (d12+ds)) v + (le? 5! (7:206)

The control signal to force z = 0 is given by solving (7.206) for w while z = 0.
Then the torque level ugp;p: becomes

Ushift(Qw, 1) = fgpluy + !l with
. (Je + Jtl)i .2 (Je + Jtl)iz 1
T d - A d d l1—-—
0 (deri SR (dqi® + dy))( A )
) o
Z We )iy et Ju)iZ (7.207)

i+ Js J1i2 + Jo

This control law is called the gear-shift condition, since it implies zero trans-
mission torque. The following example illustrates the control performance when
using (7.207).

Example 7.4 Consider the 144L truck in the same driving situation as in
Example 7.3. The stationary point is obtained by using (7.117) and (7.118).

x50 =3, 1 =3000 = zo= (00511 178 3.00 ), uo=138  (7.208)

Figure 7.55 shows the resulting transmission torque, the control signal, the engine
speed, and the wheel speed when a gear shift is commanded at t=1 s, with the
control signal chosen according to (7.207).

This control law achieves z = 0 with a realizable control signal, but the oscil-
lations introduced are not damped. Therefore, the time needed to obtain zero
transmission torque is not optimized. The performance of this approach is worse
if the driveline is oscillating at the time for the gear shift, or if there are distur-
bances present.

Final Control Criterion

The final cost criterion for the transmission-torque controller is obtained by in-
cluding (7.207) in the cost criterion (7.201)

T
Tlim / 22+ n(u — s p1(Cup, 1))? (7.209)
T
= Tlim (M x + Du)* + n(u — ppdu, — pul)?
— 00 0

If the driveline is stiff, there is no difference between the two terms in the cost
function (7.209). Furthermore, the point at which the cost function is zero is no
stationary point, since the speed of the vehicle will decrease despite z = 0 and
U = Ushift-
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Figure 7.55 The Drive-shaft model controlled with the gear-shift condition (7.207). At
t=1 s, a gear shift is commanded. The speed dependent realizable control signal drives
the transmission torque to zero. Undamped oscillations in the transmission torque
increase the time needed to fulfill the goal of controlling the transmission torque to
Zero.

7.5.3 Transmission-Torque Control Design

The gear-shift control is in this section given efficient treatment by solving (7.209)
for a control law by using LQG technique, and available software. This is done
by linearizing the driveline model and rewriting (7.209) in terms of the linearized
variables. A state-feedback matrix is derived that minimizes (7.209) by solving
a Riccati equation. The derived feedback law is a function of 7, which is chosen
such that high bandwidth together with a feasible control signal is obtained.

The linearized driveline model is given by (7.122) and (7.123) in Section 7.4.3.
The cost function is expressed in terms of Az and Au by using (7.123)
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T

Jim (M Az + DAu+ M x + Dug)?
— 00 0

+ n(Au — pp Axs +ug — ppw30 — il)?
T

= Tlim (M Az + DAu +1r1)? +n(Au — pyAxs +1ry)  (7.210)
— 00 0

with

ri = Maxy+ Dug (7.211)
T2 = U — faT30 — ful
The constants 71 and 7o are expressed as state variables, by augmenting the plant
model (A4, B) with models of the constants r; and ro. This was done in (7.127)

to (7.130).
By using these equations, the cost function (7.210) can be written in the form

T
Jim 27'Qx, + RAU? + 22T NAu (7.212)
— 00 O —
with
Q = M10)"(M10)+n00 —p, 01)T(00 —p, 01)
N = (M10)"D+n00 —p, 01)7 (7.213)
R D? + n

The cost function (7.212) is minimized by the state-feedback gain
K, =Q ' (BiP.+N") (7.214)

where P . is the stabilizing solution to the Riccati equation (7.135). The resulting
control law is

Au=-K.zx, =— ( Ko Ko Ke ) Ag — Kear1 — Kesro (7.215)

which by using (7.211) gives

u=Kozzo+ Kl—( Ko Ko Kegs )z (7.216)
with
Ky = ( Ae Ox o )Gamma (7.217)
K = (N & wm)D
where [ is given by
1— KD — K
P=| (Ka Ko K )— KM (7.218)
Kcs

with A, d, and p given by (7.117), (7.118), and (7.207).
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Figure 7.56 The Drive-shaft model controlled with the transmission-torque controller
(7.219), solving the gear-shift criterion (7.209). At t=1 s, a gear shift is commanded.
A realizable control signal is used such that the transmission torque is driven to zero,
while oscillations are actively damped.

The solution to the gear-shift criterion (7.209) is the transmission-torque con-
troller (7.216), which obtains active damping with a realizable control signal. The
parameter 7 is tuned to balance the behavior of the unconstrained active damp-
ing solution (7.202) and the gear-shift condition (7.207). The transmission-torque
controller with tuned 7 is studied in the following example.

Example 7.5 Consider the 144L truck in the same driving situation as in
Example 7.3. The transmission-torque controller (7.216) then becomes

u= 23710250 — 0.03271 — ( 4.2123 0.0207 —1.2521 )z (7.219)

where n = 0.03 and o = 0.0001 are used. With this controller the phase margin
is guaranteed to be at least 60° and the amplitude margin is infinite [78].
Figure 7.56 shows the resulting transmission torque, the control signal, the engine
speed, and the wheel speed when a gear shift is commanded at t=1 s, with the
control signal chosen according to (7.219).
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The transmission-torque controller achieves z = 0 with a realizable control sig-
nal. The oscillations in the driveline are damped, since the controller forces the
engine inertia to work in the opposite direction of the oscillations. Therefore, the
time needed for the torque control phase and the speed synchronization phase
is minimized, since resonances are damped and engagement of neutral gear is
commanded at a torque level giving no oscillations in the transmission speed.

7.5.4 Influence from Sensor Location

The transmission-torque controller investigated in the previous section uses feed-
back from all states (z1 = acs/itif — ay, T2 = dcs, and T3 = &,,). A sensor
measuring shaft torsion (e.g., 21) is not used, and therefore an observer is needed
to estimate the unknown states. In this work, either the engine speed or the
wheel speed is used as input to the observer. This results in different control
problems depending on sensor location. Especially the difference in disturbance
rejection is investigated.

The observer gain is calculated using Loop-Transfer Recovery (LTR) [78].
The unknown load can be estimated as in Section 7.4.4.

The transmission-torque control law (7.216) becomes

u = Koxsog + Kl — ( Ko Ko K )@ (7220)

with Ky and K; given by (7.217). The estimated state & is given by the
Kalman filter
Az = AA&+BAu+ K (Ay—CAz) (7.221)

K, = p;c'v! (7.222)

where P ¢ is found by solving the Riccati equation (7.144).

When using a LQG-controller with feedback from all states, the phase margin,
©, is at least 60°, and the amplitude margin, a, is infinite, as stated before. This
is obtained also when using the observer by increasing p towards infinity. For
Example 7.5 the following values are used

pm = 10 = ¢, =77.3° a, =282 (7.223)
pw = 10" = o, =743 a, =2.84 (7.224)

where the aim has been to have at least 60° phase margin.

The observer dynamics is canceled in the transfer functions from reference
value, 7, to performance output, z, and to control signal, u. Hence, these transfer
functions are not affected by the sensor location. However, the dynamics will be
included in the transfer functions from disturbances to both z and wu.

Influence from Load Disturbances

Figure 7.57 shows how the performance output and the control signal are af-
fected by load disturbances, v. In Section 7.4.4 it was shown that for the speed
controller, the resonant open-loop zeros become poles of the closed-loop system
when feedback from the engine-speed sensor is used. The same equations are
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Figure 7.57 Closed-loop transfer functions from load disturbance, v, to performance
output, z, and to control signal, u. Feedback from &, is shown in solid and feedback
from &g is shown in dashed lines. With &acgs-feedback the transfer functions have a
resonance peak, resulting from the open-loop zeros.

valid for the transmission-torque controller with the minor difference that the D
matrix in the performance output, (7.175), is not equal to zero, as for the speed
controller. Hence, also the transfer function DG, should be added to (7.147).
The closed-loop transfer function G,,, is given by

F,G.,

G'Uu e ————
(Gou)ey 1+ FyGuy

(7.225)

according to (7.96) and the matrix inversion lemma. Thus, the closed-loop trans-
fer function from v to u also has the controller F), in the numerator. Hence, the
closed-loop transfer function from v to z has the open-loop zeros as poles. For
aog-feedback, this means that a resonance peak is present in the transfer func-
tions from v to performance output and to control signal.

Influence from Measurement Disturbances

The influence from measurement disturbances e are shown in Figure 7.58.
According to (7.153) the closed-loop transfer function from e to z is

G..F,

(Gez)y = EE

(7.226)
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Figure 7.58 Closed-loop transfer functions from measurement noise, e, to performance
output, z, and control signal, u. Feedback from &, is shown in solid and feedback
from &cs is shown in dashed. The difference between the two feedback principles are
described by the dynamic output ratio. The effect increases with lower gears.

Then
G’LLZ . .
(Gez)y = —Tu o Wwith d,—feedback (7.227)
GUZ . .
(Gez)y = —TmG with acg—feedback (7.228)

with the transfer functions Ty, and Ty, given by (7.154).
When p in (7.145) is increased towards infinity, T,,, = Ty, as was discussed in
Section 7.4.4. Then (7.227) and (7.228) give

(Gez)cl,m = (Gez)cl,w Gw/m (7229)

where cl, m and cl, w denote closed loop with feedback from &cg and &, respec-
tively. The dynamic output ratio G/, was defined in Definition 7.1, and is
given by (7.157).

The frequency range in which the relation T;,, = T, is valid depends on how
large p in (7.145) is made, as discussed in Section 7.4.4. Figure 7.59 shows the
sensitivity functions (7.159) and the complementary sensitivity functions T,, and
T (7.154) for the two cases of feedback. It is seen that T,,, = T, is valid up to
about 10 rad/s (a 1.6 Hz). The roll-off rate at higher frequencies differ between
the two feedback principles. This is due to that the open-loop transfer functions
Guw and Gy, have different relative degrees. Ty, has a steeper roll-off rate than
T,,, because that G, has a relative degree of two, and G, has a relative degree
of only one.
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Figure 7.59 Sensitivity function S and complementary sensitivity function 7. The
dash-dotted lines correspond to the case with all states known. When only one velocity
is measured, the solid lines correspond to ¢.,-feedback, and the dashed lines correspond
to acs-feedback.

Hence, the difference in G., depending on sensor location is described by the
dynamic output ratio G, /,,. The difference in low-frequency level is equal to the
conversion ratio of the driveline. Therefore, this effect increases with lower gears.

7.5.5 Simulations

As in the case of the speed controller in Section 7.4.5, the feasibility of the gear-
shift controller is studied by simulating a more complicated vehicle model than
it was designed for. Also here, the disturbances that are difficult to systemat-
ically generate in real experiments are treated in the simulations. The control
design is simulated with the Nonlinear clutch and drive-shaft model, according
to Figure 7.60. The effects from different sensor locations are also studied in
accordance with the discussion made in Section 7.5.4.

The Nonlinear clutch and drive-shaft model is given by Equations (7.74) to
(7.76). The steady-state level for the Nonlinear clutch and drive-shaft model is
calculated by solving the model equations for the equilibrium point when the
load and speed are known. By using the parameter relationship (7.180), the
equation for the transmission torque is computed by (7.200).

The transmission-torque controller used is based on the Drive-shaft model, and
was developed in the previous sections. The wheel speed or the engine speed is
input to the observer (7.221), and the control law (7.220) generates the control
signal.

Three simulations are performed with the driving situation as in Example 7.5,
(i.e., with wheel speed &, = 3 rad/s, and load I = 3000 Nm). In the simulations,
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" Vehicle = (7200)

The Nonlinear Clutch and
drive-shaft model (7.74)-(7.76

Yy (dw or dC’S)

Controller
Drive-shaft model

Control law (7.220)
Observer (7.221)

A

Figure 7.60 Simulation configuration. As a step for demonstrating feasibility for
real implementation, the Nonlinear clutch and drive-shaft model is simulated with the
controller based on the Drive-shaft model.

a gear shift is commanded at t = 2 s. The first simulation is without disturbances.
In the second simulation, the driveline is oscillating prior to the gear shift. The
oscillations are a result of a sinusoid disturbance acting on the control signal.
The third gear shift is simulated with a load impulse at ¢ = 3 s. The disturbance
is generated as a square pulse with 0.1 s width and 1200 Nm height.

In order to simulate the nonlinear model, the differential equations (7.74) to
(7.76) are scaled such that the five differential equations (one for each state) have
about the same magnitude. The model is simulated using the Runge Kutta (45)
method [118] with a low step size to catch the effect of the nonlinearity.

Figure 7.61 shows the simulation without any disturbances. This plot should
be compared to Figure 7.56 in Example 7.5, where the design is tested on the
Drive-shaft model. The result is that the performance does not critically depend
on the simplified model structure. The design still works if the extra nonlinear
clutch dynamics is added. In the simulation, there are different results depending
on which sensor that is used. The model errors between the Drive-shaft model
and the Nonlinear clutch and drive-shaft model are better handled when using
the wheel-speed sensor.  However, neither of the sensor alternatives reaches
z = 0. This is due to the low-frequency model errors discussed in Section 7.5.1.
In Figure 7.62 the simulation with driveline oscillations prior to the gear shift
is shown. The result is that the performance of the controller is not affected by
the oscillations. Figure 7.63 shows the simulation with a load disturbance. The
disturbance is better damped when using feedback from the wheel-speed sensor,
than from the engine-speed sensor, which is a verification of the discussion in
Section 7.5.4.

7.5.6 Gear-Shift Controller Experiments

Some experiments are briefly presented to demonstrate the performance in real
field tests. Internal driveline torque control is used to drive the drive-shaft torsion
to zero. This is motivated by the fact that the drive shaft is the main flexibility
of the driveline, according to Section 7.1. If this torsion is small it is reasonable
to believe that the transmission torque also is small, if the dynamical effects in
the transmission are neglected.
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Figure 7.61 Simulation of the Nonlinear clutch and drive-shaft model with observer
and control law based on the Drive-shaft model. A gear shift is commanded at t=2 s.
Feedback from the wheel-speed sensor is shown in solid lines, and feedback from the
engine-speed sensor is shown in dashed lines. The design still works when simulated
with extra clutch dynamics.
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Figure 7.62 Same simulation case as in Figure 7.61, but with driveline oscillations at
the start of the transmission-torque controller. Feedback from the wheel-speed sensor is
shown in solid lines, and feedback from the engine-speed sensor is shown in dashed lines.
The conclusion is that the control law works well despite initial driveline oscillations.



284 7. DRIVELINE CONTROL

Transmission torque, z Control signal, u
T T T 200 T T T

7or ) 100f

Torque, [Nm]
Torque, [Nm]

-100F

-150F

—2001

~10} E -2501

-20 : : . -300 : ‘ :
0 2 4 6 8 0 2 4 6 8
Time, [s] Time, [s]
Figure 7.63 Same simulation case as in Figure 7.61, but with a load disturbance
at t=3 s. Feedback from the wheel-speed sensor is shown in solid lines, and feedback
from the engine-speed sensor is shown in dashed lines. The conclusion is that the load
disturbance is better attenuated when using feedback from the wheel-speed sensor.

Demonstration of Active Damping in Field Trials

For reason of comparison, Figure 7.64 shows a first trial with a PI controller
in dashed lines. The proportional part of the controller gives the speed of the
controller, but is not sufficient for damping out the oscillations in the driveline.
The result of active damping is seen in Figure 7.64 in solid lines.

Hence, active damping is obtained in field trials with a virtual sensor mea-
suring the drive-shaft torsion. This gives additional support to the Drive-shaft
model structure and parameters, derived in Section 7.1.

Validation of Controller Goal

The drive-shaft torsion is controlled to zero with damped driveline resonances,
which was the goal of the controller. However, it is not yet proved that this
actually is sufficient for engaging neutral gear with sufficient quality (short delay
and no oscillations). The way to prove this is to use the controller demonstrated
in Figure 7.64, and engage neutral gear and measure the oscillations in the trans-
mission speed. This is done in Figures 7.65 to 7.67, where the controller is started
at 12.0 s and gear shifts are commanded every 0.25 s, starting at 12.25 s.

From these figures, it is clear that controlling the drive-shaft torsion to zero
is sufficient for obtaining gear shifts with short delay time. Oscillations in trans-
mission speed are minimized to under 1 rad/s in amplitude with different signs,
which is well in the range for giving no disturbance to the driver. Furthermore,
the speed synchronization phase, where the engine speed is controlled to match
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Figure 7.64 Control signal and drive-shaft torsion when using the gear-shift controller
that controls the drive-shaft torsion to zero, started at 12.0 s. Prior to that, the engine
has the stationary speed 1900 RPM with gear 1 engaged. In dashed lines, a PI controller
is used that gives 1 = 0, but with undamped driveline resonances. The solid lines are
extension with the active damping controller.
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Figure 7.65 Field trials with start of the gear-shift controller at 12.0 s, all with the
same controller controlling the drive-shaft torsion to zero. Engagement of neutral gear
is commanded every 0.25 s after the start of the controller, indicated by the vertical
lines. The transmission speed is seen when neutral gear is engaged after a delay time.
The amplitudes of the transmission speed oscillations after the gear shift are less than
1 rad/s with different signs, which is an acceptable level.
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Figure 7.66 Same type of field experiment as in Figure 7.65, but with commanded
engagement of neutral gear at 13.0, 13.25, and 13.5 s. The amplitudes of the trans-
mission speed oscillations after the gear shift are less than 1 rad/s with different signs,

which is an acceptable level.
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Figure 7.67 Same type of field experiment as in Figure 7.65, but with commanded
engagement of neutral gear at 13.75, 14.0, and 14.25 s. The amplitudes of the trans-
mission speed oscillations after the gear shift are less than 1 rad/s with different signs,

which is an acceptable level.
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Figure 7.68 Control signal and drive-shaft torsion during field trials with start of the
gear-shift controller at 13.0 s. The driveline is oscillating prior to the gear shift due to
an engine torque pulse at 11.7 s. The controller controls the drive-shaft torsion to zero
with damped resonances despite initial driveline oscillations.

the propeller shaft speed, can be done fast, since there are only minor oscillations
in the transmission speed.

Figure 7.65 also shows that a gear shift can be commanded after only 0.25 s
after the controller has started, and an acceptable shift quality is obtained. These
results are for gear 1, where the problems with oscillations are largest. The time
to a commanded engagement of neutral gear can be decreased further for higher
gears.

Gear Shifts with Initial Driveline Oscillations

One important problem, necessary to handle, is when a gear shift is commanded
at a state where the driveline is oscillating. This was discussed in Section 7.5.5
where the controller was simulated with initial driveline oscillations. To verify
that the controller structure can handle this situation and that it also works in
real experiments, driveline resonances are excited by an engine torque pulse at
11.7 s, according to Figure 7.68.

Figures 7.68 to 7.70 show the same type of experiments, but the controller is
started at different time delays after the engine torque pulse has occured. For
all three experiments, the resulting engine torque, calculated by the feedback
controller, actively damps the initial driveline oscillations and obtains x; = 0.

The difference in control signal in Figures 7.68 to 7.70 is a strong evidence
that driveline dynamics affects shift performance so much that feedback control
is motivated. An open-loop scheme would not be able to handle these initial
oscillations, leading to longer time for gear shifts.
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Figure 7.69 Control signal and drive-shaft torsion during field trials with start of the
gear-shift controller at 14.0 s. The controller controls the drive-shaft torsion to zero
with damped resonances despite initial driveline oscillations.
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Figure 7.70 Control signal and drive-shaft torsion during field trials with start of the
gear-shift controller at 14.25 s. The controller controls the drive-shaft torsion to zero
with damped resonances despite initial driveline oscillations.
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Figure 7.71 Engine torque and engine speed for ¢ip in and tip out maneuvers.

7.6 Anti-Jerking Control for Passenger Cars

In recent years the engine torque of Diesel engines has been increasing rapidly
also for personal cars. Thereby, like for trucks, problems for driveability and
comfort arise, and also here the problem with the high engine torque is torsion of
the driveline. Due to the transmission ratio of the final drive the torsion primarily
occurs at the drive shaft, and it causes power train oscillations combined with
jerking of the vehicle. Figure 7.71 shows the behavior of a test car during so-
called tip in, an abrupt step on the throttle followed by a high torque gradient,
and tip out, the reverse maneuver and as can be seen the engine speed and wheel
speed clearly show oscillations. The oscillations of the engine speed are partly
absorbed by the engine mounting whereas the oscillations of the wheel speed
correspond to the performance of the car and are therefore directly felt by the
passengers.

To avoid these oscillations and to increase the comfort of the passengers,
damped driveline control like in Section 7.4 is necessary. This is often called
Anti-Jerking Control. Historically, the construction of the power train along
with the drive shaft was optimized but the results were not satisfying [39]. An-
other possible solution would be to avoid high torque gradients, but however, the
disadvantage would be restrictions in response.

As an additional illustration of the model-based approach in Section 7.4,
Anti-Jerking Control of passenger cars that minimizes driveline oscillations will
be introduced. Interesting features are that vehicle parameters of course are quite
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Table 7.2 Different Engine Types and their Eigenfrequencies [73]

Type Multiples of the Eigenfrequency
4-cylinder, R4, 4-stroke 2,4,6, 8,10
6-cylinder, R4, 4-stroke 3,6,9

6-cylinder, V60, 4-stroke 1,5, 4,5, 6, 7,5
6-cylinder, V90, 4-stroke 1,5, 3,4,5,75,9
12-cylinder, V60, 4-stroke 6, 12

different compared to trucks, and that it is advantageous for this application to
more explicitly look at the time delays.

The basic equations for power train modeling and the structure of the power
train has been introduced in Section 7.1, and first, a state space model of the
power train based on Section 7.1 is developed. To include non-linearities of
different engine operating points, different sets of parameters are identified by
measured data. In the system model, the time delay is arranged at the output,
and thus, an additional signal output is available before the time delay. This
predictive model output is used as controller input, and the controller is designed
by means of the root locus method. For robustness reasons, a state observer
feedback is included. Finally, measurement results of the model-based controller
are discussed. Depending on the power train concept, front or rear wheel drive,
the engine torque and the mass of the car, different kind of oscillations can be
found in the power train. The following list gives an overview of some oscillations
and their causes:

e According to torsion of the shafts jerking and pitching occurs. Because
of suspension, damping, mass of the car, the frequency ranges between 2
and 5 Hz [122]. The natural frequency of the car body regarding to pitch
motion is between 1 and 2.5 Hz [29, 37].

e The movement of the engine and the characteristic of the engine mounting
is responsible for oscillations in the frequency range between 15 and 200 H z
[114].

e Vibrations caused by the gear box housing are in the frequency range be-
tween 50 and 80 Hz [7]. Further on high frequency oscillations can oc-
cur at high engine load because of gear wheel slackness in the range of
300 — 6000 Hz, which in contrast to other oscillations can be heard by
passengers [114].

e Combustion process and engine speed are also causes for oscillations which
depend on the engine type, number of cylinders and the engine speed. Table
7.2 gives an overview of the engine speed depending oscillations for different
engine types.

Other sources for power train oscillations are components like joints and gear
wheels. The goal of anti-jerking control is to obtain a well damped behavior of
the torsion angle at transients.
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7.6.1 Model of the Power train of a Passenger Car

For power train modeling a so-called gray-box approach is used. A theoretical
model of the power train is introduced in the form of a linear state space model
of third order. The parameter values are derived from measurement data. The
model input is the requested torque calculated by the engine control unit (ECU).
The model output is the difference between engine speed and wheel speed (com-
pensated by transmission ratios).

Theoretical Model

The physical structure of the power train of a vehicle is shown in Figure 7.1. It is
assumed that the oscillations in the power train are mainly caused by the torsion
of the drive shaft, as the drive shaft transmits the relatively largest torque. This
assumption has been validated by measurements [96]. For the purpose of jerk
damping it is therefore sufficient to model the power train by a two-mass-model
connected through a damped torsional element.

For a detailed derivation of this power train model, see Section 7.1. Labels are
according to the abstract structure in Figure 7.72. It is assumed that all rotating
and oscillating masses inside the engine can be combined to a single mass with the
mass moment of inertia J.. The driving torque T, already includes the internal
friction. The mass moment of inertia of the clutch is neglected and the clutch
is assumed without friction. Similar to the engine, all mass moments of inertia
of the transmission are combined to one rotating inertia J; which can oscillate
viscously damped with the damping coefficient d;. The propeller shaft is assumed
to be stiff. The final drive is also modeled by one rotating inertia Jy and the
viscous damping coefficient dy. The drive shaft is modeled as a damped torsional
element, consisting of stiffness £ and damping d. The wheel model is strongly
simplified. Air drag and rolling resistance are neglected and the road is assumed
to be level. Considering all these assumptions yields two differential equations,
that are similar to Equations 7.43-7.44,

J; J .. d d .
(Je—l—.—;—i-%) dcs = Te — (.—;—&-%)acs
iy lgly iy iy

acs _ Gos A
_ s gy T (7.230)
1y Ly

and

. acs
(Jw + mCoGTEtat) Gy = k < — aw)

+d (O,‘C,S - aw) N (7.231)

where a,, is the wheel angle and its derivative ¢,, denotes the rotational wheel
speed VR /Tstat-
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Figure 7.72 Idealized power train Structure

As for Equation 7.46, combining the following parameters

g J
i=igp, Ji=Jot 4t o (7.232)
iy 1y
d d
Jo = Ju + Meocri s = = + 55, do=dy, (7.233)
iy Uiy

results in a two-mass-model. It consists of one inertia J; with damping instead
of the crankshaft, one generalized transmission (instead of transmission and final
drive), the flexible drive shaft and one damped inertia Jy instead of the wheel

acs

o . aw
Jigcs = Te—dides — k% (7.234)
dos _ 4
—d%a” (7.235)
By = k(%% —ay) +d (O‘C.S - aw)
1 1
—dyér (7.236)

With torsion angle x1, crankshaft speed ¢cg, and angular speed of the wheel &,
as state variables
ac

1= —— — Qu, T2 = Qcg, T3 = G (7.237)
1

y=—-"2 0, (7.238)

Output of the model y is the difference between engine and wheel speed, in the
following referred to as speed difference.
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The state space model
i(t) = Azx(t)+bu(t) (7.239)
y(t) = ca(t) (7.240)

is rewritten on matrix form like Equations 7.81-7.82, which leads to the following
system matrices

0 : -1
k dl'f‘ii d
A=| —7n ——— |- (7.241)
e d do+d
J2 i-Ja Ja
0
b={ % | "=(0 b 1) (7.242)
0

and consists of 7 parameters:

J1 : Sum of mass moments of inertia of engine, transmission and final
drive referring to the crankshaft

Jo : Mass moment of inertia of the wheel and equivalent mass moment of
inertia of the vehicle referring to the drive shaft

d : Damping of the drive shaft

dy : Damping of transmission and final drive referring to the crankshaft

ds : Damping of the wheel

k : Stiffness of the drive shaft

i : Transmission ratio between engine speed and wheel speed

Parameter Identification

The transmission ratio i is usually known or can be calculated from a test drive at
constant speed. The other 6 parameters of the state space model can be identified
using measurement data. For generation of adequate data sets the power train of
a test car can be excited with tip in and tip out at different engine speeds while
measuring the requested torque and the resulting engine speed and wheel speed.
To guarantee that the state variables show good compliance with their physical
meaning, the quadratic error between simulated and measured engine speed (i.e.
X9 — &9), simulated and measured wheel speed (i.e. 23 — 23), and simulated and
measured speed difference (i.e. z3/i — 3, the output error) may be included in
the cost function of the identification algorithm. Separate weighting factors w;
for the different quadratic errors yield the desired accuracy for all variables. The
cost function C' has the following structure

c o= {wl (w25 — d2,5)° + wa (w35 — &3,5)"
j

+ws ((“TJ - xg,j) - (“TJ . aeg,j)>2] : (7.243)
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Figure 7.73 Measured and Simulated Speed Difference

The first system state is the torsion angle of the overall power train. It is not
accessible with standard vehicle sensors and may be neglected during the identi-
fication process without significant loss of the overall model accuracy. For good
identification results, it is important to utilize a reasonable start vector based
on physical knowledge of the parts of the power train. An estimate of the mass
moments of inertia can often be calculated from vehicle design data. If no fur-
ther information is available, the initial values of the stiffness and dampings may
be chosen randomly. Due to the nonlinearity of the real process some of the
identified values of the parameters vary depending on the engine speed. Stor-
ing these parameter values in engine speed-dependent look-up-tables results in
a time-varying model. The modeled and the measured speed difference of a
front-driven passenger car are shown in Figure 7.73.

Due to the combustion process of the engine, the system contains a delay-
time. A requested torque can only be generated with a time delay of at least
one cylinder segment, and this time delay depends on the engine speed. The
minimum time delay is approximated by

2

Td,e
where CYL is the number of cylinders and n is the engine speed in revolutions
per second. During identification this delay-time is treated as an output delay
and is separated from the dynamics of the process. By using the signal before the
time delay as output, the resulting model is predictive and can indicate power
train oscillations even before they occur in reality. This behavior is utilized for
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the design of a controller with a structure similar to a Smith Predictor [119], see
Section 7.6.2.

Transfer to angle-discrete model

The engine control unit (ECU) calculates in an angular synchronous mode. For
a 4 cylinder engine every 180° crankshaft angle, i. e. every cylinder segment,
an injection is calculated. As the segment time depends on the engine speed,
the sampling time of the ECU and therefore of the power train model is varying
roughly between 5 and 50ms. Thus the model discretization method must contain
a varying sampling time and time varying model parameters.
The state equation for discrete time steps ¢ = tg + t5 can be written as
ts
wlto + ) = Dt )x(to) + / O(t,—a)dab ug, (7.245)
0
where t, is the varying sampling time and ®(t,) = e2 (*s) is the transition matrix.
® may be approximated with a truncated Taylor polynomial

0o N
1 n An n
D(t,) =edle=)" —(At)" ~ > e (7.246)
n=0 n=0
The integral in Equation 7.245 is approximated accordingly with
t N n
s A tn—&-l
®(ts —a)da b~ — bh-= . 7.247
/0 & a)darb nZ:OTL!_nJrl ( )

For varying ts; and varying A and b these calculations are carried out online
for every calculation step. The number of elements N of the Taylor expansion
affects the accuracy of the approximation. A trade-off between computational
effort and accuracy should be found based on simulation results. For N = 8 the
approximation was found to be sufficiently exact.

7.6.2 Controller Design
Smith Predictor Approach

Due to the engine delay-time, see Section 7.6.1, the model offers a predictive
output: When applying a torque step, the model without delay-time calculates
the resulting speed difference before it occurs in reality. The angle-discrete model
predicts one cylinder segment which is as much as 50ms in a four cylinder engine
at low engine speed. Using the predictive model output as controller input gives
the possibility to avoid jerking before its very occurrence and therefore damping
the oscillations in the power train. This control principle was presented by [119]
and is known as the so-called Smith-predictor. The structure is shown in Figure
7.74. As the actuation variable, i.e. the requested torque T}.q, physically differs
from the controlled variable, i.e. the speed difference An, the controller is located
in the feedback path of the system. This is the difference between the structure
employed here and the classical Smith Predictor approach.
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Figure 7.74 Structure of the controlled System

State Observer

A significant disadvantage of the classical Smith-predictor approach is its open
loop structure. The model output is used in the feedback path. It may drift away
from the process output, i.e. the measured speed difference. To overcome such
offsets a state observer is introduced. The difference between model and process
output is fed back via the observer, see Figure 7.74. Disturbances, e.g. from a
bumpy road, and model inaccuracies are thus compensated.

The observer design can be carried out with pole placement. The continuous
state equation with observer can be written as

t=Az+bu+L(y—19) , (7.248)

where y is the measured process output and ¢ is the calculated model output.
The error dynamics £ =z — Z are

i=(A-Lc")z . (7.249)

The observer dynamics should be slightly faster than that of the process. Then,
the error is compensated rapidly. This behavior is obtained by placing the poles
of the matrix A — Lc” to the left of the poles of the uncontrolled system. In
discrete time, the observer poles are placed closer to the origin of the unit circle
than the poles of the uncontrolled system.

The observer design is done offline for different engine speeds and the resulting
gains are stored in look-up-tables for online operation.

The predictive model output is delayed one calculation step before it is used as
observer input in order to compare simulated and measured (i.e. non-predictive)
speed difference at the same time instance.

Controller Design with Root Locus Method

Having the observer described above it would be possible to employ a state
regulator. Then the progression of the individual state variables is shaped by pole
placement. This approach is justified by the physical understanding of the state
variables, where the gradient of engine speed and wheel speed can be specified
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Figure 7.75 Controller Design with Root Locus Method

according to the desired behavior of the Anti-Jerking control. Different system
characteristics like comfort or sportive behavior can be obtained depending on
the position of the poles.

Here a different approach is taken. It is a reduced order controller, that
both give insight into the control problem and into how to tune the control
parameters. The controller is located in the feedback path of the system, see
Figure 7.74. The root locus method with pole-placement may be applied for
designing such controllers. The root locus plot shows the locus of the poles of a
closed loop system in dependency of the gain. Information about stability and
dynamic behavior of the system can be seen from this [25].

The proceeding of the root locus technique is explained for the discrete model.
The root locus curve of the system at low engine speed and high requested torque
(tip in case) without controller is shown in Figure 7.75(a). Poles are shown as
squares. The conjugated-complex pole pair is responsible for the oscillations of
the power train. The desired system behavior is a well damped step response.
Therefore, all poles should be moved onto or at least closer to the real axis.
Inserting a controller pole in the origin and a controller zero point on the positive
real axis near z = 0.25 results in the root locus shown in Figure 7.75(b). The
pole positions have changed away from those of the uncontrolled system but real
poles are not reached. A still higher gain would reduce the imaginary parts of the
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conjugated-complex poles. At the same time however the pole on the negative
real axis would move out of the unit circle. Because of the small angle between
the poles and the real axis the remaining oscillations in the step response can be
tolerated, see Figure 7.75(c).

It was verified that the designed controller also shows good performance with
modified parameter sets of the model, e.g. at higher engine speed and in the tip
out case. High emphasis was laid on good performance at low engine speed and
high requested torque as this is the most critical jerking configuration.

For application reasons it is desirable to get an analogy of the designed con-
troller to a classical controller. Tuning the controller inside a car is easier if the
parameters have a clear understanding.

The controller designed with the root locus method employs two parameters,
the gain K and the location of the zero point z,..,. These parameters can be
related to the gain Kpp and the rate time T, of a discrete PD-controller. For
the controller designed above the values of the PD-controller are Kpp = 6 and
T, = 0.01.

The transfer function of the designed controller can be written as

z—z
Gr(z) = K - ——= (7.250)
z
where 2., 18 the inserted zero point and K is the gain. A discrete PD-controller
with rate time 7T, gain K and sampling time T has the transfer function

(1 + %) z— %

Gpp=Krp~—"+° (7.251)
An analogy between the parameters of the PD-controller and of the controller
designed with the root locus method can be derived

Kp = K-(1=z.0) (7.252)
-K- Zzero * Ts

T, = —— . 7.253

K- (1 - Zzero) ( )

7.6.3 System Performance

Figure 7.73 shows the jerking behavior of a front-driven passenger car without
jerk control for tip in and tip out. The plot shows the driver’s torque request, the
measured speed difference between wheels and engine, the engine speed and the
longitudinal acceleration. The performance of the model based control approach
is shown in Figure 7.76. For clarity, the corrected torque is plotted.

In Figure 7.73 the typical oscillations of the speed difference can be seen for
the uncontrolled case. At acceleration, there is an overshoot for the tip in and an
undershoot and oscillations for the tip out occur. The passengers inside the car
very much feel the hard overshoot as well as the oscillations of the acceleration.

Figure 7.76 shows the performance of the model-based controller at the lower
engine speeds that are the most critical in this application.. The corrected torque
shows the influence of the controller. The overshoots at acceleration allow the
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Figure 7.76 Performance of the Controlled System

driveline to twist or untwist. The oscillations for tip in and tip out are damped
while the fast reaction of the car to the driver’s torque request is still preserved.

The system performance for higher engine speeds is similar, but the oscilla-
tions are not as large as for lower engine speeds, which means that the results
can easily be transferred.



8 Vehicle Modelling

8.1 Introduction

The last few years have seen scientific and technical competition within the auto-
mobile industry become increasingly intense. Because of this it is important for
individual manufacturers to ensure that new designs are brought to the market
as quickly as possible. In the future it must be possible to carry out the design
of a new model, from conception to production, in as little as eighteen months.

These days the equipment within a motor vehicle includes a myriad of elec-
trical and electronic subsystems. Many of these subsystems serve to improve
driving comfort, i.e. electric windows, air conditioning systems etc. On top of
this there are safety-relevant vehicle subsystems, such as drive dynamics control
and anti-lock brake systems.

An ever decreasing design effort for such systems, coupled with increasing
amounts of equipment, is only possible due to the far-reaching use of computer
simulations in the design of new vehicles. The aim of computer models, such
as the one shown schematically in Figure 8.1 is to reveal, as early as possible
in the design phase, the effect on the dynamic behavior of the vehicle of new
components operating in conjunction with the existing subsystems. With such
an approach the effect of a new component can be analyzed in the definition
phase, long before the prototype is complete.

To date, modeling efforts have concentrated on reproducing as exactly as pos-
sible the behavior of individual components. This approach has yielded, for ex-
ample, exact descriptions of the wheel dynamics using the finite element method.
Simulations of such models are computationally expensive and time consuming.
Due to the fact that there is a huge difference between different vehicles in terms
of structure and kinematics, such models are very specific, and special know-how
is required to alter a model for use with a different vehicle type.
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Figure 8.1 The standard vehicle-driver-road control loop

The modeling approach described in this chapter has the following aims:
e reduction of model complexity to a level sufficient for vehicle dynamics

e implementation on a PC in a common programming language, so that usage
is widely spread instead of being constrained to a few specialized depart-
ments.

e interaction between submodels, whereby the design time is concentrated
upon the subsystem currently under investigation.

e only necessary accuracy, so that time consuming tests with experimental
vehicles can be reduced.

In order to obtain these aims, the system will be decomposed into its individual
components. When carrying out such a partitioning, it is important to ensure
that meaningful variables are chosen for the interfaces between the different sub-
models. It is thus sensible to choose, insofar as it is possible, torques or forces
and angular or longitudinal velocities.

8.2 Co-ordinate Systems

For the theoretical analysis of vehicle dynamics, and for the design of observer-
or control-algorithms, the equations of motion must be known and the physical
interactions between the various subsystems must be written in the form of math-
ematical equations. For the construction of a vehicle model there are two main
approaches. If the aim is to produce a model which is as exact as possible, the
methods of theoretical physics such as Lagrange or Euler are used. The resultant
models are very precise, however the individual equations lose their reference to
physical quantities as the calculations are carried out for generalized co-ordinate
systems. The alternative approach, as used in many publications, is to attempt
to model the vehicle as simply as possible and with as little computing-time as
possible. To this end emphasis is placed here on the classical single-track model,
which gives good results for non-critical driving situations. The first publication
of this method dates back to 1940 [103]. When dealing with simplified models a
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Figure 8.2 Degrees of freedom of the vehicle

distinction is often made between models for drive dynamics and models for ver-
tical dynamics analysis, and the interactions between the two are ignored. The
approach detailed in this chapter follows a middle road between the two modeling
methods. The vertical dynamics and the drive dynamics are modeled together
and all important non-linearities are included. In contrast to the Lagrange or
Euler methods the calculations are limited to 4 co-ordinate systems.

In order to differentiate, indices are introduced for the individual co-ordinate
systems:

e "CoG” for the chassis (Center of gravity) co-ordinate system,
e "Un” for the undercarriage system,

e "W for the wheel co-ordinate system,

e 7In” for the fixed inertial system.

With the exception of the fixed inertial system, all co-ordinates move during
travel. Figure 8.2 shows the 6 degrees of freedom of the vehicle as well as the
Center of Gravity (CoG) co-ordinate system.

The Center of Gravity co-ordinate system, which has its origin at the vehi-

cle center-of-gravity is of the most importance. All movements of the vehicle
body are given with reference to this co-ordinate system. The undercarriage
co-ordinates differ from this only in the pitch and roll angle. The origin of the
undercarriage co-ordinate system lies at road-level in the middle of the perpen-
dicular projection of the rear axle.
Finally, the wheel co-ordinate system is required. To be precise there is a co-
ordinate system for each individual wheel. In this book, the co-ordinate directions
for the rear wheels are the same as for the undercarriage co-ordinate system and
for the front wheels only the wheel turn angle (the angle between the longitudinal
vehicle axis and the wheel plane) is different.
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For the direction of the rotation angles there is a rule of thumb:
Orient the thumb of your right hand in the direction of the axis, about which the
vehicle body is rotated. Then the other fingers show in the direction of a positive
rotation angle.

Table 8.2 summarizes the most important variables for the co-ordinate sys-
tems. These variables will be discussed in more detail and used extensively
throughout this chapter.

Table 8.1 Summary of co-ordinate system variables

TCoGs YOoGs 2Coc | - Axis for the center of gravity (chassis) co-ordinate
system
TUn, YUn, 2Un - Axis for the undercarriage co-ordinate system
TW, YW, ZW - Axis for the wheel co-ordinate system!
TIn, YIn, ZIn - Axis for the inertial (fixed) co-ordinate system
P - Yaw angle (rotation about zc.g )
X - Pitch angle (rotation about Yoo )
%) - Roll angle (rotation about zcog )
«a - Tire side slip angle (angle between xy and
v, the wheel ground contact point velocity )
Sw - Wheel turn angle? (angle between zco,g and xy)
I} - Vehicle body side slip angle (angle between
Zooa and Voo, the vehicle (CoG) velocity)

8.3 Wheel Model

The most important point for the creation of a simulation model for a motor
vehicle is the exact observation of the horizontal forces on the wheel. The task of
the wheel model is to derive these forces. In order to calculate the wheel forces
it is necessary to know wheel slip, tire side slip angle and friction co-efficients,
as these are inputs for the force equations. For the derivation of the wheel slip
it is necessary to determine the individual wheel velocities. For the tire side
slip angle calculation, the wheel caster has to be taken into consideration and
the curve radii of the individual wheels calculated. The order of the necessary
calculations is shown in Figure 8.3.

8.3.1 Wheel Ground Contact Point Velocities

This section is concerned with the velocity of the wheels with reference to some
fixed reference point - the so-called wheel ground contact point velocity or wheel
velocity vy . Here, the rotation of the wheels is not considered. This is in contrast
to the derivation of the rotational equivalent velocity vy of the wheels, which will
be considered later.

IThe suffixes F and R are used to denote front and rear wheels, and R and L to denote
right and left wheels. Thus zy pRr refers to the x-direction of the front right wheel.
2This angle should not be confused with the steering wheel angle, which is denoted by dg.
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Figure 8.3 The wheel model

There are two main methods for the derivation of the velocities at the wheel-
ground contact points. One approach uses the method of calculating the four
wheel velocities via a transformation of the CoG velocity to a two-track (as op-
posed to the single-track) model. With the two-track model the additional wheel
velocity component caused by the yaw rate is no longer orthogonal to the vehicle
longitudinal axis and the calculation is significantly more complex. The second
approach is to obtain the vehicle movement as an orbit around the instantaneous
center with angular velocity ¢ and 3 and then calculate the curve radius to each
individual wheel. This is made possible by the orthogonal arrangement between
the wheel ground contact point velocity and the line between the wheel-ground
contact point and the instantaneous center. Both methods are equivalent and the
choice depends on complexity and the opportunity for simplification. For both
methods the exact knowledge of the distance from the CoG to the wheel-ground
contact point is required. This is dependant upon the dynamic wheel caster. The
point of action of the wheel force does not lie in the center of the wheels, but
(due to the caster) towards the rear. Caster is the tilting of the steering axis
either forward (negative caster) or backwards (positive caster) from the vertical
wheel axis. The wheel caster is a measure of the shift of the pressure distribution
in the tire contact area. Positive caster provides directional stability and helps
the wheels to return to a forward-pointing direction after a turn.
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Figure 8.4 View from above of the tire contact area

Method 1: Transformation of the CoG Velocity

The velocities of the wheel ground contact points are determined via a trans-
formation of the CoG velocity to the contact point between tire and road. The
magnitude and direction of the chassis (CoG) velocity, the yaw rate, the tire
side slip angle and the wheel turn angle must be known, as well as the caster
dependant distances r;; between the CoG and the wheel ground contact points
(see Figure 8.5). To calculate these distances r;; from the CoG to the wheel
ground contact points, it is necessary to know the casters ny and ng. These can
be obtained using the approximation formula [12]:

Iy

Cpress

1 F
nL =g (lo + 11—Z> and ng = 3nz tan(o) + (8.1)

Fyzg

nr, is known as the ”dynamic caster”, ng takes into consideration the lateral
force influence of the pressure distribution on the CoG. Fy is the force acting
vertically at the wheel ground contact point, and Fy the lateral wheel force. The
parameters of Equation 8.1 are given in Table 8.2.

Table 8.2 Parameters for the wheel model

Fyo 5000 N Nominal vertical force at wheel contact

Cpress | 230000 N/m | Parameter to correct for tire pressure distribution
lo —0.03m caster parameter

l1 0.12m caster parameter

Figure 8.4 shows an top view of the tire contact area, including the wheel
ground contact point.

The middle point of the contact area migrates outwards and creates a torque
with the longitudinal force, which during acceleration increases the self aligning
torque and during braking decreases it. Whereas the caster is generally assumed
to be constant and only the component in the direction of the wheel plane is
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considered [84], using the above method the caster can be calculated dynamically
and in vector form (i.e. direction information included). The frictional forces F7,
and Fg act in the direction of the wheel velocity vy, and perpendicular to it. The
forces Fy 1, and Fy g are obtained by transformation into the wheel co-ordinate
system (Eqgs 8.25 and 8.26).

The derivation of the wheel ground contact point velocities is carried out in
the undercarriage co-ordinate system. One proceeds with the assumption that
the vehicle velocity can be described as a superposition of pure translatory motion
with magnitude veoc and angle 5 to the vehicle longitudinal axis, and a purely
rotational motion with yaw rate ¢ around the CoG, as shown in Figure 8.5.

The wheel ground contact point velocities are given by the geometric super-
position of the CoG velocity and a part of the magnitude ‘Tij : 1/)‘ in the direction
specified in Figure 8.5. Both the distances r;; and the angles 9;; between the
wheel-ground contact points and the undercarriage axis are dependant upon the
casters.

Geometric calculations (see Figure 8.6) result in the following equations for
the distances:

TFL = ((lp—nLFLCOS(5W+nSFLsin5W)2
X ) 0N 1/2
—|—(7F —NgpEr Cosoyw — NLFL sméw) )
rrr @ = ((ZF —nLFRCOS(5W+nSFRsin6W)2
. . 0N 1/2
+(7F +nSFRCOS<5W+nLFR51n5W) )
9 0N 1/2
TRL = ((ZR+nLRL) + (% — nsgL) )

1/2
TRR = ((lR + nLRR)2 + (% + nSRR)Q) (8.2)

and for the angles:

9 arctan bTF — NSFIL COSéW —NLFL SiIl(SW
FL = A
lp —nppr cosdy + ngpr Sin oy
9 — arctan lF —npFRrCcosdw + nsrrsin oy
e be 4 p 5 ino
5 SFRCOSOWw + NppR S oW
lr +nLRL
Yrr = arctan | ;—r
R
-5 T NSRL
b2 | norp
Ypr = arctan [ 22—~ (8.3)
Ilr +nLRR

The caster ny;; is always defined positive in the direction —zw, ng;; always in
the direction of —yw,, hence nr;j;, ng;; can be negative.

Whereas the course angle changes with the angular velocity ( 77/1 + ﬂ ), the
chassis only turns with velocity 1/) about the vertical axis, as shown in Figure 8.5.
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Uy - front left wheel velocity

Uywer - front right wheel velocity

Uywms © Tear left wheel velocity

Uwrr : Tear right wheel velocity

ro :distance from CoG to front left wheel ground contact point

re  distance from CoG to front right wheel ground contact point

ry. :distance from CoG to rear left wheel ground contact point

ree : distance from CoG to rear right wheel ground contact point

Oy, : angle between chassis (CoG) coordinate system and front left
wheel ground contact point

O : angle between chassis (CoG) coordinate system and front right
wheel ground contact point

Oy, : angle between chassis (CoG) coordinate system and rear left
wheel ground contact point

Ve : angle between chassis (CoG) coordinate system and rear right
wheel ground contact point

lp :distance from CoG to front axle
lp :distance from CoG to rear axle
b, :distance between wheels on front axle
b, :distance between wheels on rear axle

Figure 8.5 Velocity components throughout the vehicle
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Figure 8.6 Geometric calculation of the distance rrr

The wheel ground contact point velocities consist of two components: the
component due to the CoG velocity and the component due to the motion about
the vertical vehicle axis, 1. A division into longitudinal and lateral vehicle di-
rections gives the following equations, where ex denotes the longitudinal CoG
co-ordinate direction and e_{/ the lateral CoG co-ordinate direction:

VwrL = (UCOG cos B — ¢rpy sin 19FL) ex + (UCOG sin B + rpr, cos 19FL) ey
Vwrr = (vcoc cos 3 + Urp g cos 19FR) ex + ('UCOG sin 3 + Yrpp sin 19FR> ey
Uwar = (vcoc cos 3 — Yy cos ﬁRL) ex + ('UCOG sin 3 — Yrpy sin ﬁRL) ey
VWRR = (chG cos B + z/}rRR sin ﬁRR) ex + (UCOG sin 3 — 1/')7*RR cos ﬂRR> ey
(8.4)

Equations 8.4 are then the basis for the calculation of the tire side slip angle
using the velocity balances (method 1) given in Section 8.3.2. In practice, the
calculation variables ¢;; and r;;, are time dependant because of the time depen-
dant casters. The presented approach is an approximation and enables the direct
calculation of both the magnitude and the direction of the wheel ground contact
point velocities. The magnitudes of the wheel speeds are calculated by takmg
the square root of the sum of the squares of the two components ex and ey
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Figure 8.7 Individual curve-radii of the wheels when cornering

Approximation of the Velocities at the Wheel-Ground Contact Points

As mentioned earlier it is assumed that the caster has no dynamics of its own.
The caster component perpendicular to the wheel plane is also neglected. This is
allowable because the caster effect is very small compared to the distances lp, Ip
and bp/2, br/2. The angles ¥;; and the radii r;; can be calculated in advance, so
that the evaluation of Eqs. 8.4 requires only a few calculation steps. Moreover,
sin 6 and cos 3 can be approximated with first order Taylor polynomials; with
the assumption that the vehicle body side slip angle § is limited to a value
which is less than 10°, the error will be less than 0.5% . To calculate the wheel
ground contact point velocities the following approximations are substituted into
Eqgs. 8.4:

sing = f
cosf = 1 (8.5)
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Method 2: Calculating the Individual Curve Radii

If one considers the vehicle during a turn from a birds eye view, one realizes
that each wheel follows an individual curve. The velocities of the CoG and the
wheel-ground contact points are perpendicular to the connecting lines to the
instantaneous center of motion (ICM), as shown in Figure 8.7.

An exact method for calculating the individual curve radii R;; exists, but
has the disadvantage that the distance from the CoG to the instantaneous center
(ICM) must be known.

Under the assumption that the distance R from the vehicle CoG to the in-
stantaneous center (ICM) is much larger than the distances r;;, one can consider
the differential radii AR;; as parallel lines, as shown in Figure8.8.

With the differential radii approach one has the possibility to determine the
velocities of the wheel-ground contact points vy ;;, without knowing the absolute
turn radius R of the CoG.
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The values ARp and ARpg are calculated in the following way:
ARp =lp -tan and ARRr =lg-tanf

By disregarding the caster effect, the four differential radii AR;; are found from
inspection of Figure8.8 and substitution of ARr and ARg, and are given by the
following equations:

b b
ARp;, = (;—ARF>COSﬂ=7FCOSﬁ—lF~SiHﬁ
b
ARpr = EFcosﬁ—i—lp-sinﬁ
b
ARgrr = 7RCOSB+ZR~sinﬂ
br .
ARrr = 7COSﬁ—lR~SlIlﬂ (8.6)

The velocities of the wheel ground contact points can now be calculated using
an additive superposition of the CoG velocity vcoe and the additional angular
velocity due to the distance AR;; from the wheel to the center of gravity, i.e.:

Vwij = Vo F YAR;; (8.7)
Substituting the approximations (Eq. 8.5) for cos@ and sing yields the magni-

tudes of the wheel ground contact point velocities (note that here no information
about direction is available):

VWRR = UCoG t+ ¥

(b

VWFL = UCOG_¢<7F_ZF5>
. (bp

UWFR = UCOG+¢<2+ZF5)
. (g

UWRL = UCoG — ¥ 7+1R5
b_R
2

- lRﬁ) (8.8)

Comparison of the Two Methods for the Calculation of Wheel Veloc-
ities

The question now arises whether the methods satisfy the requirements in terms of
low computational expense and high accuracy within the area of driving stability.
To determine this a simulation run in the limiting range under exact calculation
of the wheel-ground contact point velocities is carried out. Figure 8.9 shows the
inputs in the form of the wheel turn angles dy and the individual state variables
ay, Vooc, B and 9.

The test drive is carried out on dry road conditions with a maximum adhesion
coefficient of approximately 1.2. The wheel turn angle dy has a sine wave form
with an amplitude of 7° and a frequency of approximately 0.7 Hz. The lateral
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Figure 8.9 Simulation of stable driving

acceleration ay takes values up to 10m/s? with which the wheels are well into the
nonlinear region. The vehicle velocity vooe drops because of the turn resistance.
The vehicle body side slip angle (3 takes values up to approximately 6°, and the
plot shows increasing oscillatory behavior, indicating the onset of an unstable
driving situation. Additionally the rate of change of vehicle body side slip angle
3 and the yaw rate ’(/J are shown, to give an impression of the turning motion of
the chassis. ay, ow and 1 are measured on the experimental vehicle. veoq, 8
and 3 are estimated values (see Chapter 9).

In Figure 8.10 the velocities of the wheel ground contact points are calculated
from the states from Figure 8.9. The solid lines marked with (D)show the calcula-
tion from Eq. 8.4 and the corresponding approximation using Eqgs. 8.5 (Method
1). Method 2 of calculation using differential radii AR;; and parallelization of
the turn radii is marked with @). The wheel velocity errors are very small.

Method 2, because of its simplicity, is preferable if only the magnitude of the
wheel velocities is required. Method 1 must be used when the wheel side slip
angle is to be derived individually for all four wheels (See Section 8.3.2, Method
1: Calculation of the tire side slip angle for the two-track model).

8.3.2 'Wheel Slip and Tire Side Slip Angle

The wheel slip must be very accurately calculated. Due to the extremely high
gradient of the cohesion coeflicient characteristics, errors in the per-thousand



314 8. VEHICLE MODELLING

front left wheel front right wheel
—~ 20 20 DN
2 2
S E
2 2
'3 19 '3 19
QS Q
S =
S T N/ S}
180 1 ®2 3 180 1 2 3
time (s) time (s)
rear left wheel rear right wheel
= 1) i N S . —
2 2
H L e
2 2
'g 'g 19
3 N I N N W
18 5 5 18

2 . 3
2 time (s) 3 time (s)

Figure 8.10 Comparison of the two methods for the derivation of the wheel ground
contact point velocities

range can result in force reactions of considerable dimensions. A typical value
for the gradient at the origin is 30, this means that a per-thousand wheel slip
change causes an adhesion coefficient change of 3% i.e. a horizontal force of 3%
of the wheel ground contact force.

The calculation of the wheel slip sy, sg requires the tire side slip angle «,
as the wheel slip is a vector and thus the velocities in the slip direction must be
transformed. Two methods for the calculation of the tire side slip angle a are
then compared.

Wheel Slip Calculation

If the vehicle drives without tire side slip, the wheel slip is simply the difference
between the rotational equivalent wheel velocity vgri; = wij - Tstar and the CoG
velocity voog. By simultaneous appearance of longitudinal and lateral wheel
slip there are various definitions in the literature. Burckhardt calculates the
longitudinal wheel slip in the direction of motion of the wheel, as well as the
force [14]. In contrast to this Reimpell specifies the longitudinal wheel slip in the
direction of the wheel plane [101].

Here, the Burckhardt approach is chosen. The longitudinal slip sy, is defined
in the direction of the wheel ground contact point velocity vyy;;, and the lateral
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vehicle axis

Figure 8.11 Wheel slip calculation

slip s at right angles to this (Eq. 8.9). The rotational equivalent wheel velocity
VRi; is multiplied with the cosine of the tire side slip angle to obtain the projection
in the direction of the wheel velocity vy .

Braking Driving
VR cosa < vy VR COS Qv > Uy
. . . o Co— 8.9
Longitudinal slip | s, = trcosa=vw | g — vpcosa—uvy (8.9)
vw VR COS ¢
Side slip Sg = “Rv's% sg = tan o

The resultant slip s;, must always be between -1 and 1. Therefore, the speed
difference is divided by the respective larger speed, i.e. vy, for braking and vg
when accelerating. With these definitions the limiting of sp is ensured. The
resultant wheel slip is the geometrical sum of the longitudinal and side slip:

SRes = \/ 5% + 5% (8.10)

Tire Side Slip Angle Calculation
Method 1: Geometric Derivation Using Wheel Velocity Vector

If the directions of the wheel ground contact point velocities vy, are known
(Equation 8.4) the four tire side slip angles « can easily be derived geometrically.
The tire side slip angle « is, as shown in Figure8.11, the angle between the wheel
plane and the velocity of the wheel ground contact point. For the calculation of
the tire-slip angle based on the simplified versions of Eqs 8.4 the following are
obtained (see Figure 8.12):
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Figure 8.12 Calculation of the front left tire side slip angle

vooa + Yrer cosUrL
apr, = Ow — arctan - -
VCog — YTrrL sinVrr,
vooaf + Yrrrsinvrr
arr = Ow — arctan :
Vooc + YTrrrCOSUrR

QR = —arctan<

Vo3 — Yrrr sinVry
VCoG — YTRL COSURL

QRR

o — 9
—arctan | 2 L TMRR (fos RR (8.11)
VCoG + YTRRSINVRR

Method 2: The Single-Track Model

In the single-track model, the wheels on each axis are considered as a single unit,
as shown in Figure 8.13. Because of this, it is only possible to derive one single
tire side slip angle for the left and right wheels on the front axle, and one for the
wheels on the rear axle.

The instantaneous center of motion (ICM) is such that the velocity vectors
of the CoG and the wheels are perpendicular to the lines connecting these points
to the instantaneous center. For a known vehicle body side slip angle 3 the tire
side slip angles « can be calculated.

The definition of the tire side slip angles ar and ar can be taken from
Figure 8.14, and are calculated in accordance with Mitschke [84] by forming the
velocity balance equations in the vehicle longitudinal and lateral directions.

The chassis and the wheels have identical velocities at the wheel ground con-

tact points. For the front wheel in the lateral direction (from Figures 8.13 and
8.14):
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Figure 8.13 Variables for the single-track model
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Figure 8.14 Definition of the tire side slip angle « for the single-track model

VW F sin(dW 70&]7) =lp ~”L/'J+”UCOG sin 3 (812)

wheel velocity chassis velocity

and in the longitudinal direction:
v cos(0w — ap) = Voo €os 3 (8.13)

Dividing the two equations gives the equation for the calculation of the tire side
slip angle for the front axle:

lp - + vooc sin B

tan(dy — = 8.14
(0w — ar) VCoG cos 3 (8.14)
Similarly, for the rear axle:
g - — voog Si
tan g = — ¥ = veogSin f (8.15)

VoG o8 3

At stable driving conditions, the tire side slip angle « is normally no larger
than 5° and the above equation can be simplified by substituting sin 3 ~ § and
cos B =~ 1. The classic equations for the tire side slip angles are then given as:

lp -1 I -1
Fy and OZR:—ﬂ'f‘Rd)
VCoG VCoG

ap = —ﬂ-l—(SW_ (816)
Figure 8.15 shows the relationships of the simplified tire side slip angle calcu-
lations for the single-track model. To compare the two methods the extreme
driving shown in Figure 8.9 is once more used. Figure 8.16 shows the results for
the derivation of the tire-slip angle. The tire side slip angles calculated using the
transformation of the CoG method (Equation 8.11) are marked with @). Curve
@) calculated using the single-track model (Eq. 8.16) can not be differentiated.

Important to note is that the extremely simple equations for the calculation
of the tire-slip angle based on the single-track model give good results for driving
in the limiting range. Thus this simple method can be later used for observer
design.
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Figure 8.15 Simplified tire side slip angle calculation for the single-track model

8.3.3 Friction Co-efficient Calculation

The friction behavior of the wheels can be approximated with parametric char-
acteristics, as shown in Figure 8.17. The friction, or adhesion co-efficient y is
defined as the ratio of the frictional force acting in the wheel plane Fy,;. and the
wheel ground contact force Fi:

o Ffric

- (8.17)

I

The calculation of friction forces can be carried out using the method of Burck-
hardt [14]:
M(SR@S) =C1- (1 - e_CQ'SRES) — C3SRes (818)

The Burckhardt approach, Equation 8.18, can be extended via a pair of fac-
tors, where ¢4 describes the influence of a higher drive velocity and c¢5 the influence
of a higher wheel load. Both factors have a maximum value of 1, i.e. they lead
to a reduction of the friction co-efficient. Incorrect tire pressure can also lead to
a reduction of the friction co-efficient. This effect however can be disregarded
for variations in pressure of less than 0.3 bar. The resulting friction co-efficient
is then given by:

}uRes(sRes) = (Cl : (1 - eicZISRCS) - C35Res) c TS Res VoG (1 - C5F§) (819)

The parameters c;, co, and c3 are given for various road surfaces in Table 8.3.
Parameter ¢4 lies in the range 0.002 s/m to 0.004 s/m. This results, for a slip of
10 % and velocity of 20m/s, in a friction co-efficient change of almost 8 %. As
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Figure 8.16 Results of the two methods of calculating the tire side slip angle
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Figure 8.17 Typical cohesion coefficient characteristics
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a first estimate, a homogeneous axle load distribution with static values for the
wheel contact force of Fiz = 4500 N per wheel is assumed. At extreme cornering
the wheel contact force can fall almost to zero, or can rise to almost double the
normal value. With parameter c5 = 0.00015 (1/kN)? and a dynamic wheel force
of 8 kN, a reduction in the friction coefficient of 9.6 % results.

The friction co-efficient values shown in Figure 8.17 are only valid for quasi-
static operating points, and not for quickly changing dynamic transition states.
For fast changes of the tire side slip angle, an analysis of the time dependency of
the cornering forces is given in [1].

The resultant slip sges is directed in the same direction as the resultant
friction co-efficient pges. This gives the following equations for the friction co-
efficients in the longitudinal and lateral directions:

SL SS
ML = PRes——  and  Ug = [lRes—— (8.20)
SRes SRes

Assuming that the friction behavior of the tire is independent of the direction
of the slip, the behavior in Equation 8.20 can be described using a Kamm cir-
cle. This gives information about the directional distribution of the friction
co-efficients, as shown in Figure 8.18. The contact between the tire and the road,
together with the vehicle velocity and the wheel load, determines the level of the
maximum resultant friction co-efficient ptges pmrqz, which can then be split into
longitudinal and lateral friction co-efficients. The sign of the friction coefficients
determines the sign of the related friction forces.

In the presence of tread profile the friction behavior can also be dependant
on direction. The maximum friction co-efficient in the lateral direction is smaller
than in the longitudinal direction. In this case the Kamm circle degenerates to
an ellipse. Formula-wise this is expressed using an attenuation factor kg for the
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lateral friction co-efficient:

pr = uResS—L and  pg = ksuRess—S (8.21)
SRes SRes

For ks = 1 Equation 8.20 and 8.21 are identical. Common low profile tires have
an attenuation factor of between 0.9 and 0.95. The behavior can be different
during braking and acceleration. This effect is not considered here.
The Kamm circle also describes the maximum force transmission to the road
surface. If the geometric sum of longitudinal and lateral wheel forces lies within
the Kamm circle, the resultant tire forces can be transmitted to the ground [84]:

VFiriis + Flrsiy < fines - Fai (5.22)

The Fy;; are calculated in section 8.3.4, the lateral wheel forces are approximated
in Section 9.5.2 and the wheel loads are determined by means of Equations 9.51
to 9.54. In the case that the friction forces in Equation 8.22 would exceed, the
term pgres - Fzij, a reduction factor kyeqq; will be introduced in Section 8.3.4
guarantees the overall limitation.

Friction Value Characteristics for Various Road Surfaces

Table 8.3 gives a list of the parameter sets for various road surfaces [14].

With the exception of wet cobblestones the Burckhardt characteristics cor-
respond very precisely to measured characteristics [84]. A measured friction
co-efficient characteristic for cobblestones exhibits a higher initial gradient, how-
ever this levels out at friction values of about 0.4, and then runs with a smaller
gradient to the maximum value, where it can then again be well approximated.

Table 8.3 Parameter sets for friction co-efficient characteristics (Burckhardt)

C1 C2 C3
Asphalt, dry 1.2801 | 23.99 0.52
Asphalt, wet 0.857 | 33.822 | 0.347
Concrete, dry 1.1973 | 25.168 | 0.5373

Cobblestones, dry | 1.3713 | 6.4565 0.6691
Cobblestones, wet | 0.4004 | 33.7080 | 0.1204
Snow 0.1946 | 94.129 | 0.0646
Ice 0.05 306.39 | O

8.3.4 Calculation of Friction Forces

The friction co-efficients in the direction of the wheel velocity vy and orthogonal
to it can be calculated using Equations 8.10, 8.19 and 8.21. The frictional forces
can then be calculated from the friction co-efficients using Equation 8.17. This
provides the frictional forces Fy -, and Fyg in the direction of the wheel ground
contact velocity vy, and at right angles to it (see Figure 8.19):
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In the direction vy :

Fwrp = ppkz
SL,
= MRes® — FZ
SRes
In the direction at right angles to vy
Fys = pskz
Ss
= HRes " kS ' : FZ
SRes

Transforming into the wheel co-ordinate system (xyw, yw):

In the direction xw : Fr, = Fwrpcosa—+ Fygsina
In the direction yyw : Fs = Fyscosa— Fypsina

323

(8.23)

(8.24)

(8.25)
(8.26)

Substituting Equation 8.23 into Equation 8.25, and Equation 8.24 into Equa-

tion 8.26 then yields:

SL Ss .
Fr, = pRes-—— - Fz-cosa+ piges - ks - Fz -sina
SRes SRes
SL SS .
= (MRes ' “COSQ + [URes 'kS : 'SlIlOé) 'FZ
SRes SRes
SS SL .
Fs = [Res ks - Fy - cosa — Res -Fyz -sina
SRes SRes
SL .
= URes - ks - - COSQ — flRes - —— -sina | - Fy
SRes SRes

(8.27)

(8.28)



324 8. VEHICLE MODELLING

In extreme driving situations the friction forces may be calculated too large.
In order to consider that fact, a factor k,.q is introduced which reduces the
longitudinal and lateral wheel forces Fyyr;; and Fyys;; in Equation 8.22.
HRes,ij - Fzij

2 2
Fy i + Fivsij

kred,ij = (8.29)

The reduction factor k,.q ensures, that the geometric sum of the forces lies

within the Kamm circle. It has to be adapted in every calculation step of the
vehicle model in order to guarantee, that the maximum force transmission to the
ground is not exceeded.
The longitudinal and side friction forces Fp and Fgsare now transformed from
the wheel co-ordinate system to the undercarriage co-ordinate system. For the
wheels on the rear axle no transformation is necessary as the wheel plane lies
parallel to the longitudinal vehicle axis:

Fxrr =FLrr Fygrr = Fsprr,
Fxrr = FrLrr Fyrr = FsRrRr (8.30)

For the wheels on the front axle the forces are transformed by the wheel turn
angle dyy:

Fxpr = Frprcosdwr — Fsppsindwyr
Fyrpr = Fsppcosdwrp + Frppsindwr
Fxrr = Frrrcosdwgr — Fsprsindwr
Fyrr = Fsprcosdwr+ Frrrsindwr (8.31)

8.3.5 Tire Characteristics

In the previous section the frictional forces as well as the wheel slip and tire side
slip angle have been derived; this section illustrates the effect of the tire slip. The
tire slip is derived geometrically from the vehicle state variables. For control of
the tire side slip angle it is necessary to control the rotation around the vehicle
vertical axis.

The following three figures show the tire characteristics dependant on tire
side slip angle for dry asphalt. The tire characteristics are normally given with
the tire side slip angle as a parameter. This does not mean however that the tire
side slip angle remains constant during a braking or steering manoeuvre.

Figure 8.20 shows the plot of lateral friction co-efficients against longitudinal
friction co-efficients. Without tire side slip angle there is no side force possible,
hence a branch of the group of curves lies along the axis. For a 2° tire side
slip angle there is already the possibility of lateral friction co-efficients of up to
s = 0.7. The cause of this is the fact that the side slip at @ = 2° can already
lie at sg = 3.5% and this produces this high friction value for dry road surfaces.
If the tangent to the curves is constructed, the Kamm circle of Figure 8.18 is
produced. The tendency of the group of curves is easy to understand: the larger
the tire side slip angle «, the smaller the longitudinal force Fy. For a tire side
slip angle of 16° a friction value of almost py, = 1 is possible in the longitudinal
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Figure 8.20 Lateral friction coefficient ps over longitudinal friction coefficient pr,

direction. Figs. 8.21 and 8.22 show the influence of the tire side slip angle in
more detail.

Figure 8.21 shows a plot of longitudinal friction co-efficient pj against lon-
gitudinal slip sy. It illustrates the reduction in braking force when braking in
a curve. If the driver turns during full braking the result is a tire side slip an-
gle together with a side force. This causes a reduction in the longitudinal force
and the braking distance is increased. The maximum wheel turn angle, which is
dependant on the vehicle type, is approximately dy = 30°. For stable driving
situations no tire side slip angle greater than o = 16° can occur, as the vehicle
body side slip angle 3 lies in a similar value range. The shift of the maximum
of the longitudinal friction co-efficient uy to higher slip values sy, for increasing
tire side slip angle « is clear.

Figure 8.22 shows a plot of lateral friction co-efficient ug against longitudinal
slip sg. During non-braking turning the lateral friction co-efficient pg makes
available the whole traction (adhesion) potential, so that the curves begin with
the maximum value. With a tire side slip angle of about o = 8° the lateral
friction co-efficient g assumes its maximum value. If the longitudinal slip up
increases, the side force sinks rapidly. This can be only partly compensated by
an increase in the tire side slip angle.

Effect of the Camber Angle on the Tire Side Slip Angle

Till now it has been assumed that the wheel stands perpendicular to the road. In
practice the wheel stands at a camber angle v to the vertical axis. The direction of
the camber angle is defined according to [84]: v is negative when the wheel leans
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towards the center of the turning curve. This corresponds to a leaning-into-the-
turn of a bike. The tire side slip angle « is made smaller by this. Approximating
sg = tana by sg ~ «, the characteristic friction curve pg(a) is shifted upwards
with negative . Using the curves from [101] and [84] linear approximations are
developed for the calculation of forces in the presence of camber angle. Using the
approximately parallel shift of the lateral tire slip curves, the camber angle can
be interpreted as a shifting of the tire side slip angle a. With this, a negative
camber angle v means a shifting to smaller tire side slip angles. The following
approximation is used:

o = a+ keampy (8.32)

kcamb is chosen as 0.1. With this a 10° camber angle gives the same effect as a
1° tire side slip angle.

For an exact calculation of the tire camber, one must observe the axle geom-
etry. A camber angle of v = 0.5° is set for the neutral position of the chassis
suspension. On top of this a camber angle change of v = 0.3° is generated per
cm of spring displacement Azy . In cornering, this results in a stabilizing turning
motion of the rear wheels. The maximum camber angle is approximately v = 3°.

8.3.6 Definition of the Wheel Radius

To calculate the angular wheel velocity w, a torque balance is formed for each
wheel. The accelerating torque is the drive torque Tprive of the driveline. The
decelerating effects come from the braking torque T'g, and tire friction torque
rstat Fr,. With the moment of inertia of the wheel, Jy, one obtains:

Jww = Tprive — ITBr — Tstat FL (833)

Static Tire Radius

The static tire radius 74; relates the stationary wheel ground contact force Fz
to the tire spring stiffness k7, as shown in Figure 8.23:

Tstat = T0 — 7 (834)

The static tire radius can also be determined by measuring the length 2 - {

and afterwards calculating
Tstat = \/ T8 — 12 (8.35)

8.4 The Complete Vehicle Model

If the chassis is considered as a body with 6 degrees of freedom (zcoq, Ycoa,
200G, ¥, X, ), with forces from road, gravitation and wind acting upon the
chassis, then the structure of Figure 8.24 results. The chassis itself is divided
into a rotary part for the calculation of yaw rate 1/}, roll rate ¢, pitch rate y
and their integrals, and a translatory part for the calculation of displacement,
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Figure 8.24 Structure and signal flows for the Complete Vehicle Model

velocity and acceleration in the direction of the three co-ordinate axis. Wind
strength is considered in the longitudinal and lateral velocity directions, and the
gravitational force in the chassis co-ordinate directions. The wheels together
with the chassis are modelled as a vertical spring-damper system. For the vehicle
suspension a linear and a nonlinear method are carried out and compared.

8.4.1 Chassis Translatory Motion

The translatory variables are calculated in the inertial co-ordinate system and
then transformed into the undercarriage co-ordinate system. As well as the hor-
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izontally acting wheel forces and the vertically acting chassis forces, the gravita-
tional forces and the wind strength are calculated in the three undercarriage co-
ordinate directions. Because all of the forces relevant for the translatory motion
are contact forces to the environment, it is sensible to carry out the integration in
the inertial system, as otherwise forces would appear by the transformation be-
tween two accelerating co-ordinate systems. The calculation equations are force
balances for the three co-ordinate directions of the inertial co-ordinate system:

Zin FxprL+Fxrr+tFxrRL+FxRR+Fuwinax+Fax+Fr
mcoaG yln = IUIn Fypr+Fyrr+FyRrRL+FyRR+Fuwindy +Fay (8.36)
ZIn Fzcrro+FzcrrtFzocrL+FzocRR+Fuwindz+Fcz

Forces in the undercarriage co—ordinate system

In this, F'x;j, Fy;; are the wheel forces, Fzc;; the vertical chassis forces, Fiind
are the wind forces , Fg the gravitational forces and F'r is the rolling resistance.
The wheel forces F'x;; and Fy;; are calculated using the tire characteristics, as
shown in Section 8.3.4. The vertical chassis forces Fz¢;; are approximated in
Section 9.5.1. The derivation of the wind forces, gravitational forces and rolling
resistance is given in this section. T, is a transformation matrix for rotating
the vector from the undercarriage to the inertial co-ordinate system.

Transformation between Co-ordinate Systems

To begin with, the transformation from the CoG co-ordinate system to the inertial
co-ordinate system will be considered. Figure 8.25 shows how the transformation
is calculated for a rotation of the CoG co-ordinate system by a yaw angle 1) about
the vertical axis.

Consider the point p, whose co-ordinates in the CoG co-ordinate system are
DeCoGy Pycoc- The z-co-ordinate is not affected in the rotation. The projections
of these points into the inertial co-ordinate system are shown in Figure 8.25 and
yield the following:

p = (prCoG COs 1/} — PyCoG Sinl/J) zln +(po’oG SiINﬁ + DPyCoG COS ’(/}) Yin

+(p2co) Z 1n (8.37)

In matrix form this can be written as

TIn TCoG
Yn | =Lrotz | YooG ) (8.38)
ZIn ZCoG

where T',,, the matrix which carries out the transformation Toqrnrequired
due to rotation about the z axis is given by

cos(¢p) —sin(yp) 0O
Trotz = | sin(y) cos(y) 0 . (8.39)
0 0 1

To rotate in the opposite direction (i.e. from inertial to CoG) T'p,;, must be
inverted. Due to the special structure of this matrix this corresponds to a rotation
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Figure 8.25 Rotation of the CoG co-ordinate system relative to the Inertial system

with a negative yaw angle 1 or a transposition of the matrix:

IEétZ - Zgotz = ZRotZ(*%//) (840)

The above then describes a transformation due to a yaw angle (rotation about
the vertical z axis). Similar transformation matrices can be derived for the roll
and pitch angles:

e Pitch angle

cos(x) 0 sin(x)

—sin(x) 0 cos(x)

e Roll angle

1 0 0

Trox = | 0 cos(p) —sin(p) (8.42)
0 sin(p) cos(y)

A rotation about several axes corresponds to a multiplication of the rotation
matrices. This presents the problem that the sequence of matrix multiplication
affects the results. The standard order in the literature is: yaw-pitch-roll.
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Transformation from CoG to Undercarriage Co-ordinate System

cos(x)  sin(x)sin(p) sin(x) cos(y)
Teocr = Troty " Lrotx = 0 cos () —sin(yp) (8.43)
—sin(x) cos(x)sin(p) sin(x) cos(p)

The inverse transformation can be used to calculate the transformation from
undercarriage to CoG co-ordinate systems. This gives:

-1 -1 -1 T T T
Tvcoa = Loocv = Lrotx * Lroty = Lrotx * Lroty = Loocu (8.44)

Thus for a rotation around all three axis:

Toocrn = TLrotzyx = Lrotz " Lroty " Lrotx
cosicosx —sin cosp—cos sin x sin g sin ¢ sin p+cos 9 sin x cos ¢
= sin 1 cos x cos 1 cos p+sin ¢ sin x sin ¢ — cos v sin ¢p—sin ¢ sin x cos ¢
sin x cos x sin ¢ COS X COS
Trncoc = TLrotxyz =
— -1 _ 7T _
- IRotZYX - IRotZYX - IRotZYX| P=—1p, x=—X, p=—¢ (845)

Eq. 8.45 can be used to rotate from the CoG to the inertial systems. If however
the road is not level, this must be taken into consideration by modifying the
angles in T p 17y x:

Teocrn = Lrotzy xlp=p, x=x—xronss o=¢—@rons (8.46)

Similarly the transformation matrix for a rotation from undercarriage to inertial
co-ordinates is:

IUI” = IROtZYXLr/):wv X="Xroad; P="Proad (8.47)

Wind Force Calculation

The wind velocity is directed against the vehicle. In order to calculate the wind
force, firstly the external wind velocity is transformed into the undercarriage co-
ordinate system, then subtracted from the vehicle velocity, and finally the wind
force calculated. The vehicle lift is disregarded.

. 2
Fuyinax _CairXALg (UC'OGX — VwindX Cog Y — Vyindy Sin IZJ)
Fuinay | = —Cairy As5 (Vcogy — Vpying)” - sign (=vy,.4)
FwindZ 0
(8.48)

with the abbreviation

*

Vwind = —VYwindX sin 1/) + Vwindy COS 1/}

Cairx,y are the co-efficients of aerodynamic drag, Ay, s the front and side vehicle
areas, and vyindx,y the wind velocities.



332 8. VEHICLE MODELLING

Gravitational Force Calculation

The undercarriage co-ordinate system is at angle X,oqq (due to road inclination)
and ¢roqq (due to road camber) to the inertial system. A positive inclination
Xroad Means an upwards inclined road and a positive camber ¢,,,q means a
road which raises the right hand side of the vehicle. The transformation of the
gravitational forces into the undercarriage co-ordinate system corresponds to a
multiplication with the rotation matrix from the previous section, with yaw angle

=0

Fex
Foy | =
Faz
COS(XToad) Sin(Xroad) Sin(‘proad) Sin(Xroad) COS(‘Proad) 0
0 cos(Proad) — sin(Yroad) -1 0
- Sin(Xroad) COS(Xroad) Sin(@road) COS(Xroad) COS(SDroad) mg
(8.49)

Rolling Resistance Calculation
The tire rolling resistance force Fg is calculated according to [84]:

U4

201 (8.50)

v
Fr=—froFz — leFZ% — [roFz

The dependence of the tire rolling resistance on the tire pressure is not regarded
here.

Vehicle Body Side Slip Angle Calculation

For the direct calculation of the vehicle body side slip angle 3 the CoG (chassis)
velocity must be given in inertial co-ordinates vcog,x and veog,y, and the yaw
angle subtracted from the chassis direction (Figure 8.7):

(3 = arctan <M> - (8.51)

VCoG,X

In Section 9.6.2, a nonlinear observer for the estimation of the vehicle body side
slip angle (3 is presented.

8.4.2 Chassis Rotational Motion

The rotational variables can be calculated directly in the undercarriage co-ordi-
nate system since the roll and pitch axis are assumed to lie at the road level. For
this the torque equations are used:
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m, :quarter vehicle mass
m, :wheel mass
quarter k, k,: spring constants
vehicle mass d, d,: damping constants
z. : height of contact point

between chassis and undercarrige
2., - Static spring displacement

z, : height of contact point
wheel mass between wheel and road
. h.. :road height
tire F, : wheel ground contact force
F,. :vertical chassis force
F, :spring force
F, :damping force

Figure 8.26 Forces and displacements in the quarter vehicle model

e Torque balance around the vertical vehicle axis (yaw rate):

Jzb = (Fyrpr+Fyrr)-(lp —npp - cosdw)
= —(Fyrr+ Fyre) - (Ir + nrr - cosdw)

b b .
+(FXRR - FXRL) : 7}2 + Fxrpp- <?F +nrLrRr SlIl5w>

b
—Fxpr- <7F —nprFpsin 5W> (8.52)

In the following equations the vertical chassis forces F'zc;; are set equal to the
wheel ground contact forces Fz;;, i.e. neglecting the suspension dynamics. This
is justified, since roll and pitch motions are slower than vertical wheel motions
on a rough road.

e Torque balance around the vehicle longitudinal axis (roll rate):

br

.. b
IJx¢ = (FzrrL—Fzrr)- EF +(Fzr — FzRR) - 5 Mmcocay hooa (8.53)

e Torque balance around the lateral vehicle axis (pitch rate):

JyX = —(Fzrp +Fzrr) -lr + (Fzre + FzrR) - Ir + Mcogaxhcoa (8.54)
The distances ng r are due to the longitudinal casters:

NLFL +NLFR NLRL + NLRR

_ _ 8.55
nLr 5 nLR 5 (8.55)
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8.4.3 Suspension

A quarter-vehicle model is used for each wheel (Figure 8.26).

In contrast to Figure 8.26 however, the mass portion m, is not constant as the
load within the vehicle varies. The normal forces Fz of the four quarter masses
are determined in Section 9.5.1.

Each wheel has an individual mass myy, which is connected via wheel spring
kw and wheel damping dy to the ground, and via a spring-damper system
(ku, du) to the chassis. All four wheel suspensions are assumed to be vertically
directed. The indices ij are front/rear and left/right.

The forces which act upon the wheel are:

e Wheel ground contact forces

Fzi; = AFgzi+ Fzcijo
kw (hroad — Azwij — 2wijo) + dw (hroad - 23Wij) (8.56)

e Suspension spring forces:

Foij = ku (Azwij + 2wijo — Dzoij — 2cijo) (8.57)
e Suspension damping forces:
Fpij (8.58)

The constants kw, ky, dy and dy are equal for wheels on the same axle. The
wheel damping constant dyy is set equal to zero. The reference road level (flat
road) is hroea,0 = 0. The static spring displacements zwijo and zgijo are so
chosen that they balance the static forces F'z¢ij0 by exact horizontal positioning
of the unloaded vehicle.

!
Fzcijo = —kwzwijo = —ku (2wijo — 2cijo) (8.59)

The force balances at the quarter chassis and the wheels are:

meici; = ku (Dzwij — Azcij + 2wijo — 2cijo) + Fzcijo + Fpij
= ku (Azwi; — Azcij) + Fpij (8.60)
and,
mwiwi; = kw (Proad — Dzwij — 2wijo) + dw (hroad - ZWij) -

—ky (Azwij + 2wijo — Azcij — zoijo) — Fpij
= kW (hroad - AZWl]) + dW (hroad - ZWZ]) -
—ku (Azwij — Azcij) + Fpij (8.61)
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Linear Suspension Model

The suspension damping force is proportional to the resulting displacement speed
Zw — 20
Fpij =du Gw — 2¢) (8.62)

The damping of the wheel dy is neglected. The quarter vehicle can then be
described by a fourth order state space model of the form,

T = Az+bu
y = Cx+du
The state vector is
i=[Azw, 3w, Aze, 30|’ (8.63)
the input variable is
u(t) = hroad(t) ) (864)
and the output vector is
y=lw, Zo, (Dzc—Azw)]" . (8.65)

The road profile h,,qq may be approximated by a randomly distributed Gaussian
noise with an assumed covariance

Chh — QWAUX,COG . (8.66)

The amplitude factor A is dependent upon the road profile, and vx coc is the
longitudinal vehicle velocity [42]. For a dynamic analysis, the linear model can
be used to define a transfer function between the vertical acceleration Zo and the
road profile A.oqq:

s220(s)
G(S) B hroad(s)

kdeS?’ + kaU52
meq84 +dy (mW + mq(k‘w + k‘U)) s2 +dykws + kwky

(8.67)

Effect of Parameter Variations on the Linear Suspension Model

The influence of the spring stiffness ky, damping diy and quarter vehicle mass
mg parameters is investigated by simulating an example. For this, the following
representative parameter values are substituted into Eq. 8.67:

mg = 350kg, mw =3lkg, ky=20900N/m,
kw = 10800N/m, dy =1140Ns/m
Simulations are carried out to show how strongly the amplitude and phase of G(s)

are affected by changes in the parameters. The following changes are considered:
mg = 200 — 400 kg, dy = 500 — 2000 Ns/m and ky = 10000 — 30000 N/m.
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Figure 8.27 Magnitude and phase characteristics for parameter variations of G(s)

Figure 8.27 shows that a change in the quarter vehicle mass m, only has
effects at frequencies under the resonant frequency. The spring constant ky has
a significant influence on the amplitude of G(s) for frequencies around 1 Hz, and
the resonant frequency also changes slightly.

The variation of the damping constant dy has a similar effect for frequencies
around 6 H z, however the amplitude at the resonant frequency varies much more
strongly than with the parameters m, and ky. This means a strong dependency
of driving comfort on shock absorber characteristics.
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Nonlinear Suspension Model

Suspension systems have a nonlinear damping characteristic. When moving up-
wards the wheel generates a smaller damping force Fp than when moving down-
wards. The nonlinearity allows an upward bump from the road profile to have a
small impact on the chassis, while vertical wheel oscillations are still effectively
damped during the downward movement of the wheel. The damping force is
approximated by:

Fpij = dyg (2wej — 2cij) + dun/ |2wi; — Zcij| sign (Bwij — 2ci5)  (8.68)

Inserting this into Equation 8.60 yields:

meici; = kv (Azwij — Dzoig) + dui(Gwij — 20i5) +

+dunin/2wi; — Zcij| sign (Bwij — Zcij) (8.69)

Figure 8.28 shows a plot of the damping force Fp over the relative velocity
Zw — Z2¢. It is necessary to measure the required inputs (undercarriage vertical
acceleration Z¢ and relative spring-damper displacement (Azy — Az¢). The
relative spring velocity (2w — Z¢) is then determined by numerical differentiation
from the measured relative spring-damper displacement:

gk) ~ Y8 —ylE 1) Ty(k D) (8.70)

S

Here, y(k) is the measured signal at time k and Ty the sampling time of the
process.

This is the classic method of numerical differentiation, which is suitable for
linear and nonlinear estimation equations alike. For disturbance and noise-free
measurements it gives good results. Noisy measurement signals however, which
have high frequency signals superimposed upon them, demand an improvement
upon this method [79].

Simulation Results

To compare the linear and nonlinear suspension models a simulation with step-
wise steering angle excitation is carried out. Figure 8.29 shows the results. The
top figure shows the assessment of the drive situation, i.e. wheel turn angle,
vehicle velocity and lateral acceleration. The test drive took place on dry ground
so that the unstable range begins at about 1g lateral acceleration. In the bot-
tom figure the advantages of the nonlinear damping characteristics can easily be
seen. Using the more realistic nonlinear model, a well damped transient behavior
results, whilst with the linear model roll angle oscillations appear, which can not
be observed in actual driving situations.

8.4.4 Reduced Nonlinear Two-track Model

The reduced model should contain only those state variables which are essential
for vehicle dynamic control and ABS control. These are the vehicle speed veoa,
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Figure 8.28 Interpolation of the damping characteristic

the vehicle body side slip angle 8 and the yaw rate 1. Starting from the left
portion of Eq. 8.36, only the x— and y— components are considered, i.e. the
z-component is disregarded. In this case, the forces F'x;; and Fy;; are identical
in the undercarriage and the CoG co-ordinate systems. From Figure 8.7, the
vehicle speed ve,g can be transformed into the fixed inertial co-ordinate system

by:
{ ZZ ] e { Zfﬁfgifﬁ)) } (8.71)

By differentiation, the accelerations in Equation 8.36 are obtained:

{ Z: } = Veog - (3+¢) { zzis’rl(éﬁ++¢1§) ] + 000G [ Zfﬁ((gi%) ] (8.72)

These accelerations are now transformed from the inertial into the undercarriage
system (which is identical to the CoG system for x- and y- directions). The
required transformation matrix Z}}it » (Equation 8.40) is reduced to the order 2,
and multiplied into the above equation.

[.’fco(;:| . { cos Y Sin'l/):|.|:j}]n:|_
?jCoG o —sin ¢ COS 1/) :ijln -

vCOG'(B+1j)) { —sinfy

cos 3

cos 3

} F o { o } (3.73)

If gravitational forces Fox and Fgy, rolling resistance force Fr, lateral wind force
Fyindy , and the wind velocity v,,nq are neglected, the complete Equations 8.36
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Figure 8.29 Roll angle from linear and nonlinear suspension models

for horizontal translatory motion are then given in the CoG co-ordinate system
by

VCoG - (ﬁ + 1/)) [ ;(S)isnﬁﬂ ] + UcoG [ Z?jg }

1 Fxprp + Fxrr + Fxrr + FxRR + Fuindx
McoG Fyrr + Fyrr + Fyrr + Fyrr

(8.74)

The two state equations are resolved for the derivatives of the vehicle speed vcoc
and the vehicle body side slip angle 3:

VCoq =

1
_ |:FXFL + Fxrr + Fxrr + FxRR — CaeTXALB : ’UéOG:| +
Mcog - cos 3 2

+ vcoG (ﬂ' + w) tan 3 (8.75)

1

MCoG - VCoG * COS 3

(Fyrr 4+ Fyrr + Fyrr + Fy rr — MogUco Sin B —1)

(8.76)
In a last step, the mutual interdependence on ¥¢,g and ﬁ is eliminated.
(D) Ycoc =
;O;i Fxrr + Fxrr+ Fxrre + Fxrr — CaerXALg Vg |+
+ (Fyrr + Fyrr + Fyrr + Fyrr)sin 3 (8.77)

mcoG
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(I 6=
cos 3

————[Fyrr + Fyrpr+ Fyre + Fyrr| —
McoG * VCoG

sin 3

- (FXFL+FXFR+FXRL+FXRR*CMTXALB ‘U%oc) 9
mcoG * VCoG 2

(8.78)

The rotational yaw movement is described by Equation 8.52.

()  Jzep =
(Fyrr+ Fyrr) - (Ip —npp - cosdy) —

b
— (Fyrr+ Fyre) - (ln +npr - cosdw) + (Fxrr — Fxrr) - ER +

b b
+ Fxrr <?F +TlLFRSin§W> — Fxrr (;FnLFLsincSW) (8.79)

The Equations (I), (IT) and (III) represent the nonlinear two-track model. The
wheel forces are taken from Equations 8.30 and 8.31.

Fxpr = Frrpcosdwr — Fsprpsindwr

Fyrp = Fsppcoséwyp + Frppsindwy

Fxrr = Frrrcosdwgr — Fsprsindwr

Fyrr = Fsprcosdwr+ Frprsindwr

Fxprr = Frrr , Fyre=Fsrr ,

Fxrr = Frrr , Fyrr=Fsrr - (8.80)

These forces are inserted into the three nonlinear model equations. The wheel
side forces Fg are now approximated to be proportional to the tire side slip angles
Q.

-
Fspr, = crrL-arFr =crr- <5WL -B- £y >
VCoG

.
Fspr = crr-O0FR=CFR" <5WR -B- Y )
VCoG

L
Fspr, = crr-oapp =crr- <—ﬁ + id )
VCoG

o
Fsrr = CRR'QRR =CRR" (-ﬁ + RY ) (8.81)
VCoG

ci; are the tire side slip constants. They must be adapted (Section 9.5.2). It
is assumed that the left and right wheel turn angles are the same, i.e. dy =~
5WR ~ 5W

The wheel turn angle and the longitudinal wheel forces F;; are utilized as
control inputs for vehicle dynamic control by steering and by applying an appro-
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priate brake pressure. The reduced nonlinear two-track model becomes

I fi = dcoc =
= mioG . {(FLFL + Frrr) - cos(dw — B)
+(FLRL + FLrr — CaerALg : vQCDG) - cos
—(crL + crR) <5W -B- lch. g) -sin(dw — f)
lR-¥)
+(crL + crR) - (—ﬁ t oo ) - sin ﬁ} (8.82)
(I fo = p=
R — {(CFL +¢rR) - <5W - B - e '¢> - cos(dw — B)
MCoGUCoG UCoG

+(Frrr + Frrg) - sin(éw — )
- (FLRL + FLrr — CaerALg : U%wc) -sin 3

Ir -4 .
+(crr + CRR) - (—ﬂ—i— R 1/}) ~cosﬂ} — (8.83)
VCoG
M1 f3 = =
1
= T {(ZF —nppcosdw) - (Frrr + Frrr) - sindw
z
1)
+(lp —nprcosdw)(crr + crr) | 0w — B — cos Oy
VCoG
br
+7 - (Frrr — Frrr) cos 0w
b lp -
—71: . (CFR — CFL) . <6W —ﬂ — F w) 'Sinéw
VCoG
o
—(lr +nLr) - (crRL + CRR) - <—5 + RY >
VCoG
b
+7R(FLRR - FLRL)} (8.84)

In state space form, the reduced nonlinear two-track model can be written as:

= A(z,u)z+B(z,u)u
= C(

|&3-

I8
S
S~—"
I8

)

|

The state vector is:

QZ[UCOG, B, ¢}T (8.85)
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the control input;

w=[Frrr, Frrr, Frre, Firr, ow]’ (8.86)

and the measurement vector:

AT
Y= |:’UCOG7 77/1} (8.87)
The equations are:
VCoG fi(z, u)
i=| B |=flzu=| fz,v) (8.88)
UJ f3(£7ﬁ)
ng(LuM:H 8 Hz (8.89)

The nonlinear model can be linearized around the actual operating point.

of (z,u) of (z,u)
i(£7u)zi(£07u0)+87§%2£8(Q_QO)J'_TE%z%g(g_QO)
—_— ———— —_— —————
Jacobian Jacobian
(8.90)

The two Jacobians can be found in Appendix A.1.

8.4.5 Vehicle Stability Analysis

Analytical stability criteria are not available for nonlinear systems. Therefore,
the nonlinear two-track model is further reduced to a linear single-track model
of second order.

Reduced Linear Single-track Model

No differences are made between the left and right track.

Fip = 3(Frro+Firr) Fur = 5 (FLre+ FLrr) (8.91)
Fogr = %(FSFL+FSFR) Fsp = %(FSRL+FSRR) '
crp = % (crL +crr) cr = % (crL + CRR) (8.92)

For small vehicle body side slip angles, the trigonometric functions can be
linearized using sin 5 ~ 0 and cos 3 ~ 1.

In addition, it is assumed that the vehicle body speed veoi is constant over
a limited time period, i.e. the derivative vc,q = 0. The wind force F;nqx is
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also neglected, as well as force terms F'-sin dyy. Equation 8.74 for the translatory
motion then simplifies to

MCoG * VCoG * (ﬂ + w) = Fsr+ Fsp

CF <5W - B - j?i) +cr <—ﬂ+ ;gi)

(8.93)

and the rotational yaw movement to

Jz = Fsplp — Fspnpr —Fsrlg — Fsrnpgr +
—— —_———
~0 ~0
br br
(FLrR — FLRL)7 + (Frrr — FLFL)7
~0

Ly IRy
CFlF (SW — ﬁ — Fw - CRlR —B + Rw . (894)
VCoG VCoG
The state variables are the vehicle body side slip angle 8 and the yaw rate 1/1
The vehicle speed vcoc is considered as a parameter. As control input, only the
wheel turn angle dy remains and as measurement variable the yaw rate 1. Thus

the linear single-track model is not suited for vehicle dynamic control. The state
equations are:

_ Cr +CRr CRZRchZF_l cp
3 MOoGUCG  MmeoGvEeq 8 MCoGUCoG
[ ) } - ' { b ] + Sw
CRZR*CFZF _CRZ?{+CF1% C?;F
Jz Jzvcoa

o]

According to [84], this linear single-track model is only valid for lateral accel-
erations below 0.4¢g. By adaptation of the side force constants cp and cgr (see
Section 9.5.2), the validity range may be extended. For stationary operation,
1% =0, ﬁ =0, Yco = 0, the vehicle moves on a circular path at constant speed.

Position of Eigenvalues During Test Drives

The transfer function between yaw rate 1) and wheel turn angle oy is
o1 VCoG
Y=—- ———5— 0w (8.95)
I1 + U%OG/Uzhar
with characteristic speed

2
2 CFCRZ
v = 8.96
h mcoc (Crlr — crlr) (8.96)
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Figure 8.30 Real part of the eigenvalues during evasive action manoeuvre

and vehicle length | = lp + [gr. For production cars, the characteristic speed
varies between 68 and 112km/h. A small characteristic speed means that the
car is understeering. The characteristic equation of the linear single-track model
is:

2 (Jz + meoclt) cr + (Jz + meocl?) R
JzmcocUcoea

S

2 2
CFCRZ + McoaVcoa (CRZR — CFZF)

2
Jzmecoa Voo

=0 (8.97)

Asymptotic stability requires both terms to be positive. The term associated
with s always meets this requirement. The absolute term is only positive if

CRZR > cplp s (898)

which is true for all production vehicles.

In Figs 8.30 and 8.31 the position of the real part of the time variant eigen-
values is shown for two driving manoeuvres. Figure 8.30 belongs to an evasive
action manoeuvre, and Figure 8.31 to an ABS braking in a curve.

For the evasive action manoeuvre, both eigenvalues show stable behavior,
with a satisfactory distance from the instability limit. When the two real parts
coincide, there exists a complex- conjugate pair of eigenvalues.

During ABS braking in a curve, stability can become an issue (Figure 8.31).
During ABS braking on stretches with low maximum friction values, the steering
response of the vehicle is poor.

8.5 Validation of the Vehicle Model

Once the model is constructed it must be verified with as much information from
the real system as possible. This process is known as wvalidation. The necessary
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Figure 8.31 Real part of the eigenvalues during braking manoeuvre in a curve

information consists of a-priori knowledge, measured data and experience of the
user with the model [76] [55].

The most common method of model validation is to evaluate the reaction of
the model to measured data and compare it with actual values. The data used
for this should be different from that used for training of the model.

The construction of a model often involves many simplifications through
which the outputs of the model deviate to a greater or lesser extent from the
real values. By model construction the following question arises: Where are such
simplifications allowable in the model, such that the model does not deviate too
much from the actual system.

8.5.1 Validation Procedure

From [76] the following questions arise with the model validation:
1. Do the model outputs correspond well enough to the measured data?
2. Is the model suitable for the purpose for which it was constructed?

The more data are available from the real system, the better the above questions
can be answered. A model can in general be considered validated when, following
evaluation with suitable validation data, it satisfies the requirements for which
it was constructed. Before the validation, one must clearly know which purpose
the model is to be put to, which outputs must be precisely modelled, and where
certain errors can be accepted.

The following can be stated as tasks of the validation:

e If simplifications have been carried out during the modelling process which
are too large, or not suitable, these must be found out and suitable correc-
tions made.



346 8. VEHICLE MODELLING

e If faults have been made during the implementation of the model, these
should be detected and remedied.

e The physical parameters of the model should be checked and if necessary
adjusted.

If the model behaves as expected with successful validation, then a lot of faith
can be placed in the model.
The validation of the vehicle model is carried out as follows:

According to the dynamic variables to be validated, suitable driving manoeuvres
are defined, during which the data are recorded. The chosen manoeuvres should
reproduce the behavior of the vehicle in characteristic situations in such a way
that an interpretation can follow without requiring computationally intensive
processing. If for example the behavior of the longitudinal vehicle dynamics are
to be validated, then,

e Straight ahead braking and accelerating driving

would be suitable, as this would stimulate pitch oscillations, whilst at the same
time coupled roll and yaw movements would scarcely appear. If on the other hand
the lateral dynamics vehicle variables are to be verified, the following driving
manoeuvre would especially stimulate the corresponding dynamics:

e Step changes in the steering angle
e Sine-wave form steering input

The recorded measured variables are compared with the corresponding outputs
from the model in order to determine where the model is sufficiently accurate
and where tuning of the model structure or its parameters is necessary. Via
repeated tuning and comparison of measured and simulated data, one arrives at
a version of the model which reproduces the desired drive dynamics with sufficient
accuracy.

In order to carry out validation, test drives were carried out with an experi-
mental vehicle, and the following variables recorded:

Model input variables e 05  steering wheel angle
e w;; wheel angular velocities

Model output variables e a,  acceleration in x-direction (at CoG)
ea, acceleration in y-direction (at CoG)
® vcog velocity of the CoG
. z/; yaw rate
(3% pitch rate
L% roll rate
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Figure 8.32 Model validation: straight ahead braking and acceleration

The data recording is carried out using a real driver to provide the steer-
ing angle and the desired acceleration, hence the driver model, and the mo-
tor/drive/brake model are not applicable here. The outputs produced by driver
models, ds and w;j, are replaced by the measured values. These then act as the
inputs for the validation model. Also, the road model is replaced by actual road
data for the validation.

The validation model calculates, from the inputs dg and w;;, among other
things the outputs az, ay, a., vcoa, gl}, x and ¢, which according to the above
list are also available as measured outputs, so that a direct comparison can be
carried out between the model and actual outputs.

8.5.2 Validation Results

From the multitude of driving situations used to validate the model, the above

mentioned three driving manoeuvres will be used as examples in each case.
Figure 8.32 shows the results of a straight ahead braking and acceleration ma-

noeuvre, in order to analyze the estimation quality of the longitudinal variables.
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Figure 8.33 Model validation: step change in steering angle

The simulated longitudinal dynamics correspond very well to the measured
data. Even with the scarcely stimulated lateral dynamics the simulation results
show only small errors for the roll motion. The short-term locking of the front
wheels at 1.8 — 2 s leads to small disturbances in this range, however these do
not negatively influence the simulation.

Similarly good results are given for the test drive with step changes in steering
angle, as shown in Figure 8.33. The change in steering angle with a velocity of
50 km/h amounts to a steering wheel angle of almost 100°, which corresponds
to wheel turn angles of 0.17ad. Again the calculated values follow the measured
data very well. The roll rate is also well reproduced. The pitch rate, which
according to the measured data is to some extent dynamic, is simulated in the
model as semi-constant at zero. This can result in differences if the measured
data are affected by coupling, which has been disregarded in the model.

As the last example, the sine-wave form driving is considered (Figure 8.34).
For this test drive the same can be said as with the step change in steering angle:
the simulated values track the measured variables well. Whilst the yaw rate
is almost exactly modeled, the modeled roll rate shows too large a peak value



8.5. VALIDATION OF THE VEHICLE MODEL 349

— measurement
---- mode
40 T
= ~
S = 30
3 5
= =~ 920}
»w 3
10
0 2 4 6 8
~ 10
—_—
£ _
S =
Q 2
= ~
(j -
& 2
S £ 0
9 UH
3
g
ES
~ =
& 3
= =]
g £
© 2
= =
g S
~ =
2 =
= "[5‘
time [s] time [s]

Figure 8.34 Model validation: sine wave form steering

compared to the actual data. This can be an indication that the moment of
inertia J, around the roll axis has been set too small.

In summary one can say that with sufficient excitation of the respective
dynamics, the longitudinal and lateral dynamics were very well repro-
duced. Problems appeared in the simulation of the roll rate during straight
ahead driving and the pitch rate during a step change in steering angle and sine-
wave form steering, as these dynamic variables are scarcely excited. The yaw
rate, which is required for many dynamic control operations, was modeled very
well for all drive situations investigated.

The simulation model has proved itself suitable for calculation of the relevant
drive dynamics variables given steering angle and angular wheel velocity. The
same can also be said about the vehicle body side slip angle # and the wheel
forces; because the measurements were so well simulated, one can also assume
that the non-measurable variables will give good results. Hence the wheel forces
calculated by the model are used for the identification of the mass moments of
inertia (see Section 9.4.2).



9 Vehicle Parameters and States

This Chapter describes various approaches for the estimation and observation of
variables which are not directly measurable. Section 9.1 presents two methods
of obtaining the vehicle velocity in the inertial co-ordinate system, a Kalman
filter approach and a fuzzy estimator. In Section 9.2 these methods are also
employed for the estimation of the yaw rate. In Section 9.4, various approaches
for estimating the friction characteristics, and the mass moments of inertia. In
Section 9.5, approximation formulas are given for the wheel ground contact forces.
The tire side slip constants are adapted with a simple nonlinear approximation
equation. Based on the wheel ground contact forces, the roll and pitch angles
are approximated. In Section 9.6 the vehicle body side slip angle is estimated
using a nonlinear observer. Section 9.7 presents two methods for road gradient
estimation.

9.1 Vehicle Velocity Estimation

The vehicle velocity veoa is obtained via a fusion of the data from all rotational
wheel velocities vg;; and the longitudinal acceleration sensor. Via integration of
the acceleration a fifth estimate for the vehicle velocity is made available. The
estimation must be very accurate, as a basis for the wheel slip calculation (see
Section 8.3.2). Some systems only select the maximum rotational wheel speed
as the estimate for the vehicle velocity. When all four wheels happen to lock
simultaneously, this approach is very inaccurate.

Two alternative estimation methods for the vehicle velocity are regarded, the
Kalman filter and the fuzzy estimator.
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Figure 9.1 Structure of the sensor data preprocessing

9.1.1 Sensor Data Preprocessing

All sensors contain systematic errors which must be corrected (Figure 9.1). The
signals are first low-pass filtered. During normal driving conditions, the offset of
the longitudinal acceleration a, sensor signal is compensated by the rotational
wheel speed information. Wheel speed differences are due to driving in curves.
Wheel speed measurements are therefore corrected by transformation to the CoG.
Only for extreme curves must the vehicle body side slip angle 3 be known. Oth-
erwise the yaw rate 1/1 is sufficient. The wheel ground contact point velocities
vws; are approximated by the measurable wheel rotational equivalent velocities
vRsij. The transformation of Equation 8.8 considers the different directions of the
wheel and the vehicle velocities. The wheel speeds are inversely corrected from
the wheel ground contact points to the center of gravity.

_ /b -
VRFL,Cc = |VRFL+Y (7F — lpﬁ) - cos (ow — B)
- by -

URFR,C = |VURFR—Y (7 + lpﬁ> - cos (ow — B)
- - bm -

VRRL,C = |VRRL + 9 <7 + ZR/B) -cos 3
- - bn -
YRRR,C = |VURRR—Y (? — lR6> - cos 3

(9.1)

Figure 9.2 shows the individual wheel velocities of a slalom drive before and
after the transformation. All four corrected rotational equivalent wheel speeds
VRij,c are now effective estimates for the vehicle velocity 0cog. In order to obtain
the desired accuracy an equalization of the radii of the wheels must be carried
out. For this, scaling factors for the radii are determined during driving with
small steering angles and low accelerations.

The signals from the acceleration sensor are corrupted by several systematic
errors, which all arise from the fixed installation on the vehicle body. The sensor is
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Figure 9.2 Wheel speeds during a sinusodial drive

adjusted in the direction of the vehicle longitudinal axis, whilst the acceleration
affects the vehicle in the direction of travel. The appearing angular offset is
however sufficiently small, so that the cosine of it can be set to 1. If the vehicle
drives on an incline, the sensor direction is correct with respect to the vehicle
body. Because of the tilted position of the sensor in relation to the inertial
co-ordinate system however, a component of the gravitational acceleration g is
measured, which must be corrected by (x — Xroad). Pitch angle changes result
in a cosine component of the angle offset which can be neglected. Another error
source is caused by the vehicle body side slip angle 3. The centripetal force which
acts orthogonal to the vehicle velocity yields a lateral acceleration component in
the sensor signal. Altogether, the preprocessing of the acceleration sensor is:

ax,c =1 =ax — gsin(X — Xroaa) + ay sin 3 (9.2)

9.1.2 Kalman Filter Approach

The Kalman filter can determine state variables in a similar way as the Luen-
berger observer. The difference is that the Kalman Filter is designed for stochas-
tic or time varying processes. An important pre-requisite is that the system
input and the measurement noise must be white. The Kalman filter has advan-
tages especially in cases where the stochastic properties of the noise processes
are known.

If a Kalman filter is used for the data fusion then it is necessary to formulate
the system model in discrete state-space form (see Section 6.8.4) . The state
vector (longitudinal acceleration ax, vehicle speed veog) is:

z(k+1) = A(k)z(k) + B(k)u(k)

A k
- [ ] Lot ] e
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Figure 9.3 Velocity estimation using a Kalman Filter

The measurement vector is:

Il
OO OO -
Y )

)
(k)
e1(k)
[ ax (k) }+ ea (k) (9.4)
:

The input noise u serves as an excitation to the system. e is the vector of
measurement noise. Figure 9.3 shows the structure of the Kalman Filter.

The Kalman filter approach assumes the measurement noise to be white.
The wheel ground contact point velocities vy;; were approximated by the ro-
tational equivalent wheel speeds vg;;; these signals contain however systematic,
slip-dependant offsets (Section 8.3.2), which contradicts the assumption of the
measurement noise to be white. For the corrected acceleration sensor signals, one
can assume a white noise error with constant power density. This is achieved by
the preprocessing in Section 9.1.1.

In order to apply a Kalman Filter in spite of systematic errors, four differ-
ent covariance matrices could be defined. The proper matrix is then selected
according to the current driving situation.

e Large positive acceleration: the covariance of the non-driven wheel
noise is small and that of the driven wheel and acceleration noise is large.

e Small positive acceleration: the covariance of all wheels is small and
that of the acceleration sensor is large.

e Small negative acceleration: the covariance of all wheels and of the
acceleration is small.

e Large negative acceleration: the covariance of all wheels is large and
that of the acceleration sensor is small.
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With such an approach, the Kalman filter produces good results. It requires
however intensive calculations for the gain matrix. The idea is now to replace
the Kalman Filter by a fuzzy logic estimator which also classifies the driving
situations in order to determine suitable weighting factors for the sensor signals.
The available heuristic knowledge about the vehicle behavior can be included in
the fuzzy estimator by the formulation of the rules.

9.1.3 Short Introduction to Fuzzy Logic

A fuzzy system ! can be divided into three parts, as shown in Figure 9.4.

Crisp, continuous inputs are transformed into linguistic variables with mem-
bership grades between 0 and 1. This process is known as fuzzification. The lin-
guistic inputs are then evaluated using fuzzy rules and formed into fuzzy outputs.
Continuous crisp outputs are then obtained via the process of defuzzification.

A MIN-MAX inference scheme is chosen in this book; AND-operations are
carried out using the minimum operator and OR-operations using the maximum
operator. The defuzzification is carried out using the centroid method:

+o0
/ Y- fhres(y) - dy

YDef =~ (9.5)
/ fires(y) - dy

The rule base contains only premises which are combined using the AND-operator.
The individual processing levels will now be further explained by an example.

Example

The rule base shall consists of two rules:

IF  T=low AND P=large THEN y=middle
IF  T=middle AND P=large THEN y=small

The two crisp inputs, T, and P, are first fuzzified. One then determines the
truth value of the premises wy (T' = ...) and wy (P = ...), from which the
activations pp; and ppo of the rules can be determined, i.e. the membership
function of the conclusion can be determined. If more rules exist then the result-
ing membership function prgg of the conclusion is formed from the aggregation

—>fuzzification fuzzy rules efuzzification—»

crisp input linguistic input linguistic output crisp output

Figure 9.4 Processing steps of a fuzzy system

1Here, only a brief introduction to Fuzzy logic is given. For a more detailed explanation
see [132]
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of the outputs of all rules. From the area under the final resulting membership
function, the crisp output value is determined using Equation 9.5.
The complete process is shown schematically in Figure 9.5.

evaluation of the first rule

HB1

MIN
0 T > 0 T >
T, T Py P

UB1 |MB2
aggregation l l

Hres

Ys

Figure 9.5 Example of the evaluation of a rule base

9.1.4 Fuzzy Estimator

In this section, the data fusion of the four wheel speed signals and the longitudinal
acceleration sensor signal is implemented with a fuzzy estimator. The rule base of
the fuzzy estimator contains the heuristic knowledge about the individual sensor
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signal errors during different driving situations. Based on the sensor errors,
weighting factors are generated by the fuzzy estimator (see Figure 9.6). The
four weighting factors k;...k4 for the wheel speed sensor signals and that for the
acceleration signal ks are employed to determine the estimation value for the
center of gravity velocity

2

4
ki -vric(k) + ks [0coa(k — 1) + Ts - ax,c (k)]
=1

booa (k) = (9.6)

5
> ki
i=1

Equation 9.6 is a weighted average of all sensor signals. The goal of the fuzzy
estimator is to determine the weighting factors k; in Equation 9.6 appropriately.

Sub-Models

In order to reduce the number of active rules in the rule base of the fuzzy esti-
mator, the fuzzy system is partitioned into five sub-models (see Figure 9.7). The
corrected longitudinal acceleration signal a x ¢ is taken to distinguish between the
five driving conditions ”strong Acceleration”, ” Acceleration”, ”Rolling”, ” Brak-
ing” and "strong Braking”. Each of these sub-systems contains a reduced rule
base suited for the respective driving situation. The input signals of all five
sub-systems are identical and will be presented next.

Input Signals

Apart from the corrected longitudinal acceleration ax ¢ only signals containing
information about the sensor signal reliability are suitable as inputs into the fuzzy
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estimator.
In addition to the above five signals, the difference between the corrected wheel
speeds vg;;,c and the last estimated vehicle velocity value 9coc is considered:

A’URZ'j = 'URij,C(k?) — @cog(k — 1) (9.7)

Large deviations Avg of a specific wheel speed indicate slip at this wheel.
Under such conditions, the wheel speed signal of the respective wheel will be
inaccurate. Therefore, the respective weighting factor is reduced by the fuzzy
estimator. The difference Avg is correlated to the slip. However, the absolute
value of Avg is usually larger than the slip and less sensitive to noise and errors.
Therefore the maximum deviation max A, of the corrected wheel speeds vg;j;,c
is taken to assess the quality of a signal

+

max A, = |Dceq — Ir%?x{vmj’c} Voo — rr%ji_n{vmj,c} . (9.8)

If max A, is very small, then two conditions are fulfilled: firstly, the measured
velocity signal from the wheel speed sensors is close to the previously estimated
value vcoq. If the estimated value 0¢,¢ drifts away, this is detected by max A,
increasing above a certain threshold, see Figure 9.9(a). Secondly, if both the
maximum and the minimum wheel speed are very close to 9coa, the individual



9.1. VEHICLE VELOCITY ESTIMATION 359

ABS front rear error small middle big
1 [ W 1~ N
/ v\, “ I~ Q /" “u
0.5 d \ ~o
! A . NG
"y N zero RN o
0 L1, - ; 0 : ; S
-10 -5 0 5 10 0 0.5 1
AvVRFL k1
ABS front rear error small middle big
1 ran ,-- ~N N
/ \ . “ |~ < y RS .
0.5 ! Y S
I :‘ . \,< S
; "y N Zero RN .
0 f - f 0 f f =
-10 -5 0 5 10 0 0.5 1
AvRFR ko
ABS front rear error small middle big
1 [ ~ N
/ v, “ U ~ // “5;
0.5 ' Y Sl
! A . NG
; "y N Z€ero RN ANy
0 f - t 0 * t >
-10 -5 0 5 10 0 0.5 1
AVRRL ks
ABS front rear error small middle big
1 LR LS
' N I~ R
/ \, R S e 4 .
0.5 N ~ Kt .
A \ N
; "y N Zero RN .
0 a “ ; 0 ; ; ~
-10 -5 0 5 10 0 0.5 1
AvRRR ka4
1 small big _ _ _ _ _ _ _ 1he small mi(idle big
7 [ I ’\\
0.5 So - ‘/" \\
4 Z€ero ’/g ~ %\
Z R AN
0 t t t 0 f t t
0 0.5 1 0 0.5 1
max A, ks

Figure 9.8 Membership functions of sub-system ”strong Braking”

wheel speeds do not deviate significantly from each other. Then, the wheel speed
signals are considered reliable and the fuzzy estimator generates a high weight
for them.

For values of max A, around zero, the vehicle velocity can be determined by just
averaging the four corrected wheel speeds vg;;. In this case, the fuzzy estimator
is not used at all.

If max A, is ”small” (see lower left corner of Figure 9.8) then the wheel speed
signal deviations may no longer be neglected. In this case, the fuzzy estimator
generates individual weighting factors for the wheel speeds and the acceleration
signal.

”Big” values of max A, indicate sensor errors or disturbances (see Figure 9.9(b)),
for instance spinning wheels or ABS-braking. The fuzzy estimator then reduces
the wheel speed signal weights accordingly.
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Output Signals

The fuzzy system generates weighting factors in correlation to the accuracy of
the wheel speed signals and the acceleration signal. According to its input signals
ax,c, max A, and Avg;; the rule base of the fuzzy estimator generates a signal
reliability zero, small, middle or big (see right column of Figure 9.8). The
defuzzified, crisp output values k;, i = 1...5 are weighting factors in the range
of [0...1]. The k; are processed by Equation 9.6 to generate the estimated value
Ucoa for the center of gravity velocity.

Rule Base

All rules in the rule base contain the AND operator only. The Mamdani-
implication ([59]) is employed and all the membership functions used in the sys-
tem are trapezoid to reduce processing complexity.

Due to a sensor-specific drift, the acceleration sensor signal is unreliable. There-
fore, its weight should be kept small whenever possible. The time periods, during
which the acceleration signal is integrated to yield the vehicle speed should be
as short as possible. To meet this constraint, the weight of at least one wheel
speed signal generated from the rule base is high. This will normally prevent the
estimated vehicle velocity from drifting away when solely using the integrated
acceleration. When the vehicle velocity still drifts away in some cases, max A,
and Awvg;; are analysed to detect this effect (see Figure 9.9(a)).

For the sub-system ”strong Braking” (ax,c < —3m/s?) the membership func-
tions displayed in Figure 9.8, are presented in order to provide an idea of the rule
base structure.

Braking with a deceleration below —3m/s? causes large slip values on the wheels.
Therefore, a small weighting factor is assigned to the wheel speed signals here.
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Generally, the braking force on the front wheels is higher than that on the rear
wheels. This increases the probability of ABS cycles on the front axle. Accord-
ingly, the front wheel speed signals are used only if the rear wheel speed signals
are erroneous. In such situations, the acceleration sensor provides the best signal.
The integrated acceleration signal is then weighted highest. The complete rule
base of the subsystem ”strong braking” can be seen in Table 9.1.

For the other four sub-systems, the rule base is composed of similar rules. How-
ever, these rules are adapted specifically to the respective driving situation.

Table 9.1 Example rule base for the Fuzzy-Subsystem ”strong braking”

|Avpp [Avpr| Avep | Avgr [maxA,[ kK FL] k FR| k RL | k RR [k v(a) |

| - ‘ - | - | - ’ small || small | small| small | small ’ big |

- - front front big zero | zero |middle|middle| big
- - not front| front big Z€ro | zero | zero big big
- - front |not front big Zero | zero big Z€ero big
ABS | ABS rear rear big zero | zero | small | small | big
rear - not rear | not front big small | zero | zero Z€ero big
- rear | not rear |not front| big zero | small | zero | zero big

9.1.5 Results of Vehicle Velocity Estimator

A test drive with hard braking is adopted to validate the vehicle velocity
estimation.

Figure 9.10 shows how the corrected acceleration signal is used to distinguish
between the different fuzzy sub-systems (see Figure 9.7). According to the driving
condition, a specific reduced fuzzy estimator is selected with rules fitting to the
respective situation.

10 13

® time [s]
bad strong Rol strong Rolli strong
ABS-sensors | Acceleration ling Acceleration OHNg  Braking

Figure 9.10 Corrected longitudinal acceleration a.,c categorizing the driving situation
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Figure 9.11 Velocities (top) and Avg;; (bottom) during an ABS test drive

Figure 9.11 shows a test drive belonging to the acceleration signal in Figure
9.10. After accelerating up to a vehicle speed of v = 11m/s, a panic braking to
vehicle standstill was conducted. At the bottom of Figure 9.11, the actual driving
conditions can be seen. The dashed line for the integrated acceleration shows,
that the vehicle velocity would drift away when only derived from the acceleration
signal ax c. Therefore, the time windows during which the acceleration signal is
integrated are kept as short as possible.

In the first phase of Figure 9.11 ("bad ABS-sensors” ), the wheel speed sensors are
below their activation threshold. Due to their measuring principle, inductive ABS
sensors are activated above a certain wheel speed. Below the activation threshold,
the signal is unreliable. The vehicle velocity is derived solely by integrating the
acceleration signal ax,c. The middle part of Figure 9.11 shows the difference
velocities Avg;j. In the second phase ("strong Acceleration”), the corrected
wheel speeds are all above the estimated vehicle velocity vco.c due to drive slip.
Between t = 5.2s and ¢t = 5.6s, the vehicle is in "Rolling” condition. Almost no
slip occurs and the velocity differences are close to zero. In the last phase (”strong
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Braking”), the velocity differences Avg;; are significantly below 0 due to a large
braking slip. ABS cycles at the front wheels cause velocity drops of vrrr ¢ and
vrrRr,c. The front wheel speed signals are rated as ”ABS” or ”erroneous”. Thus,
the weights for these signals are zero. At the very end of the measurement, the
wheel speed signals fall below the activation threshold of the ABS sensors. The
velocity is again determined only by integration of ax c.

Figure 9.12 zooms into the start of the strong braking phase of the test drive
described above. At the beginning, after approximately t = 10.6s, the fuzzy esti-
mator detects large deviations Awvg;; of the front wheel speeds and rates the front
wheel speed sensor signals as erroneous. The estimated vehicle velocity voo¢ is
then approximately equal to the velocity of the rear wheels. After approximately
t = 10.75s, the driving condition changes from ”Rolling” to ”Braking/strong
Braking”. Now, all the wheel speed signals are rated as unreliable due to slip.
In this driving situation the integrated acceleration signal is the main signal for
estimating the vehicle velocity. The estimated vehicle velocity in Figure 9.12 is
almost always slightly above the highest wheel velocity. ABS control cycles from
the wheel speeds are completely suppressed.

12 T "~ T T T T T T

11

—_— f ax,cdt

— i)COG

...............

107 108 109 11 111

time [s]

Figure 9.12 Initial phase of an ABS braking test drive
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9.2 Vehicle Yaw Rate Estimation

Accurate yaw rate signals w are crucial for vehicle dynamics control systems.
Usually the yaw rate is measured with a gyroscope sensor. One main disadvan-
tage of available gyroscopes is their offset drift caused by temperature changes.
In order to increase the accuracy of the yaw rate signal, signals from different
sensors are fused for yaw rate calculation. Their weights are determined accord-
ing to the driving situation. For this procedure, a fuzzy estimator similar to the
one presented in Section 9.1.4 is used.

After describing the setup of the fuzzy yaw rate estimator, its quality and ro-
bustness shall be validated in Section 9.3 by means of trajectory reconstruction.

9.2.1 Data Preprocessing

The gyroscope signal is preprocessed before using it for the yaw rate calculation.
The idea is to eliminate the time varying gyroscope offset according to the driving
situation. The gyroscope signal value is certainly zero if the vehicle is standing
still or when driving exactly straight forward. The goal therefore is to determine
these driving situations: standstill and straight forward driving. After turning
the ignition key to start the vehicle, the gyroscope’s yaw rate signal is reset
to zero. At traffic lights or during other standstill situations, the wheel speed
signals and the acceleration signals are taken as a means to detect standstill in
order to eliminate the gyroscope signal offset. A more sophisticated approach is
chosen to detect straight forward driving. Assuming equal slip values sges ;; and
equal tire radii r;; at each wheel then the rotational wheel speeds wgr;; can be
used as a means to detect straight forward driving. Ideally, all rotational wheel
speeds should be equal then. However, due to noise, radius deviations, different
tire pressures and other influences, the rotational velocities will slightly deviate
even when driving straight forward. Taking the maximum deviation max A, of
the rotational equivalent wheel velocities though, provides a sufficiently accurate
criterion to detect straight forward driving:

max A, = max{w;; } — min{w;; } (9.9)
ij ij
If max A, ranges below a certain threshold ¢, the signal value from the gy-
roscope sensor can be set to zero:

maxA, <& = 1g=0 (9.10)

The standstill detection presented above and the criterion for straight forward
driving (Equations 9.9 and 9.10) improve the gyroscope sensor signal already.
However, sufficient accuracy for the yaw rate signal can only be achieved when
fusing the gyroscope sensor signal with yaw rate signals calculated from the wheel
speeds. This will be shown in the following sections.

9.2.2 Yaw Rate Calculation using the Wheel Speeds

In curves, the wheels of outer and inner vehicle track run with different velocities.
The outer wheels travel a larger distance than the inner wheels. By using a simple
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triangular approximation, the velocity difference can be used to calculate the yaw
rates of front and rear axle:

; (wFR - wFL) * T'stat,F
_ > 9.11
vr br - cos oy ( )

b = (WwrR — wlz;:) ‘Tstat,R (9.12)

Considering the third yaw rate signal 1b5 coming from the gyroscope sensor,
the fuzzy system generates weighting factors h;, ¢ = 1...3, before merging the
respective individual sensor signals.

9.2.3 Inputs

The estimator inputs should allow to consider the actual driving situation. The
rules generate weighting factors corresponding to the individual sensors’ mea-
surement errors.

Wheel Turn Angle dy

The wheel turn angle indicates, whether the curve radius is large or small. The
wheel turn angle disturbs the velocity calculation at the front axle. As a con-
sequence, the calculated yaw rate increases with growing steering angle, [115].
Furthermore, for small curve radii the yaw rate calculated from the wheels speeds
of the rear track is weighted less. The membership functions of dy, are displayed
in Figure 9.13(a).

Longitudinal Acceleration ax

The longitudinal acceleration signal’s membership functions are illustrated in
Figure 9.13(b). Accelerations ax other than little indicate large braking or driv-
ing slip, where the wheel speed signals are inaccurate. Therefore, in braking
situations, the front axle’s wheel speeds are weighted small, whereas those for
the rear axle are weighted medium. This is due to the braking force distribution.
The braking force and the resulting braking slip are larger at the front axle.

Lateral Acceleration ay

Along with the wheel turn angle dy, the lateral acceleration assesses the degree
of curve driving. At very high lateral accelerations, wheel loads shifts to the outer
wheels and cause large slip values at the inner wheels. Therefore, the inner wheel
speeds are weighted less. The membership functions for ay are almost equal to
the ones of ax.

Wheel Speed Differences at Front and Rear Axle Avp and Avg

Avp and Avg describe the two axle’s wheel speed differences. For the front axle,
this yields
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Figure 9.13 Membership functions of system inputs

Avp = [vcog — VRFR.C| + [VRFR,C — VRFL.C . (9.13)

For the rear axle, respectively

Avg = |vcoc — VRERR,C|+ |VRRR,C — VRRL,C| . (9.14)

”condition 17 ” condition 2”

Avpg in Equation 9.14 is small, if two conditions are fulfilled: firstly, if the cor-
rected velocity vgrrr,c is close to the vehicle velocity (”condition 17). Secondly,
both corrected velocities vrrr,c and vrrr c must be almost equal (”condition
27). If both ABS sensors failed, then vgrr, ¢ and vrrr,c would be equal. With-
out condition 1, the weight for the failing ABS sensors would be high. The
estimation results would then be completely wrong. By means of condition 1
though, a large deviation from the vehicle velocity is detected and the sensors
are not weighted at all. Condition 1 therefore ensures the stability of the fuzzy
estimator. That means, if Avg is small, then the calculated yaw rate signal is
reliable and the weight for the respective sensors is high.

Figure 9.14 shows the membership functions for Avg. The ones for Avg are
similar.

9.2.4 Outputs

The output variables of the fuzzy estimator are the three weighting factors, hq for
the gyroscope, hs for the yaw rate at the front axle and hg for the yaw rate at the
rear axle. The weight ranges between 0...1 (Figure 9.15). If a signal is not reliable
at all, then it is weighted ”zero”. If the reliability increases, the corresponding
weight rises and the membership functions are ”small”, "average” and "large”.
The weighting factors are used to calculate a weighted mean of the sensor signals
according to their reliability:



9.2. VEHICLE YAW RATE ESTIMATION 367

- hi g+ he-Yr +hs - R (9.15)
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Figure 9.14 Membership functions of system Avpg
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Figure 9.15 Membership functions of outputs hi...hs

9.2.5 The Fuzzy System

Figure 9.16 shows the setup of the fuzzy system. The inputs are as explained
in Section 9.2.3 with an additional status flag ”"enable ABS”. This flag indicates
whether the ABS sensor signals can be used for yaw rate calculation or not.
Due to the inductive working principle of today’s ABS wheel speed sensors, the
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velocity is not reliable below a certain velocity threshold. In this case, only the
yaw rate sensor’s signal ¢5 is used for the yaw rate estimate @ZJFUZ

The inference method used in the fuzzy system is the Mamdani-implication. This
means, that the logical value of the conclusion is always smaller than the one of
the assumption. The linguistic inputs are logically connected with the AND
operator.

For the defuzzification, the center of gravity method was chosen. It represents
the standard method and it is capable to smooth the output.

Avg  Avg ow ax ay  enable ABS

L |

Fuzzy system

- . Membership
Fuzzification functions trapezoid

v

Mamdani implication
Inference MAX-MIN-inference

v

£ i Center of gravity
Defuzzification mathod

]

hi hg hs

Figure 9.16 Overview over employed fuzzy system, [49]

9.2.6 Measurement: Roundabout Traffic on Public Road

The test drive was carried out on a public road. The test vehicle initially parks
along the road before driving for a distance of approximately 80 m. Then it enters
a roundabout traffic. The vehicle drives three times through the roundabout
traffic and finally leaves it in the opposite direction back to its initial location.
Figure 9.17 shows the results of the test drive during which the vehicle turns by
a yaw angle of 1260 degrees. The straight horizontal line represents this final
value. To validate the yaw rate estimation, the yaw rates from the sensors and
from the fuzzy system were integrated to get the yaw angle. As expected, the
fuzzy yaw angle v, approximates the real value best. The yaw angles from the
gyroscope (1g) and from the rear axle g are too large, whereas the one from
the front axle ¥ is too small in this test.
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Figure 9.17 Reconstructed yaw angle of multiple drive through roundabout traffic

9.3 Trajectory Reconstruction

The reconstruction of the vehicle trajectory can be used as a means to validate
the fuzzy velocity and the fuzzy yaw rate estimator. In this section, the equa-
tions for the vehicle location are derived. Then the fuzzy systems are assessed
regarding their robustness. An accurate vehicle position is e.g. desired in vehi-
cle navigation systems, should the satellite-based positioning not be available in
specific situations.

9.3.1 Vehicle Location

The vehicle location is calculated recursively. Based on the old location and
heading, the new location is calculated by processing the distance increment
As(n) and the yaw angle increment Ay (n). Figure 9.18 shows a circular motion
increment during one sampling period between t = n-Tg and t = (n+ 1) - Ts.
Based on the vehicle location z(n) = [z(n), y(n)]T the new location at time
instant (n + 1) - T is calculated. Using the triangular approximation in Figure
9.18, the location equations for trajectory calculation are

Alf;(n) >

z(n+1) = z(n) + As(n) - cos (w(n) + (9.16)
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Figure 9.18 Determination of the vehicle trajectory by means of triangular approxi-
mation

(9.17)

2

The two variables As and At are calculated using the vehicle velocity vcoa
and the yaw rate
As(n) =veog(n — 1) - Ts (9.18)
Adp(n) =(n—1) - Ts (9.19)
In order to get the absolute distance s(n) and the absolute yaw angle ¢ (n), the
distance and the time increments of Equations 9.18 and 9.19 are added,

s(n) =s(n—1)+ As(n) (9.20)

b(n) = bl — 1)+ Ap(n) (9.21)

Equations 9.20 and 9.21 describe a time-discrete integration process. That means,
that errors made calculating the time increments As and A accumulate over
time. Therefore, it is crucial for trajectory reconstruction to determine As and
A1) and due to Equations 9.18 and 9.19 also vg,¢ and ¢ very accurately. There-
fore, trajectory reconstruction is a good application to validate the fuzzy estima-
tors presented in Sections 9.1 and 9.2.

9.3.2 Reconstructed Trajectories

During the test drive through the roundabout traffic, the vehicle trajectory was
calculated (see Section 9.2.6). The angular differences between the measured and
estimated yaw angles in Figure 9.17 appear to be reasonably small. Regarding
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Figure 9.19 Vehicle trajectory reconstruction of multiple drive through a roundabout
traffic

the trajectories of the roundabout traffic drive in Figure 9.19, though, shows
that even such small deviations from the real vehicle heading result in a poor
reconstruction quality. If only one of the three measured yaw angles is taken
for reconstruction the resulting vehicle course is not sufficiently accurate. The
gyroscope yaw angle g drifts away at the end of the measurement. The yaw
angles from the wheel speeds ¥ r and ¥ g also yield large deviations from the real
vehicle course. Only fuzzy estimation describes the vehicle motion accurately
from the beginning to the end of the course. Only there, the vehicle returns to
its initial location.

9.3.3 Robustness Analysis

Sensor errors are inevitable in real-world measurements. During the test drives,
for instance, low battery load caused ABS-sensor failures with significant drops
in the wheel speed signal. In order to assess its robustness, the fuzzy system was
tested with artificially induced sensor failures. The plots of Figures 9.20 and 9.23
represent the results from the test drive.

In Figure 9.21, velocity drops were artificially inserted every 10 seconds at the
front left wheel. That means that the calculated yaw rate from the front axle
1 was corrupted then. Figure 9.21 also shows, that the wheel speeds fail below
1m/s at the very beginning and at the end of the measurement.

Figure 9.22 displays the system inputs into the fuzzy system. During the circular
motion in the roundabout traffic (between 17s and 53s), the wheel turn angle is
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Figure 9.22 System inputs

high resulting in a high lateral acceleration. Close to the zero-axis, peaks in the
Avp orr-signal can be recognized resulting from the sensor signals drops.

Figure 9.20 depicts the various yaw rate signals and their weighting factors. At
the beginning and at the end of the measurement, the weighting factors he and
hs for the wheel speed signals are zero and h; for the gyroscope signal is high.
In such conditions, the wheel speed sensors are below their activation threshold.
In the middle of the measurement at high lateral accelerations ay and for large
wheel turn angles dy the rear axle’s yaw rate signal z/J g is only little weighted,
whereas the other two yaw rates (ws and 1/)F) are rated as "medium reliable”.
During the wheel speed signal drops at t ~ 9s, 19s, ... the weighting factor hy for
the front axle drops to zero as well, whereas hy for the gyroscope signal increases.
The sensor signal errors cause sharp yaw rate peaks (dashed) in the middle plot
of Figure 9.20. In curves the yaw rate from the rear axle is generally weighted
small, so that the sensor signal drops do not influence h3. In the phases before
the circular motion (3s < t < 17s) and after the circular motion (53s < t < 68s)
the car is driving almost straight forward. Here, the wheel speeds are generally
preferred to the gyroscope. In these phases, the weights ho and hg are higher
than h;.

As mentioned above, the edges of the membership functions were chosen rel-
atively steep. This causes fast switches between different driving conditions.
Figure 9.20 shows, that the sharp velocity signal drops are very quickly detected
and the estimation can therefore recover very fast.

Figure 9.23 shows the results of the robustness test for the yaw angle estimation
and for the trajectory calculation. In Figure 9.23(a), steps in the yaw angle signal
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can be recognized. Driving counter-clockwise through a roundabout traffic re-
sults in positive yaw angles. Sensor signal drops at the left wheel cause erroneous
positive yaw rates in the ¢ p-signal at t =~ 49s and ¢t ~ 59s. This is because the
velocity difference increases according to equation 9.11. Figure 9.23(a) shows,
that the fuzzy estimation completely ignores the false yaw rate signal. Com-
paring Figures 9.17 and 9.23(a) , the results for ¢ g, are almost equal with or
without sensor signal drops.

The effect of sensor failures on the accuracy of the reconstructed trajectory is
illustrated in Figure 9.23(b). The dash-dotted course represents the trajectory
reconstructed using the front axle yaw rate g only. The figure points out that
the course is corrupted significantly. Even the circles of the roundabout traffic
are no longer centrical. The signal therefore is absolutely inapplicable for trajec-
tory reconstruction. Comparing Figures 9.23(b) and 9.19 shows, that the fuzzy
system’s trajectory is not at all affected by the sensor signal failures.

9.4 Identification of Vehicle Parameters

Using theoretical modeling methods such as those of Chapter 8 a so-called para-
metric model can be obtained, which gives the relationship between the physical
data of the system and its parameters. Static parameters can be obtained via
measurements or from data sheets. Some parameters are however subject to
change over time, and so to improve model quality they must be periodically
estimated and updated within the model. The derivation of these parameters
is carried out using measured input and output signals together with suitable
parameter estimation methods.

Depending upon the model structure, a-priori knowledge, knowledge about
disturbances, available computing time (on-line / off-line ) and required esti-
mation quality, an estimation method is chosen from a multitude of available
methods [13]. Because of the relatively low computational requirements and its
real-time capability, the least squares method is considered here in more detail.

Parameter estimation is applied to the estimation of the friction co-efficients,
the mass moments of inertia, the road gradient and the shock absorber charac-
teristics.

In Appendix A.5 the basic theory of least squares estimation is presented,
followed by a description of the recursive least squares algorithm and the discrete
root filter method in covariant form.

9.4.1 Friction Characteristics

The identification of the friction characteristics consists of two processing steps.
Firstly, the current friction values py, are obtained and then the complete friction
characteristic is estimated using pairs of (fges, Sres) values. In order to calculate
the friction values the forces at the wheel ground contact point must be known. It
would be ideal to know the momentary property of the road surface. Its friction
potential is characterized by the maximum friction coefficient. In absence of force
braking or strong acceleration, this maximum friction coefficient is however never
reached. Therefore, only the currently valid friction can be determined.
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Both the estimation of the friction co-efficients and that of the friction char-
acteristic are carried out with a recursive least squares (RLS) algorithm. Outliers
must be eliminated via data processing, as they can lead to large inaccuracies in
RLS-estimation.

Estimation of the current Friction Co-efficients During Braking

In order to estimate the friction value u, the wheel load Fz and the horizontal

force Fyrie = \/F3, + F3 ¢ are necessary [66], [30]. The longitudinal friction
value is defined as the ratio:

_ Fwy

ML = 7y

During straight ahead driving, a friction co-efficient estimation can be carried
out using a torque balance about the wheel axis (single wheel model). The tire
side slip angle « is assumed to be zero under such conditions. This gives the
longitudinal frictional force Fy =~ Fp, from which the friction co-efficient up,
can be calculated:

(9.22)

JWW + TBT‘ - TD’I’"L"UE
FZ * Tstat

pr(se) = (9.23)
The different directions of the wheel ground contact point velocity vy and the
rotational equivalent wheel velocity vg are neglected here. To obtain the friction
co-efficient from Equation 9.23, the wheel angular acceleration w, the brake and
drive torques Tg,, Tprive and the wheel ground contact force F; must be known.

e The wheel angular acceleration is derived from the difference between two
consecutive wheel angular velocity measurements:

w(n) —w(n—1)

on) = LI

(9.24)
In this Ty is the sampling time. At very low wheel speed differences, the
sampling time may be increased in order to get a suitable resolution for the
acceleration.

e The wheel ground contact force F' is calculated according to Section 9.5.1.

e The drive torque Tpyive is derived from the engine torque signal T, which
is provided by today’s engine management systems. The effects of the
driveline are neglected here.

e The brake torque T'g, is either calculated from the measured brake pressure
or derived from the motor current in electrical brakes. Such features may
not yet be available in production cars.

Using Equation 9.23 the influence of the two torques on the friction characteristics
can be estimated. For dry road surfaces, the brake torque dominates by a factor
of at least 10. At the other extreme, on an icy road where large rotational wheel
accelerations can appear for small brake torques, the values are of the same order.

The friction co-efficient shall be estimated by a recursive least squares esti-
mator. The estimation only yields acceptable results if the excitation torque is
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sufficiently high. In order to capture time-varying parameters, a forgetting factor
Arrs and an additive term arrs are introduced, as the friction co-efficients may
vary during the estimation process (Section A.5.2).

The normalized model equation is:

y(n) =u(n) - a(n) (9.25)
Comparing Equation 9.25 with 9.23 gives:

o JWW + TB’F - TDM"ue
Fz - Tstat

y(n)

Cum =1, am)=pm) . (9.26)

The estimated parameter @ is obtained by [55]:

an) = aln—1)+k(n)-yn)—uln)-an—1)) (9.27)
k(n) = [Arrs+un-p(n—1)- u(n)]_l -p(n—1)-u(n) (9.28)
p(n) = ARlLS = k(n) - u(n)] - p(n — 1) + anLs 9.29)

The following values are suitable for the estimation constants Agps and agrs:

/\RLS = 0.9
arps = 1000 [y(n) — u(n) - a(n))?

In an example, the brake torques Tp,r r were calculated from the measured
brake pressures pp,r g using the brake transmission factors kp,r and kg,r (see
Equation 10.1):

TBrr = TstatkBrFPBrF  TBrrR = TstatkBrRPBrR (9.30)

The brake transmission factors vary between IIZ[;T = 0.3 and 0.4. Figure 9.24
shows the estimated friction co-efficients for a test drive. The front left wheel
runs on wet grass and the front right one on dry asphalt. The anti-locking
control begins to reduce the brake torque at about 200 ms. The left wheel shows
the typical slip control cycles of an ABS-controlled braking. The right wheel
displays only a very small brake slip.

Estimation of the Friction Characteristic Curve over Slip

The above methods allow the estimation of the current friction co-efficients at
any instant. It would however desirable to know the entire friction characteristic
over slip. At braking, the slip and with it the friction co-efficient are constantly
changing with the ABS control cycles. Individually estimated friction values
would always lag behind by the estimator dynamics. Assuming a constant road
surface, instantaneous values of y may be taken from the estimated friction char-
acteristic without any time delays. Of particular interest is the point of maximum
friction.

The friction characteristic over slip is estimated, based on the individual fric-
tion co-efficient - slip pairs (fges, Sges) estimated before. The parameter esti-
mation is again carried out using an RLS algorithm. The following formulation
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Figure 9.24 Estimated friction co-efficients and brake slips during braking

[64] of the friction characteristic results in a linear estimation problem:

H/(O) " SRes
1+ C1SRes + C28%,

:U/Res(sRes) = (931)

The above approach is therefore utilized as a model, rather than the Burckhardt
approach of Equation 8.19. The initial gradient x/(0) has a value around 30 for
almost all road surface conditions and is fixed beforehand. Thus the number of
parameters to be estimated is two.

The model must now be brought into a suitable form for linear estimation.
The linearized model is:

y(n) = //(0) “SRes(N) — ftRes(n)

() () ) s (]| 2] (032

The parameters ¢; and ¢y can now be derived using a recursive least squares
algorithm (Equations A.86 to A.88).

The parameters were estimated for the example of Figure 9.24. The transient
behavior of the estimator can be seen in Figures 9.25 and 9.26. For both wheels,
the initial characteristic curve used was that for wet asphalt. Figure 9.25 shows
the plot of the friction characteristic for the front right wheel. During a braking
manoeuvre the friction characteristic is reliably estimated.

Figure 9.26 shows the estimation results for the front left wheel. After ap-
proximately 200ms a friction characteristic with low maximum is estimated,
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Figure 9.25 Estimated friction characteristic for the front right wheel (dry asphalt)

which is plausible for wet grass. Such results can only be achieved if there is a
sufficient excitation torque and if the friction coefficient reaches levels close to
their maximum. Otherwise, the complete friction characteristic curve cannot be
estimated. The detection of ABS braking cycles may serve as an indication that
the maximum friction coeflicient is indeed reached (see Section 10.1.3).

9.4.2 Mass Moments of Inertia

For the calculation of the translatory vehicle motions, good results can normally
be obtained by assuming a single mass at the CoG. The rotational motion on the
other hand depends upon the mass distribution around the relevant axis.

The following mass moments of inertia occur on the vehicle:

e Jx moment of inertia with respect to the roll (longitudinal) axis
e Jy moment of inertia with respect to the pitch (lateral) axis
o Jz moment of inertia with respect to the yaw (vertical) axis

For the pitch and roll only the vehicle body moves, and not the so-called ”un
sprung” vehicle parts (wheels, axles). For yaw motion on the other hand the
whole vehicle turns around the axis.

An analytical derivation of these mass moments of inertia is very complex.
According to [100] there are at present neither simple measurement techniques
nor universally applicable calculation methods available. Part of the identifica-
tion task is thus the derivation of the mass moments of inertia.
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Figure 9.26 Estimated friction characteristic for the front left wheel (wet grass)

Method 1 : Approximate Calculation of Mass Moments of Inertia

[100] describes an approximate method using the so-called radii of gyration
ix,v,z, which are recorded in tables for particular vehicle types and loading con-
ditions. Table 9.2 lists values for a limousine in the middle class [100]. The radii
of gyration ix and iy relate to the vehicle body, and iz to the whole vehicle:

Jx = (mcoc —mun) - ix
Jy = (Mo —mun) - iy
Jz = meoc iy (9.33)

Meoc 18 the complete vehicle mass and my, the unsprung vehicle mass (Axles
and wheels). For the experimental vehicle the values 80 kg (front) and 130 kg
(back) are used for the unsprung masses.

Table 9.2 Radii of gyration (in m) for a middle-class limousine

Loading ix iy iy

Empty 0.65 | 1.21 | 1.20
2 People 0.64 | 1.13 | 1.15
4 People 0.60 | 1.10 | 1.14
4 People + luggage | 0.56 | 1.13 | 1.18
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Figure 9.27 Torque balance at the roll axis

In this method a whole vehicle class is treated the same way. Therefore, the
results which are obtained are not precise. The results should be considered as
an indication of the variation of the mass moments of inertia dependant upon
the loading conditions.

Method 2: RLS-estimation of the Mass Moments of Inertia

The starting point for the derivation of the estimation equations for the mass
moments of inertia comes from the vehicle model of Chapter 8. The roll and
pitch axis were assumed to lie at the road level. The torque equations about
the roll and pitch axis must now be extended to cover the real torques due to
longitudinal and lateral tire forces.

The forces for the roll motion are shown in Figure 9.27.

Constructing the torque balance equations according to Figure 9.27 yields:

.. b br
Jx ¢ = (Fzrr —Fzrr)- 7F + (Fzr — FzRR) - 71?
+(Fyrr + Fyrr+ Fyrr + Fygrr) - (hcoc — 1) + meoc - ay - B

(9.34)

Similarly, Figure 9.28 shows the situation for the pitch axis, where the longitu-
dinal tire forces are also included.
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Figure 9.28 Torque balance at the pitch axis

The pitch torque balance is:

Jy X = —(Fzrr+Fzrr) lr+ (Fzrr + Fzrr) - IR
+(Fxrr + Fxrr+ Fxrr + Fxgr) - (hco — ') — meoc -ax - 1
(9.35)

As already mentioned, the height of the CoG has no effect on the torque balance
equations for yaw, as long as the yaw axis passes through the CoG of the vehicle.
Thus the equations can be taken directly from the vehicle model (Equation 8.52):

Jz - = (Fyrr+ Fyrr) - (lp — npp cosdw)
—(Fyrr+ Fyrr) - (Ir + npr cosdw)

b .
—Fxpr - (717 — nrprsin 5W>

b
+FxFR - (7F +nprrsin 5W)
br

+(Fxrr — FxRL) - > (9.36)

Equations 9.34 to 9.36 form the basis for the estimation of the mass moments of

inertia. They are re-written with measured terms y(k) on the left hand side and
parameter terms O (k) on the right hand side of the model equation:

y(k) = 2" (k) - ©(k) (9.37)

The following parameters are assumed to be constant and known:
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lp Front wheel base

lr Rear wheel base

br Front track width

br Rear track width

hcoa height of CoG above the road

hcog —h'  height of the pitch and roll axis above the road

The following variables are measured:

Wij Rotational wheel speeds

ax, ay longitudinal and lateral acceleration

ow wheel turn angle

z/} yaw rate

Azeij relative displacement of contact points between

chassis and undercarriage

The following variables and parameters are calculated or estimated:

MCoG vehicle mass (Section 9.5.4)

Fzij vertical wheel ground contact forces (Section 9.5.1)
nLF, NLR front and rear casters (Equation 8.1)

Cij tire side slip constants (Section 9.5.2)

X, @ pitch and roll angles (Section 9.5.3)

VoG vehicle speed (Section 9.1)

I} vehicle body side slip angle (Section 9.6)

ap, aR front and rear side slip angle (Equation 8.16)

VRij rotational equivalent wheel speeds (Section 8.3.6)
Vwij wheel ground contact point velocities (Equation 8.8)
SLijs SSij longitudinal and lateral slip values (Equation 8.9)
HRes friction coefficient (Section 9.4.1)

Fxij, Fyij longitudinal and lateral wheel forces (Section 8.3.4)

The angular accelerations are obtained via numerical differentiation. As an al-
ternative to the calculation of Fx;;, Fy;; as in Section 8.3.4, the sum of forces
could also be derived from the respective acceleration.

From the above, the following three estimation equations result:

RR
br br
(Fzrr — FzrR) - - + (Fzre — Fzrr) - — + ( Z FY:) - (hcoc — h)

2 1=FL
y(k)
.. J
B[ g | 039
v (k) o)

—(FzrL + FzrRr) - lp + (FzrL + Fzrr) - lr + ( Z FX1> (hcog — ')
1=FL

y(k)
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LS oA IRCE
v’ (k) o(k)

(Fyrr+ Fyrr) (Ip —nppcosdw) — (Fyrr + Fyre) (Ig +npg cosdw) +
Fxpr (% +nrprsindw) — Fxpr (% — nppp sindw)

y(k)
=[ ¢ —Fxan—Fen ]{}Z} (9.40)
v’ (k) o(k)

The estimation approach for the yaw moment of inertia J; (Equation 9.40) is
formulated to include the estimation of the rear track width bgr. As bg is already
known, a comparison of the estimated and actual bg will give an indication as to
the quality of the estimation.

Results for the estimated Mass Moments of Inertia

Good identification results, according to [76], can only be obtained if there is
sufficient excitation of the system by the inputs. Thus, for the estimation of the
three mass moments of inertia Jx, Jy and Jz, suitable driving manoeuvres must
be chosen.

For each of the three mass moments of inertia, test drives with loading condi-
tions of 2 and 5 persons are compared. By comparing the results for the different
loading conditions, the extent to which the estimator detects the variations in
the moments of inertia can be seen. The results are given in Figs 9.29 and 9.30.
The reference values are in each case indicated with dashed lines and each figure
contains the results of two test drives.

As seen from Equation 9.38 and 9.39, the product mcog - b’ is estimated as
well as the moments of inertia Jx and Jy. If constant and known A’ is assumed,
the vehicle mass mcog can also be estimated.

While the estimator very closely approximates the reference values for Jx, the
estimated values for Jy have significantly larger oscillations around the expected
final value, as shown in the example of Figure 9.30.

The results show that the moment of inertia Jx can be determined quite
accurately for suitably chosen test drives. The vehicle mass lies in the expected
range, as does the moment of inertia Jy. A reliable detection of the loading
conditions, e.g. in this case whether there are 2 or 5 people in the vehicle, is
however not always possible. The value of the moment of inertia itself only varies
from approximately 2300 kgm? to 2500 kgm?, i.e. less than 10 %. Complications
arise because the vehicle pitch is stimulated to a lesser degree than the roll and
yaw, hence the RLS - estimator is excited to a lesser extent and degraded transient
oscillations result.

Figure 9.31 shows the results for the moment of inertia Jz around the vertical
vehicle axis.

Here, in accordance with Equation 9.40, the track width bg is identified as
well as the moment of inertia Jz. The reference value for the track width is



9.4. IDENTIFICATION OF VEHICLE PARAMETERS 385

Jx [kg m?]

1000 ; — > 2000
900 _7efe7encgz_ (2 people)i= _5_3ng mi 1900 ‘
800 I S . 1800} - |
700 "SLT00 - |
600 =21600F - fi-:
500 F 7, ore $sbais WLB00 (- [t i
400k i % T L SO0 F - fi- e
300 F it -- e £1300(-- |
200 1200} - :
100 - 1100 - |
0 1000—" 10 15 20 25 30
time |[s]
1000 2000 7 e
900 |- - 4 1900 b} (11
ook h L 1800 -
700 fH ey -5 "L700 i
600 |1 22,1600 |
50001 -4 B1500
400 - 1400 -
3001l .- S 1300} ‘ ‘
200 1200 -V 4 ;
100 ool refer encé (5 people) = 1860kg. |
0 10000 : 1 1
2 4 6 8 10 2 4 6 8 10
time [s] time [s]

Figure 9.29 Estimation results for Jx and mcoc with 2 and 5 people

1.4m. Essentially the same results as for the other two moments of inertia are
obtained, namely that the estimated values are of the same order of magnitude
as the reference values.

To summarize the results of all three mass moments of inertia, Jx, Jy and
le

e The wheel forces required for the estimation can be calculated from the

wheel ground contact forces and the wheel model.

e The mass moments of inertia depend upon the loading conditions. They

vary less than 10 %. On one hand, this makes the detection of the loading
conditions from the mass moments of inertia very difficult. On the other
hand, the mass moments of inertia can be applied with reasonable accuracy
for different loading conditions.

e The vehicle mass mgog is derived from the product mgog - ', whereby

R’ (the distance of the CoG from the rotation center) is assumed constant
and known. The disregarding of the dependence of A’ on the loading con-
ditions leads to inaccuracies in the mass calculations. If however the mass
is measured separately before the test drive, then one can infer h’.

9.4.3 Shock Absorber Characteristics

The design of suspension systems for automobiles has gained importance in the
last few years, due to their influence on the vehicle characteristics [37]. Also,
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Figure 9.30 Estimation results for Jy and mcoc with 2 and 5 people

much effort has been directed towards the design of active and semi-active control
algorithms with the purpose of reducing the dynamic wheel forces [16], [64], [14].
Many of these studies however have been carried out in the laboratory, where
the shock absorber characteristics are already known.

Basic to the design of a new suspension controller is the reliable estimation
of the shock absorber characteristics. In this section the nonlinear suspension
model of Section 8.4.3 is taken to estimate its parameters dy; and drp;.

Re-arranging Equation 8.69 yields:

du

(Azwij — Azcij) = —  —— (Bwij — Zcij)

ky

dl]nl . .
= oV Bwis = el
U

mg ..
Ma s
ky Y

(9.41)

sign (ZW” — Z'JCij) +

With the measured variable y(t) = Azw;(t) — Azci;(t), the general form of the
linear RLS estimation problem is:

y(k) = ary(k) +aa/[9(k)] sign(y(k)) + bou(k)

¢T(k)-©

The observation vector is:

(9.42)

T

(k) =[ —y(k) ]g(k)|sign(i(k)) u(k) ] (9.43)
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Figure 9.31 Estimation results for Jz and br with 2 and 5 people

and the estimated parameter vector:

© = [a1 a2 bo ]T
_ _M dUnl ﬁ r
- { v kv kv } (9-44)

Figure 9.32 shows the results for the shock absorber characteristics estimation.

For upward bumps 2¢ — 2y < 0, the damping force is estimated too high.
During downward movements Z¢c — Zy > 0, the estimate is very precise. Al-
ternative approaches for improving the numerical differentiation are presented
in [79].

9.5 Approximation of Vehicle Parameters

One of the most important tasks of the identification is to obtain the forces act-
ing upon the wheels, which are very difficult to obtain in terms of measurement
techniques. The longitudinal and lateral wheel forces, Fx and Fy can be deter-
mined from the friction co-efficients pg, ur, and the wheel ground contact forces
Fz;; (Section 8.3.4).

The vehicle body side slip angle observer in Section 9.6 uses the wheel forces
either implicitly or explicitly as inputs, and observes additional variables which
are also available as measurements. If these measured variables are sufficiently
well reproduced, then it can be assumed that also the input wheel forces to the
observer correspond sufficiently well to reality. In Section 9.6, the variables vooa,
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Figure 9.32 Damping force Fp as a function of velocity Z¢c — Zw

B and ¥ in the nonlinear two-track model were observed. Of these, vooe and 4
are also measured, and hence can be used for comparison.

9.5.1 Calculation of Wheel Ground Contact Forces

In this section, two new acceleration signals ax cn and ay,cp are introduced.
They represent the inertia of the vehicle chassis: if the vehicle accelerates, its
acceleration vector directs to the front. However, the chassis will be accelerated
backward, i.e. the wheel load will shift to the rear axle. These inertia signals
have directions opposite to the vehicle accelerations ax and ay

ax,ch = —ax (9.45)

ay,ch = —ay (9.46)

If the coupling between roll and pitch is neglected as in [21], the dependencies
of the quarter vehicle forces Fz¢;i; on the longitudinal and lateral accelerations
ax,cn and ay,cn can be determined separately. By disregarding suspension dy-
namics, the quarter vehicle forces Fz¢ are identical to the wheel ground contact
forces F';. According to this approach the common front wheel ground contact
force Fzp is formed as shown in Figure 9.33.

The force due to longitudinal acceleration (mcoq - ax,cn) at the CoG causes
a pitch torque which reduces the front axle load and increases the rear axle load.
The vehicle mass is estimated in Section (9.5.4).

Constructing the torque balance at the rear axis contact point yields:

- Fzr =1lg -mcoc 9 — hcoa - Mcoc - ax,Ch (9.47)
Thus:

l hco
Fzr =mcoa - <TRQ - %GX,C%) (9.48)
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Figure 9.33 Axle load shifting during acceleration

During cornering the lateral acceleration causes a roll torque as shown in Fig-
ure 9.34, whose distribution over the front and rear axle depends on the axle
load.

The two axles are considered to be decoupled from one another. In the case
of the front axle load a virtual mass m* is used:

m* = £2F (9.49)

9

From the torque balance equation at the ground contact point of the front left
wheel:

b
Fypr-bp=Fzp - 7F +m*- ay,ch - hcoa (9.50)

Substituting the virtual mass of Equation 9.49, and Fzr from Equation 9.48 and
solving for Fizpg, gives the front right dynamic wheel force (Equation 9.52). By
analogy the wheel forces for the other three wheels can then be derived:

lr hcoa (1 heo - av,cn |
F — R LS - ———= i 9.51
ZFL = MCoG ( I g I ax.ch _2 br g ( )
l hco (1 hcoa - i
Fzrr = mcoc - (TRQ - Cl Gax,ch) 5t CbGiay’Ch (9.52)
L Fg
l hco (1 hcoc - @ ]
Fzrr = mcog - <TF9 + C} GGX,Ch> R % (9.53)
L R"9
l h 1 h . T
Fzrr = mcoa - (TFQ + CZOG aX,Ch) 3 Cobcim (9.54)
L R"9

Figure 9.35 shows the approximated wheel load with a measured reference for
a severe cornering situation. In spite of the simplifications, the approximation is
very accurate.
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9.5.2 Adaptation of the Tire Side Slip Constants

In Section 8.4.4, a linear relationship between the tire side slip angles a;; and
the lateral wheel forces Fs;; was assumed. The lateral tire characteristics was
modeled in Equation 8.81 as a spring, where the lateral deflection is represented
by the tire side slip angle and the spring constant is the tire side slip constant
Ciji
FSij = Cij . Oél‘j (955)
For lateral accelerations above 4m/s? and large tire side slip angles, though,
the linear relationship assumed in Equation 8.81 is not sufficiently accurate any
more. In this case, Hooke’s Law is invalid, and the tire side slip constant becomes
time-variant:
Faij(t) = cij(t) - iz (t) (9.56)

The measured characteristic of the lateral force can be seen in Figure 9.36 (solid
lines) [84]. It depends on the normal force Fz. The tire side slip constant is
represented by the gradient of the straight line. Figure 9.36 shows, that the
linear relationship is sufficiently accurate only for small «. For larger side slip
angles, however, the linear approximation is insufficient. In order to improve the
accuracy of the linear relationship in Equation 9.55, the tire side slip constants
ci; are adapted. We approximate the nonlinear relationship Fy;j(cj, Fzi;) of
Figure 9.36 with the heuristic approach

Fzij
ko

FSij = kred,ij <k1 — ) . FZij - arctan (kg . Oél'j) . (957)
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Figure 9.37 Adaptation of tire side slip constants

In this the reduction factor k,.q;; contains the actual friction coefficient from
Equation 8.31.

Equation 9.57 considers the influence of varying wheel loads Fz;; (see Section
9.5.1) on the lateral wheel forces. The tire side slip angle is calculated by means
of Equation 8.16. The errors of this approximation can be seen in Figure 9.36
(dashed lines) for the parameters k1 = 1, ko = 14000 and ks = 0.36. For
other tires we get different parameters [48]. Based on the lateral wheel forces in
Equation 9.57 the tire side slip constants are recalculated in every time step.

Fs;j(tr)
ij(tk)

The adaptation process of the tire side slip constants is illustrated in Figure
9.37. The results shall now be verified.
A key variable to determine the lateral vehicle dynamics is the vehicle body
side slip angle 3. Thus, the accuracy of vehicle body side slip angle observation
(Section 9.6) is taken as a criterion to assess the adaptation of the tire side slip
constants.
Figure 9.38 shows the simulation of ¢;; during a Clothoide driving maneuver.
At the beginning, the vehicle is driving straight at a velocity of 50 m/s. From
t = Os on, the wheel turn angle is linearly increased by the driver from 0 to 1
deg. The velocity remains unchanged. The vehicle then moves into a stationary
circle. Figure 9.38 illustrates, that the tire side slip constants of inner and outer
track deviate significantly due to different wheel loads. In Figure 9.43, the vehicle
body side slip angle is shown with and without the above adaptation. Only with
adaptation, the transient of the vehicle body side slip angle signal is described
well enough. Furthermore, the stationary value of § is more accurate. The lateral
acceleration during the simulated driving maneuver in Figure 9.38 is between 5
and 9m/s?.

cij(te) = (9.58)
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Figure 9.38 Time varying tire side slip constants during a fast clothoide driving
maneuver

9.5.3 Approximation of Pitch and Roll Angles

The pitch and roll angles y, ¢ are calculated from the relative displacement Az¢c
of the quarter vehicle on top of the suspension. In this simplified approach, the
impact of a rough road surface is disregarded.

1 /A A A A
S 2cRL + AZcrr  AZorL + AZCFR (9.59)
l 2 2
A positive pitch angle means that the vehicle is diving down at the front.
1 A A A A
6= . 2cFL + AZocry  AzcorR + AZCRR (9.60)
br +br 2 2

A positive roll angle means that the vehicle is leaning towards the right hand
side relative to the forward direction. Figure 9.39 shows a comparison between
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Figure 9.39 Comparison of approximated and measured pitch and roll angles

measured and approximated pitch and roll angles during a test drive. The ap-
proximated angles are ahead of the measured angles in time, and are also not
accurate in amplitude. This is mainly due to the fact that the input values
Az are corrupted. Considering the small computational expense however, this
approximation gives still good results.

9.5.4 Approximation of Vehicle Mass

The vehicle mass mgog is a temporally slowly variable parameter. Therefore
it is not necessary to estimate the vehicle mass constantly but only for certain
driving conditions. The vehicle mass can be estimated from a force-balance. The
occurred errors will be analyzed and the approximation will be executed only
during suitable driving conditions.

When applying the force-balance all power consumers, e.g. air-condition and
even radio reduce the available torque for the acceleration of the vehicle. To avoid
all these measurements the estimation is made only in driving conditions with a
high engine torque. The engine output will then be reduced only insignificantly
by such parasitic consumers. The result is the following force-balance:

FAcc - fmass *MCoG - ’iJC'oG - FDrive - FwindX - FR - FG’ (961)

The rolling resistance force Fr between tires and road is calculated from Equa-
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tion 8.50, the wind force will be approximated to:

FwindX = Caqir AL % VCoG (962)

F¢ is the gravitational force and arises:

FG = McoG 9 sin Xroad (963)

The engine torque is converted with the transmission ratio of the gear and the
differential, as well as with the static rolling radius of the wheel into the drive
force:
T. . .
FDm've = — lgear Uiff (964)
T'Stat

The dynamic behavior of the drivetrain may be neglected here. The acceleration
force F4.. does not correspond to the vehicle mass m¢,g multiplied by the vehicle
acceleration vc,g. This is because of the rotatory parts of the engine drivetrain
and the wheels which must also be accelerated. Hence, it is necessary to introduce
a mass factor fnqss to compensate the rotation effect. According to [84] arises:

Addw +i% . (Ipr + 20 greran .
w dsz( DT g k) -1+ fcomp (965)

fmass =1+ 2
MCoG TStat mcoG
Thus results in the following estimation equation for the vehicle mass:

Fprive — Fuwindx (UCOG) - FR(UCOG) - fcomp - VCo@
fmassi}CoG + 9 Xroad

Mcoc = (9.66)

Input values into Equation 9.66 are the vehicle velocity veoa, the road gradient
Xroad, gear and differential transmission ratios igeqr and iq;ry and the engine
torque T.. Mass estimation is carried out, when the engine torque is exactly
known, and when driving straight. An additional energy consuming part would
be the torque converter of the automatic transmission. The mass estimation
is executed only if the converter bypass clutch is closed, so that the losses of
the torque converter are eliminated. Furthermore, driving conditions with small
variations of the throttle angle are selected, since engine map errors occur in dy-
namic transitions. Modern engine management systems provide an approximated
engine torque output signal.

Figure 9.40 shows the estimated mass during a drive on a public road. The
estimated mass (dashed line) approaches the real mass after approximately one
minute. At the beginning of the test drive, the estimated value still significantly
deviates from the real value. This initial deviation is caused by systematic errors
of the acceleration sensor signal during acceleration and braking. The corrected
acceleration ax, ¢ approximates vcog here. From about ¢t = 50s on, the velocity
changes only slightly. In such driving situations the estimated vehicle mass value
fits very well to the real vehicle mass. The estimated value mcog is 1400 kg
compared to the real value mco,g of 1420 kg. The relative error of the mass
estimation in this example was below 2%.
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Figure 9.40 Approximation results of the vehicle mass

9.6 Vehicle Body Side Slip Angle Observer

9.6.1 Basic Theory of a Nonlinear Observer

In general, observers are implemented when certain state variables cannot be
measured with acceptable expense. Since the vehicle model of Section 8.4.4 is
nonlinear, a Luenberger observer is not feasible. To overcome this problem,
Zeitz [131] proposes an observer design, where the system is linearized and then
modeled on the Luenberger observer. Figure 9.41 shows the structure of the
nonlinear observer from Zeitz.

The nonlinear system is the starting point for the design:

&

[~

(z,u)

y = cz) (9.67)

10

As in the linear case the state observation follows:

= f(@u)+L&,u) - (y—9)
= c(&

~

(9.68)

| &

The observer gain matrix L must now be specified such that the estimation error
Z(t) converges to zero for t — oo:

lim z(¢t) = lim z(t) — Z(t) =0 (9.69)

t—o00 t—o0

The error differential equation is formed, the solution of which can be used to
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determine whether or not the condition of Equation 9.69 is satisfied:

(t) =2(t) — 2(t) = f(z,u) — f(& u) — L(&,u) - (c(z) — c(2)) (9.70)

|30

f(x,u) and ¢(z) are then expanded around the actual estimated state & using
the Taylor series expansion, which is curtailed after the linear term:

0
flz,u) = f(Z,u) + a—ﬁ(i,u) (z—1) (9.71)
c(z) ~ c(Z) + g—i@) (z—-1) (9.72)

The Jacobian matrix for the reduced nonlinear two-track model (Section 8.4.4)

af1  0f1 af1
= : : : (9.73)
£ dfn  Jdfn afn

is given in Appendix A.1. Using this linearization approach, one arrives at a
linear differential equation for the error Z(¢) which converges to zero for a suitable
choice of the observer gain matrix L .
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Substitution of Equations 9.71 and 9.72 in Equation 9.70 leads to the following
linearized estimation error differential equation:

Z(t) E(t) — 2(t)
fla,u) — f(&,u) — L(&,u) - (c(z) — c(&))

@w+ Law @2 - faw

— S+ - f
Lew (@) + 5EW) - D) - )
- Lewz-Lew Loz
- [Hew-tew Lols (9.74)
F(z,u)

The observer gain matrix L must now be determined such that the observer
dynamic matrix F(Z,u) is constant and its eigenvalues lie to the left of the j
- axis, so that the solution Z(¢) converges to zero for ¢ — oo indepentent of
the initial conditions. A suitable choice of L(Z,u) is given by equating F(&, u)
with a constant matrix G, whose eigenvalues are predefined according to desired
dynamics (pole placement).

of . Oc

F(iu) = 5-(20) = L(,u) - 5 (2) =G (9.75)

From this, the observer gain matrix L(Z,u) can be calculated:

L(iw) = [gﬁ@ W) - Q} : [g‘_<_>] ' (9.76)

The matrix %@) is in general non-square. Therefore, the Moore-Penrose pseu-

do-inverse is used for inversion:

20| - [2e)] ([g—_@] (%) T)l 0.7

9.6.2 Observer Design

The nonlinear observer for the vehicle body side slip angle 8 is based on the
reduced nonlinear two-track model (Section 8.4.4). The proof of observability is
complicated and therefore done in Appendix A.2.

Equations 8.82 to 8.84 give the nonlinear state space description required
for the design of the nonlinear observer according to Equation 9.67. According
to these equations, Frrr, Frrr, FLrL, FLrr and dy are the inputs u for the
observer. The wheel forces in the L-direction are thus explicitly defined as inputs,
and the wheel forces in the S-direction appear implicitly in the tire side slip
constants cr and cp (Equation 8.81).
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The Equations 8.82 to 8.84 are brought into the form:

. fi\vcoa, B0, Frrr, Frrr, FLrL, FLRR, 0w
UCpG =1

= flz,u) & B =\ / vooc, B0y Frrr, FLrr, FLrL, FLRR, Ow
v f4 (veoa B,%, Frre, FLer, FLar, FLrr, 0w

(9.78)
The states, inputs and measurements are defined as follows:

State Vector:

Input Vector:
T
u= [FLFLyFLFR7FLRL7FLRR76W}

Measurement:

[
= (4

In the input vector u, the wheel turn angle dy is handled by the driver. By
steering, the vehicle body side slip angle § is controlled. In dangerous driving
situations, the driver may be supported by a vehicle dynamic control system,
which uses the longitudinal wheel forces Frrr, Frrr, FLrL, FLrRr as additional
input variables.

To determine the observer gain matrix L(Z,u) a suitable desired observer
dynamic matrix G must be chosen in Equation 9.75. The simplest way of deter-
mining the eigenvalues of the observer dynamic matrix F' is to select the matrix
G in diagonal form. The eigenvalues are the desired eigenvalues for the matrix
F(&,u) (Equation 9.75) and can be read directly from the diagonal elements.

A 0 O
G = 0 X O (9.79)
0 0 Mg
The three eigenvalues A1, A2 and A3 must be carefully chosen.
With y = c(z) = UCJEG , ¢ is a constant 2 x 3 matrix. The pseudo-inverse
can be obtained using Equation 9.77 as:
de, 17 [1 0 0
el (3

The Jacobian matrix 0 f/dz, the matrix G and the pseudo inverse are substituted
into Equation 9.76. The elements of the observer gain matrix L(Z, u) are obtained
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Figure 9.42 Position of time-variant eigenvalue A2 during test drives

as functions of the Jacobian matrix and the desired eigenvalues:

[ Oh Of ]
8331 1 8$3
L (&,u,\1,A3) = g% g£—§ (9.81)
ofs  Ofs
L 81’1 31’3 3 J

Note that only two of the chosen eigenvalues appear in the above calculation,
thus only two of the desired eigenvalues of the matrix F(Z,u) can be placed in
the chosen positions. There remains a time-variant eigenvalue Ao, which is shown
during test drives in Figure 9.42. It can be seen, that also A remains in the stable
region.

9.6.3 Validation of Vehicle Body Side Slip Angle Observer

The vehicle body side slip angle observer was validated with several test drives.
Figure 9.43 shows a side slip angle estimation result for a fast clothoide drive.
The nonlinear vehicle model is only accurate, when the cornering stiffnesses are
adapted according to Section 9.5.2. Otherwise, the model is false and the observer
outputs erroneous side slip angle estimation values (dotted). Only the observer
based which is based on an adapted nonlinear two track model (dashed) is capable
to describe the side slip angle appropriately. The dashed observer value is very
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Figure 9.43 Observed vehicle body side slip angle with and without adaptation of
the tire side slip constants

close to the measured reference. Figure 9.44 shows the modeled and observed
values (dashed) and the measured references for a sinusoidal test drive. In the
upper left corner the vertical wheel force Fzpy is displayed. The dashed line
results from the approximation Equations 9.51 - 9.54 in Section 9.5.1. The wheel
loads are approximated very accurately. In the upper right plot the lateral wheel
forces Fg;; are shown. They were calculated by means of Equation 9.57. The
lateral wheel forces fit the measured reference very well. The middle plots show
the wheel turn angle &y (left) and the yaw rate 1 (right): the modeled and
the measured yaw rate are identical. That means, that the observer adapts the
modeled yaw rate to the measured one. In the lower left corner, the velocity veooa
of the model is compared with the reference. The modeled and the measured
reference velocity are almost equal in this test drive. Finally, the plot in the
lower right corner displays the observed (dashed) and the measured vehicle body
side slip angle. The observed values are very accurate. The results of the second
test drive are displayed in Figure 9.45. It was a clothoide drive at the stability
limit of the vehicle. The vertical wheel forces are again approximated very well,
the lateral wheel forces are too large, though. Apparently, the lateral wheel force
cannot be transmitted to the ground any more. The wheel turn angle dy is very
large causing enormous yaw rates of almost 70 deg/s. In the lower left corner,
the modeled and the measured velocity vcoq deviate significantly. The employed
model of the longitudinal wheel forces is not applicable any more. This causes
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Figure 9.44 Validation of vehicle body side slip angle observer with a sinusodial test
drive

significant velocity deviations. A state space observer adapts the modeled values
to the measured ones. However, if the vehicle body side slip angle observer adapts
the inaccurate model velocity to the measured velocity, the observed values for the
side slip angle become false. That is the reason, why the velocity may not be used
as an output any more, in case the yaw rate exceeds a certain threshold. In such
driving situations the velocity is rather calculated from the model. The system
switches to a structure, where the observer uses the yaw rate as a measurement
variable only. That is the reason, why the observer does not adapt the modeled
to the measured velocity in the lower left plot of Figure 9.45. Using only one
output variable, the presented side slip angle observer approximates the measured
reference very well. The estimation value is very accurate up to a value of § = 15°,
which represents a very critical driving situation. This test drive proves, that the
nonlinear observer is capable to describe the vehicle body side slip angle up to
the stability limit of the vehicle.

9.7 Determination of the Road Gradient

The actual road gradient angle X,oqq (positive or negative) has a significant im-
pact on the model accuracy. It is also required for transmission control. Here,
two methods of estimating the road gradient are given, and their accuracy inves-
tigated.
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Figure 9.45 Validation of vehicle body side slip angle observer with a highly dynamical
clothoide test drive

9.7.1 Method 1: Acceleration and Wheel Speed Method

The starting point of the first method [21] is an offset error in the longitudinal
acceleration signal ayx. This offset value is dependant upon the gravitational
acceleration g and the road gradient X,oqd:

ax =T — g - SN Xroad (9.82)

For upward driving, i.e. a positive pitch angle X,oqd, the measured longitudinal
acceleration ax is reduced by the component g sinX,.eq Which has the opposite
direction as #. The acceleration of the vehicle can be calculated using the angular
wheel velocity w:

T = Tstat * w (983)

To avoid errors due to excessive wheel slip, only the angular velocity of the non-
driven wheels should be used.

Solving Equation 9.82 for the road gradient angle x;,qq, and substituting
sin(x) & x for small angles, the equation for the calculation of the road gradient

is obtained: )
Tstat * W — X

Xroad = — 9.84
7 (9.84)

With this equation the road gradient can be quickly obtained from the measured
variables ax and w. The results are shown in Figure 9.46. The vehicle drives
through a ”valley”, first a negative and then a positive road gradient.
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Figure 9.46 Acceleration signals (left) and estimated road gradients (right)

When the bottom of the valley is reached in the left hand plots of Figure
9.46, the sign of the expression (& — ax ) changes. The right hand plots show the
estimated road gradients.

The road gradient can be determined with a resolution of under 5% of abso-
lute road gradient.

9.7.2 Method 2: Model based Road Gradient Observation

The second method is based on a linear Luenberger-observer. Instead of the
longitudinal acceleration ax, it employs the vehicle velocity vooe and its time
derivative.

Force balance for road gradient observation

The effect of the lateral dynamics on road gradient estimation are neglected here.
The vehicle body side slip angle is assumed to be zero. This assumption is true
for straight on driving situations. Setting up the force balance of the forces
displayed in Figure 9.47 yields the nonlinear equation

m - 0coc = Fx —m - g S0 Xroad — Cair * Vooi . (9.85)
————

Fa Fy Fuyind



9.7. DETERMINATION OF THE ROAD GRADIENT 405

Fwind

Figure 9.47 Sketch of longitudinal forces of an ascending car

Linearization of Equation 9.85

To reduce the computational complexity, a linear observer is employed here [47].
Therefore, Equation 9.85 has to be linearized. For the linearization, the following
assumptions are made:

e the road gradient angle of public roads is limited to approx. + 12° [41],
this yields sin Xroad = Xroad

e the forces Fx and Fyi,q are merged into a resultant force F,.; = Fx —
Fuing- This is advantageous because the nonlinear term F,;,q becomes
part of the input. The remaining state space model therefore is linear.

As a consequence of these assumptions Equation 9.85 is simplified

m - V0o = Fres =M g Xroad , (986)
where Fx is gained by a specific sensor. However, it can be determined from the
engine torque. v, is obtained from the wheel speed sensors.

Linear State Space Equations

Equation 9.86 is now transformed to a state space model. The state vector x of
the linear model contains the velocity voo,g and the road gradient angle X,oqd-
The input u is the resultant force F..s:

VCoG Fres
= ,u= 9.87
£ |: Xroad :| ¢ |: 0 :| ( )
The road gradient model can then be written as
Vcoqg | _ | 0 —g VCoq L0 Fres

|: X'r‘oad :| - |: 0 0 :| |: Xroad :| + |: d O :| l: 0 (988)

—_—— M ——— e e e e

z x B u

1 r v

~ CoG

o= 9.89

w |: 0 :| |: Xroad :| ( )
Yy
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Analysis of the System Observability

The observer design is carried out by means of pole placement. This, however,
requires an analysis of the system observability [25]. The observability matrix @ B
must have maximum rank. The matrix @ B 18 calculated by means of Equation
9.90, where n denotes the system order.

QIR
ES

Q,=| . (9.90)

n—1

Q-
[P

For the system of Equations 9.88 and 9.89 @ p becomes

QBZ[EA]=H —2}' (9.91)

As@Q B is square, the maximum rank can be checked by means of the determinant
of @Q _:
<B

det (Q,,) # 0 (9.92)

det (@) = det { . _2 } ——g#£0 (9.93)

According to Equation 9.93 the determinant of @ B is —g which is the earth’s
gravitational acceleration. Therefore, the rows of matrix @ , are linearly inde-

pendent and the linear road gradient model (Equation 9.88) is observable. Thus,
the observer design by means of pole placement is feasible.

Observer design

Since the system order is n = 2, the observer gain matrix L consists of two
elements [; and 5. In order to calculate these elements, the poles of the observed
system must be placed appropriately. Its characteristic polynomial of the closed-
loop system is

wair-avzor = an([5 ][0 2]+ 9))

det( s+h g)
lQ S

= s24+s5-li—g-ly . (9.94)

The eigenvalues are denoted as A; and Ay and are chosen according to the fol-
lowing equation

SPhsli—g-lo= (s=A)(s—=X)=5>—s-(AM+X)+ - . (9.95)
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Figure 9.48 Structure of the developed LUENBERGER-observer

For pole-placement, the coefficients of Equation 9.95 are compared. This yields
the elements of the observer gain matrix L
—A1 A
Lh=—X—Ay, lp=—"222 (9.96)
g
Next, the eigenvalues A; and Ay are determined. For this, a simulation model
with the structure shown in Figure 9.48 was implemented.

The following strategy for pole placement was employed to achieve suitable values
of A1 and As:

e the eigenvalues must be negative, otherwise the observer system becomes
unstable.

e if the eigenvalues are too far left in the s-plane, the observer becomes sen-
sitive to noise.

e if the eigenvalues are too close to the imaginary axis, the observer becomes
too slow. It then would not be able to follow the driving state of the vehicle
properly (e.g. uphill and downhill driving).

Considering these constraints, and running a variety of simulations, the eigenval-

ues were fixed to
A o= =2

N — 3. (9.97)

The height profile of a road calculated on basis of the estimated road gradient
is displayed in Figure 9.49. The test drive was carried out on a test course
with a defined road gradient. Starting on a flat road, after ¢ = 2.5s the car
enters an inclined plane with a gradient of 33 % (Xroaq =~ 18°). The car moves
on this inclined plane for approximately 10 s, returns to a flat road again and
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Figure 9.49 Road gradient of a test course with a defined gradient of 33%

moves downhill at the end. The estimated road gradient of the first ramp is
approximately 30%. The deviation to the real road gradient is caused by the
linear approximation which is not valid any more. At the end of the inclined
plane the vehicle suddenly returns to a flat road. The pitch angle during this
transition is responsible for the deviation of the maximum height (= 10 %). All in
all, even for large road gradients, the linear observer provides very good results.
The second method has advantages compared to the first one. Due to the observer
structure it is less sensitive to errors of the wheel speed and the acceleration
signals. The second method requires the longitudinal wheel force Flx.



10 Vehicle Control Systems

10.1 ABS Control Systems

The ABS system aims at minimizing the braking distance while retaining steer-
ability during braking. The shortest braking distance can be reached when the
wheels operate at the slip of maximum adhesion co-efficient pj (Figure 8.17).
The tire side slip angle is disregarded here, approximating cos a ~ 1.

10.1.1 Torque Balance at wheel-road contact

By modeling the torque balance at the wheel-road contact, a better understand-
ing can be obtained of how ABS systems are able to operate around maximum
friction without sophisticated estimation algorithms. Figure 10.1 shows the forces
acting on the wheel.

In hydraulic brakes, the brake torque at the wheel base depends on the applied
braking pressure pp,:

TBT‘ - FBT‘ *Tstat = TBr * UBr * AB7‘ *PBr = Tstat * kBT *PBr (101)
Disregarding the drive torque (at braking), the torque balance is (Equation 9.23):
JW<'u = Tstat * /J/L(SL) . FZ — Tstat * kBr *PBr (102)

The respective block diagram is shown in Figure 10.2.

On applying the braking pressure ppg.., the brake torque T, increases. The
difference between friction torque Ty 1, and brake torque T'g, is negative, resulting
in a wheel deceleration. The wheel rotational equivalent velocity vy (after the
integrator in Figure 10.2) starts to decrease and yields an increasing slip sy..
At first the friction co-efficient pr,(sy) increases as well, building up the friction
torque Ty, which narrows the torque difference.
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Figure 10.1 Torque balance at the wheel-road surface contact

Figure 10.2 Block diagram of torque balance at wheel base

After passing the maximum friction co-efficient, the friction curve changes the
sign of its gradient. Thus the loop becomes unstable, resulting, in the absence of
control, in extremely high rotational wheel decelerations: blocking of wheel.

10.1.2 Control Cycles of the ABS System

The control cycles are shown in Figure 10.3 [6]. At braking the driver increases

the braking pressure (Phase 1).

The rotational equivalent wheel speeds vg;; are measured and differentiated
to give the wheel accelerations Ug;;. The point of maximum friction is passed
when the wheel speed derivative is below a given threshold a;:

VR < —aq

(10.3)
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Figure 10.3 Control cycles of the ABS system with hydraulic brakes

In the very first control cycle, an even lower threshold as is applied. Between
ay and aq, braking pressure is held (Phase 2). The introduction of the additional
threshold as serves to suppress eventual noise influences.

For

vp < —ag (10.4)

braking pressure is decreased (Phase 3). The wheel gains speed again. When
threshold a; is reached again, the pressure drop is stopped (Phase 4). When the
wheel speed derivative passes beyond

bR > ay (10.5)

braking pressure is increased in order to prevent the wheel returning to too small
slip values (Phase 5). Between

as > Up > as (10.6)
the pressure is held constant (Phase 6), and below
URr < as (10.7)
it is slowly raised (Phase 7). When the wheel speed derivative goes below
UR < —ay (10.8)



412 10. VEHICLE CONTROL SYSTEMS

again the second control cycle starts. Now braking pressure is immediately de-
creased without waiting for threshold as to be reached (second phase 3). Running
through such cycles, the wheel rotational speed is kept in an area where wheel
slip sy, is close to that of the maximum friction co-efficient. Thus braking distance
can be minimized.

In case of a large moment of wheel inertia Jy, of small friction co-efficients
wr(sr) and of slow braking pressure increase (due to cautious braking, e.g. on icy
roads), the wheel might lock without reaching deceleration threshold —a;. Such
a situation would endanger the steerability of the vehicle. Independent of the
above control cycles, the braking pressure is therefore decreased if the rotational
equivalent wheel speed goes below:

VR < (1 — SL,maz)UW (109)

Under any conditions, a maximum slip Sy, e Will not be surpassed, even if the
maximum friction co-efficient py,(sz,) cannot be reached.

The front wheels of a vehicle are independently controlled, whereas the rear
wheels jointly get the lower braking pressure. This ensures driving stability.

10.1.3 ABS Cycle Detection

The estimation of the friction coefficient (see Section 9.4.1) is only reasonable, if
the maximum friction is used, for example when braking. In order to assess the
type of the road surface (dry, icy, snow-covered and so on) the state ”maximum
braking” must be recognized. For vehicles equipped with ABS, a panic braking
situation causes ABS control cycles. That is, if an ABS control cycle occurs, then
the maximum friction is used. On the other hand, the operativeness of ABS shall
be assessed in general to see if malfunction of ABS systems have influenced the
investigated accident.

To solve these two questions, a three step algorithm will be presented which is
capable to detect the characteristic ABS control cycle pattern.

Basic Approach of ABS-cycle detection

An ABS-cycle pattern can be seen in Figure 10.4. Figure 10.4(a) shows a wheel
speed signal of a real test run with a test car (Ford Scorpio). The ABS-cycles are
marked respectively. In Figure 10.4(b) a cut-out of the wheel acceleration signal
is displayed. It is the time-derivation of the first ABS-cycle of Figure 10.4(a).
The method must be capable to detect these patterns. The shape of the pattern
is hardly changing. However, the amplitude and time duration of the pattern
varies.

Prediction

The prediction method employs the wheel speed measurements, in order to detect
an ABS-cycle. Detecting the ABS-activity, the past two measurements of the
wheel speed are utilized to extrapolate linearly (Equation 10.10) a value of the
current wheel speed (see Figure 10.5). vg denotes the measured wheel speed
signal vg, VR est is calculated by means of Equation 10.10.
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Figure 10.5 Sketch of extrapolated wheel speed signal

VURest (M) =2-vp(n—1)—vr(n—2) (10.10)

The estimated value vg es; () is compared with the currently measured value
vg (n). The difference Avp between these two values is almost zero for normal
signal behavior. An ABS-cycle, however, causes a prediction difference Avp,
which exceeds specific limits (for the Opel Vita, see Equation 10.11) for the
beginning and end of the ABS-cycle. This approach detects ABS-cycles with a
high probability.

Avp = VR — UR,est > 0.08 (10.11)

The input signals into the ABS-cycle detection system are not zero-mean.
Thus, the conventional correlation is replaced by a ”tri-state correlation”. In
Equation 10.12 the calculation of the tri-state correlation is presented. The
difference to a polarity correlation, [72], is an additional state ”0”. The states of
a tri-state correlation are +1, 0, —1.
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Figure 10.6 Test signal for tri-state correlation

N—-1—k
by (W)= 5 > T(e(m) T (y(n+ k) (10.12)
n=0

The function y(n + k) in Equation 10.12 is a test function shown in Figure
10.6, whereas x(n) is a "cut-out” of the wheel acceleration signal v displayed in
Figure 10.4(b).

Tri-state correlation

T(z) is a threshold function and transfers the input signals to signals with the
only values 0 and +1 according to thresholds specified in Equation 10.13. The
thresholds are, however, depending on the ABS system installed in the car.

1, i z>2
T@)=4 0 , if —-l0<z<2 (10.13)
~1 , if -10>z

The tri-state correlation can be carried out using the signal created by the

threshold function. In Figure 10.7 the result of a tri-state correlation of an ABS-
cycle pattern is sketched. This pattern results from the structure of the signals.
The test signal possesses the following structure due to the threshold function:
=10 = 1]--+| = 1/0[o] - [o[1]1]--- 1]
Applying the threshold function to the wheel acceleration signal yields a similar
structure. Thus, if the test signal shown in Figure 10.6 is "moving” over the
measured wheel acceleration signal and matches an ABS-cycle, the structure of
the signal shown in Figure 10.7 is gained. Tests show, that this method is robust
and reliable.

Since the tri-state correlation utilizes a 2-bit input signal, it is more suitable
for microcontroller applications than a ”conventional” correlation. Due to this
advantage and the reliability of this approach, it is used for cross-checking the
result of the prediction.
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The algorithm of ABS-cycle detection contains three steps: after preprocessing
(step 1) a probable ABS-cycle is detected and marked with the prediction method
(step 2). To increase reliability and robustness of the method, the result of the
prediction is cross-checked with the tri-state correlation afterwards (step 3).
Figure 10.8 shows the results of an ABS braking situation on low p road surface.
The presented method detects all ABS-cycles above a velocity of 2m/s. The
method works well for different road surfaces. However, the threshold of the
prediction method must be adapted to the respective car. For the Ford Scorpio,
for example, the threshold specified in Equation 10.11 is 0.013.

10.2 Control of the Yaw Dynamics

The control of the yaw dynamics detailed here is based on the reduced nonlinear
two-track model of Section 8.4.4. In linearized form the model is given by the
following equation (Equation 8.90):

of (z,u) Of (z,u)
f( u) = f(%vuo) _T '(E—Qo)‘FT (u — ug)
- L = X - L =X
U =1y U =1u
~—_——— ~—_———
Jacobian Jacobian

. (10.14)
The three state variables are the yaw rate ¢ (Section 9.2), wheel speed veoa
(Section 9.1) and vehicle side slip angle § (Section 9.6). The control inputs are:

w=[Frre, Frrr, Fire. Frrr, 0w’ (10.15)
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Figure 10.8 ABS-cycle detection for a low p braking maneuver with an Opel Vita

Note that, when only the brakes are available as actuators, then only brak-
ing forces Frrr, Frrr, FLrr, and Frrr can be generated. In the case when
each wheel were driven individually, e.g. by electrical motors, accelerating forces
Frrr, Frrr, Frrr, and Fprr could also be generated.

The wheel turn angle dyy is influenced by the driver using the steering wheel.
In the event of an inappropriate vehicle body side slip angle 3, the driver attempts
to correct the error using steering. When the driver is overloaded, i.e. in critical
driving situations, the force inputs F;; can be used to correct the vehicle body
side slip angle, via short term braking of the individual wheels.

Figure 10.9 shows the cases where the braking forces could be used to correct
the angular position of the vehicle relative to the desired course.

In the case of understeering, braking can be applied to the rear right wheel,
causing a yaw torque about the CoG which corrects for the understeering. This
is applied until 3 falls below a given threshold, at which point the driver can once
more control the yaw motion himself using the steering. A respective correction
is applied at oversteering.

10.2.1 Derivation of Simplified Control Law

Note that the driver influences the steering (i.e. dw ), and the controller affects
the brake forces Fp;;, thus the effect of the two can be separated. The Jacobian
is:
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Figure 10.9 Under- and oversteering

of (z,
f ((9@ u) Au—
Loz =g
u=1uyy
df1 of1 0f1 0f1 Ofi
OFrrr, OFrrr OFLrr OFLRRr 0oy
A
_ Ofs Ofs Ofs 0fs Ofs br
0Frpr, OFrrr OFrpr OFLRR dow A
us
dfs Ofs dfs Jfs dfs
L OFrLrr, OFrrr OFLrr OFLgrr dow |
r =Ty
U= U
(10.16)
——
MF _ mgs .
= Mp z =z, (up — upo) + ms T =z, (6w — dwo) (10.17)
U= Uy u = Uy
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Where,

Aup = (up —Up)

Frrr — Frrro

Frrr — FrLFRo

Aup =
Frrr — FrLrio
| FLrr — FLRRO |
Aus = 0w —dwo

Substituting this in Equation 10.14 gives:

. of (z,u)
zr = f@o&o)‘FT (@ —zo) + ms|, . (0w — dwo)
T jz=1 u = ug
u=1uy
Vehicle dynamics + driver input
+ Mp =, (up — upg) (10.18)
u = Uy

Yaw control input (forces)

To allow a good physical interpretation of the control parameters, the controller
will be designed using a pole placement approach. Normally, the output vector
y is fed back. This output vector however does not contain (3, which is the
main variable to be controlled. Because of this, the state vector z is obtained
using data fusion in Sections 9.1 and 9.2 and the observer in Section 9.6). The
controller design can then be based on the feedback of the state vector x.

A control law is then defined for small deviations from the operating point
z — xy. This is justified because under normal, non-critical cornering, x — z,
is equal to zero. Only when pre-determined thresholds are exceeded, in critical
situations, is there a difference between the desired and actual state vectors which
must be controlled.

The following control law is used:
Aup =—-Kq- Az (10.19)

where K is the feedback matrix.
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Substituting into the linearized state space description Equation 10.18 gives:

. of
Ag = % A:I:_MFQZQO KCA£+'I’)’L5£:£0A6W 5
) U = Uy U= Uy
U= Uy
A = ai M K A Ad
S B
L= Xy U = Uy U= Uy
U= Uy
(10.20)

where the term inside the brackets represents the system matrix for the closed
loop. The driver input shall be regarded as superimposed disturbance. The
dynamic characteristics of this system can then be set using pole placement. A
desired matrix G is defined, which has the desired system characteristics, i.e. the
desired pole positions:

of !
= -M. K,=G (10.21)
oxr| . _
I =T
U= Uy
Solving for K gives the control law:
0]
T (10.22)
Lle =z,
U= Uy

where [M F]+ is the Moore-Penrose pseudo inverse of M .

Note that the above gives the feedback matrix K for the operating point
xo, up. Thus, K- must be re-calculated for each new operating point. This
involves:

e Calculation of the tire side slip constants (Section 9.5.2),

e Estimation of the vehicle velocity (Section 9.1), and of the yaw rate (Section
9.2),

e Observation of the vehicle body side slip angle (Section 9.6),

10.2.2 Derivation of Reference Values

The lateral acceleration a, is limited by the friction co-efficient ;5. Theoretically,
a vehicle can turn with a lateral acceleration of 9.81 times the maximum lateral
friction co-efficient, i.e. for ug = 1, the lateral vehicle acceleration could be
9.81m/s?, if the vehicle body side slip angle were zero. For vehicle body side
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Figure 10.10 Dependence of maximum vehicle body side slip angle on speed

slip angles greater than zero, a maximum acceleration of 8 m/s? is adopted. For
friction coefficients below 1, the maximum lateral acceleration is given by:

Ay maz = jis - 8Mm/8> (10.23)

The vehicle body side slip angle 3 is also limited. The predominant variable
affecting this is the vehicle speed veog (see Figure 10.10):

2
_ o o Vooa
Brmaz = 10° = 7° - @0m/s? (10.24)

The reference vehicle body side slip angle is thus given by:

B v 181 £ 1Bmaz|
Pres = { +Bmax , otherwise (10.25)

Note that (8ref — ) = Axa = 0 when the vehicle body side slip angle is below
it’s maximum limit.

In the case of oversteering, the yaw rate ¥ must also be limited by means
of the yaw dynamic control. If the derivative of the vehicle body side slip angle
B is approximated to zero, Equation 8.76 yields:

: 1 Fyrr+Fyrr+ Fyrr + Fyrr . }
(U : — Ugoq - sin B
Voo - COS B McoG
(10.26)
ay
. 1 . .
wmar (aYmax — VUCoG * SIN ﬂref) (1027)

Vooq - €os B
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The reference yaw rate in the case of oversteering is then,

i :{ ) s ]S sl (10.28)

j:?/}mam , otherwise

When the yaw rate is below it’s maximum limit, the difference ¢ = = Axy =
0.

In the case of understeering, the vehicle body side slip angle 3 and the
yaw rate i are well below their maximum allowable values. The driver tries to
maintain the vehicle on the desired course by increasing the steering angle. If the
tire side slip angle a and therefore the lateral wheel slip sg become too large, the
lateral friction coefficient exceeds the maximum. The vehicle would then leave
the set course. In order to prevent such situations, the vehicle body must turn
into the curve at a yaw rate greater than the actual one.

The rear tire side slip angles ap shall be used as a reference to determine
when the front tire side slip angles ap reach a critical value. A critical ratio of
lap/ag| = 1.5 is adopted here.

The reference yaw rate in the case of understeering is:

h i’lbmaw ) |aF/aR‘ Z 1.5
et = - ! 10.29
Yres { P , otherwise ( )

In non-critical driving situations, the differences between reference and actual
values are zero:

Axy = VCoGref — Vcog =0
A-rQ = ﬁref - ﬁ =0
Az = Ppeg—1=0 (10.30)

In these cases the control input is equal to zero. Only for 8] > |Bmazl, [| >
[maz| OF |ap/agr| > 1.5, the control becomes active.

The vehicle speed veoo has not been considered up to now. In an enhanced
approach, a maximum vehicle velocity could be derived e.g. from an image
processing of the future highway course. If the vehicle speed would exceed this
maximum, a corresponding braking force would be generated by the above control
law.

Electrical brake systems can directly generate a braking force Fip,. Hydraulic
brakes have a nonlinear characteristic. The brake force Fpg, must then be con-
verted into corresponding drive signals for the hydraulic brake valves. If w is
neglected, Equation 10.2 becomes:

Fwp =pur-Fz =kpr pBr (10.31)

The hydraulic brake pressure is generated by an underlying control loop, as shown
in Figure 10.11.

As a simulation example, the case is considered where the driver must carry
out an evasive action manoeuvre at high speed. Figure 10.12 shows the uncon-
trolled behavior of the vehicle. After the first steering action, the vehicle starts
to turn around and is no longer steerable.
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Figure 10.12 Uncontrolled behavior of the vehicle at an evasive manoeuvre
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Figure 10.13 Behavior of the controlled state variables

Figure 10.13 shows the behavior of the controlled state variables. The vehicle
body side slip angle cannot be limited to the desired value, however the states
remain stable and the vehicle steerable. The deviation of the yaw angle from the
desired maximum value is smaller than the deviation of the vehicle body side slip
angle.

Figure 10.14 shows the wheel rotational equivalent velocities and the brake
pressures. Because the vehicle is concerned in a non-braking drive situation,
hence no braking pressure can be reduced, only one wheel is controlled at a
time. During the first steering action, the brake pressure on the front right
wheel is increased, and during the reverse steering the front left brake pressure is
increased. In the second control cycle, the pulsating of the brake pressure shows
that the underlying ABS system is activated, to ensure that the maximum value
of the friction co-efficient is not exceeded.
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Figure 10.14 Rotational equivalent velocities and stabilizing brake pressure



11 Road and Driver Models

11.1 Road Model

11.1.1 Requirements of the Road Model

The construction of a course is a fundamental prerequisite for all simulations
with driver-vehicle models. In order for practically relevant applications to be
carried out, the course must first be defined and then must be connected to the
complete model in a meaningful manner.

Naturally, as detailed a reproduction of the road is required as possible, i.e.
environmental influences such as wind and weather should be reproduced as real-
istically as is necessary and possible. Furthermore, the road data under different
road gradients in the longitudinal and lateral directions, and different road sur-
faces, on top of the actual course co-ordinates must not be forgotten. The most
important criteria to be considered however is that the course must be one which
can, in reality, actually be driven. The planned desired course must therefore
satisfy the following criteria [62]:

e Continuity of the path
No car can move instantaneously from one point to another. Thus the
continuity of the course is an elementary criterion. The path must be
complete (without gaps) in order that the vehicle can travel from the start
to the end point.

e Continuity of the curvature
The physical relationship between the rotational equivalent wheel velocity
vr and the rotational velocity of the vehicle in a curve w¢ is given by

UR
oo = B (11.1)
“T
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where p corresponds to the curve radius. From this it can be seen that
a step-wise change in curve radius p would have to result in a step-wise
change in the curve rotational velocity we; this is not possible in a real
moving vehicle.

e Differentiability of the set course
If a course path is carried out without steps, it is essential that the course
path is differentiable, because vehicles cannot in general move in a zigzag
fashion. A sharp bend in the set course corresponds to a point with in-
finitely large curvature 1/p, which again cannot be carried out by a real
vehicle.
Essential Data
The important values which a road model must provide are:
e Co-ordinates in the x- and y directions

e Curve radius p

Desired yaw angle 9,.,.q and yaw rate 1/)mad

e Recommended speed, which must be given for guidance vy

Road gradient in longitudinal and lateral directions X,oad, ©road
e Road surface information p(s)
e Wind velocity vying

These values are calculated during the simulation using the previously defined
set course, and made available both to the driver model and, partially, to the
vehicle model. The driver takes in the road information with help of his sensory
organs, judges them, and uses them as guidance and system measurements for
the steering and control. The vehicle model uses the available values to derive
the dynamic changes of the drive states.

11.1.2 Definition of the Course Path

A relatively simple and easy to understand method of producing a course path
is the division of the whole road path into separate sections. It is possible to
reproduce all road courses which occur in real road systems using only three
different path forms, namely straight line s, spirals, and circular arc segments. As
many individual segments as required can be strung together to form a complete
course. Each segment is defined using a parameter set. As well as the start and
end-positions of each segment, additional parameters such as wind strength and
recommended velocity can be defined. Care must be taken however, to ensure
that the criteria given in the previous section for a realistic course are satisfied,
i.e. the endpoint of one segment must correspond to the beginning point of
the next. In order to simplify matters, it is assumed that the given parameters
such as recommended velocity, road inclination and road surface remain constant
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Figure 11.1 Course definition using segmentation

within the individual segments. This simplification does not put any limits on
course design, as a change in parameters is possible via the division of the course
into smaller segments.

Figure 11.1 shows an example course constructed from 5 segments. The
straight-line segments are at an angle 1,44 to the fixed co-ordinate system. The
circular arc segments have radius p, which corresponds to curvature k = 1/p.

In the following the various forms will be considered in more detail, and the
parameters necessary for the definition of the segments given.

Straight line segments

Straight line segments form the simplest section of the road path. Formally they
are described in the following way:

The curvature is equal to zero and the curve radius correspondingly infinite.
The following parameters are necessary to define the segment:

Straight line segment parameters

s_0 initial value of arc (m)
s.end  final value of arc (m)
Uref recommended speed in current segment (m/s)

¥_0 initial yaw angle (degrees)
¥_end final yaw angle (degrees)
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Figure 11.3 Circular arc segment

Circular arc segment

Here the radius p is constant. The mathematical representation is given in polar

co-ordinates in Figure 11.3.
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The required parameters for a circular arc segment are:

Circular arc segment parameters

a/c Direction (anticlockwise/clockwise)

50 initial value of arc (m)

s.end  final value of arc (m)

Uref recommended speed in current segment (m/s)

0 initial yaw angle (degrees)
¥_end final yaw angle (degrees)
p curve radius (m)

Clothoide Spiral

The curves of roads built today are generally made up of entrance curves, a
section of constant radius and an exit curve. The transition between straight line
and circular arc segments is made possible by clothoide spirals, as in this way the
demanded condition of continually variable curvature can be satisfied. Clothoide
spirals are curves where the radius decreases inversely proportional to increasing
curve length s:

Ures o
=T 11.2
pls) = (11.2)
an : Normal acceleration of the CoG trajectory
T : Spiral co-efficient (unit: time)
Upef : Vehicle velocity
p(s) : Curve radius

The normal acceleration of the CoG increases with the curve length s:

= (11.3)

The distance of the asymptotic points from the center point (2, ym) is deter-
mined by the spiral coefficient T

S S

2 2

T8 T8
z(s) =xm+ | cos| ——— | ds ; s) = m+/sin ———— | ds (11.4
(=) / <2T2vfef> y(s) =v <2T%3€f> (114)

0 0

One problem when dealing with spirals is the calculation of the Cartesian co-
ordinates of the individual path points from Eq. 11.4, as the integrals are not
closed solutions. The derivation of the curve radius p(s) is thus only numerically

possible; for this reason observance of the criteria from Section 11.1.1 becomes
difficult.

11.1.3 Road Surfaces and Wind Strength

It has already been stated that as exact a reproduction as possible of real roads
with different road surface qualities such as weather behavior should be consid-
ered. Thus for a complete definition of the course some additional parameters
are required.
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The separate definition of road surface and weather is not meaningful here,
because for the vehicle model, and in particular the wheel model, only a friction
co-efficient pges resulting from a combination of the two factors is relevant. An-
other important factor for the reconstruction of real environmental conditions is
the wind force. The wind force is derived during the simulation from the pre-
viously defined wind velocities. Thus the wind velocities for the individual z, y
and z directions should be defined separately for each segment.

11.2 PID Driver Model

In order to close the loop in a simulation, knowledge about human control behav-
ior is required. To date, descriptions of driver behavior have not been sufficiently
realistic. The main problem lies in the fact that the behavior is dependant upon
physical and psychological factors, as well as the demands of the driving situation.
Despite these difficulties, many attempts have been made. The driving behavior
of humans can, for example, be modeled using classical control theory or fuzzy
theory. In the classical approach taken in this section, the driver is modeled as
a continuous PID controller. The PID controller reduces the lateral errors very
well, but does not behave like a human driver. For a closed loop vehicle-driver
simulation this is often sufficient.

The PID controller consists of two almost independent sub-controllers for the
longitudinal and lateral dynamics. Coupling occurs only during critical driving
situations, if the longitudinal controller reduces the throttle angle. Fig 11.5 shows
the structure of the longitudinal controller. As the driver knows the engine char-
acteristics he can set either the desired acceleration az g4es or the corresponding
throttle angle vy ges-

A proportional controller compensates for errors between the desired and
actual acceleration, which occur for example during hill driving. If the engine
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Figure 11.6 Structure of the lateral controller

torque is still too small, despite an open throttle, the transmission control moves
down a gear to increase the torque. If the desired acceleration is zero, the lon-
gitudinal controller does not accelerate even in the event of a negative actual
acceleration. Thus, during cornering a throttle angle of zero is stipulated. This
is mainly important for simulating critical driving situations, where the curve
resistance and hence the brake deceleration can become relatively large. The risk
corrector (Figure 11.5) mirrors the behavior of the driver, in that no acceleration
is carried out when driving quickly and cornering at the same time. The risk cor-
rector comes into play between 60 and 90 % of the exploited traction potential,
and reduces the drive torque proportionally. In this approach the stipulation of
suitable speed is not the task of the driver (dependant on road geometry), but
of the course designer. The longitudinal dynamics driver within the model has
just the task to maintain the previously defined acceleration and speed.

The lateral controller is more complex. It consists of three parts, as shown in
Figurell.6.

The inputs are three pre-processed variables. Under the assumption that no
vehicle body side slip angle 3 or tire side slip angle « is present, the wheel turn
angle can be approximated using the Ackermann angle (see [84]):

2
ban <1 + U?"G) SEaalL (11.5)
P\ p

char
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The first order lag has a time constant of 30 ms and represents the driver behavior
during steering. Because the curve radius p(s) changes only slowly, this fast first
order lag can be used. A further input, implemented with an equivalent first
order lag, is the direction error Ay = ¥ + 8 — Y044, Which is the angle between
the vehicle velocity and the road direction. This simulates the experience of the
driver, in that he identifies and prevents a vehicle ”drift”. The PD controller
reduces the lateral displacement Ay with the following transfer function:

0.3s+1

All three controller outputs are weighted and summed together. The resulting
steering angle is constrained against counter-steering, which is important for the
vehicle stability during changing curve conditions. Here, the driver should not
steer to the right during a left turn. The PID driver model is capable of holding
the vehicle on the road in critical driving situations.

11.3 Hybrid Driver Model

In this section a more realistic hybrid driver model is presented which describes
the complete cognitive process of the human operator [79]. From a behavioral
psychology point of view driver behavior can be modelled as a situation-cognition-
action reaction chain [53]. Basic to this is the situation-action model designed
by [15], which is based on the following assumptions:

e The course of travel can be stated as a sequence of situations,

e Every driver has several alternative actions at his disposal for any given
situation, each of which will result in alternative consequential situations,

e Each driver chooses one of the possible actions, giving consideration to
individual intentions.

11.3.1 Vehicle Control Tasks

In human vehicle control tasks can be divided into approximately 65 main tasks
and 1799 elementary tasks which a vehicle guidance system must carry out.
In [108] and [109] the functions are split into six different task groups.

e Strategic tasks (choice of route, time of departure)

e Navigational tasks (adherence to the chosen route during travel)
e Tasks relating to the road (chosen position within traffic, course)
e Speed control (choice of speed according to situation)

e Traffic related tasks (interacting with other road users in such a way that
the traffic is not obstructed and collisions with other road users are avoided)

e Adherence to rules (traffic signs, signals etc.)
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Figure 11.7 The three level hierarchy of vehicle control

In general drivers have to cope with all of these tasks. The importance of the
different tasks changes according to the driver type. An experienced driver for
instance will weight the tasks differently than a learner. The six driving task
groups above can be further compressed into three main activities, as shown in
Fig. 11.7. These are:

1. Navigational level - Macro-activities (way finding)
2. Guidance level - Situation dependant activities (collision avoidance)
3. Stabilization level - Micro-activities (manoeuvring the vehicle)

The navigation level involves the choice of an optimal route from A to B from
a range of alternative routes. This is normally carried out before the start of
the journey, and depending on the distance between the two points, can involve
forward planning for a long time period. For frequently travelled routes (such
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as the daily trip to work) the choice of a route is only carried out once, and the
chosen route is then stored in memory for future trips.

The guidance level is concerned with ensuring that the driver fits his driving
to the existing road-condition and the traffic. At this level the driving behavior
of the next 5-10 seconds is planned. To do this the driver observes the traffic
situation, the course of the road, and possible traffic signs. As well as this the
driver must control the three motion variables (position, speed and direction of
the vehicle). The desired velocity is calculated at this level and passed onto the
stability level.

The stabilization level is the lowest level in the hierarchy, but at the same
time has the highest priority. This level has the task of transforming the desired
variables, as specified by the other levels, into suitable control values. As well as
this, the stability level must compensate for disturbances, such as side-winds or
changes in gradients. The time constants at this level are given by the vehicle
dynamics. The processes of the three hierarchical levels occur simultaneously
during a trip, and thus conflicts can occur. If the traffic situation requires intense
concentration at the stabilization level, it may happen that the tasks of the
guidance level are not dealt with. For example, a road sign is overlooked. In
addition to this, and to the primary driving tasks today’s drivers have a myriad
of secondary tasks to contend with, such as the operation of the air conditioning,
the audio system, and the use of telephones etc. This division of attention is
especially important when considering the human information acquisition. Here,
only the guidance and the stability levels are considered. The navigation level
is carried out before the journey by the road model. The two lower levels can
be described with ” Driver-vehicle-environment” system, as shown in Figure 11.8.
Again, a division into longitudinal and lateral guidance is made. The guidance
level in this figure is responsible for the calculation of the desired reference values,
while the stability level carries out the control of throttle angle, brake force and
steering wheel angle. It is noticeable that the guidance level does not calculate
a reference value for the lateral guidance. This is because the task of the lateral
controller is well defined - i.e. to keep the lateral error to zero. The instantaneous
lateral error can be calculated using the current drive states. For the longitudinal
control the situation is somewhat different. The task is to maintain a velocity as
exactly as possible. The reference velocity is however strongly dependent upon
the street course and the characteristics of the driver. The guidance values for
the longitudinal controller change relatively frequently and must be calculated
at the guidance level.

11.3.2 Characteristics of the Human as a Controller

The human controller is not a technical controller with mathematically deter-
mined characteristics. [126] describes a good, safe driver as follows: ”The good
driver ....

e has complete command of the vehicle equipment
e keeps fairly well to the rules

e takes no unnecessary risks
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e has good anticipation ability of the traffic situation in the immediate future
e shows consideration for the mistakes of others
e keeps his temper under control.”

This is of course no scientifically correct definition of the characteristics of human
control. It shows however that the control behavior is also dependant upon
psychological factors. Drivers possess characteristics which are common to all
humans. These physiological and psychological factors are considered together
as personal factors. These factors affect the characteristics of the human as a
controller. The general characteristics of human controllers are:

e Operating states

[38] studied the steering behavior of humans and determined that there
are two different states which humans switch between. The first state is
the so-called error correction mode, in which the human acts as a classical
controller and seeks to control the lateral error without interruption. If
the lateral error falls below a certain threshold the driver switches to an
error ignoring mode, whereby the driver tolerates a certain lateral offset
and keeps the steering angle constant. Only when the lateral error exceeds
a certain threshold will the driver return to error-correcting mode. The
thresholds are driver dependent and vary greatly. The transfer from error
ignoring to error correction mode can be modeled as an event. The different
event rates shall later be joined at prioritized queuing systems, which model
the limited human resources to cope with such events.

e Nonlinearity
The nonlinearity of the human controller is mainly due to the many nonlin-
ear processes within the vehicle. The acceleration of the vehicle depends for
example in a highly nonlinear manner upon the position of the gas pedal.
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In order to compensate for this behavior, the driver must adapt to these
characteristics and also adopt nonlinear behavior.

e Adaptation
Humans possess a very powerful control characteristic - they can adapt
to various vehicle characteristics and road conditions. This adaptation
requires the precise information transfer from the road-vehicle system to
the driver (e.g. lateral acceleration, steering torque) to the driver.

e Anticipation
A further characteristic of the human controller is the ability of anticipation.
Using the eyes and ears humans can see what is coming up in the future time
and space, and react accordingly. This ability is however not instinctive,
but must be learnt. Hence the extent of the anticipation grows with the
experience of the driver.

e Time variance
Time variance of a controller means that identical input variables at two
different time instants may result in two different outputs. The change of
the calculated values for the control inputs is explained by the fact that
the parameters or characteristics of the controller change with time. In
human controllers, the personal factors are responsible for the changes in
characteristics.

Mapping of Driving Tasks to the Human Cognitive Levels

In order to model the human brain the three driving task levels must be mapped
to the three human cognitive ability levels. For this, Rasmussen [99] differentiates
between:

e Skill-based behavior
e Rule-based behavior
e Knowledge-based behavior

These three levels are shown schematically in Figure 11.9.

In the skill level, the execution of mainly automatic and routine tasks are car-
ried out. Sampled signals from the environment are compared with previously
acquired patterns. Skill based tasks can be subject to information reduction,
followed by characterization and ”discovery” of events. This stimulus-reaction
mechanism is first trained in a learning process and from then on runs uncon-
sciously. In Section 11.3.5 this is modeled using queuing theory. Examples of the
action at this level are the maintenance of a course on a straight road, adherence
to a particular speed, or execution of standard actions when overtaking.

Rule-based behavior occurs in known situations. When the circumstances
of a given situation have occurred previously, and it can be dealt with using
previously learned rules. The incoming information is interpreted only after a
process of selective information reduction. It characterizes the different states of
the environment. Fuzzy logic is an obvious choice for the modeling of this level,
hence these states are linked to the actions to be performed by IF-THEN rules.
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Figure 11.9 The three human behavior categories (of Rasmussen)

Knowledge based behavior is used in previously unknown situations. Appro-
priate rules are derived from a modification and combination of existing rules.

Because the execution of unconscious activities takes place in the skill level,
allowing the higher levels to concentrate on other matters, there is only a limited
amount of processing capacity available to the higher levels. The activities at the
higher level run more slowly, but have the advantage of flexibility. In contrast,
the lower level has a high operating speed, but is inflexible. With increasing
driver experience more and more conscious activities become unconscious ones.

11.3.3 Information Handling

The previous section discussed which tasks humans have to carry out within the
driver-vehicle-environment system. Now the processing steps within the human
will be discussed in more detail. These can be divided into three subsequent
steps: information acquisition - information processing - control action. This is
shown schematically in Figure 11.10.

Information Acquisition of Humans

The driver requires first of all information about the current drive state and
the future course. The driver obtains this information via the eyes. The most
important perception types are the optical (i.e. information obtained via the
eyes) and the vestibular (linear and rotary motion perceived by the sense of
balance). The eyes supply the main part of the information. In the literature,
values above 90 % are given as the amount of information the eyes supply. The
visual sense is distinguished not only because of the wealth of information that it
provides, but also in that it provides information about future events (in terms
of time and space), which the driver must deal with. The other sensory organs
only provide information about the current drive states.
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Information Processing and Control Action

After the information acquisition, data reduction takes place, as not all the ob-
tained data can be processed. This takes place partly in the sensory organs
themselves and partly in the brain. Every sensory organ is equipped with a
mechanism whereby physical stimuli can be stored for a short period of time.
Thus a physical stimulus can be perceived even though it is no longer present.
When, for example, the attention is directed on one object, the sensory short
term memory allows information from other physical stimulation to be obtained,
for later processing. The information from the sensory organs are selected, as-
sessed and formed into a meaningful complete picture, so that the driver can
understand the whole situation and react accordingly.

The various stages of information processing can be seen in Figure 11.11
([127]). Each step of the processing reshapes the incoming signals in a suitable
way. The individual transformations require a certain amount of time and a cer-
tain portion of the limited processing resources. Thus the speed of the processing
and the amount of data which can be processed is limited. The number of alter-
natives is dependent upon the experience of the driver. The driver selects one
course of action at a time which he considers suitable. He then implements the
required changes to throttle, brake and steering wheel to carry out the chosen
plan. The reactions of the vehicle and the environment can then be seen again
by the driver and so the loop is complete.

Perception

The perception process is a mapping of many different physical stimuli to per-
ception categories. For example the various ways of writing the letter A,a,a, a all
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belong to one perception category. Through this division of the many physical
stimuli into fewer categories the huge quantity of data can be reduced. However,
important information can be lost. For this reason the original physical stimuli
are additionally saved at a higher processing level.

Decision Making Process

The process of decision making is carried out in accordance with real time re-
quirements. On the one hand decisions are made in a very fast reflexive manner.
For example, a driver approaching a traffic light which is changing from green
to amber has two possibilities. He can either brake and stop before the lights
or accelerate and attempt to pass the lights before they change to red. The de-
cision however must be made in a fraction of a second. This critical situation
thus requires reflexive decision making. On the other hand the planning of an
overtaking manoeuvre is a comparatively longer process. Here a decision is first
made as to whether the perceived information will be saved in memory, before
a response is selected. If the information is saved, it enters working memory.
A further decision is then made as to whether the information is only required
for the short term, or if the current situation contains information which is so
important that it should be saved in long term memory and thus ”learnt”. After
a long decision period a suitable response to the current situation is chosen, using
the just saved information and the various alternative actions called forth from
long term memory.

The Response Execution

Once a response is produced by the decision making procedure it is transformed
into corresponding control outputs to the steering wheel, throttle and brake
pedal.
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Processing Resources

All parts of the information processing procedure, with the exception of the
sensory short term memory, require processing resources in order to function
effectively. The supply of resources is shown at the top in Figure 11.11. If a
processing level requires more capacity, this has to be taken from the remaining
processing blocks, so that their performance falls. This may result in the tasks
of these blocks being incomplete or faulty.

Through constant learning and practice of recurring tasks the resources re-
quired for the execution of tasks can be reduced. Thus an experienced driver
requires much less resources than a learner driver, placed in the same situation,
would require.

11.3.4 Complete Driver Model

The characteristics of humans as controllers must now be transferred with suit-
able modeling approaches into the a driver model. The individual blocks for the
representation of the human cognitive processes are replaced by suitable function
blocks. The resulting driver model is shown in Figure 11.12.

Basic to this driver model is that humans can only reach a high control quality
when all drive-relevant information is available to them. The control quality
depends upon the experience and personality of the driver. Although both the
lateral and longitudinal controllers always have access to the current guidance
variables, the state variables (i.e. the actual values) are taken from memory (as
represented by the block ” Updating memory” in Figure 11.12). The updating of
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the memory values is dependant upon the results of the information acquisition.
Thus it is possible that the controller uses outdated rather than current values.
In a situation where the precessing resources of the driver are heavily overloaded,
e.g. by servicing the telephone simultaneously to driving, the control performance
will significantly degrade.

11.3.5 Model of Human Information Acquisition

The information intake of humans is a very complex task and thus some simpli-
fications are necessary in order to model the process. Two major simplifications
are carried out:

e Only two perception channels are considered: the visual and the vestibular.

o Other traffic users are not considered.

Queuing Theory

Queuing systems are used for the reproduction of the acquisition processes with
limited resources. In the human information acquisition, the intake and process-
ing abilities are limited.

Queuing systems basically consist of two parts: a queue and a server. This
construction is shown in Figure 11.13.

The incoming clients go first into the queue, which acts as a temporary storage
for the clients and determines which client is passed into the server next. The
sequence of processing is determined by priority or by the arrival order of the
clients. The chosen client passes into the server and is processed. The processing
lasts for a certain amount of time, the service time 7g, which in most cases has a
stochastic distribution. The time between the arrival of two clients is termed the
inter-arrival time 74, which can also be regarded as a stochastic variable. The
aim of the queuing theory is to describe analytically the waiting time 7y which a
client spends in the queue, based on the distribution of the inter-arrival time and
the service time. Furthermore, from the inter-arrival times and the service time
the number of clients in the queue can be determined. If this number increases
with time then the system becomes unstable, i.e. the resource is overloaded [65].
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Sequence of Processing

It has been established that the queuing policy is to determine which clients are
served (processed) first. Normally the principle of first come, first served is used,
i.e. the customers which arrive at the queue first are served first. There are
however a range of other possibilities:

Priority Queuing

Each client has a predefined priority assigned to it. In this case the order of pro-
cessing is dependant not upon the order in which the clients arrive in the queue,
but upon the priority: higher priority clients are always served first.

Limited capacity Queuing

A limited capacity queue is one in which only a limited number of clients can be
stored prior to processing. If the maximum number of clients is reached then no
new clients are taken into the queue. As well as this number-based limit there
are also time based limits, whereby a client which has been in the queue longer
than a specified time is removed from the queue, whether it has been processed
or not.

Pre-emptive / Non-pre-emptive

If a client appears in the queue with a higher priority than the client which is
currently being processed, there are two possibilities. Firstly the lower priority
client can be removed from the server and the higher priority client processed
immediately. Only when the higher priority client has been served can the lower
priority client continue being processed. Such a system is termed pre-emptive. If
on the other hand the higher priority client has to wait until the lower priority
client is finished, the system is termed non-pre-emptive.

The human information intake is modeled using two separate queues (Figure
11.14).

One queue is used to model the visual information intake. Every possible
viewpoint on the road and within the vehicle is reproduced as a source node. A
source node becomes a client or event when the driver should consider the corre-
sponding viewpoint. A client thus represents a viewing event. The viewpoints can
be divided into two groups: those on the road and those within the vehicle. This
latter group are considered as disturbances as they provide no relevant driving
information. Each event, as it appears, is given a number, which denotes which
source node the event came from, and a priority, which depends on the source
node. The level of priority represents the importance of the corresponding source
node. The time of appearance of each event is also recorded. As well as deciding
when a view point will be seen, it must also be decided the length of viewing
time. Thus each event is assigned a service time which represents the normal
time a driver must consider the corresponding viewpoint in order to obtain all
the necessary information. Once these values have been assigned the clients enter
the priority queuing system of the visual information intake. When a request is
processed by the server this means that the driver looks at the corresponding
viewpoint for the duration of the assigned service time. Once the client has been
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processed in this way it passes to a so-called destination node, where it is erased.
The system operates in pre-emptive mode. Previously it was stated that all the
sensory organs have a short term memory capability. This is reproduced in the
queuing system by limiting the amount of time a client may wait in the queue.
If a client has not been serviced within this time period then it is removed from
the queue and erased. A further source node is necessary to prevent the case
that there is no client either in the queue or in the server - this would in effect
correspond to the driver having closed eyes. To prevent this there is always an
event in the category ”lead point”, if there are no other clients in the queue.

Assignment of signals to an information category takes place in the block
” Assignment Signal - Information”. The assignment is necessary because a view-
point can contain several pieces of information. The information from this is then
updated in memory, and the controller has access to the current values with the
event arrival rate of the “clients“ (i.e. perception events).

The vestibular information acquisition is modeled with a separate queue in
parallel. In the source nodes clients are created when the state values exceed the
corresponding perception thresholds. The clients then land in the queue and are
served, and the values assigned and updated in the same way as with the visual
intake.

11.3.6 Inter-event Arrival and Service Times

In this section the time interval between the creation of customers, the inter-event
arrival time, will be defined. The viewpoints are divided into two main groups,
those outside the vehicle and those within the vehicle (disturbances). The overall
viewing frequency fyiew Of a driver is in the range of 2-6 viewpoints per second,
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and is given by:

1 1
foiew(veoa, ax) = 5 [—} |a,|—0.001401 [ } Ve —0.09384 [ } vooa+7 H
(11.7)

This overall viewing frequency is divided between various viewpoints on the road:
e Visual focus (point corresponding to approximately 3 seconds drive away)
e Leadpoint (furthest point of driver view)
e Road edge
e Center of road (i.e. central reservation)

The time intervals for the individual viewpoints are given by:

Visual focus

[ 1 fr+6 %] f2+17° [1] fa+4.5° [&] fa+90°f5

T = ; - (11.8)
C* - (frvcoe + folay |+ faldl + fald] + f5|A0]) -y
Lead point
[ ]l1+6[ }l2+17o|::|l3+450[ ]l4+900l5
= (11.9)
C* - (rveos + blay| + 1] + Lld| + 15 A91) -
Road edge
0.4m] 7y + (2] ry +17° [ 1] ra +4.5° | ] ra + 90775 + 35 [2] 7
T =
C* - (ralyl+ ralil + rald] + raldb| + 75| 2] + rovcoc) - pr
(11.10)

Road center
0.4[m]my + [2] mg + 17° [1] ms + 4.5° [ %] ma 4 90°m5 + 35 [ 2] m

C* - (m1|y| + ma|g| + ma|h| + ma|p| + ms| A| + mevcoc> “Pm
(11.11)

Te =

with the abbreviation
C* = (cilax| + CoVs o + C3VCoa + 7)

The variables fi...fs, l1...1l5, r1...76, M1...Mmg, C1...C3, Df, DI, Pr and Py,
are weighting factors, values for which are given in Appendix A.4. Values for the
constants ¢ ... c3 are also given in Appendix A.4.

Using Eqgs 11.8 to 11.11, the event inter-arrival time for viewpoints outside
the vehicle can now be calculated.

The inter-arrival time of disturbances has been determined by [129], who lists
mean values and standard deviations for the viewing frequencies of viewpoints
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within a vehicle. The viewing frequencies are assumed to have a normal distribu-
tion over time. An exception is the arrival time of the revolution counter, which
is mainly used during acceleration manoeuvres:

3[%]

S

(11.12)

Ttacho =
|ax
Values for the event inter-arrival times of some common disturbances are given
in Appendix A.4.

Determination of the Service Times

The service time is the amount of time which the driver spends looking at a
particular point.

In the literature, the service times for the road viewpoints are given as between
0.25 and 1.8 seconds [51]. Here a middle value of 0.5 to 1 second is used. The
viewing length is however dependent upon the vehicle speed; it increases with
increasing speed. A linear relationship between the service time and the vehicle
velocity is defined for the lead point, road edge and road center as:

1 [s? 1
=—|— - 11.1
s = 75 | | vew + 5 1 (113

The viewing time for the visual focus lies between 1.2 and 1.9 seconds [128].
The service times of the disturbances are taken from [129], and some are
listed in Appendix A.4.

Viewpoint Priorities

The order of processing is dependant upon the priorities of the customers. Each
transaction is assigned a priority depending upon the importance of the corre-
sponding view point. The higher the priority is, the more important the viewpoint
is. The priorities of some common viewing points are given in Appendix A.4.

Simulation Results

Simulations were carried out using typical road courses. The event inter-arrival
times and service times for view points within the car were compared with the
measured values found by [129]. Figure 11.15 shows the values obtained for
the event inter-arrival times for the disturbances. The average values calculated
using the queuing theory model correspond very well to the measured values.
Figure 11.16 shows a comparison of calculated and measured service times for
the disturbances. Again, the correspondence is good.

11.3.7 Reference Value Calculation

The longitudinal controller requires a reference value (desired velocity) which it
can compare with the actual value (actual velocity). The calculation of this de-
sired value, which is dependant upon the road layout and the individual driver, is
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Figure 11.16 Average service times of disturbances

the task of the ”Reference value calculation” block of the driver model. In the fol-
lowing a pure acceleration controller is considered. Thus a reference acceleration
must be considered, rather than a reference velocity. The task first requires the
construction of a velocity profile for the upcoming road. This changes throughout
the journey. Thus only the current, and short term future reference velocity can
be calculated. This velocity profile must then be tuned according to the driver

type.
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A reference velocity is derived for all subsequent course segments (Section 11.1.2).
For the modeling of such a system of different course segments, automata are
particularly suitable.

Structure of the Desired Value Calculation

The structure of the desired value calculation is shown in Figure 11.17.

A Mealy automat forms the core of this function block. From the ”Road
course” block come the current and future values for the course radius, velocity
etc. The automat also requires the parameters of the driver in order to fit the
velocity to the driver type. It further requires the maximum possible velocity,
which is calculated from the friction characteristic between the tires and road.
The weather conditions along the course path also have a strong influence on the
maximum permitted velocity - this information being provided by the ”weather”
block. From these inputs the automat calculates its own states and the outputs
Uref, Qyref a0d ag rer. The actual and reference velocities must then be converted
into reference accelerations, which are then passed to the longitudinal controller.

The Mealy Automat

All physically realizable automata react in a particular way to inputs from the
environment. For each input the automat moves from its current state to a new
state (state transfer on external event). The output is then calculated from the
current state of the automat and the current input variables. There are various
types of automata - here we are concerned with the Mealy Automat. Figure 11.18
shows the states and transitions of a finite Mealy automat for the reference value
calculation.

In describing the individual states two times are used: t is the current sim-
ulation time and ¢y is the so-called foresight time of the driver. This foresight
time is a drive parameter and is dependent upon the driver type.
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State 0: Initialization

The first time the automat is called, it is in state 0. The automat does not return
to state 0 during the course of travel.

State 1: Straight Line Segment

This state represents straight ahead driving with no curve in the foreseeable
future (i.e. p(t+ty) = oo ). In this stage the reference velocity for an average
driver v is multiplied by a factor fact which represents the driver type:

Uref = - fact (11.14)

If the vehicle approaches a curve, (i.e. p(t+t;) < oo ) then the automat switches
to state 2.
State 2: Approaching a Curve

The automat is in this stage when the vehicle is driving on a straight patch of
road and the driver is in view of a curve. Normally a curve cannot be driven at
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the same speed as a straight section of road and so the driver must reduce speed
before entering the curve, i.e. he must brake before he reaches the curve. The
extent and time of the braking must be determined. The driver maintains the
current speed until the start of the braking manoeuvre. The calculation of the
curve velocity is carried out using the equations from [75]:

S
Urep = <202.33—104.70005h (%))

*

[ _ 1
tanh (64.0 . (0.6p)0.99> [8] +6.375 tanh [1.10(Bp — 7.70m)] L]

(11.15)
. Yroad
S ——5—
p* = p+(1.75-04Bp)—2— (11.16)
1+ sin —1[”5‘“1
X:oad = 1= e_(0-014p*)3i| * Xroad (11.17)

The variables have the following meaning:

Xroad longitudinal gradient
Xroaqa €dquivalent gradient
p curve radius

Br road width

Yroad Toad yaw angle

p* equivalent radius

The calculated curve velocity v,.s represents the velocity for optimal weather
and road surface conditions for an average driver. In the calculation the actual
curve radius p is replaced by the equivalent radius p*, which considers ”cutting”
of the curve. In the simulations done in this book the longitudinal gradient X,oqd
was always considered to be zero. The velocity is then fitted to the driver type
using a factor fact. To calculate the time for the start of braking, the individual
driver is again important. Each driver has a ”potential braking acceleration”,
Gzpot, With which they will comfortably reach the reference speed at the start
of the curve. In addition to this non-critical situation (i.e. the driver has time
to brake comfortably) there is a "maximum braking” situation - i.e. full brakes
Agmaz- Thus two braking times can be calculated:

A A 1 Av?
tpot = 5 + Y -3 <_ v > (1118)
VCoG Qapot 2 VCoG * Axpot
A A 1 Av?
timas = — . <”> (11.19)
VCoG Armax 2 VCoG * Oxmazx

There, Av is the difference between the current and future reference speeds,
As the distance to the curve. Normally the potential time is greater than the
maximum time. If either of the above times reaches the value zero then the
braking manoeuvre begins. If the braking manoeuvre begins because tpo is
equal to zero then the driver can brake with the desired ”comfortable” brake
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force. Otherwise, a higher braking force must be used. Some drivers wish to
obtain the desired curve speed before entering the curve, whilst others only reach
the cornering speed within the curve itself. To allow for these driver differences
a further time t,,+. may be considered, which represents the time span where
the driver already wishes to have reached the cornering velocity before entering
the curve. This value must be subtracted from t,,; and t,4:. Note that fanic
can be negative. Once braking commences the automat switches to state 3.

State 3: Braking

In this state the braking manoeuvre must be carried out. The output of this state
is a reference deceleration. Firstly it must be decided if full braking is necessary
or if lighter braking will suffice. If lighter braking can be used then the following
equation is used:

Vooa * AV — %sz
ASl

avref = — (11.20)

There, As; = As — Upef - tantic is the distance to the point at which the driver
wishes to reach the curve speed. Braking is only applied until:

1
Av < — 11.21
V= 10’U7‘ef ( )

If Aw falls below this threshold before the curve is reached, the automat switches
to state 4, otherwise the automat enters state 5.

State 4: Before the Curve

In state 4 the vehicle is immediately before the curve, having almost reached
the reference curve velocity. The necessary light braking required to obtain the
reference curve speed can be calculated. Once the vehicle enters the curve, the
automat enters state 5.

State 5: Curve (Circular Arc Segment or Spiral)

In this state the vehicle is traveling at the reference speed determined by the
driver using his perception of the curve radius and the weather and road surface
conditions. The driver can now determine from the lateral acceleration whether
this speed is indeed correct or if the speed must be adjusted. The corrected
reference speed is calculated based on the lateral acceleration - different drivers
will tolerate different levels of lateral acceleration aypo: and so again a driver
factor must be included.

Uref =1/ laypot - pl (11.22)

Here, p is the curve radius and ayp.: represents the driver-dependant tolerable
lateral acceleration.
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Figure 11.19 Controller structure

State 6: Accelerating

Some drivers begin to accelerate before the end of the curve. A driver dependent
time t,¢. is introduced which represents the time before the end of the curve
at which the driver begins to accelerate. If the residual curve length is As <
Voo * tace, then state 6 is entered. The reference acceleration is calculated as:

(Vres = v00G)/tace (11.23)

Omax

Qref = MUN {

11.3.8 Longitudinal and Lateral Control

The controller represents the last unit of the driver model. This block has the
task of calculating the suitable control variables from the information about the
actual driving state, provided by the information acquisition and information
selection, the information about the future course path and the reference values.
The control variables are the gas pedal position, the brake pedal force and the
steering angle.

The controller consists of two connected blocks as shown in Figure 11.19. The
first block serves to control the longitudinal dynamics and calculates the control
variables for the gas- or brake-pedal. The second calculates the suitable steering
angle and thus influences the lateral vehicle dynamics. The two controllers are
coupled, since a rising vehicle speed voo increases the lateral acceleration ay .

ow 1 1
= 2 -_ | — - = 11.24
Iy = VoG [l<1+f<véog> {deg} p} (11.24)

where:



452 11. ROAD AND DRIVER MODELS

Qt,sim ) Tarive Tire Fx, Fy| Chassis ax
Drive T model model

Fpea T, Tire |Fx, Fy| Chassis ax
Brake T model T model

Figure 11.20 Drive and brake plants

vooc - Vehicle velocity

ow : Wheel turn angle

l : Wheel base Ilp + g

K : Stability factor (units : (h/km)?)
P : Curve radius

In order to be able to design a longitudinal and lateral controller for the vehicle
model described in Chapter 8.2, simplified linear longitudinal and lateral closed
loop systems must be identified. The identification of the longitudinal control
plant is divided into drive and brake control.

The input signals of the two systems are either the throttle angle «; or brake
pedal force Fpeq, and the output is the longitudinal acceleration ax (see Fig-
ure 11.20).

Identification and Validation of the Drive System

The identification is limited to the drive system of Figurel11.20, with the throttle
angle as the input and the drive torque Tp, e as the output. For this a linear sec-
ond order ARMA transfer function is assumed. For the identification a test drive
on a straight dry road was carried out, whereby the initial velocity corresponds
to 24m/s. The transmission ratio was igeqr = 1.41. The test signals were a mini-
mum throttle angle oy sim,1 = 1° and a maximum oy _gim 2 = 10° (Figure 11.21).
An average driver produces frequencies of between 0 and 2 Hz by acceleration.
The considered bandwidth of the system is therefore 5 Hz and the settling time
lies at approximately 0.3s. Thus a sampling frequency of 100 Hz will suffice.
Figure 11.21 shows the behavior of the throttle angle with time and the resulting
drive torque, which are required as inputs and outputs for the identification.
The transfer function for the drive system was estimated as:

0.112295 + 0.112314 2~
Gp(z™hH = 11.25
p(Z) = T 13T 1 08107042 (11.25)

When the outputs of the real system and of the identified linear second order
ARMA model are plotted the signals are almost identical, thus the system be-
havior was very well reproduced (Figure 11.22).

Figure 11.24 shows the validation of the estimated 2nd order drive model in
the frequency range. There is a good correspondence in terms of both amplitude
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Figure 11.22 Results of the validation of the 2nd order drive model in the frequency
range

and frequency between the estimated model (dashed line) and the real drive
system (solid line).

Identification and Validation of the Brake System

Again in the case of the brake system a model is identified only for a part of
the system. This reduced system takes as its input the brake pedal force Fjeq
and outputs the brake torque T,.. Again a test drive on a straight dry road
was carried out, this time with initial velocity of 35m/s. The reason for the
higher initial speed is to avoid the speed falling below 5m/s. A linear third
order ARMA model is assumed for the brake control system.
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Figure 11.23 Validation of estimated 2nd order drive model

Figure 11.23 shows the input and output signals used for the identification.
For upper and lower values of the PRBS (pseudo random binary sequence)test
signal the following were used: Fpeq1 = 30N , Fpeq2 = 80 N . The impulse width
of the input signals was chosen as before, as the braking system has approximately
the same bandwidth as the drive system. The sampling time was again chosen
as 10ms. Also, the sampling time for the brake system should not differ from
that of the drive system.

The 3rd order transfer function for the brake system was identified as:

Gp(z1) = 0.0909361 — 0.0861402 2~ + 0.0502816 2 2
B 1 —2.06324 21 + 1.44986 2—2 — 0.34446 23

(11.26)

A plot of the output of the real break system and the output of the 3rd order
identified model in response to a PRBS input signal shows the two to be almost
identical.

The frequency responses of the real system and the identified 3rd order model
are shown in Figure 11.25. The plots cannot be differentiated for the main part.
Hence the real brake system is well described in the frequency range of interest.

As already stated, the entire longitudinal control system cannot be identified
because of the nonlinearities in the tire model. In order to design a controller for
the entire system, these nonlinearities must be approximated. The two already
obtained drive and brake models allow controllers to be designed for the brake
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and drive torques. The task of the longitudinal controller however is to control
the longitudinal acceleration. Thus nonlinear maps are required which produce a
drive or brake torque from a pre-given acceleration. The stationary acceleration
properties of a vehicle are in the first place dependent upon the current velocity.
This means that for each speed a different drive torque is required to obtain
the same acceleration. Figure 11.26 shows the drive torque of a vehicle depen-
dant upon the acceleration and the velocity. Using this mapping, the required
desired drive torque for the drive controller can be found from a given desired
acceleration.

The velocity has a similar effect on the braking. The braking properties of
the vehicle are determined by the friction co-efficient between tire and road. To
obtain a particular delay a different brake torque must be applied according to the
level of the speed. The brake torque is obtained as a function of the acceleration
and the velocity from the mapping of Figure 11.27.

The updating of the memory value is limited by the processing resources. In
case of overload the waiting times in the queues will increase, respectively decreas-
ing memory update rates. This increases the sampling time of the controllers.

It is therefore advantageous to design a controller for a wide application spec-
trum. The control algorithm should fulfill the following requirements:

e The controller concept must be applicable to non-minimal phase systems

e It must be suitable for the control of unstable systems and systems with
poorly damped poles
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Figure 11.27 Brake torque as a function of acceleration and velocity

e It must be capable of controlling systems with unknown and variable dead
times

e It must be applicable to systems with unknown order.

These requirements are fulfilled by the General predictive controller (GPC) [19].
An introduction can be found in appendix A.3.

Drive Controller

The control of the longitudinal dynamics is divided into two parts, the drive and
the brake control. Both controllers are acceleration controllers, i.e. they take
as inputs the desired and actual acceleration and as output the throttle angle
or brake pedal force. It is important to note that the two controllers are never
active both at the same time. The most important parts of the drive controller,
as shown in Figure 11.28 are the velocity dependant map, a switch which chooses
the controller input, and the GPC controller itself (R-, S-, T-polynomials).

The velocity dependant map derives the drive torque T;..¢ from the desired
acceleration a,.y and the actual velocity vcog. This is required by the GPC
controller as a set point. In the switch a choice is made between this desired
drive torque and the maximum engine brake torque which can be delivered by
the vehicle given the current transmission ratio. If the desired drive torque is
larger than the maximum brake torque then this desired value is passed to the
controller (this is the situation depicted in Figure 11.28). If this is not the case
then the maximum brake torque is passed. This has the advantage that small
decelerations can appear exclusively via the braking action of the engine.



458 11. ROAD AND DRIVER MODELS

Qref
—>

Tref

ma
VCoG P

maz. engine
brake torque

imEngine—
model

TDM'ue

Figure 11.28 Block diagram of the drive controller

The GPC controller is implemented in the usual RST-structure and controls
the drive torque via the throttle angle ay gim,. It should be remembered that the
throttle angle a; must be limited to between 0° and 90° and only this range is
physically realizable.

Based on the identification of this Section the following transfer function of
the drive system is given:

B(z71) 0.112295 4 0.112314 2!

Gn(z™H = =
(=) A(z71) 1 —-1.7713 271 +0.810704 22

(11.27)

Based on this transfer function and consideration of the tuning rules, the control
parameters are chosen as:

e Ny =1
o Ny =40
o« N, =3
e X\, =10

The poles of the T-polynomial filter lie between 0.5 and 0.6 so that a better
damping of the poles of the estimated model is obtained. This gives for the
polynomials R(z71), S(271) and T'(27!) of the drive controller:

Rp(z7') = 1.14153 —1.90449 >~ +0.811293 22 (11.28)
Sp(z7') = 1-0.503172"" +0.140577 272 (11.29)
Tp(z™') = 0.0483358 (11.30)

Brake Controller

The structure of the brake controller is similar to that of the drive controller,
and is shown in Figure 11.29.

The uppermost of the two maps in Figure 11.29 produces a desired brake
torque 1.y as a function of the velocity vcoc and a predefined desired accel-
eration a,r.s, which in the case of the brake controller is negative. Map 2 has
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Figure 11.29 Simplified block diagram of the brake controller

the task of giving the negative acceleration a.,qy due to the braking action of
the engine. This negative acceleration is dependant upon the velocity vooa and
the transmission ratio igeqr. In the switch a comparison takes place between the
desired acceleration a,.; and the acceleration aeng. If the brake action of the
engine is sufficient to achieve the desired deceleration then T;..r = 0 is taken as
the control value, and the brake control remains inactive. If the required decel-
eration exceeds deng then the brakes must be activated, i.e. the desired brake
torque from the uppermost map of Figure 11.29 is passed on.
The transfer function of the brake control system is:

A(z7')  0.0909361 — 0.0861402 2~ + 0.0502816 z >
B(z71)  1—2.06324 271 + 1.44986 2—2 — 0.34446 23

Gp(z™!) = (11.31)

The tuning parameters are chosen as the following:

e Ny =1
o Ny =40
e N,=3
e\, =10

This gives the following polynomials for the brake controller in RST structure:

Rp(z™') = 6.51905 — 13.1809 27 +9.1206 22 — 2.13962 2% (11.32)
Sp(z7h) = 1-10.239487 27" +0.312326 272 (11.33)
Tp(z™') = 0.319119 (11.34)

Lateral Controller

The task of the lateral controller is to minimize the lateral offset of the vehicle to
the ideal line. The control output is the steering angle dg (wheel turn angle dyy).
The GPC controller uses the offset of the center point of the front axle. The
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controller has no information about the vehicle body side slip angle error, and
does not control this. The controller structure is shown in Figure 11.30. Note
that only R- and S-polynomials are employed.

To improve the performance of lateral the controller a static feed-forward
component F' is added, so that in curves the steering angle dg corresponds to the
inverse of the curve radius p, using a constant factor F' = 3.6.

An identification of the lateral control system gives the following fifth order
ARMA transfer function [79]:

—0.0033917 + 0.0075914 2~ — 0.0037304 22

Gr(z™h =
(=) 1—4.78472=1 4+9.1727272 —8.8077273 +4.23602—4 —0.816292—5
(11.35)
The tuning parameters are chosen as:
[ ] Nl =1
e Ny =60
e N,=3
e )\, =50
The poles of the S-polynomial filter are 0.5, 0.6, 0.7, 0.8, 0.9 and 0.95.
This gives the following polynomials for the lateral controller:
Rp(z™%) = —0.737212 +2.42144 27! — 1 — 64676 272 — 2.65418 23
+4.17551 2~ * — 0.78585 2% — 1.66839 2% + 1.09109 27
—0.195652 278 (11.36)
Sp(z7h) = 1-4.42949 27" +8.3647727% — 8.73042 272 + 5.43316 2 ~*

—2.01127 27° + 0.409556 2~5 — 0.0353928 27 (11.37)
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Figure 11.31 Simulation results for the longitudinal controller

Simulation Results

In order to prove the robustness and performance of the longitudinal and lateral
controllers, various drive situations are simulated. Various curve radii from p =
275m to p = 400m are included, and the road conditions change from dry to
wet. This course is then used as the reference for the following simulations.

The reference velocity of Figure 11.33 is calculated at each time instant de-
pendent upon the weather conditions and the curve of the road. On top of this,
according to the drive state (entering or leaving the curve) a suitable velocity
profile is determined, which approximates the human acceleration behavior.

The first three plots in Figure 11.33 show reference and actual values for
drive and brake torques and the acceleration. In all three plots it can be seen
that the actual value tracks the reference value very well, even in the case of high
acceleration or deceleration. The large spread of velocities (over 30 km/h) also
had no negative effect on the controller performances. The desired velocity is
also very closely tracked after transients.

Figure 11.31 shows the throttle angle and the brake pedal force of the longi-
tudinal controller. It can be seen that small decelerations are obtained just by
engine braking, without activating the brakes (i.e. when the throttle angle and
the brake pedal force are both equal to zero).
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Figure 11.32 Simulation results for the lateral controller

Figure 11.32 shows the results of the lateral controller, as well as the course
traveled by the vehicle, which due to the low lateral error is identical to the desired
course. The second plot of Figure 11.34 shows the lateral offset of the vehicle.
Despite large variations in speed, different curve radii and road surfaces, the
maximum offset throughout the whole simulation is only approximately 1.2 c¢m.
It shows no oscillating behavior and does not need to be corrected.
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Figure 11.33 Simulation results for the longitudinal controller
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A Appendix

A.1 Jacobian Matrices /
Nonlinear Two-track Model

The elements of the Jacobian matrices for the nonlinear reduced 3rd order model
in Section 8.4.4 are:

i 1 I .
avg g = MCoG " {_CaerALp VCoG COSﬁ - vg ¢ (CFL + CFR) Sln((SW - ﬁ)
o o CoG
Ird
—(CRL—i-cRR)};—w smﬁ} (A1)
VoG
0Uco 1 .
aCﬂG = e {(FLFL + Frrr + crr + crr) - sin(dw — B)
—(cre + crr + FLrr + FLrR — CaerALg Vo) Sin B
lpy
+(crr + crr)(dw — B — ) cos(0w — 3)
VCoG
-
+(crr +crr)(—B+
A2
VCoG ) COSB} ( )
dcoe = ;{l sin(w — ) - (crp + crr)
oY Mcocvcoa L Sow CFL T CFR

+lg-sin - (crr + CRR)} (A.3)
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3 1 lr
e — —B—9 _
Mcoa MCoGVE o {(CFL +err)(ow =8 vcoc)cos(5W f)
+(Frrr + Frrgr) - sin(0ow — ()
—{FERL+fERR+%thLg'Uéﬂ)'ﬁﬂﬂ
-
JF(CRLJFCRR)(*ﬂJrQ Ry )COSB} (A4)
VCoG
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oY MCoGVE G { r(enr + cnr) cosf
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o 1 ,
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o 1
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o 1
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A.2 Observability of the reduced nonlinear two-
track model

In this section, the observability of the nonlinear two-track model presented in
Section 8.4.4 shall be shown.

Knowing the input u(t) of a system and measuring its output y(t), a linear
system is called observable, if the initial system state z(tg) can be reconstructed
uniquely, [25].

Observability for nonlinear systems, though, is a more complex issue. For most
nonlinear systems, observability can only be proved in the neighborhood of the
actual point of operation (”local observability”).

The proof of local observability carried out in this section is split up into two
steps. Firstly, the system output y(t) is developed into a Taylor expansion with
respect to time. Afterwards, the output is linearized around the actual point of
operation:

A.2.1 Step 1: Taylor expansion with respect to time

The function
y = c(z, u) (A.25)

provides the relationship between inputs, states and outputs. The system equa-
tions are developed into a Taylor-expansion with respect to time

2 n—1 1
y(t) ~ 9(0) + £5(0) + SH(0) + - + (nt_ RO NENERCED

In order to describe the output of a dynamical system by means of equation A.26,

—1
the time derivatives g, ..., (ng ) must be determined. Using equation A.25 this is
a vector

y c(z,u)
Y de(z,u)
= " . (A.27)
n—1 no1
( Y ) %Q(L u)
The first time derivative is
e
Y N ot
o o o o o
N or Ot Ou Ot
i=f(z.u) Odc oc .
= a—gi@,ﬂ) ot (A.28)

The output of the nonlinear two-track system (section 8.4.4) does not directly
depend on the input. That is why only the first term in equation A.28 remains.

Y= %i@, u) (A.29)
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Higher time derivatives of equation A.29 would become very complex. In order
to reduce the complexity, a linear differential operator Ly is defined. For systems
without direct feedthrough, the operator L for a certain element c; becomes

8ci
Li-ci= P flz,u) (A.30)

Application of operator Ly to the vector ¢ yields
Ly-clz,u) = Ly - er(z,u) ... Ly - er(z,u)] (A.31)

where r denotes the number of output variables. Multiple application of operator
L provides a recursive calculation procedure

L} -clz,u) = Ly (Llfl ez, y)) (A.32)
The ”initial condition” thereby is
L} - c(z,u) = clz, u) (A.33)

Using the differential operator Ly equation A.27 can be rewritten as

y Lo

¥ Ly

: = : clz,u) . (A.34)
(n—1) n—1

Y Ly

A.2.2 Step 2: Linearization around actual point of opera-
tion

As mentioned above, the goal is to prove local observability of the nonlinear
two-track model in section 8.4.4. Therefore, only the neighborhood around the
actual point of operation must be regarded. The (n-1)-th derivative with respect
to time in equation A.27 is linearized around the actual point of operation

(z)% - de(z,u)

ops ox

(x—xp) k=1.n-1 (A.35)

T=Tp

k
The system is observable, if measurement of (g), k =1..n — 1 yields the system
state. That means that equation A.35 must be invertible. That’s the case if the
nonlinear observability matrix

y LY
B y Ly | oclz, u)
Yy Oc(z,u) eq.A.27 < c(z, u
QNL(L u) oz oz : ; Oz (A.36)
(n—1) Ln—l

y f
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has maximum rank (”observability rank condition”)

rank {QNL(x u)} =n . (A.37)

For the three-dimensional system in equations 8.88 and 8.89 and using the dif-
ferential operator Ly the observability matrix becomes

L}
Oc(z,u)
_ 1 =\ 2
Qu lmu)=| Ly |- Oz . (A.38)
L}

Note, that only the neighborhood of the operational point z,, must be regarded

and that therefore operator Ly is now applied to %.

A.2.3 Proof of observability
Bc

In order to analyze observability, first the functions Lg g° , L1 2= and L2 2= have

to be determined. In the following the expression c(z,u) is replaced by ¢ for
simplification.

0 Oc
Step 1: Lfa;f;

[ = d _[100
g_[d - 833_[001} (4.39)

Therefore, the first two rows of matrix @ g are:

Jc Jc 100
O_— —— =
Lfag._az_[o 0 1} (A.40)
Step 2: L}%
- e 0 Oc ac
1 _— = —
Element-wise application of eqn. A.41 to cl( ) and 02( ):
dey dey O o (o [N
19a gc ocL
Liox Loz =ag b =gz | oz | 2
[
9 h 9
= = ([1 0 0] f == filz,u)
z Ox
[
= |8 & & (A42)
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Ll%

. 720¢
Step 3: Lfa—;
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o 0 o ] (A1)

Oc Jc
27= _ . =
L% oz Ly (Lf 8@) (A.44)

Element-wise application of eqn. A.44 to ¢1(z) and co(2):

dc af
b () =1 ()

i
0 9 [0fi
@@WM@(%“(ﬁ)

= I3 )
9 (0f1 0f1 0f1
@(8—:)31 f1+a—$2 f2+8x3 fs
Az,u)
OA(z,u OA(z,u 0A(z,u
| e 24es) 24ew | (A.45)

A
) 0 [0fs
o2 ()

0 (0fs Ofs 0fs
@ (81'1 fl + 81'2 f2 + ang f3
B(z,u)
OB (z,u OB(z,u I9B(z,u
o7 | e fbew by | (A.46)
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Using the calculated results for L?%, J = 0...2, the observability matrix @ NL

becomes
1 0 0
0 0 1
ofr of of1
Oxq Oxo Ox3
= . A..47
QN L Ofs Ofs Ofs ( )
Oxq Oxo Ox3
0A(z,u) OA(zu) OA(z,u)
Oxq Oxo Ox3
0B(z,u) O0B(z,u) OB(z,u)

Oz Oz Oxs

In the next step, the observability rank condition is checked, i.e. whether @ N7 18
of maximum rank. This is true if all the columns or if at least three of the rows are
linearly independent. We prove here, that three rows are linearly independent.
Obviously the first two rows are linearly independent. Therefore, we must show
that one of the remaining rows is not a linear combination of the two first rows.
According to [25], the rank of a matrix will not change, if linear combinations of
rows or columns are regarded instead of the original matrix. Matrix @, can be
transformed as follows without changing its rank:

1 0 0
0 0 1
0 &0

Q= 0o (A.48)
0 GE 0
0 0%%&) 0

It is now checked, whether the middle elements of rows 3 to 6 become zero for
the same inputs. This is reduced to the middle elements of rows 3 and 4. Using
equations A.2 and A.8, we get the conditions

fi dcec 1
Ory B meoa

. {(FLFL + Frrr +cpr +crgr) - sin(dw — )

—(cre + crr + FLrL + FLRrR — Caer ALE - Vo) - sin 3

2
lp -
VCoG

+(crL + crR) - <5W - 8- > -cos(dw — )

+(crL + cRR) - <—ﬁ + e 1/’) ~cosﬁ} #0 (A.49)

VCoG
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ofs o1

D2, = %—J—Z~{—(CFL+CFR)'(ZF—’I”LLF'COS(SI/V)'COS(SW

br .
—(crL — CFR) - 7F -sindw + (crr + crr) - (lr + nLR)} #0 (A.50)

The middle elements of row 3 and 4 in matrix A.48 are never simultaneously
zZero.

Therefore the observability rank condition is fulfilled and the system 8.88 and
8.89 is locally observable.
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A.3 Design of GPC Controllers

The GPC controller specifications are formally described using the following cost
function:

N» Ny
Jape=E{ S [yt +7) —rt+ )+ A Y [Au(t+j -1 s (A51)
=N i=0
Where,
y(t+J) :  future control value
r(t+7) :  reference trajectory
Au(t+j—1) : future change in control input (A =1—271)
Ny :  lower prediction horizon
Ny : upper prediction horizon
Ny :  control horizon
A :  weighting factor for the control input changes.

The first term in the cost function represents the predicted squared control error
over a limited period of time between N1 and N5. The second term represents the
weighted sum of the first V,, future control values. The larger the weighting factor
Au, the more gently the control value changes. To reduce the computational load,
the control vector is considered to be constant after time N,, i.e. the changes
are

Au(t+i)=0 for ¢ >N, . (A.52)
At each sampling instant, the following calculations are carried out:
e The reference trajectory r(¢ + j) is determined.

e The process outputs y(t + j) are predicted, along with the future predicted
control errors and controller input change for the time Ny — Nj.

e Using the cost function, the future controller error and control input value
changes are minimized over the considered time period.

e The first value in the optimized control vector u(t +j), 0<j < N, —1
is now applied to the real system, and the process repeated.

A.3.1 The Process Model

Consider a model of the following form:

51
y(t) = igz—li

u(t — 1) + o g(t) (A.53)

or

A(z7HAy(t) = B(z7HAu(t — 1) + C(z7HE(t) (A.54)
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Where,

= l4az ' 4. . Fapz "
bo+ bzt + . bz
4zt 4. Fepez ™
A = 1-271

SN
—~
N\
—
~— — —
Il

Variable £(t) represents the system disturbance. For simplicity, C'(21) is chosen
to be 1.

In order to minimize the cost function, the outputs of the system y(t + 5)
must be predicted for j = Ny,..., No. This requires the following Diophantine
FEquation:

1=Ej(z"HAEHA+ 277 Fj(z71) (A.55)
where,
Ej(z_l) = €0+ ej,lz_1 +...+ €j7j2_j+1
Fi(z™") = fjo+ finz " .+ fi 7T

Ej(z7') and F;(27') can be uniquely determined given A;(2~!) and j.
Multiplying Equation A.54 by E;(z71)27 gives;

Ej(=" A ) Ay(t+7) = Ej(z7 ) Bz ) Au(t+j—1)+E;(27")&(t+j) (A.56)
Substituting E;(z7')A(z7)A from Equation A.55 gives,
y(t+5) = Fj(z7)y(t)+ B;(z7)B(z71) - Ault+j—1) + E; (=~ E(t+j) (A5T)

The last term in Equation A.57 represents the system disturbance, and is depen-
dant on future values which are not available at time ¢. Thus this term is set
equal to zero, giving the following prediction:

gt +75) = Fi(z7") - y(t) + B;(z7H)B(z™") - Au(t +j — 1) (A.58)
This gives the predicted outputs (¢ + j) dependant upon previous values of the
output and previous and future values of the control change.

A.3.2 Recursion of the Diophantine Equation

The determination of the coefficients of the predictor polynomials is carried out
recursively using the Diophantine equation. The solution of Equation A.55 is ob-
tained via the recursive calculation of the two polynomials F;(2!) and F;(z71)
from the two previous values F;_1(27!) and Fj_1(27!):
1 = Ej(z"HAEHA+ 277 F(z7) (A.59)
1 = B HACHA+ 2777 F 4 (27h) (A.60)

Subtracting Equation A.59 from Equation A.60 gives:

0=ACEHA B = Ej(z™h)] + 277 [T Fa(z7h) - F(z71)] (A61)
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Substituting,
Ejn(z™) = Ej(z7Y) = ejpry -2+ BT (A.62)

where E(271) is a polynomial of order (j — 1) and ej1; is the j-th coefficient of
Ej+1(271) into Equation A.61 gives,

0=A(z"YAE(z7") + 277 27 i (z™h) = Fi(z7Y) + Az 1) Aejp,5]

(A.63)
From Equation A.63 it then follows that,
Eja(z"h) = 0
TG = B — Ay (A.61)

The coefficients of Ej11(27!) and Fj;1(z~!) are then calculated in the following
way:

ej+15 = Jfio (A.65)
fj+17j = fj7j+1 - &j+1€j+17j y ] = 0, cee ,degree of Fj(Zil) (A66)

where @;11 is the (j + 1)-th coefficient of the polynomial A(z~1) = A(z~1)A.
The polynomial E;q(27") is given by,

Bj1(27h) = Ej(z71) + 27 eji (A.67)
and,
Gia1(=™) = B(="Y) - By (=) (A.68)
The initial values for the recursion are found from Equation A.59 for j = 1:
1=E(z YA Y+ 2Rz (A.69)
As the leading element of A(z71) is 1, then,
E, =1
R =g (1 - A(z—l)) (A.70)

Starting from the solution for j = 1, the later solutions can be recursively calcu-
lated using Equations A.65 and A.66.

A.3.3 The Control Law

The minimization of the cost function results in a predicted optimal control
change vector u,

i=(GTG+ 1) G (r—f) (A.T1)
where,
@ = [Au(t),Aut+1),...,Au(t+ N, —1)]"
r = [rt+Ny),r(t+ N1+ 1),...,7(t+ NQ)]T

r is the reference value sequence.
The following controller structure results (see Figure 11.28),

S(z7HAu(t) = T(z71)r(t + Ny) — R(zfl)y(t) (A.73)
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A.3.4 Choice of the Controller Parameters

The lower prediction horizon N;

This is normally chosen as 1. If the dead time of the process is known to
be d sampling instants, then N7 should be chosen to be at least as large as
d.

The upper prediction horizon No

In general, N5 should be chosen so that the result can track a controller
action. Thus, Ny should at least be larger than the order of B(z7!). In
practice, Ns is chosen much larger than this, and corresponds to the rise
time of the system.

The control horizon N,

For simple systems, N, = 1 can lead to good results, though higher values
may be necessary for more complex systems (i.e. unstable systems). An
increase in N,, (up to a certain point) leads to faster control and reduced
effect of disturbances.

The weighting factor A,

This is normally chosen to be small, as larger values of A, leads to a slower
overall system response and worse disturbance handling. In practice, A, is
taken as zero, or a small value.

The T-filter polynomial is the so-called disturbance filter. It is used to
improve the robustness of the controller to not-modelled disturbances. For
well damped stable processes, the following is suitable:

TEH =AY —-pz) , 0<pu<1 (A.74)

For smaller values of u, the disturbance behavior is improved, however the
influence of the disturbance at higher frequencies increases. For higher val-
ues of u, the stability of the control loop is affected. p = 0 is a compromise
between the two extremes.

For badly damped processes however, u = 0 cannot be used, and the fol-
lowing is applied,

T H=0—pzH" | 0<pu<1 (A.75)

where na is the order of the polynomial A(271). p of between 0.6 and 0.9
is suitable.
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A.4 Driver Model: Constants and Weighting

Factors

Table A.1 gives the constants required for the inter-arrival time calculations of

Section 11.3.6.

Constant | Value Constant | Value

Df 0.3 yyji 0.3

fi 9s/m Iy 9s/m

fa 2052 /m la 2052 /m
f3 7s/deg I3 7s/deg
fa 3052 /deg ly 3052 /deg
fs 51/deg l5 51/deg
o 0.2 P 0.2

1 40 1/m my 40 1/m
9 0.1s/m mo 0.1s/m
r3 5s/deg ms 5s/deg
T4 20 s%/deg my 20 5% /deg
rs 0.1 1/deg ms 0.1 1/deg
T6 2.5s/m mg 2.5s/m
¢ 1/3s3/m 3 —0.093841/m
Co 0.001401 s/m?

Table A.1 Constants for the arrival time calculations

Table A.2 shows the inter-arrival times, the service times (in seconds) and the
priorities of the different perception categories.

Category inter-arrival time Service time Priority
Visual focus (see Equation 11.8) | N(1.55 / 0.35) | 9
Lead point (see Equation 11.9) | (see Eq. 11.13) | 8
Road edge (see Equation 11.10) | (see Eq. 11.13) | 7
Road center (see Equation 11.11) | (see Eq. 11.13) | 7
Warning lights 100 N(0.83 / 0.3) 10
Speed indicator N(86 / 27.3) N(0.62 / 0.48) | 5
Rev counter (see Equation 11.12) | N(0.62 / 0.48) | 4
Mirror N(130 / 3) N(1 / 0.37) 6
Radio N(331.7 / 155.4) N(1.1/047) |2
Air conditioning control | N(493.8 / 277.3) N(0.92 / 0.41) | 2
Petrol gauge N(855.5s / 399.6) N(1.04 / 0.5) 3
Clock N(1420 / 627.94) N(0.83 / 0.38) | 2
Temperature indicator | N(1025.6 / 666) N(1.1 / 0.52) 3
Ventilation system N(86 / 27.3) N(1.1 / 0.48) 2

Table A.2 Priorities, inter-arrival and service times for different perception categories



480 APPENDIX A. APPENDIX

A.5 Least Squares Parameter Estimation

A process with outputs g(t) and unknown process parameters ©; to Op is as-
sumed. The output variables are however not directly measurable - only the
measurement vector gp(t) is available which is corrupted with the disturbance

signal n(t).
For parameter estimation, the model structure,

y = F[0u() (A.76)

is assumed to be known, and the inputs are known or can be measured without
erTors.
The task of the parameter estimation is to determine the process parameters,

07 =10,,0,,...,0x] (A.77)

such that the modeled outputs gm(t) correspond as exactly as possible with the
measured outputs gp(t) of the system. The quality of the correspondence is
defined [55] in that the sum of the squares of the observed errors at a particular
time instant & is minimized:

M

M
Ak =Y [gp(k) - gm(kz)r — MIN (A.78)
k=1 k=1

A.5.1 Parameter Estimation by means of Least Squares
Method

If it is assumed that the model is linear with respect to the parameters ©1...0 v,
ie.:

Ym(t) = O1 - F1 [u(t)] + Oz - Fy [u(t)] + ... + On - Fy [u(?)] (A.79)

then a unique algebraic solution exists for the optimization problem [55]. For M
process outputs, the following solution is obtained:

@1 yp(tl)
N (o7 9] w7 y”(:h) (A.80)
N yp(tar)

with the observation matrix:

Filu(ty)]  Felu(t)] - Fnlu(ti)]
Filu(t2)]  Felu(te)] -+ Fylu(t2)]

[S
I

(A.81)

Fifultsr)] Fafultsr)] ... Ew [u(tar)]
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u(k+1) Real
— process

Model
¥i(k+1)0(k)

A

O(k+1) o)
e 2

$

AO(k+1 :

Figure A.1 The recursive least squares method

A.5.2 Parameter Estimation by means of Recursive Least
Squares

In order to adapt the vehicle model to the current conditions and, should the
occasion arise, to design adaptive controllers, changing parameters must be iden-
tified online. Whilst with non-recursive methods the estimated parameter is only
available at the end of the measurement time, with dynamic parameters it is
the changing parameter values after each sampling instant which are of interest.
In order to prevent the saving of all past measurement values, and thus save
computation time, the recursive method is used for online identification.
For the recursive least squares (RLS) the following equations apply [55]:

P(k) = [¥7 (k) - 2(k)] (A.82)

_ | PRkt
20) =B+ 1) Rk +1) = grom o STy (A
Ok +1) = O(k) + (k) - [y(k+1) =¥ (k +1)- O(h)| (A.84)
P(k+1) = P(k) = (k) - 2" (k + 1) - P(k) (A.85)

Figure A.1 shows the principle of the recursive least squares method.

The basic equations of the RLS estimator (Equations A.82 - A.85) represent a
versatile tool for online parameter identification. Further related RLS-estimators
can be developed from these equations, such as RLS with weighted memory,
generalized RLS, extended RLS etc. [55].

Via the introduction of a forgetting factor Arys, which increases the elements
in the covariance matrix P(k) for each iteration and thus weights the new data
higher than the older data, one is able to slowly forget past values. This overcomes
the consistency property of least squares estimators for time variant parameters.
Arrs should not be chosen too small, or the influence of disturbances may not
be satisfactorily removed. Good results have been obtained with values of 0.95 <
ArLs < 0.995. Because a large part of the identification with this RLS method
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is carried out with exponentially decaying memory, the corresponding equations
are given. For a detailed description the reader is referred to [61], [76].

P(k) - U(k+ 1)

20 = ST P T 1)+ Awes (450)
Ok +1) = O(k) + (k) - [y(k +1) = BT (k +1) - 6(k)| (A.87)
Plk+1) = [1= () ¥k + 1] - P(R) - (A.88)

A.5.3 Discrete Root Filter Method in Covariant Form

Under certain conditions, numerical problems can appear with the above method
due to an ill-conditioned covariance matrix P(k). The reasons for this can be a
too high sampling rate [55] (i.e. input signals which change too slowly) or too
much similarity in the signal values.

Via suitable numerically improved methods round off failures in computers
with short word length (< 16bit) can be reduced, and the influence of initial
values can be minimized.

One possible method, with which the ill conditioning of the equation system
can be avoided, is the method of the discrete root filtering (DSFC), in which two
triangular matrices S are used instead of the symmetric matrix P:

pP=5.5" (A.89)

As opposed to the covariance matrix, where products of the original data appear,
the triangular matrices contain the roots of the products of the original data.
Although the method is called the root filter method, a real construction of the
roots does not occur.

Following the least squares method, substitution of the covariance matrix
according to Equation A.89 yields:

f(k)=S8T(k)-¥(k+1) (A.90)
a(k) = L

ST(k) - f(k) + Ares
Equations A.86 - A.88 are now rewritten as:

(A.91)

A(k) = a(k) - S(k) - £(F) (A.92)

Ok +1) = O(K) + (k) - [y(k+1) = 7k +1) - O(k)| (A.93)
e(k+1)

ﬁ(k + 1) = [S(k) - 1t \//\RlTa(k) l(k) iT(k) ’ \/)\tQ—LS (A'94)

The initial values are taken as S(0) = VAgrLs - I and @(O) = 0, i.e. no more
thought must be given to the initial values of the parameter vectors. Arpg is the
pre-defined forgetting factor.

The implementation of this method brings improvement over the RLS- esti-
mator if microcomputers are used, as is the case in the vehicle itself.



B Nomenclature

B.1 Mathematical Definitions

Indices:

rr s OrFr, Ore , (rr Wheel indices:
front left, front right, rear left, rear right
(r . (r front and rear axle

Dimensions of vectors and matrices:

Number of states
m Number of control inputs

3

k Number of measurements
Vectors:

T e R State vector

U e Rrm™ Input vector

Y € Rk Measurement vector
Matrices

A S System matrix

B e jRm Input matrix

c € Rkn Output matrix

D € Rkm Throughput matrix

Ko feedback matrix (control law)
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B.2 Physical variables

Symbol

A
Geng
an
ax
a:bpot
ay
QAypot

w,u

Units

s
2
e
e
) s?
im/sQ-

[m/s?]

' 3!\3' SN)' 3[\7. 3{\3‘ SN' SI\';

NN

333

Physical variable

negative acceleration at engine coasting
normal acceleration

longitudinal acceleration of CoG
potential braking acceleration of drivers
lateral acceleration of CoG
driver-dependant tolerable

lateral acceleration

vertical acceleration of CoG

relative amount of effective collisions
constant of soot accruement

area of wheel brake cylinder

combustion chamber surface

cylinder head surface

opening area of valve, cross sectional area
max. vehicle cross sectional area

effective cross sectional area of the nozzles
constant of soot oxidation

piston surface area

piston head surface

front and side vehicle areas

distance between wheels on
front / rear axles
road width

specific heat constant

coefficient of aerodynamic drag

front and rear brake transmission factors
front and rear tire side slip constants
covariance of random road profile

tire side slip constant

specific heat capacity by constant
pressure

conversion ratio

specific heat capacity by constant
volume

spring constants

sound propagation velocity at 273 ° K
co-efficients of Burkhard’s tire equation
capacity
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Cairy diffusion constant

co [1/s] carbon monoxide emission
level per time

CYL number of cylinders

D

d [m) cylinder diameter

dg internal damping of driveshaft

dgr [m] fuel drop diameter

dy damping co-efficient at final drive
for calculating the friction torque

dFi,Fnl damping constants

dn, [m)] nozzle diameter

dp propeller shaft damping

d, [m] valve seat diameter

dw damping co-efficient at wheel
for calculating the friction torque

dw,u damping constants

ds2 [m] Sauter fuel drop diameter

DB brake force distribution factor

E

er [J/kg] specific external energy

E []] activation energy

Eeyt [J] external energy

Errass [J] kinetic energy of the engine
masses in motion

E, [J] thermal energy

E, [J] energy of signal y

E{} expectation operator

F

fa additive actuator fault

fact driver dependent factor

fmass mass factor considering
driveline rotation

fmon radial resonances with
frequency modes m,n

fp [Hz] frequency of air pulsation

fp general process fault

fs additive sensor fault

F [N] force

Feo [N] spring force

Frric [N] horizontal friction force

Fp [N] damping force

e [N] gravitational force

Fr; lambda control output factor
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Fr,

Fped

Fg
Fwind
Fwr
Fys

Fx
Iy

Fyco
Fyq

XY, 7

=

2z22=2=2=

EEEEE

[m/s?]

APPENDIX B. NOMENCLATURE

at high engine power

horizontal wheel force in direction zy,
lambda control output factor at

low engine power

brake pedal force

rolling resistance force

horizontal wheel force in direction yy
wind force

horizontal wheel force in direction vy,
horizontal wheel force in direction
perpendicular to vy

longitudinal wheel force in direction
lateral wheel force in direction yy,
vertical wheel force

vertical chassis force

nominal vertical wheel force

control output factor of the lambda
controller

gravitational constant
transfer function

enthalpy of gas

mass related enthalpy of charge air/gas
height of CoG

inlet enthalpy

outlet enthalpy

road height

distance from roll axis to CoG

valve stroke

hydrocarbons emission level per time
specific energy of the fuel released in
the combustion

lower calorific value

number of drops with diameter dg,

current

transmission ratio of differential
gear ratio at final drive
transmission ratio of gear
transmission ratio of steering angle
gear ratio at transmission

radii of gyration
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J

J [kgm?] moment of inertia

Jerank :kg mz: crankshaft moment of inertia

Jpr kgm? drive-train moment of inertia

Je kgm?] engine mass moment of inertia

Jg kgm?] moment of inertia of final drive

Jy kg m?] transmission moment of inertia

Jz -k:g m?2] moment of inertia about vertical axis

Jx kg m?] moment of inertia about longitudinal axis

Jy kgm?] moment of inertia about lateral axis

Jw kg m?] wheel moment of inertia

K

k concentration ratio

keamb shifting factor of tire side slip angle by
camber angle

kg driveshaft stiffness

k; weighting factor at fuzzy vehicle
velocity estimation

ky; heat release constant

ki adaptation factor

kp propeller shaft stiffness

ks attenuation factor of tire tread profile

ks [N/m] rotational spring constant of steering

kB, brake transmission factor

kr tire spring stiffness

ko [N/m] spring damper stiffness

K. amplifier gain control parameter

K. amplifier gain

Kp, Ky idle speed control parameters

L

3

wheel base (distance between front and
rear axles)

l [m] connecting rod length

Ip [m] distance from CoG to front axle
Ir [m] distance from CoG to rear axle
Ly, Ly [H] inductances

Luc, Lco, Lno, Lagrange factors

Ly stoichiometric ratio

M

m [kg] mass

m* [kg] virtual mass

Mg [kg] air mass

Mg [kg/s] mass air flow

A, [kg/s] offset error air flow per time
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Ma,in
Ma,th
Mac,air
Mac,air

sk
mac,air

mcoG
Merank
mp

mg
MEGR
MEGR,air
MEGR,burnt
my

g

mf burn
mg.th
mf,in
mf,out
Mm
mmin
Mmag
Mout
Mosc
Mpiston
Myrem
Mrem,air
Mrem, fuel
Myod
Myrod,osc
Mrod,rot
Msoot
mst

NO,

APPENDIX B. NOMENCLATURE

mass air flow into the manifold
theoretical air mass

charge air

charge air flow

charge air flow,

corrected for temperature ratio
vehicle mass

crankshaft mass

depositing fuel flow

fuel flow from evaporation
recirculated exhaust gas
recirculated air mass
recirculated burnt gas
measured fuel mass per cylinder
fuel flow

burnt fuel mass

theoretical fuel mass

fuel flow injected into the manifold
fuel flow into the cylinders

air mass in the intake manifold
minimum fuel flow

maximum fuel flow

exhaust mass

oscillating mass

piston mass

remaining gas mass

remaining air mass

remaining fuel mass

rod mass

oscillating rod mass

rotational rod mass

soot mass

static wheel load

wheel mass

wall fuel mass

number of crankshaft revolutions
combustion cycles

longitudinal (dynamic) caster

number of input/output valves

lateral (side) caster

number of drops in fuel package i
lower prediction horizon of GPC
upper prediction horizon of GPC
control horizon of GPC

nitrogen oxides emission level per time
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P

P N/m? pressure, combustion pressure

PBr N/m? braking pressure

Prm N/m? intake manifold pressure

Do N/m? barometric pressure

Drail N/ m2 injection rail pressure

P, (W] effective power

P (W] indicated power

Pz (W] maximum power

Prin (W] minimum power

P(k) covariance matrix in RLS estimation

Q

q [J] thermal energy

qhi,r [J] heat loss caused by incomplete
combustion

Qhl.th [J] theoretical heat loss

Qcomb [J] combustion energy

Qu [J] heat transfer through
combustion chamber wall

R

r [m] crankshaft radius

By [m] effective frictional radius of brake disc

Teff [m] effective dynamic rolling radius

Tij [m] distance from CoG to wheel ground
contact point

TStat [m] static rolling radius

ro(t) rectangular time window (width T)

rar(f) rectangular frequency window (width Af)

70 [m] original wheel radius

R [m?/(s*K)]  ideal gas constant

R [m] radius from wheel to instantaneous
center of motion

R. Reynolds number

R; Q] internal resistance

R, (€] parallel resistance

S

s [m] path length of road course segment

s [m] piston stroke

5 [m/s] piston velocity

Sch [m] combustion chamber thickness

55 [m) piston stroke of cylinder j

sr, longitudinal tire slip (in direction vyy)
maximum piston stroke

»
3
Q
8

E)
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Tf’ric
Tfric,e
Tfric,f
Tfric,t
Ty

Tk c
17,

T
Tie

T’load
*
T’load

=2
3333

==

EEcze

APPENDIX B. NOMENCLATURE

resultant tire slip

lateral tire slip (in direction
perpendicular to vy )
entropy

time

lead time for acceleration before end
of curve

time before a curve where the cornering
velocity is already reduced

foresight time

injection time

ignition time

potential lead time before braking to reach
a lower speed

starting time

average time interval between
tachometer readings

braking torque

time between opening of inlet and
exhaust valve

time controller parameters

load torque between clutch and engine
combustion torque

average combustion torque

torque between final drive and driveshaft
delay time (engine model)

drive torque

engine torque

delay time between exhaust valve and
lambda sensor

load torque between propeller shaft
and final drive

friction torque

internal friction torque from the engine
internal friction torque of final drive
internal friction torque of the transmission
time constant due to engine

moment of inertia

torque from clutch nonlinearity
longitudinal friction torque at

wheel in xy, direction

adaptation time constant

lag time (engine model)

load torque

extended load torque (with friction
torque)
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Trnass [Nm] mass torque
T, [s] sample time
T, [N'm] torque at transmission output
into propeller shaft
Tseif [Nm] self righting torque at steering
T; [Nm] load torque between clutch
and transmission
Tin [N'm] normalized torque on the throttle plate
Tu,in transformation matrix (from under-

carriage to inertial co-ordinate systems)

Tw [Nm] drive torque at wheel

U

u [J] internal energy of a gas

U [J/kg] specific internal energy

U control input variable

U V] voltage

U [J] total internal energy

Uy V] battery voltage

U, V] output voltage lambda sensor

Vv

VoG [m/s] vehicle CoG velocity

vy [m/s] flame propagation velocity

Up [m/s] fuel flow velocity at injector nozzle
Vose,j [m/s] speed of oscillating mass in cylinder j
UR [m/s] rotational equivalent wheel velocity
Urot,j [m/s] rotational speed in cylinder j

vw [m/s] wheel ground contact point velocity
Vwind [m/s] wind velocity

|4 [m3] volume

14 [kg/W] Fuel Consumption

1% [kg/(Ws)] Fuel Consumption over time

Vy (3 displacement volume

Vin jm?’J manifold volume

W

We [ J/m3 effective specific work per cycle
Wy J/m? frictional work

w; J/m? indicated specific work

Wi hp J/m? high pressure work

Wi Ip J/m3 low pressure work

Wy [J] technical work

Wep [J / mﬂ theoretical work

We Weber number
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ZcoG
Tin
TUn
rw
XBGR

YcooG
Yin
Yun
Yyw

ZCoG
ZIn
zc
U
RUn
AW

Greek

Qg
Qe

Qco
acs
Qe
af

ENEIERED

ENENENE) EEEE

S333353

3
Q
=9

ITITT TITE
Q9 9 SIS
AR5 AAS

3
)
=

[rad)
[rad)

APPENDIX B. NOMENCLATURE

CoG co-ordinate axis

inertial co-ordinate axis
undercarriage co-ordinate axis
wheel co-ordinate axis
EGR-rate

CoG co-ordinate axis

inertial co-ordinate axis
undercarriage co-ordinate axis
wheel co-ordinate axis

complex variable in z-transformation
CoG co-ordinate axis

inertial co-ordinate axis

chassis height

vertical chassis position
undercarriage co-ordinate axis
vertical wheel-chassis contact point
height, wheel co-ordinate axis

tire side slip angle

fixed advance angle

driveshaft angle between clutch

and transmission

heat transfer rate of combustion
chamber wall

heat transfer rate of coolant
crankshaft angle

effective ignition angle

driveshaft angle between final drive
and drive shaft

ignition angle (from engine map)
knock control ignition angle

learned ignition angle from adaptive map
driveshaft angle between propeller shaft
and final drive

percentage of combusted fuel

effective term in RLS estimation
throttle angle

driveshaft angle between transmission
and propeller shaft
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Qup [rad) rotation angle of wheel

Qo [rad/s] wheel angular velocity

B

I} [rad] vehicle body side slip angle

Bm,n Bessel functions

v

0% [rad] camber angle

)

04 [rad) Ackermann angle

ds [rad) steering wheel angle

ow [rad] wheel turn angle

€ compression ratio

n

n thermal efficiency

Ne effective thermodynamic efficiency

Neff effective thermodynamic efficiency

Nth theoretical thermodynamic efficiency

Y

9 (K] in-cylinder temperature

9 K] temperature

I K] ambient air temperature

Iy [kg/(ms)] kinematic fuel viscosity

Je K] engine temperature

45 [m] angle between CoG co-ord. system and
line from CoG to wheel ground contact
point

I K] manifold air temperature

Dowidation K] activation temperature of soot oxidation

I Sensor (K] sensor temperature

Vsoot,acerue (K] activation temperature

K

K adiabatic exponent

K [m) curvature of road

A

A air-fuel ratio lambda

Aa relative air supply

Ae air fuel ratio within combustion chamber
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Ach [m/s] heat conductivity of combustion
chamber wall

Af relative fuel supply

A)g limit cycle of lambda

ARLS forgetting factor in RLS estimation

Au weighting factor for control input changes

n

B friction coefficient between brake pedal
and brake disc

M flow flow ratio co-efficient

Winj fitting parameter for fuel
injector characteristic

153 friction co-efficient in direction of vy

U Res resultant friction co-efficient

s friction co-efficient in direction

perpendicular to vy

p
Pa (kg/m?] air density

p injection ratio or load

p [rad) road curve radius

Pcharge kg/m? density of combustion chamber charge
Py kg/ m?’J fuel density

o

o [rad) valve seat angle

oy fuel surface tension

-

Ta S inter arrival time

Tehar s characteristic mixture time

[s]
[s]
Tid [s] inflammation delay time
[s]
[s]
[s]

Ts s self inflammation time
T S service time

Tw S waiting time

®

® [rad] roll angle

Proad [rad] road camber

X

X pressure ratio

X [rad] pitch angle

Xroad [rad] road gradient
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b

) [rad) yaw angle

Vp [rad/s] yaw rate calculated from front wheels
VR [rad/s] yaw rate calculated from rear wheels
U [rad/s] measured yaw rate from sensor

Vruz [rad/s] yaw rate from fuzzy estimator

w

w [rad/s] wheel angular velocity

We [rad/s] rotational velocity in curves
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B.3

ABS
BDC

CcO
CoG
ECE

EGR
FIR

FTP
GPC

HC

ICM
LQG
LTR
NO;

OBDII
PI
PID

RQ
RQV
ST
TDC

B.4

1bar
1 bar

km
L5

m
15

APPENDIX B. NOMENCLATURE

Abbreviations

Anti-lock Braking System

Bottom Dead Center of piston movement
carbon

carbon monoxide

Center of Gravity

Economic Commission for Europe,

driving cycle in Europe

Exhaust Gas Reciruclation

Finite Impulse Response,

filter algorithm which sums weighted values
of the input variable over a time interval
Federal Test Procedure,

driving cycle in the USA

General Predictive Control

Hydrogen

Hydrocarbons

Instantaneous center of motion

Linear Quadratic Gaussian

Loop Transfer Recovery

Nitrogen oxides

Oxygen

On-Board Diagnostics-11
Proportional-Integral Controller
Proportional-Integral-Differential Controller
Minimum-maximum-speed governor (mechanical)
Variable speed governor (mechanical)
Spark-Ignited

Top Dead Center of piston movement

Units

10° Pa
10° 25
0,28

k
.64
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A characteristic speed, 343
circular arc segment, 428, 450

ABS, 409 clothoide

control cycle of ABS, 377, 410 drive, 400

cycle detection, 412 spiral, 429
adiabatic coefficient, 8 clutch, 194, 205, 291
air-fuel ratio, 47-49, 79, 99 nonlinearity, 217, 220, 259, 282
ARMA transfer function, 452 Clutch and drive-shaft model, 215,
Arrhenius Law, 51 234, 246, 268, 270

co-ordinate system, 302-304
center of gravity, 304
inertial, 304
transformation, 329
undercarriage, 304

B

basic driveline
equations, 194
model, 199

Bottom Dead Center, 44 Whele, 304
combustion
C chamber, 43, 78, 88-90
chamber pressure, 87
camber angle, 325 chamber temperature, 90
CAN-bus, 202 cycle, 43, 63
carbon monoxide, 57, 100 engines, 19, 29, 56
catalytic converter, 58, 99-103 process, 20, 75
center of gravity, 303 stoichiometric, 48, 57
change torque, 121, 183
isentropic or adiabatic, 12 velocity, 52, 97
isobaric, 10 common rail, 75
isochoric, 11 complementary sensitivity fen, 239,
isothermal, 9 243, 256, 281

polytropic, 15 compression ratio, 19, 20, 59
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compression stroke, 76
connecting rod, 37, 45, 183
cost function, 72, 246, 293, 475
crankshaft
angle, 44
average speed, 145
moment of inertia, 183
radius, 29
revolution, 28
speed, 188
torque balance, 186
cycle
Brayton, 30, 31
Carnot, 17-19
combustion, see combustion
Diesel, 79
four stroke cycle Diesel engine,
76
ideal cycle process, 16
limit cycle, 112, 259
thermodynamic, 15
cylinder balancing, 142

D
diagnosis
active, 154
passive, 155
Diesel

smoke delimiter, 200, 232

engine, 19, 22-24, 49, 76

engine modeling, 75, 77
diffusion constant, 87, 95
displacement volume, 28, 43
disturbance, 154
disturbance description, 234, 235
Drive-shaft

model, 206, 233, 246, 259, 270,

281

torsion control, 285-288
driveline, 193

internal driveline torque, 264, 265

load, 196, 219, 234, 245
driving situation, 357, 416, 430
dynamic output ratio, 240, 256, 257

E

effective work, 43, 50, 143

INDEX

energy
balance, 89
conversion, 53, 91, 121
internal, 4, 92
engine
four-stroke, 43
friction, 202, 203, 232, 264
model, 105
torque, 44, 60, 200, 277, 290,
394
enthalpy, 6
of mass flows, 91
entropy, 15
evaporation process, 75
exhaust
pipe, 43, 77, 100
stroke, 77, 79

F

failure, 154
false alarm, 154
fault, 154
accommodation, 154
actuator, 157
additive, 159
component, 157
decision, 155, 164
detection, 154
diagnosis, 154, 155
identification, 154
incipient, 158
intermittent, 158
isolation, 154
modeling, 159
monitored, 163
multiplicative, 159
process, 157
step, 158
fire, 164
First Thermodynamic Law, 3
flame propagation, 52, 100, 131
four-stroke engine, see engine
friction
characteristics, 375
co-efficient, 304, 319, 376, 409,
412, 430
force, 319, 322



INDEX

torque, 186, 195, 233, 409
fuel

cells, 40

consumption, 70, 137

evaporation, 59, 83

fuel-injection, 88

fuel-injection strategy, 227, 229
fuzzy

center of gravity, 368

defuzzification, 355

estimator, 356, 360, 361

fuzzification, 355

thresholding, 165

gas
constant, 3, 8
turbine, 29
gear shifting
automatic, 227, 282
by engine control, 227, 264, 282
gear-shift
condition, 274
control, 232, 264, 282
general predictive controller, 457
Generalized Likelihood Ratio, 165
gravitational forces, 329
gyroscope, 364

H

hardware redundancy, 156
harmonic balance, 109
heat loss, 90

isobaric, 31

isochoric, 21
homogeneous air-fuel mixture, 43, 75
human cognitive levels, 436
hybrid

driver model, 432

vehicles, 39
hydrocarbon, 57
hydrogen, 39, 97

I

ideal gas equation, 3, 89
idle speed control, 67, 120

509

ignition angle, 69, 137
in-cylinder
injection, 59
pressure, 44
remaining air mass, 79
in-line pump injection system, 199,
232
indicated specific work, 44
inflammation
delay, 68
delay time, 52
of air-fuel mixtures, 51
self, 19, 84
injection ratio, 22
inlet pipes, 66
intake
manifold, 43, 65
stroke, 76, 80
inter-event arrival, 443
intermittent fuel injection, 60
ion current, 132
isolation, 154

J

Jacobian matrix, 397, 465
jerking, 289, 290
anti-jerking control, 289

K

Kalman filter, 187, 236, 353
Kamm circle, 321
knock
adaptive knock control, 138
avoid knocking, 69
control, 128
knocking combustion, 135
non-knocking combustion, 135
resonance frequencies, 132
senosors, 132

L

Lagrange factors, 72

lambda
adaptive lambda control, 113
control, 99, 108
lambda-window, 112
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lateral controller, 451

lead batteries, 39

lean operation, 48, 57

lean-burn SI engine, 50

limit checking, 156

longitudinal controller, 451

look-up table, 67, 74

Loop-transfer recovery, LTR, 242, 252,
278

LQG/LTR, 238, 249, 275

M

manifold
injection, 59
intake, see intake manifold
pressure, 68
mass
air flow, 68
balance, 81
factor, 395
flow through a restrictor, 77
moments of inertia, 379
maximum torque delimiter, 200, 232,
262
Mealy automat, 447
mean pressure, 44
mechanical work, 4, 43
misfire detection, 183
missed alarm, 154
missed detection, 154
model
decoupled, 221, 225
modified compl. sensitivity fcn, 240,
243, 244
Moore-Penrose pseudo-inverse, 398

N

nitrogen oxide, 57
Nonlinear clutch and drive-shaft model,
218, 259, 269, 281

noxious emission rates, 58

(0]

observability, 469
observer
dynamic matrix, 398

INDEX

gain matrix, 396

design, 398

Luenberger, 404

nonlinear, 396

state observer, 296
OptiCruise, 200, 201
optimization of engine maps, 70
oversteering, 417
oxygen sensor, 104

P

parameter estimation, 207, 216, 218
perception, 438

performance output, 235, 246, 265
PID driver model, 430

piston stroke, 44

pitch angle, 304, 330, 393
platinum, 100

polarity correlation, 413

pole placement, 125, 296, 406, 407
power stroke, 21, 76

power train, 193

pre-filtering reference value, 240

R

reduced linear single-track model, 342
reduced nonlinear two-track model,
337
redundancy
analytical, 160
direct, 160
static, 160
temporal, 160
relative air supply, 47
relative fuel supply, 47
residual, 159
computational form, 162
evaluation, 160, 164
generation, 160, 161
generator, 160162
internal form, 163
structured, 161
residues, 143
return ratio, 236, 242, 255
rhodium, 100
rich operation, 48
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road

gradient, 402

model, 425
roll angle, 304, 330, 393
rolling resistance, 197, 329, 332
rotational equivalent velocity, 304
RQ control, 227
RQV control, 227, 245, 252, 262
rule base, 355, 357

S

Sauter diameter, 86
Scania 144L truck, 199, 204
Scania DSC14 engine, 199
Scania GRS900R, transmission, 200
Seiliger Process, 24
sensitivity function, 239, 243, 257,
280
sensor
data preprocessing, 352
dynamics, 202, 211, 219
fault, 157
location, 232, 252, 259, 278
service times, 443, 479
shafts, 193
shock absorber characteristics, 385
Smith predictor, 295
soot accruement, 97
Spark-ignited (SI) Engine, 19, 20
specific heat constant, 7
speed
control, 232, 236, 243, 246, 251
synchronization phase, 229, 232,
270, 278
state space
control, 123
description, 233
equation, 405
formulation, 233
model, 124, 187, 291
statistical tests, 165
steam engine, 37
Stirling Engine, 34
stoichiometric ratio, 47
straight line segments, 427
stratified charge, 48
suspension, 290, 333, 385
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system fault, 157
T

thermal

efficiency, 17, 22

energy, 3, 54, 90
thermodynamics, 3
thresholding, 164
throttle, 66, 127

angle, 63
tip in, 289
tip out, 289
tire

friction torque, 327

side slip angle, 304, 318

side slip constants, 340, 391
Top Dead Center, 44
torque control phase, 229, 270, 278
trajectory reconstruction, 369
transmission, 193

torque, 227, 265

torque control, 264, 270
tri-state correlation, 414

U

unconstrained active damping, 272
understeering, 417
unit-pump injection system, 232, 264

v

vehicle
body side slip angle, 304, 396
mass, 394
parameters, 351, 375
velocity, 351
vertical chassis forces, 329
volumetric work, 89

w

warm-up phase, 58
wheel
caster, 305
co-ordinate system, see co-ordinate
system
forces, 329
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ground contact forces, 388
ground contact point velocity, 304
radius, 327
slip, 314
turn angle, 304, 416

wind force, 329, 331, 430

Y

yaw
angle, 304
control of the yaw dynamics, 415
rate estimation, 364
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