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Preface 

The notion dealt with in this volume of proceedings is often traced 
back to the late 19th-century writings of a rather obscure scientist, 
C.V. Burton. A probable reason for this is that the painstaking de
ciphering of this author's paper in the Philosophical Magazine (Vol.33, 
pp. 191-204, 1891) seems to reveal a notion that was introduced in math
ematical form much later, that of local structural rearrangement. This 
notion obviously takes place on the material manifold of modern con
tinuum mechanics. It is more or less clear that seemingly different phe
nomena - phase transition, local destruction of matter in the form of 
the loss of local ordering (such as in the appearance of structural defects 
or of the loss of cohesion by the appearance of damage or the exten
sion of cracks), plasticity, material growth in the bulk or at the surface 
by accretion, wear, and the production of debris - should enter a com
mon framework where, by pure logic, the material manifold has to play 
a prominent role. Finding the mathematical formulation for this was 
one of the great achievements of J.D. Eshelby. He was led to consider 
the apparent but true motion or displacement of embedded material 
inhomogeneities, and thus he began to investigate the "driving force" 
causing this motion or displacement, something any good mechanician 
would naturally introduce through the duahty inherent in mechanics 
since J.L. d'Alembert. He rapidly remarked that what he had obtained 
for this "force" - clearly not a force in the classical sense of Newton 
or Lorentz, but more a force in the sense of those "forces" that ap
pear in chemical physics (thermodynamical forces), was related to the 
divergence of a quantity known since David Hilbert in mathematical 
physics, namely, the so-called energy-momentum tensor of field theory, 
or to be more accurate, the purely spatial part of this essentially four-
dimensional object. Similar expressions were to appear in the study of 
the "force" that causes the motion of a dislocation (Peach and Koehler) 
and the driving force acting on the tip of a progressing macroscopic 
crack (Cherepanov, Rice). Simultaneously, this tensor, now rightfully 
called an Eshelby stress tensor, but identified by others as a tensor of 
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chemical potentials (a tensorial generalization of the Gibbs energy), was 
appearing in the theory of fluid mixtures (Ray Bowen, M. Grinfeld) and 
with its jump at discontinuity surfaces. It would be dangerous to pursue 
this historical disquisition further. If we did, we would enter a period 
where most active contributors to the field are still active at the time of 
this writing and are in fact contributors to the present book. Still, a few 
general trends can be emphasized. The late 1980s and the early 1990s 
witnessed a more comprehensive approach to the notion of local struc
tural rearrangement (the local change of material configuration resulting 
from some physico-chemical process) and the recognition of the tensor 
introduced by Eshelby in the treatment of interface phenomena. With 
these works, a whole industry started to develop along different paths, 
sustained by different viewpoints, and deaUng with various applications, 
while identifying a general background. Although certainly not an en
tirely new field per 5e, it started to organize itself with the introduction 
of a nomenclature. This is often the result of personal idiosyncratsies. 
But two essential expressions have come to be accepted, practically on an 
equal footing: that of material forces^ and that of configurational forces, 
both of which expressions denote the thermodynamical forces that drive 
the development of the above-mentioned structural rearrangements and 
the defect motions. While we are not sure that these two terms are fully 
equivalent, it became obvious to the co-editors of this volume in the early 
2000s that time was ripe for a symposium fully pledged to this subject 
matter. The format of the EUROMECH Colloquia was thought to be 
well adapted because of its specialized focus and the relatively small or
ganizational effort required for its set up. Midway between Paris and 
central Germany was appropriate for the convenience of transport and 
some neutrality. All active actors, independently of their peculiar view
points, were invited, and most came, on the whole resulting in vivid 
discussions between gentlemen. 

The present book of proceedings well reflects the breadth of the field 
at the time of the colloquium in 2003, and it captures the contributions 
in the order in which they were presented, all orally, at the University of 
Kaiserslautern, Germany, May 21-24, 2003, on the occasion of the EU
ROMECH Colloquium 445 on the "Mechanics of Material Forces". The 
notion of material force acting on a variety of defects such as cracks, 
dislocations, inclusions, precipitates, phase boundaries, interfaces and 
the hke was extensively discussed. Accordingly, typical topics of inter
est in continuum physics are kinetics of defects, morphology changes, 
path integrals, energy-release rates, duality between direct and inverse 
motions, four-dimensional formalism, etc. Especially remarkable are the 
initially unexpected recent developments in the field of numerics, which 
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are generously illustrated in these proceedings. Further developments 
have already taken place since the colloquium, and many will come, no 
doubt. Students and researchers in the field will therefore be happy to 
find in the present volume useful basic material accompanied by fruitful 
hints at further fines of research, since the book offers, with a marked 
open-mindedness, various interpretations and applications of a field in 
full momentum. 

Last but not least our sincere thanks go to everybody who helped to 
make this EUROMECH Colloquium a success, in particular to the co
workers and students at the Lehrstuhl fiir Technische Mechanik of the 
University of Kaiserslautern who supported the Colloquium during the 
time of the meeting. Very special thanks go to Ralf Denzer who took 
the responsibility, and the hard and at times painful work, to assemble 
and organize this book. 

Paris, June 2004. Gerard A. Maugin 
Kaiserslautern, June 2004, Paul Steinmann 
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Chapter 1 

ON ESTABLISHING BALANCE AND C O N 
SERVATION LAWS IN ELASTODYNAMICS 

George Herrmann 
Division of Mechanics and Computation, Stanford University 

g.herrmann@dplanet.ch 

Reinhold Kienzler 
Department of Production Engineering, University of Bremen 

rkienzler@uni-bremen.de 

Abstract By placing time on the same level as the space coordinates, governing 
balance and conservation laws are derived for elastodynamics. Both La-
grangian and Eulerian descriptions are used and the laws mentioned are 
derived by subjecting the Lagrangian (or its product with the coordina
te four-vector) to operations of the gradient, divergence and curl. The 
4 x 4 formalism employed leads to balance and conservation laws which 
are partly well known and partly seemingly novel. 

Keywords: elastodynamics, 4 x 4 formalism, balance and conservation laws 

Introduction 
The most v^idely used procedure to establish balance and conserva

tion laws in the theory of fields, provided a Lagrangian function exists, 
is based on the first theorem of Noether [1], including an extension of 
Bessel-Hagen [2]. If such a function does not exist, e. g., for dissipati-
ve systems, then the so-called Neutral-Action method (cf. [3], [4]) can 
be employed. For systems which do possess a Lagrangian function, the 
Neutral-Action method leads to the same results as the Noether proce
dure including the Bessel-Hagen extension. 

In addition to the above two methods, a third procedure consists in 
submitting the Lagrangian L to the differential operators of grad^ div 

mailto:g.herrmann@dplanet.ch
mailto:rkienzler@uni-bremen.de
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and curl^ respectively. The latter two operations are applied to a vector 
xL where x is the position vector. This procedure has been successfully 
used in elastostatics in material space (cf. [4]), leading to the path-
independent integral commonly known as J , M and L. 

Thus it appeared intriguing to investigate the results of the applica
tion of the three differential operators to the elastodynamic field, consi
dering the time not as a parameter, as is usual, but as an independent 
variable on the same level as the three space coordinates. To make all 
four coordinates of the same dimension, the time is multiplied by some 
characteristic velocity, as is done in the theory of relativity. Results are 
presented both in terms of a Lagrangian and an Eulerian formulation. 

1. ELASTODYNAMICS IN LAGRANGIAN 
DESCRIPTION 

1.1. LAGRANGIAN FUNCTION 

We consider an elastic body in motion with mass density po = Po{X^) 
in a reference configuration. We identify the independent variables ^^ {fi ~ 
0,1,2,3) as 

^^ = i = Cot, 

(1) 
^^ =X\ J = 1,2,3 . 

The independent variable i and not t is used in order for all inde
pendent variables to have the same dimensions, where CQ is some velo
city. In the special theory of relativity, CQ = c = velocity of light is 
used, to obtain a Lorentz-ivariant formulation in Minkowski space. In 
the non-relativistic theory, CQ may be chosen arbitrarily, e. g., as some 
characteristic wave speed or it may be normalized to one. The indepen
dent variables ^^ = X'^ (J = 1,2,3) are the space-coordinates in the 
reference configuration of the body. 

Although ^^ = t and ^'^ = X^ have the same dimensions, the time 
t is an independent variable and is not related to the space-coordinates 
by a proper time r as in the theory of relativity. Therefore, we will 
deal with Galilean-invariant objects, for "vectorsand matrices that will 
be called (cf. [5]) "tensors", although the formulation is not covariant. 
Special care has to be used when dealing with div and curl^ where time-
and space-coordinates are coupled. 

The current coordinates are designated by x'^ and play the role of 
dependent variables or fields. They are defined by the mapping or motion 
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x' = x'iiX'), i = 1,2,3. (2) 

The derivatives are 

dx'^ dx^ 

dx^ 

= -v" . (3) 
XO fixed r 

= F'j (4) 

with the physical velocities v^ and the deformation gradient F'^j as the 
Jacobian of the mapping (2). For later use, the determinant of the Ja-
cobian is introduced 

JF = det [F'J\ > 0 . (5) 

The Lagrangian function that will be treated further is thus identified 
as 

L = L{i,X';x\v\rj) . (6) 

In more specific terms, we postulate the Lagrangian to be the kinetic 
potential 

L = T-po{W + V) (7) 

with the densities of the 

• kinetic energy T = po{X'^)v^Vi , 

• strain energy poW = poW{i,X'^;F'j) , (8) 

• force potential poV = poV{i^X'^\x'^) , 

The various derivatives of L allow their identifications in our specific 
case as indicated 

Volume force^ 

dL 
Q^j - <^oPoVj (10) 

diF^j) 

Momentum, 

= -P'i (11) 
dL ^j 

First Piola—Kirchhoff stress, 
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^̂  V " 

Energy source, 

dL 

dX-J expl. = JJ (13) 

Inhomogeneity force. 

The Euler-Lagrange equations 

^'^^^ dt^dvJ^ ^ dX^^dP/ dx3 

d _dl^ _ dL 
= 0 

are the equations of motion 

QliPoVj) -
d in 

1.2. APPLICATION OF GRAB 
We first evaluate the gradient of L, i.e., 

Pofj = 0 . 

(14) 

(15) 

dL _ /dL\ 
expl. 

dL dx' dL d dx^ 
dx^ d^f" Q (d±\ d^t^ yd^" 

After rearrangement (details are given in [6]) we find 

dL dx^ d 

de Ls; d {^) 9^' 
1^ ^T^9X^ 

(16) 

(17) 

Along solutions of the field equations, the last term of (17) vanishes 
due to (14). The expression in square brackets is abbreviated by T ^ as 

rpU L5'', -
dL dx^ 

di^)W 
(18) 

which is identical to the energy-momentum "tensor" discussed by Morse 
&: Feshbach [5]. The various components of T ^ may be identified as 
follows. 

-r 0 H = T + Po{W + V) (19) 

Hamiltonian {total energy), 
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-T^j = CopvjF^j = CoRj 
^ V ' 

Field— [or wave—) momentum density, 

-̂  0 — 
1 ply3 = _ I 5 / 

-r 
Field intensity, or energy flux, 

{Po{W + V) - T)S'j - Prpj = b'j 

Material momentum or Eshelby tensor. 

7 

(20) 

(21) 

(22) 

It is noted that if jo = 0, then OT^Q/D^^ = 0, stating that energy 
is conserved. Further, if jj= 0, i. e., the body is homogeneous, then 
dT^j/d^^ = 0, stating that the material momentum, involving the 
Eshelby tensor, in conserved. This is stated in explicit formulae 

5e 

= 0 = 

= 0 

1_ 

Co dt dxJ^ ^ ' 

|(^o..n)+^^'^/ 

(23) 

(24) 

1.3. A P P L I C A T I O N OF DIV 

We next evaluate the divergence of the four-" vector"^^L, i. e., 

In space-time 5^ = 4. Using (14) - (18) we find 

dL d 
e^n + x' 9iw)\ 

^L + §x^ + j,e 

(25) 

(26) 

If the Lagrangian function is homogeneous of degree 2, i.e., for a li
nearly elastic body, then the relation 

1 dL dx^ 

^ = 2 J10^W ^''^ 
holds and (26) can be further modified to (again, for details see [6]) 

dL d ê n - x^ 
^iw) 

= -Pofix' + j ^ ^ ^ . (28) 
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It is seen that a conservation law exists only, if L does not depend 
either on ^^ explicitly or on x \ The expression in square brackets is 
abbreviated by V^ and might be called virial of the system. After intro
ducing the notations (9) - (13) and (19) - (22) its components are given 
by 

y ° = {-tH - X^pvjF^j - x^PoVj)co , 

(29) 

and, under the restrictions mentioned above, the conservation law holds 

Eq. (30) may be rearranged to 

i ^ ^ x ' ^ ^ O . (31) 

which states in words that 

i times conservation of energy plus X^ times conservation 
of material momentum equals a divergence-free expression. 

This is a statement similar to that given by Maugin [7]. 

1.4. APPLICATION OF CURL 

The rotation of a vector ^^L in space-time is represented by 

^(^'''"^.L) (32) 

with the completely skew-symmetric, fourth-rank permutation tensor 
^^Sfiu^ Proceeding similarly as in the previous sections we find 

_ | . [e^^M^^^Ti] ^ e^'^'^iT^, + e;.^) . (33) 

It is seen that a conservation law exists, provided L does not depend 
exphcitly on ^^, and, in addition T ĵ̂  be symmetric, i. e., T̂ ŷ = T^^. 
Prom (20) - (22) we see that this condition is not satisfied here. Thus, 
the application of the curl operator does not lead to a conservation 
law. Considering JJL — Q and v = J m equation (33), in the absence of 
inhomogeniety forces jy = 0 and volume forces fi = 0(y = 0), we find 
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^xi-otT>^j) - ^.(XjT),) 

T'^j + Cot 
grpO grpi 

di + dX^ 
(dT% OTV y O 

= -CopVjF^j - —VjP^j (34) 

= —(field intensity + field momentum density). 

Thus rotation in space and time results in a balance rather than a 
conservation law. 

2. ELASTODYNAMICS IN EULERIAN 
DESCRIPTION 

2.1. LAGRANGIAN FUNCTION A N D THE 
E N E R G Y - M O M E N T U M TENSOR 

In this description, the role of the dependent and independent va
riables is reversed as compared to the Lagrangian description above, i. 
e., 

C = £M,x^";X^,X^J. (35) 
We introduce a different symbol C for the Lagrangian function in 

Eulerian description to indicate, firstly that the functional dependence 
is diff'erent from L and, secondly, that the Lagrangian C is the action 
per unit of volume of the actual configuration whereas L is the action 
per unit of volume of the reference configuration. Thus, with (5), the 
following relation is valid 

C = JFL . (36) 

By contrast to the Lagrangian description, the "tensor" T^^ (cor
responding to r^^ in the Lagrangian description) can not be written 
down in a straight forward manner, but is rather the result of a certain 
power-law expansion of relevant quantities. Since a detailed derivation 
may be found in [8] it will not be repeated here. We merely recall that 
the Euler-Lagrange equations now represent conservation (or balance) 
of material momentum (Eshelby) and the "tensor" T^^ represents the 
mass-stress "tensor", which may be written out as 
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^[XV 
- ^ 0 0 ^Oi -

rj'i{) j-ij 
\ P4 
. pv'Co 

pV^Co 
pv'^v^ — a'^^ 

(37) 

Instead of the mass density in the reference configuration poj the mass 
density of the current configuration, p , is used with the interrelation 

Po = JFP (38) 

The connection between the first Piola-Kirchhoff" stress P^- of the 

Lagrangian description and the Cauchy stress cr̂  • is 

7—1 J?i Jjp F\P j , (39) 

where Jp^ is the Jacobian of the inverse transformation X^ = 
X^"'(cci,x^),cf.[7]. 
Differentiation of T^'" leads now first to 

Qq-uO 
0 

dp d 
°\m + ^y^ (40) 

which represents conservation of mass, and next to 

which represents conservation of physical momentum, i. e., the equations 
of motions, which can be written as 

= 0 

with 

Dt at dx' 

(42) 

(43) 

provided mass is conserved. 

2.2. APPLICATIONS OF DIV A N D CURL 

Since the associated Lagrangian function is not homogeneous of any 
degree, the operation of div does not lead to a conservation law, but 
rather to the balance law 

-{xjpv^ + cM + ^ Xj{pv^v^ - a'-') + cltpv^ 

= pel + {pv'vi - a\) = r \ . (44) 



d 
dt 

tpv^ — x^ p 
d 

or expressed in words 

t{pv'^v^ -- a'^) -- x^ pv^ 
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The source term is equal to the trace of the mass-stress "tensor". 
The "tensor" T^^ is, however, symmetric which indicates that the 

operation of curl will lead to a conservation law of the form 

= 0 , (45) 

t times equation of motion minus x^ times conservation 
of mass equals a divergence-free expression. 

Concluding Remarks 

The principal results obtained axe summarized in Table 1. It is seen 
that the 4 x 4 formalism has revealed a remarkable structure of the basic 
balance and conservation laws of elastodynamics, which contains both 
well known as a well as seemingly novel relations valid in either physical 
or material space. A more detailed derivation, including examples, is to 
be found in a forthcoming publication [6]. 
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Chapter 2 

FROM MATHEMATICAL PHYSICS TO 
ENGINEERING SCIENCE 

Gerard A. Maugin 
Universite Pierre et Marie Curie, Laboratoire de Modelisation en Mecanique, UMR 7607, 4 
place Jussieu, case 162, 75252 Paris Cedex 05, France 

Abstract The theory of configurational - or material - forces smells good of its 
mathematical-physical origins. This contribution outlines this characteristic 
trait with the help of a four-dimensional formalism in which energy and 
canonical momentum go along, with sources that prove to be jointly consistent 
in a dissipation inequality. This is what makes the formulation so powerful 
while automatically paving the way for an exploitation of irreversible 
thermodynamics, e.g., in the irreversible progress of a defect throughout 
matter 

Keywords: configurational forces, in variance, irreversible thermodynamics, conservation 
laws 

INTRODUCTION 

Although it now finds applications in typical engineering settings such as 
the application of finite-element and finite-volume computational 
techniques, the theory of configurational - or material - forces smells good of 
its mathematical-physical origin. This was transparent in Eshelby's 
original works but even more so in the author's works. The newly 
entertained relationship with computational techniques based on 
mathematical formulations akin to general conservation laws (weak form 
such as the principle of virtual power, classical volume balance laws) is not 
so surprising. 
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In fact, both the deep physical meaning and the practical usefulness of 
the critical expressions (e.g., of thermodynamical driving forces) obtained 
within this framework stem from the intimate relationship built from the start 
between these expressions and a field-theoretical invariance or lack of 
invariance. Symmetries and their eventual breaking are the physically most 
profound and intellectually puzzling tenets in modem physics. That 
engineering applications fit into this general picture is a comforting view of 
the mutual enrichment of pure science and modem engineering. This 
contribution outlines these features with the help of a four-(3+l) dimensional 
formalism in which energy and canonical momentum go along, with sources 
that prove to be jointly consistent in a dissipation inequality. This is what 
makes the formulation so powerful while automatically paving the way for 
an exploitation of irreversible thermodynamics, e.g., in the irreversible 
progress of a defect throughout matter. 

The wealth and wide range of applications opened by the configurational 
vision of mechanics or mathematical physics is extremely impressive. 
Among the now traditional applications we find: 

i.) The study of the progress of "defects" or objects considered as such, or 
even macroscopic physical manifestations of the like. Among these we 
have: dislocations, disclinations ; cracks, growth, phase transformations, 
plasticity (pseudo-material inhomogeneities). This is exemplified and 
documented in several synthetic works, e. g., [l]-[5]. 

ii.) The applications to dynamical systems rewritten in the appropriate 
form : Canonical balance laws applied to the perturbed motion of 
soliton complexes (solitonic systems govemed by systems of partial 
differential equations - works by Maugin-Pouget-Sayadi-Kosevich et al 
in both continuous and discrete frameworks - etc) representing localized 
solutions, cf, [6]-[8]; 

and more recently 

iii.) Applications to various numerical schemes, e.g., in Finite-
differences (e.g., Christov and Maugin [6]; in Finite-elements (e.g., 
Braun [9], Mueller, Gross, Maugin [10]-[11], Steinmann et al [12], etc, 
and in Finite-volumes/continuous cellular automata (e.g., works by: 
Berezovski and Maugin [13]. 

Points (i) and (iii) above are richly illustrated by other contributions in this 
volume. We shall focus attention on the original field-theorretical framework 
(already exposed in lecture notes, Maugin and Trimarco [14]), and the 
thermomechanical formulation that contains the essence of the subject 
matter. 
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In a different style but of great interest are also the presentation and 
applications developed by Kienzler and Herrmann [15] - also these authors' 
contributions in the lecture notes mentioned in ref. 14). 

2. THE FIELD-THEORETICAL FRAMEWORK 

Basic fields are noted ^'',a = 1,2,3,... They depend on a space-time 
parametrization {x^j) where in the classical continuum physics of 
deformable solids X^, K= 1,2,3 are material coordinates and t is Newton's 
absolute time. Examples of such fields are the classical direct motion 
x' = x'{x^ j), the micromotion ;̂ ' = J'(x^,r) of micromorphic media, and 
electromagnetic potentials (^,A)(x^,r) • Note in the latter case that the fields 
are what are called "potentials" by physicists. It is essential here to clearly 
distinguish between the fields per se and the space-time parametrization. In 
standard continuum mechanics the placement x in the actual configuration at 
time t is the three-dimensional field. In the absence of dissipation, relying on 
a Hamiltonian variational formulation, the basic Euler-Lagrange equations of 
"motion", (one for each field or for each component of multidimensional 
field) read formally 

J^".- E^=0 , a = 1,2,3,.. (1) 

Noether's identity - that we prefer to refer to as Noether-Ericksen identity 
[16] - is written as (note the summation over a; V^ = ^/<^X ) 

X£..(v,rr=0 (2) 

This is a co-vectorial equation on the material manifold M^. It is referred to 
as the equation of canonical or material momentum because, according to 
d'Alembert's principle, it is clearly generated by a variation of the material 
coordinates X^. Equation (2), unlike (1), governs the whole set of fields a. 
That is, it has the same ontological status as the following "theorem of 
kinetic energy" that is obtained from the set (1) by an equivalent time-like 
operation: 

Z^a (dr\ 
dt 

(3) 

Although this clearly is the time-like equation associated with the space-like 
equation (2), this is not exactly the energy theorem, for it should be 
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combined with a statement of the first law of thermodynamics in order to 
introduce the notions of internal energy and heat. Ultimately, this 
manipulation will yield a balance of entropy, perhaps for an energy quantity 
such as entropy multiplied by temperature: 0 S, where 0 is the absolute 
temperature and S is the entropy per unit reference volume (see below). Both 
this equation and eqn. (2) are canonical (of a general ever realized form) and, 
in the presence of dissipative processes, do not refer to necessarily strictly 
conserved quantities. This will be seen hereafter. For the time being, in order 
to emphasize the role of this type of equation as governing the whole 
physical system under consideration and not only the classical degrees of 
translation of a standard deformable medium, we note a few examples of 
expressions of the canonical (or material) momentum: 

• general analytical-mechanics formula: 

^ = -AZ[^1 . (V .^J (4) 
a \ ^t J 

• classical deformable solid: 

P = -/7oF^v ; v = — X , F = V ^ x . (5) 

where PQ(X) is the matter density at the reference configuration, v is the 
physical velocity, and F is the direct motion gradient. Here the canonical or 
material momentum simply is the pullback, changed of sign, of the physical 
(mechanical) momentum p = />o^ • 

• deformable solid with a rigid microstructure (micropolar medium) [17] 

(6) 
V 

where I is some kind of rotational inertia tensor. 

• * deformable electromagnetic solid (full electrodynamics) [1],[14] 

P = - L o F ^ v - - n x B ) =/7oC.V + - n x B (7) 
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where n and B are material electric polarization and magnetic induction. In 
this case the "physical" electromagnetic electromagnetic momentum is 
p"" =-ExBy where E and B are "physical" electric field and magnetic 
induction). 

This series of examples emphasizes the global-system nature of the 
canonical balance laws of continuum physics insofar as the balance of 
canonical momentum is concerned. 

3. CANONICAL BALANCE LAWS 

We now consider a standard continuous solid (no microstructure, no 
electromagnetic fields) but in the presence of heat and dissipative processes. 
The canonical balance laws still are the fundamental balance laws of 
thermomechanics (momentum and energy) expressed intrinsically in terms 
of a good space-time parametrization. In a relativistic background this 
would be the conservation - or lack of conservation - of the canonical 
energy-momentum tensor first spelled out in 1915 and 1918 by David 
Hilbert and Emmy Noether on a variational basis. Here we consider free 
energies per unit reference volume such as 

W =W{¥,e,a',X) (8) 

for an anisotropic, possibly anelastically inhomogeneous material in finite 
strains, whose basic behavior is elastic, but it may present combined 
anelasticity. The arguments of the supposedly sufficiently smooth function 
W are: F : deformation gradient, ft thermodynamical temperature, or. set of 
internal variable of state representative of a macroscopically manifested 
irreversible behavior; X : material coordinates. The so-called laws of 
thermodynamical state are given by 

T = ̂ . 5 = - ^ , A = - ^ (9) 
<?F d0 da 

Then at any regular material point X in the body B, we have the following 
local balance equations for mass, linear momentum, and energy: 

dpo 
dt 

= 0, (10) 
X 



dt 
— div/^T - 0, 
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(11) 

d{K + E)\ 
dt 

-V^.(T.v-Q) = 0 , (12) 

These equations are presented here in the so-called Piola-Kirchhojf 
formulation, with an \\,t) space-time parametrization, but the components 
of eqn. (11) are still in physical space, so that it is not an intrinsic 
formulation. We remind the reader of the following definitions and relations: 

x = ;ir(x,r), (13) 

F = dX 

dx 
= V ^ j , v = ix_ 

dt 
(14) 

^ 1 2 
(15) 

E=w+se. (16) 

Equation (10)-(12) are strict conservation laws (no source terms), because 
we assume, for the sake of simplicity, that there are neither external body 
force acting nor energy input per unit volume. In these conditions the 
entropy equation and the dissipation inequality read [18] 

d 
d_S_ 

dt 
+ V^.Q = ^""' , <i)'"'̂ ;= Ad , as 

da 
It 

(17) 

and 

cTg=^"'(o '" '^-S.V«^)>0 ; S = Q / ^ , (18) 
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with the continuity condition 

Q ( F , ^ , « ; V R ( 9 ; X ) ^ 0 as Vj^0-^0. 

19 

(19) 

Canonical equation of linear momentum 
This is obtained by projecting canonically eqn. (11) onto the material 
manifold M^ of points X constituting the body. The now classical - but rather 
trivial - result (first obtained by the author and co-workers) is 

^p 
^t 

-(div^h+r'")=f"'+r""', (20) 

where the canonical momentum (here of purely mechanical and 
translational nature- cf. eqns. (4)-(7)) is given by 

P = - p . F = /7oC.V (21) 

A Lagrangian function density is formally introduced by: 

L=n^ =K-W , (22) 

and there have been defined the Eshelby material stress: 

b = -(r'l^+T.F) , (23) 

and various ^'material forces'' (i.e., quantities having the physical dimension 
of forces but all co-vectors on the material manifild M^): 

|» inh 
^L" 

dX 
; f"'=5V^^ , r" ^A[v^af (24) 

expl 

while the Cauchy-Green finite strain and the material velocity are defined 
by: 

C = F^.F , V = - F - ' . v = 
dt 

(25) 
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In particular, the first of eqn. (24) is explicitly given by 

dW\ 

\F,0,a fixed {0f\\ 

f'"=(V./^Ov^l-
2 J ^X 

Thus the "force" f̂'̂^ captures indeed the explicit X-dependency and 
deserves its naming as material force of inhomogeneity, for short 
inhomogeneity force. This is the first cause for the momentum equation (20) 
to be inhomogneous (i.e., to have a source term) while the original - in 
physical space - momentum equation (11) was a true conservation law. 

An inhomogeneity force is a directional indicator of the changes of 
material properties (this holds also at the sharp interface between 
components in a composite body). What is more surprising is that a spatially 
nonuniform state of temperature (v^^^^o) causes a similar effect, i.e., the 
material thermal force f ^̂  acts just like a true material inhomogeneity in so 
far as the balance of canonical (material) momentum is concerned, cf. 
Epstein and Maugin [19]. It seems that Bui [20] was the first to uncover such 
a thermal term while studying fracture although in the small-strain 
framework and not in the material setting. Finally, any internal variable of 
state aihdX has not reached a spatially uniform state at point X , Vj^a^Q , 
has a similar effect in the equation of canonical momentum through the 
intrinsic material force V^^^ [17]. We call such material forces, material 
forces of quasi- or pseudo-inhomogeneity [5]. Note that any additional 
variable put in the functional dependency of the free energy W will cause a 
similar effect. It is only in the pure materially homogeneous elastic case {W 
depending only on F) that the balance of canonical momentum is also a strict 
conservation law. 

Note also that the material stress tensor b is not symmetric in a traditional 
sense. If the Cauchy stress is symmetric (that is the case in the present 
example), b is only symmetric with respect to C considered as the deformed 
metric on M\ i.e., 

Cb = b^C. (27) 

Transformation of the energy equation (canonical form for dissipative 
processes) 

Pushing the temperature under the time differentiation in the first of eqns. 
(17) we readily obtain the following enlightening form: 
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d[se) 
dt 

rift 
+ V^.Q= <!>"'+CD'"', < D ' ^ : = 5 ^ . (28) 

which is to be compared to eqn. (20), i.e., 
Comparing the source terms in the right-hand sides of eqns. (28)i and 

(29), we acknowledge that these two equations are none other than the time
like and space-like components of a unique four-dimensional Cartesian 
formulation in which P and OS are the space and time components of a 
unique four-vector [21]. This more generally hints at a true 4d analytical 
mechanics of dissipative continua. 

4. CONCLUSION 

This contribution had for purpose to emphasize the parallel and 
complementary roles played by the balance of canonical momentum and 
energy (the latter written in a specific way) in the mechanics of materials; It 
is this essentially four-(3H-l) dimensional formalism, clearly inspired by 
mathematical physics, which shows that all reasonings made on the 
thermodynamics of driving forces in all types of applications (progress of 
defects, dynamics of nonlinear waves, improvement of numerical schemes) 
must be simultaneously carried out on the material forces of interest and the 
accompanying expended power. This, in particular, will guarantee that the 
corresponding dissipation, if any, is indeed the product of a material force 
and a material velocity, cf. [21]. 
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1. INTRODUCTION: SOME CONDITIONS 
FOR NONMATERIAL INTERFACES 

The past half-century has seen much activity among materials sci
entists and mechanicians concerning nonmaterial interfaces, a central 
outcome being the realization that such problems generally result in an 
interface equation over and above those that follow from the classical 
balances for forces, moments, and mass. In two space-dimensions with 
the interface a curve 5 , this extra interface condition takes a variety of 
forms, the most important examples being: 

MuUins's equation. This is a geometric equation, 

bV = ^K (1) 

for the respective motions of an isotropic grain-boundary and an isotropic 
grain-vapor interface, neglecting evaporation-condensation. Here V and 
K are the (scalar) normal velocity and curvature of the grain-boundary 
(or interface) 5 , while ip^ 6, p, and L are strictly positive constants, with 
V̂  the interfacial free-energy (density), h a kinetic modulus (or, recipro-

mailto:efried@me.wustl.edu
mailto:mgOc@andrew.cmu.edu
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Figure 3.1 The interface 
«S. Our convention is 
that K be positive on con
cave upward portions of S. 
The symbols (±) label the 
phases on the two sides of 
the interfaces. 

cal mobility), p the atomic density of the sohd, and L the mobihty for 
Fickean diffusion within S. The argument of MuUins (1956) in support 
of (1) is physical in nature and based on work of Smoluchowski (1951), 
Turnbull (1951), and Beck (1952). 

Variationally derived chemical potential. Working within a frame
work that neglects deformation and mass transport and invoking an 
assumption of local equilibrium, Herring (1951) defines the chemical po
tential [/ of a solid-vapor interface as the variational derivative of the 
total free energy with respect to variations in the configuration of the in
terface. Following Herring, Wu (1996), Norris (1998), and Freund (1998) 
generalize earlier work of Asaro and Tiller (1972) and Rice and Chuang 
(1981) to compute the chemical potential t/ of a sohd-vapor interface in 
the presence of deformation, allowing for interfacial stress. Their result 
is given by 

dr 
U = ^ -^n^¥n-{^l)- G\)K - — . (2) 

Here ^ is the bulk free-energy (density); S is the bulk Piola stress; 
F = Vy is the deformation gradient (with y the deformation); n and t 
are the interface normal and tangent (Figure 3.1); K is the curvature; s 
denotes arc length; ijj is the interfacial free-energy (density); and A = |Ft | 
is the interfacial stretch. The result (2) is derived variationally. It hinges 
on the assumption that the vapor pressure and vapor free-energy vanish, 
and is based on standard bulk constitutive relations in the solid and a 
constitutive equation V̂  = '̂ (A,'??) for the interfacial free-energy, and a 
and T defined by 

"=aA' '^W (̂ ^ 
with "d the counterclockwise angle to the interface tangent t. 

Kinetic Maxwell equation. This is a condition 

^ - ^P'^IJ^'" - Sn . F n | - b{^)V. (4) 
a 

for a propagating coherent phase interface between two phases composed 
of atomic species a = 1,2,... , A .̂ Here, [i^ and p^ are the chemical po
tentials and atomic densities in bulk, |(̂ ]j = ip^ — (p~ is the jump of a 
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bulk field (f across the interface, and, as in ( l) i , 6(1?) is a constitutively 
determined kinetic modulus. The kinetic Maxwell condition was first 
obtained by Heidug and Lehner (1985), Truskinovsky (1987), and Abe-
yaratne and Knowles (1990), who ignored atomic diffusion but allowed 
for inertia. Their derivations are based on determining the local energy 
dissipation associated with the propagation of the interface and then 
appeahng to the second law. When 6 = 0, (4) reduces to the classical 
Maxwell equation 

* - ^P^'f^'" - Sn • F n | = 0 (5) 
a 

first derived variationally by Larche and Cahn (1978).-^ 

Leo—Sekerka relation. This is a condition for an interface in equilib
rium. Relying on a variational framework set forth by Larche and Cahn 
(1978) (cf., also, Alexander and Johnson, 1985; Johnson and Alexander, 
1986), Leo and Sekerka (1989) consider coherent and incoherent solid-
solid interfaces as well as solid-fiuid interfaces. For an interface between 
a vapor and an alloy composed of Â  atomic species, neglecting vapor 
pressure and thermal infiuences, the Leo-Sekerka relation takes the form 

^{p'^ - 5'^K)n'^ = * - Sn • F n - (V' - a\)K - ^ . (6) 
C/S 

a 

The relation (6) is based on a constitutive equation xp = '0(A,7?,(^), with 
5 the list of interfacial atomic densities 5^, a = 1,2,...jA/", supple
mented by the definitions 

5 ^ d^P d^ 

2. THE NEED FOR A CONFIGURATIONAL 
FORCE BALANCE 

One cannot deny the applicability of the interface conditions dis
cussed above; nor can one deny the great physical insight underlying 
their derivation. But in studying these derivations one is left trying to 
ascertain the status of the resulting equations (1), (2), (4), (5), and (6): 
are they balances, or constitutive equations, or neither?^ This and the 

^Cf. also Eshelby (1970), Robin (1974), Grinfeld (1981), James (1981), and Gurtin (1983), 
who neglect compositional effects. 
^Successful theories of continuum mechanics are typically based on a clear separation of 
balance laws and constitutive equations, the former describing large classes of materials, the 
latter describing particular materials. 
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disparity between the physical bases underlying their derivations would 
seem to at least indicate the absence of a basic unifying principle. 

That additional configurational forces may be needed to describe phe
nomena associated with the material itself is clear from the seminal work 
of Eshelby (1951, 1956, 1970, 1975), Peach and Koehler (1950), and Her
ring (1951) on lattice defects. But these studies are based on variational 
arguments, arguments that, by their very nature, cannot characterize 
dissipation. Moreover, the introduction of configurational forces through 
such formalisms is, in each case, based an underlying constitutive frame
work and hence restricted to a particular class of materials.^ 

A completely different point of view is taken by Gurtin and Struthers 
(1990),^ who — using an argument based on invariance under observer 
changes — conclude that a configurational force balance should join the 
standard (Newtonian) force balance as a basic law of continuum physics. 
Here the operative word is "basic". Basic laws are by their very nature 
independent of constitutive assumptions; when placed within a thermo
dynamic framework such laws allow one to use the now standard pro
cedures of continuum thermodynamics to develop suitable constitutive 
theories. 

3. A FRAMEWORK FOR THE STUDY OF 
EVOLVING NONMATERIAL 
INTERFACES 

A complete theory of evolving interfaces in the presence of deforma
tion and atomic transport may be developed using a framework based 
on: (a) standard {Newtonian) balance laws for forces and moments that 
account for standard stresses in bulk and within the interface; (b) an 
independent balance law for configurational forces that accounts for con
figurational stresses in bulk and within the interface;^ (c) atomic bal
ances^ one for each atomic species, that account for bulk and surface 
diffusion; a mechanical (isothermal) version of the first two laws of ther
modynamics in the form of a free-energy imbalance that accounts for 
temporal changes in free-energy, energy flows due to atomic transport. 

•̂ A vehicle for the discussion of configurational forces within a dynamical, dissipative frame
work derives configurational force balances by manipulating the standard momentum balance, 
supplemented by hypereslastic constitutive relations (e.g., Maugin, 1993). But such derived 
balances, while interesting, are satisfied automatically whenever the momentum balance is 
satisfied and are hence superfiuous. 
^This work is rather obtuse; better references for the underlying ideas are Gurtin (1995, 
2000). 
^As extended by Davi and Gurtin (1990), Gurtin (1991), Gurtin and Voorhees (1995), and 
Fried and Gurtin (1999, 2003) to account for atomic transport. 
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and power expended by both standard and configurational forces; (d) ther-
modynamically consistent constitutive relations for the interface and for 
the interaction between the interface and its environment. 

One of the more interesting outcomes of this approach is an exphcit 
relation for the configurational surface tension a in terms of other inter-
facial fields; viz., 

a = ^l;- ^6''fi'' - aX. (8) 
a 

This relation, a direct consequence of the free-energy imbalance applied 
to the interface, is a basic relation valid for all isothermal interfaces, 
independent of constitutive assumptions and hence of material; it places 
in perspective the basic difference between the configurational surface 
tension a and standard surface tension a. There is much confusion in 
the literature concerning surface tension a and its relation to surface 
free-energy '0. By (8), we see that these two notions coincide if and only 
if standard interfacial stress as well as interfacial atomic densities are 
negligible. 

4 . T H E N O R M A L C O N F I G U R A T I O N A L 
F O R C E B A L A N C E A N D T H E 
D I S S I P A T I O N I N E Q U A L I T Y 

The configurational force balance for the interface takes the simple 
form 

dc 
- + g + [ C l n : = 0 . (9) 

Here c is the configurational surface stress, g is a dissipative internal 
force associated with the rearrangement of atoms at the interface, and 
C is the configurational stress in the sohd. The tangential and normal 
components a — c -1 and r = c • n of c are the configurational surface 
tension and the configurational shear; thus, in contrast to more classical 
discussions, the surface tension actually represents a, force tangent to the 
interface, with no a priori relationship to surface energy. The theory in 
bulk shows C to be the Eshelby tensor 

< ^ = ( ^ - E ' ^ ' ' ^ " ) l - ^ ^ S , (10) 
a 

a relation that bears comparison with (8). Of most importance is the 
component 

dr 
a K + — + n . iCin + ^ = 0, 5 = g " n, (11) 



30 Eliot Fried and Morton E. Gurtin 

of (9) normal to the interface, as this is the component relevant to the 
motion of the interface. 

For an interface in the presence of deformation and atomic transport, 
the normal configurational force balance (11), when combined with (8), 
(10), and the standard force, moment, and atomic balances, yields the 
normal configurational force balance (Pried and Gurtin, 2003) 

^ ( [ p l + r X ) M " = [^ - Sn • Fnl + (V̂  - a\)K + | ^ + P, (12) 
a 

with a the standard surface-tension. This balance is basic, as its deriva
tion utilizes only basic laws; as such it is independent of material. 

The free-energy imbalance locahzed to the interface using the basic 
balances yields the interfacial dissipation inequality 

^_aX-T^- 5]M"^" + E ^ " ^ + 9V<0, (13) 
a a 

with a superposed box denoting the time derivative following the normal 
trajectories of «S; this inequality, which is also basic, is used as a starting 
point for the discussion of constitutive relations. 

5. RELATION OF THE NORMAL 
CONFIGURATIONAL FORCE BALANCE 
TO THE CLASSICAL EQUATIONS 

Each of the interface conditions in §1 may be derived — without 
assumptions of local equilibrium — within the framework set out in §3. 

Leo—Sekerka relation. If we take ^ ^ 0, then the normal configura
tional force balance (12) reduces to the Leo-Sekerka relation (6). The 
relation (6) follows rigorously as an Euler-Lagrange equation associated 
with the variational problem of minimizing the total free-energy of a solid 
particle surrounded by a vapor. Thus, for solid-vapor interfaces in equi
librium, the format adopted here is completely consistent with results 
derived variationally. The Leo-Sekerka relation (6) (or similar relations 
for other types of phase interfaces) is typically applied, as is, to dynam
ical problems, often with an accompanying appeal to an hypothesis of 
"local equihbrium", although the precise meaning of this assumption 
is never spelled out. The more general framework leading to the nor
mal configurational force balance (12) would allow for a nonequilibrium 
term — ,̂ with g = —6(7?)^, on the right side of (6). The question as to 
when the Leo-Sekerka relation is applicable in dynamical situations is 
equivalent to the question as to when the internal force g is negligible. 



The unifying nature of the configurational force balance 31 

Our more general framework provides an answer to this question: for 
sufficiently small length scales g cannot be neglected^ because the term 
emanating from g in the evolution equations for the interface is of the 
same order of magnitude as the other kinetic term in these equations, 
which results from accretion (Pried and Gurtin, 2004, §26.3). 

Variationally derived chemical potential. We restrict attention to 
a single atomic species, take p = 0, and neglect the adatom density. 
Further, consistent with the variational treatment we assume that the 
vapor pressure and vapor free-energy (and hence the standard and con
figurational forces) vanish in the vapor. This allows us to replace the 
jumps by negative interfacial limits from the solid (so that [[*| becomes 
—*" = — * , and so forth). Then the normal configurational force bal
ance reduces to (2) with U = pii. The chemical potential U is, by its 
very definition, a potential associated with the addition of material at 
the sohd-vapor interface, without regard to the specific composition of 
that material. As such, U cannot be used to discuss alloys. As with the 
Leo-Sekerka relation, the more general framework discussed here allows 
for a kinetic term b{'&)V on the right side, and hence for a nonequilibrium 
chemical potential. 

MuUins's equation and the kinetic Maxwell equation. If in (12) 
we neglect deformation, adatoms, and all fields related to the bulk ma
terial, and consider constitutive relations of the form '0 = '0('i?) and 

r=%, 9 =-Km, (14) 

with h{;d) > 0 a kinetic modulus, then the dissipation inequality (13) 
is satisfied and the normal configurational force balance (11) reduces to 
the curvature-flow equation 

b{^)V= [il;{d) + ^'{^)\K, (15) 

proposed by Uwaha (1987) and independently, using configurational 
forces, by Gurtin (1988); for an isotropic material, (15) reduces to 
Mullins's equation (1). 

Similarly, the kinetic Maxwell equation (4) follows from (11) upon 
neglecting atomic transport as well as interfacial structure and taking 
g = -h{'d)V. 

6. A FINAL REMARK 
Interface conditions that in other theories play the role of the normal 

configurational force balance are typically based on an assumption of lo-
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cal equilibrium or on a chemical potential derived as a variational deriva
tive of the total free-energy with respect to variations in the configuration 
of the interface. By their very nature, such variational paradigms cannot 
involve the normal velocity V. To the contrary, a framework based on 
a configurational force balance allows for nonequilibrium terms of this 
form. 
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A b s t r a c t In this paper we discuss models able to account for discontinuities of the 
temperature field across a immaterial interface. Our theory is based on 
a scalar interfacial field and cover two previously proposed theories of 
Pried and Shen [6] and Dascalu and Danescu [4]. We briefly present an 
application to the problem of solidification of an under-cooled liquid. 

Keywords : Stefan models, phase transitions, interfaces, free-boundaries. 

Introduction 
Recently, a theory accounting for discontinuous temperature and ve

locity across a immaterial moving interface was proposed in Pried and 
Shen [6]. The starting point is the interfacial version of the balance of 
energy combined with the interfacial version of the imbalance of entropy. 
The resulting interfacial dissipation inequality suggests supplemental in
terfacial relation associated with the mass exchange, velocity slip and 
jump in the temperature field at the interface. 

The aim of this paper is to present a generalized framework that 
account for discontinuous temperature field. We show that using an 
additional superficial field we are able to construct a general theory ac
counting for discontinuous temperature field that contains as particular 
cases both results of [6] and [4]. We illustrate the use of the supplemental 
interfacial relation in the problem of the soHdification of a super-cooled 
liquid, in a classic constitutive context. 

mailto:danescu@ec-lyon.fr
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1. INTERFACIAL BALANCE AND 
IMBALANCE LAWS 

In this section following [5], [6], we recall briefly the interfacial versions 
of balance and imbalance laws. We denote by T)(t) the region occupied 
by the material body at time t, and by S{t) the nonmaterial surface 
across which the velocity v and the temperature 9 may experience finite 
jump discontinuities. We use n{x,t) for the unit normal to S{t) in 
X G S{t) and V{x^t) for the scalar normal velocity i/ • n of S{t) at 
X e S{t). If a is a field on V(t)^ discontinuous across S{t)^ for x G S{t) 
we use a^ for the limits 

a^(x,t) = lim a{x ± hn{x^t)^t)) (1) 

and we denote [a] and (a) the jump and the mean value of a across S{t). 
We use frequently the following algebraic identity 

labj = laj{b) + {am. (2) 

Mass balance. If p and v denote respectively the mass density and 
the motion velocity the interfacial mass balance is 

lp{V-vn)j = 0 (3) 

and following [6] we define the mass flux across S through 

m = {p{V-vn)). (4) 

M o m e n t u m balance. If T denotes the Cauchy stress, in the absence 
of body forces the momentum balance across S is 

lp{V - V • n)v} + iTjn = 0, (5) 

or, using (3) 
m M + iTjn = 0 (6) 

Energy balance. Neglecting supplies, if e and q denotes the internal 
energy density and the heat flux the energy balance across S can be 
written as 

lp{e + ^v • v){V -vn)l + {Tv} • n - M • n = 0. (7) 

Once again using (3) and (6), we rewrite (7) as 

mIe] + ( r n ) . H - M - n = 0. (8) 
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IfP = / — n(g)n denotes the interfacial projection, following [6], we call 
s = P|v] and t = P{Tn) respectively the interfacial velocity slip and 
interfacial friction. After rearrangement, the balance of energy can be 
written as 

mffe - -Tn - n + J ( F - v - nfj + t • s - ^ • n = 0. (9) 

Let 6^ 77 denote respectively the absolute temperature and the entropy 
density; using the free energy density defined as ^ = e — 7̂7, we obtain 

m[* - -Tn -n+hv-V' n)^ + t • s + m[^ryl - |q] • n = 0. (10) 
P ^ 

Imbalance of entropy Neglecting specific external entropy supply 
the interfacial version of the entropy imbalance is 

I ^ q - n l - m | 7 ? ] > 0 . (11) 

The interfacial dissipation inequality is then obtained using (11) in (10). 
We present briefly the classical case in the following subsection. 

1 .1 . C O N T I N U O U S T E M P E R A T U R E F I E L D 

When the temperature field is continuous across S the use of (11) in 
(10) is obvious; we rewrite (10) as 

m | * - i m • n + J ( F - i; • nfj + 1 • s = 9(1^} • n - mM) . (12) 

and taking into account (11) we are lead to the classical interfacial dis
sipation inequality (see also [1], [7], [8], [10], [11]) 

wf-^ --Tn-n + hv -v-nfj + t-s>0. (13) 

2. D I S C O N T I N U O U S T E M P E R A T U R E 

M O D E L S 

2 .1 . T H E M O D E L OF F R I E D A N D S H E N 

Pried and Shen introduced in [6] the scaled temperature jump 

.m^jJM (14) 
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and rewrite (10) as 

m l * ~-n'Tn + -{V - v • nfj + s • t + j [m(̂ 7?) - {q • n)] = 
P ^ 

4r'(l|-nl-mM). (15) 
which leads to an interfacial dissipation inequahty in the form 

em + t - s + j h > 0 , (16) 

where e = [* — ^n • Tn + ^{V — v - n)^] denotes the interfacial energy-
release and h = m{9ri) ~ (q-n) the interfacial heating. Pried and Shen in 
[6] provide a rigorously treatment of supplemental constitutive relations 
on the interface based on (16), and invariance under superposed rigid 
changes of observer, lead to (see also [2], [10]) 

g 
e = e(m, |s|,j), t = t(m, |s|,j)Tn|. h = h(m, |s|,j). (17) 

Two questions arise with respect to the above theory; the first one 
concerns the interfacial heating. More precisely, the first term of the 
interfacial heating contains the mass fiux m and can be equally regarded 
as a part of the interfacial energy release. The second question concerns 
the first factor in the right-hand-side of (15). Alternative choices, leading 
to different theories, were proposed in Danescu and Dascalu [4] and"̂  
Silhavy [9] and we shall develop on this issue in the following. 

2.2. THEORY BASED ON THE 
TEMPERATURE JUMP 

A straightforward computation shows that an equivalent form for (10) 
is [9], [4] 

1 „ 1 /9v m l * --n-Tn + -{V-v n ) i + s • t + |^I m(^) - (^) • n 
p Z I u . 

= mi^-n}-mM) (18) 
The right-hand-side of (18) is still positive and following the fine devel
oped by Pried and Shen we rerwrite the interfacial dissipation inequality 
as 

em + t - s - t - jh > 0, (19) 

where j is the temperature jump and h is the interfacial heating. In this 
case we are lead to constitutive relations similar to (17) in the form 

e = e(m, |s|,j), t = t(m, |s|,j)s/|s|, h = h(m, |s|,j). (20) 
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3. EQUIVALENT TEMPERATURE OF THE 
INTERFACE 

A straightforward computation shows that (12) and (18) are special 
cases of a more general form of the interfacial balance of energy which 
reads 

m[^ --n'Tn+l{V-V'n)^ + rj{9-e)j + S' t-
P 2 

-1^(0 - 0)'nl = 6(1^ ̂ nj~Hv}). (21) 

which introduces a positive scalar interfacial field 9, We call 6 t he 
equivalent t e m p e r a t u r e of the interface and we regard this concept 
as to be prescribed by a constitutive function. The particular choices 

e = {e), 0=^{i/e), (22) 

lead to (18) and (15) respectively, but other special constitutive choices, 
like for example^ 

O = {0n{-^)-' (23) 

are possible, leading to different theories. We discussed in [3] the physical 
meaning of the superficial field 0 and we showed that 6 is the temperature 
of the interface which a priori may be different from both limits 9^, 

4. INTERFACIAL DISSIPATION 
INEQUALITY 

Taking into account (11) and (21) we conclude that the interfacial 
dissipation inequality holds in the form 

ml^ --n'Tn+l{V-V'nf + rj{9- 9)j +s • t - l | ( ^ - ^) • n ] > 0 
p 2 9 

interfacial energy release 

(24) 
where the interfacial energy release includes also the term m|77(^ — 9)}, 

We shall focus in the following on a pure thermal problem in a mo
tionless body so that the dissipation inequahty is reduced to 

H'^-viO-m-l^iO-0)-nj>0 (25) 

In the case of a continuous temperature field the above relation is just 
m | ^ | > 0, and holds if and only if a supplemental kinetic relation in 
the form [[^| = 6m, with 6 > 0 is given. When the temperature is 
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discontinuous, we still postulate a supplemental constitutive relation for 
the interfacial energy release but we interpret the inequality 

-l^i0-9)-nj>O (26) 

as a thermodynamic restriction on the constitutive function 9, The ana
log of (26) in the bulk is the classical residual inequality q • grad^ < 0. 

In special situations when the constitutive function 9 is prescribed 
(26) provides an additional interfacial relation. For example, if (23) 
holds, a straightforward computation in [3] shows that (26) is equivalent 
to 

1 _̂  l o ' - l {h'n = -l (27) 
\0r/ ' ^(^Qr^ {9^-'^)\ 

for some positive function 7. 
This shows that compatibility of a given interfacial structure, i.e. a 

prescribed ^, with the interfacial dissipation inequality (26), imposes a 
supplemental constitutive relation like (27). 

5. SOLIDIFICATION OF AN 
UNDER-COOLED LIQUID 

The next section is devoted to the solidification of an under-cooling 
liquid. To illustrate the role of the additional relation at the interface, 
we shall provide a suflicient condition for the existence of travelling wave 
solutions in a particular constitutive context. 

We start recalling the field equations and the interfacial conditions; 
for a pure thermal problem the field equation is the balance of energy, 

pe = -divg, (28) 

and the associated interface balance 

pViel = lq-nl (29) 

supplemented, for some positive a, by 

I* - r]{e - 9)1 = apV, | | J . n > y M • n. (30) 

Constitutive assuptions: We shall assume following [6] constitutive 
relations in the form 

iu(n\ __ / ^sO{l - \n{9/9s)) in the solid phase, , . 
^ ^ \ Q^(l - ln(^/^/)) + / in the liquid phase, ^"^ ' 
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where Cg^ ci^ 9sj Oi and / are positive constants. The imbalance of entropy 
in the bulk gives 

rjie) = - * ' ( ^ ) = I ''}i^f'^ ^" ?!;" solid phase, 
'̂  ^ I Q 1 I I ( ^ / ^ 0 m the liquid phase, ^ ^ 

and 
rn\ ,Tr̂ /3\ z3 /z)\ / ^sO m thc solid phase, ,^^. 

e(e) = *(^) - eviO) =[^^0^1 i„ the liquid phase. ^^3) 

Constitutive relations for the heat flux are assumed in the form 

_ / —fcsgrad^ in the solid phase, .^ .̂  
[ —kigrSidO in the liquid phase, ^ ^ 

for ^5 and ki positive and we assume that there exists a unique transition 
temperature such that 

ei<e^<es, ^,(^0 = *K^.). (35) 

For 6 we shall focus here only on the case r = 1/2 in (23), but the 
general case 0 < r < 1 can be treated in a very similar manner. Relation 
(27) provides 

We investigate the existence of travelling waves solutions for the sys
tem (28), (29), (30.1) and (36) in the constitutive framework described 
by (31) and (34). We restrict to cases when the interface is a plane that 
propagates with the scalar velocity V and we look for solutions 6{x^t) 
depends only on ^ := cc • n — Ft in a case when the under-cooled liquid in 
located at (̂  > 0 while the solid at ^ < 0. We assume a far field condition 
ôo in the liquid phase such that 

ôo < ^^ < ^" < ^*. (37) 

The temperature field 

^^*' ^̂  = { ôo + {e^ - ^oo)exp {-ciVpi/h)) if ^ > 0,' ^^^) 

with 9~ = {ciOoo + l)/cs satisfies (28) and (29), while relations (30.1) 
and (36) can be rewritten as 
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ci{e+ - Ooo) - Ve+f= [ci\n{d+/ei) - c,ln(^-/^,)] = apV. (40) 

Equations (39) and (40) form a system for the unknowns 6'^ and V. We 
note that (39) shows that V is positive when ^+ satisfies (37). We shall 
provide in what follows a simple sufficient condition for the existence of 
a travelling wave solution. Substitution of pV from (39) in (40) gives, 
after rearrangement, a single equation for 6'^; we obtain 

l n ^ + - C = 
Ve+e^ 

• (41) 

for C = InOi + ^Jn{e-/0s). We denote the right-hand-side above F{0+) 
and note that both sides in (41) are continuous functions on {Ooo,0~)-
Moreover, we have limg+_>5)̂  F{6'^) = —oo, and liin0+_^g- F{0'^) = 
iG~ - Ooo)/0~- It follows dirlectly that if In^" - C < {9' - ^oo)/^~, 
equation (41) has at least one solution in {9oo,9~). 

Notes 
1. We acknowledge an interesting discussion with Prof. M. Silhavy who kindly point out 

to us his approach on this problem; previous to our formula (18) (and before our result in 
[4]) he used the same approach in [9] to obtain the interfacial dissipation inequality (19). 

2. This_assumption generalizes both previous cases; indeed, for r = 0 and r = 1 in (23), 
we obtain 9 = {^)~^ and respectively, 9 = (9). 
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Abstract We study a fully inertial discrete model of a martensitic phase transition 
which takes into account interactions of first and second nearest neigh
bors. Although the model is Hamiltonian at the microscale^ it generates 
a nontrivial macroscopic relation between the velocity of the martensitic 
phase boundary and the conjugate configurational force. The apparent 
dissipation is due to the induced radiation of lattice waves carrying en
ergy away from the front. 

Keywords: Kinetic relations, lattice waves, radiative damping 

Introduction 
The fact that a nonzero configurational force is required to sustain 

a martensitic phase transition reflects inability of the classical contin
uum elasticity to describe dissipative phenomena inside the transition 
front where discreteness of the underlying crystal structure cannot be 
neglected. We recall that in continuum theory a phase boundary can 
move without friction. At the same time its motion in a lattice can be 
compared to that of a particle placed in a wiggly (Peierls-Nabarro) land
scape: the oscillations of the velocity then lead to the energy transfer 

mailto:trusk@lms.polytechnique.fr
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Figure 5.1. (a) The macroscopic stress-strain law and the Rayleigh hne for a sub
sonic phase boundary. The difference A2 — Ai between the shaded areas is the config-
urational force G. (b) The discrete microstructure with nearest and next-to-nearest 
neighbor interactions. 

from macro to microscale [14]. At continuum level the emitted short-
length lattice waves are invisible, and the radiation is perceived as energy 
dissipation. Since the rate of energy release at the macroscale remains 
unspecified, in order to close the system of equations at the macrolevel, 
one needs to supplement the conservative continuum equations with the 
dissipative kinetic relation on the moving discontinuity [10, 11]. In this 
paper we consider the simplest nonlocal discrete model of a martensitic 
phase boundary allowing one to find the unknown energy release rate 
explicitly. Following some previous work in fracture [7, 8] and plasticity 
[1, 3, 4] we use a biparabohc ansatz for the free energy and construct an 
explicit solution of the discrete problem. We emphasize that our only 
input information concerns the elasticities of the constitutive elements, 
and hence the resulting kinetic relation can be considered of the "first 
principles" type. 

1. CONTINUUM MODEL 
Consider an isothermal motion of an infinite homogeneous bar with a 

unit cross-section. Let u{x^ t) be the displacement of a reference point x 
at time t. Then strain and velocity fields are given hy w = Ux{x^t) and 
V — ut{xjt)^ respectively. The balances of mass and Hnear momentum 
are Vx = wt and pvt = {a{w))x^ where the function a{w) specifies the 
stress-strain relation. To model martensitic phase transitions, we follow 
[2] and assume that a{w) is non-monotone as shown in Figure 5.1a. The 
two monotonicity regions where a'{w) > 0 will be associated with ma
terial phases I and 11. Suppose now that an isolated strain discontinuity 
propagates along the bar with constant velocity V. On the discontinuity 
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the balance laws reduce to the Rankine-Hugoniot jump conditions 

pV^wj = lal pVM = -lal (1) 

where | / ] = f^ — f- denotes the jump. Conditions (1) must be supple
mented by the entropy inequality TZ = GV > 0, where 

G=lcP}-{a}lw} (2) 

is the associated configurational force. Here {a} — {a^ + cr_)/2. Given 
V and the state [VJ^^WJ^) in front of the moving discontinuity, one can use 
(1) to determine the state {v-^w-) behind. In particular, (l)i implies 
that w± lie on the intersection of the curve a{w) and the Rayleigh line 
with the slope pV^, as shown in Figure 5.1a. To satisfy the entropy 
inequality it is sufficient to require that the difference between the areas 
A2 and A\ shown in Figure 5.1a is nonnegative. It is not hard to see that 
the macroscopic jump conditions do not provide enough information to 
specify the velocity of the phase boundary V uniquely. 

Although the difficulty with finding V does not arise in the case of su
personic shock waves, it is essential in the case of subsonic phase bound
aries, where additional jump condition controlhng the rate of dissipation 
must be provided to ensure that the continuum problem is well posed 
[6, 12]. The corresponding closing kinetic relation in the form G = G{V) 
can be either postulated as a phenomenological constitutive relation (e.g. 
[10, 11]) or derived from a regularized continuum model which usually 
includes dissipative as well as dispersive terms (e.g. [5, 10]). Below 
we take a different approach and derive the closing relation from a dis
crete lattice model represented by an infinite system of coupled ordinary 
differential equations. 

2. DISCRETE MODEL 
Consider a chain of particles connected to their nearest neighbors 

(NN) and next-to-nearest neighbors (NNN) by elastic springs, as shown 
in Figure 5.1b. In the undeformed configuration the NN and NNN 
springs have length e and 2 :̂, respectively. Let Un{t)^ —00 < n < 00^ 
denote the displacement of nth particle at time t with respect to the ref
erence configuration. In terms of the strain variables Wn = {un — Un-i)/£ 
the dynamic equations take the form 

mWn = 0NN( '^n+l ) " 2(?!>NN(^n) + (t>NN{^n-l) + 7( '^n+2 - 2^1^ + Wn-2)' 

(3) 
Here (/>NN is the nonlinear and nonconvex NN potential, while the NNN 
interactions are assumed to be linear: 0NNN('^) ~ 2jw. We seek so
lutions of (3) in the form of a traveling wave moving with the velocity 
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V and connecting two states in different phases. Let x = ne — Vt and 
assume that 

Un{t) = u{x), Wn{t) = w{x) = [u{x) - u{x - e)]/e (4) 

The system (3) can now be replaced by a single nonlinear advance-
delay differential equation for w{x): 

mV'^w" ^ 0 N N ( ' ^ ( ^ + ^)) - 2(/) 'NN(^(^)) + 0 N N ( ^ ( ^ - ^)) /̂ x 
+ j{w{x + 2e) - 2w{x) + w{x - 2e)). 

The states at x = ±oo must correspond to their macroscopic limits 

w{x) -^ w± as X —> ±oo. (6) 

Since we expect emission of elastic waves, the limits in (6) must be 
understood in the weak sense only. 

In order to obtain analytical solution of the discrete problem, we 
choose NN potential to be biparabolic and symmetric so that (t)'^^{w) = 
K{w — aO{w — Wc))^ where 9{x) is a unit step function. Assume that all 
springs in the region x > 0 are in phase I, while all springs with x < 0 
are in phase 11. Then in nondimensional variables equation (5) can be 
written as 

V'^w" - w{x + 1) + 2w{x) - w{x - 1) - j{w{x + 2) - 2w{x) 

+ w{x - 2)) = -e{-x - 1) + 2e{-x) - 6(1 - x), 

where (3 = A^y/K is the main nondimensional parameter of the problem. 
Observe that Eq. (7) is linear in x < 0 and x > 0 so that the nonlinearity 
is hidden in the switching condition 

^(0) = wc (8) 

and in the constraints 

w{x) < Wc for X > 0, w{x) > Wc for x < 0 (9) 

ensuring that the springs are in proper phases. The problem now re
duces to solving (7) subject to (6), (8) and (9). We remark that a re
lated discrete problem with (3 = 0 (no NNN interactions) was previously 
considered in [8, 9]. 
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3. SOLUTION OF THE DISCRETE 
PROBLEM 

Equation (7) can be solved by standard Fourier transform (see [13] 
for details) yielding 

where L{k) = 4sm^{k/2) + (3sm^k- V^k^ and M± - {fc : L{k) = 
0, {/mfc ^ 0}U{^^fc = 0, fcL'(A:) ^ 0}. The solution can be viewed 
as a homogeneous state superimposed with the combination of plane 
waves with phase velocity V and wave numbers given by the zeroes of 
L(k). In particular, there is a finite number of real roots of L{k) = 
0 corresponding to radiative modes. To obtain (10), we applied the 
radiation conditions [1, 7] requiring that all radiative modes with group 
velocities Vg higher than the interface velocity V appear in front of the 
moving phase boundary (a; > 0), while all radiative modes with Vg <V 

appear behind the front. Since Vg = V + -2Vk^ the relevant radiative 
modes ahead (behind) the interface must satisfy kL'{k) > 0 (< 0). 

Equations (10) imply that the limiting states are related by WJ^ = 
w- —1/(1 + /? —F^), which is exactly the macroscopic Rankine-Hugoniot 
condition (l)i . The switching condition (8) implies that 

1 v:^ 4sin2(/c/2) 
" ^ ^ " ^ = ^ 2 ( l + / 3 - y 2 ) + E |fcL'(fc)| ' (11) 

where N^ = {k : L{k) = 0, Imk = Q,kL'{k) ^ 0}. Since both L{k) 
and A^^ depend explicitly on F , Eq. (11) provides two additional re
lations between the velocity of the moving interface and the strains at 
infinity; one of them is equivalent to (l)i while the other one generates 
a nontrivial kinetic relation. To recover the second Rankine-Hugoniot 
condition (1)2, we recall that given the self-similar ansatz (4), the strain 
and velocity fields are related through v{x) — v{x — l) = w'{x). Since the 
right hand side of the latter equation is known exphcitly (see (10)), we 
can again use the Fourier transform to show that the difference between 
the average velocities at infinity satisfies v^ — v- = V/(l -t-/3 — V^), This 
is exactly our macroscopic jump condition (1)2. 
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4. KINETIC RELATION 
Consider the global energy balance in the discrete model 

dt\ ^ 

.,2 o / , „ _L.,. . \ 2 

{ E [ f+ #NN(»„) + f (2 ;=^^) 1}=F„.„|—cc, (12) 
n=—oo '-

where F̂ i — 0NN('^n) + f ('^n-i + 21̂ ;̂  + t^n+i) is the total force acting 
on the nth particle from the left. Since at infinity our solution tends 
to the homogeneous state plus linear oscillations we use asymptotic or
thogonality of the modes and write: {FnVn\^^oo) —^ + '̂ o? where (•) 
denotes the averaging over sufficiently large period, V = CFJ^VJ^ — G-V- is 
the macroscopic power supply at ±00 and PQ is the energy carried away 
by the microscopic lattice waves: 

-V, = Y. (̂ '̂ )+(̂ 5 - ^) + E < '̂̂ )-(̂  - ^9)- (13) 
keN"^ keN-

Here Q^ is the sum of kinetic and potential energies per particle carried 
by the mode k. The average energy density carried by the mode k can 
be computed from (Qk) = {G — Go)ki where Q{x) is the total energy per 
particle and 5o is the energy of the hmiting homogeneous states. The 
calculation yields [13] {Qk)± = —(mk))'^ ^̂ ^ ^^^ ^^^ average energy 
density carried by the radiative wave with k G A^^g = {k ^ N^ : k > 
0}. Substituting these exphcit relations into (13) and observing that 
TZ = GV = —VQJ we obtain the desired expression for the driving force: 

y sinHk/2) 

keN^os 
\kL'ik)\ 

Since both L(k) and A^^ are known functions of F , Eq. (14) yields an 
explicit kinetic relation (see also 11). 

Alternatively, we could compute the driving force G by using Eq. (2) 
for the continuum macromodel. Observe that the macroscopic energy 
density (l){w) is related to its microscopic counterparts via (j){w) = ^(1 + 
l3)w'^ — 6{w — Wc){w — Wc). By substituting this relation into (2) and 

using (11), we obtain G = ^{w-+w^)-Wc = ^J^keN^os ^lkL'\k)\ ^ which 
coincides with (14). This confirms that the macroscopic energy release 
rate is consistent with the microscopic account of dissipation. 

To compute the resulting kinetic relation we need to find at each V 
all positive real zeroes of L(fc). The typical function V{k) is plotted 
in Figure 5.2ao It possesses an infinite number of local maxima V[ 
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(b) 

15 20 0.6 

Figure 5.2. (a) Real wave numbers k corresponding to a given interface velocity 
V with "+" and "—" denoting the sign of kL'{k). Also marked are the resonance 
velocities V[. (b) Mobility curves G{V). The entire region around the resonances 
should be excluded. In both graphs (5 = —1/8. 

(resonance velocities) where L'{k) = 0 and the sums in (10) and (14) 
diverge. These resonances are symmetry-related and disappear when 
the curvatures of the energy wells are different [3]. Two limiting cases, 
F ^> 0 and V —^ Vs^ where ^5 = y/l + (3 is the macroscopic sound 
velocity, deserve particular attention. In the zero-velocity limit we obtain 
[13] 

G(0) = 
1 

2^/T+0 
= Gp, 

which coincides with the Peierls force computed in [14]. The limit V —̂  
Vs depends on /?. Assume for determinacy that —1/4 < /? < 0. Then 
one can show that for V ^^ Vg the only relevant positive real root k G 
A^^g(V) tends to zero and since in this limit G = (i^43)k'^ + 10(1+4^^ + 
0(A:2), ^g obtain that G{V) -^ 00. 

In the intermediate range 0 < V < Vs the kinetic relation can be 
obtained numerically by computing the sets N^Q^(V). Figure 5.2b shows 
the typical mobility curves G{V) at /3 =: —1/8. As expected, in the 
small-velocity range 0 <V <¥{ there is an accumulation of resonances. 
It can be shown [13] that the corresponding traveling wave solution are 
not admissible because they violate the condition (9). In this range of 
average velocities the interface motion may be of a more complex nature, 
for instance, stick-slip. 
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Solid surfaces can have their physical area changed in two ways, either by creat
ing or destroying surface without changing surface structure and properties per 
unit area, or by an elastic strain ... along the surface keeping the number of 
surface lattice sites constant . . . . 

—J.W. Cahn, 1980 

Abstract I have been puzzled for a long time by the unnatural divide between the 
theory of bulk growth—strikingly underdeveloped—and that for surface 
growth—much better developed, along apparently independent lines. 

Recent advances in growth mechanics (DiCarlo and Quiligotti, 2002) 
make it now possible to subsume growth phenomena of both kinds un
der one and the same format, where surface growth is obtained as an 
infinitely intense bulk growth confined in a layer of vanishingly small 
thickness. 

This has allowed me to recover the results collected in Gurtin, 2000 
from the standpoint of DiCarlo and Quiligotti, 2002. In particular, I am 
able to construe Gurtin's technique of referential control volumes that 
evolve in time as a special application of the principle of virtual power. 
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1. INTRODUCTION 
Any continuum theory of growth—be it modelled as spread in bulk or 

concentrated on surfaces—hinges on two key issues: in kinematics, extra 
degrees of freedom have to be introduced, in order to distinguish growth 
from deformation; in dynamics, new balance laws have to be provided, 
apt to govern the evolution of such degrees of freedom. 

Both issues are much subtler for bulk than for surface growth, how
ever, demanding a sharper veering from the customary route in contin
uum mechanics. In my mind, here lies the basic difficulty which hindered 
surface and bulk growth theories from progressing on a par, within a 
common frame. 

The theory of bulk growth which I (still) prefer is the one set forth in 
DiCarlo and Quiligotti, 2002.^ It is the only one I am aware of where the 
evolution law for bulk growth is obtained as a constitutively augmented 
balance. In order to make this paper reasonably self-contained, Sect. 2 
offers a resume of that theory, adapted to the present discussion. 

As a paradigm for surface growth theories, I take the tract by Gurtin 
(Gurtin, 2000): it is a convenient reference book, where the role of an 
independent configurational balance is duly stressed—from a point of 
view, I may add, which in several respects differs from my own. 

The quote from Cahn, 1980 I put in the prologue is a paraphrase 
of Gibb's discussion of multiphase equilibria. I took it from the intro
ductory chapter of Gurtin, 2000, where it is completed by the following 
comment from the author: "The creation of surface involves configu
rational forces, while stretching the surface involves standard forces." 
Despite the fact that Gibbs, Cahn and Gurtin had only surface phenom
ena in mind (namely, the evolution of phase interfaces), it is perfectly 
legitimate—and much to the point—to rephrase the whole statement in 
terms of bulk phenomena, as follows (italicized words are my own): 

Solid bodies can have their physical volume changed in two ways, either 
by creating or destroying bulk without changing bulk structure and prop
erties per unit volume^ or by an elastic strain within the body keeping the 
number of bulk lattice sites constant. The creation of bulk involves con
figurational couples, while stretching the body involves standard forces. 

By couple I mean a tensor quantity—not necessarily skew—having 
the physical dimensions of length x force. Why configurational couples 
are germane to bulk growth is explained in Sect. 2.2; explaining how 
they match with configurational forces, proper to surface growth, is one 
of the main aims of this paper. 
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2. A CONTINUUM THEORY OF BULK 
GROWTH 

The growing bodies considered here are standard Cauchy continua: 
the only kinematic descriptor ascribed to their points is place in ordi
nary physical space. In order to distinguish growth from deformation, 
two evolving configurations are associated with each body element: its 
current configuration, describing how it is actually placed in space, and 
its relaxed configuration, describing how it "would like" to be placed. 
The field of relaxed configurations need not be (and usually is not) com
patible, not even locally. 

This is a good old kinematic idea, primarily introduced to distinguish 
between elastic and viscoplastic strains by Kroner, 1960 and Lee, 1969, 
and much later imported into growth modelling by Rodriguez et al., 
1994 (see also Taber, 1995). The original contribution by DiCarlo and 
Quiligotti, 2002 is in dynamics. As summarized in the following, we 
obtain the evolution law for bulk growth as a constitutively augmented 
new balance, the balance of configurational (or remodelling) couples, 
independent of the standard force balance. 

2.1. KINEMATICS 
We regard a body as a smooth manifold B (with boundary dB)^ and 

call placement any smooth embedding 

p:B^S (1) 

of the body into the Euclidean place manifold £̂ , whose translation space 
will be denoted by VS. Tangent vectors on the body manifold itself are 
called line elements. The set of all line elements attached to a single 
body-point 6 G /? is called the body element at b, and denoted T^S 
(the tangent space to B oXh). The union of all body elements is denoted 
T/3 (the tangent bundle of B). 

The body gradient Vp of a placement p is a tensor field on B^ 
whose value at any given point 6, denoted by Vp|b, maps linearly the 
body element T^^B onto VS. We call stance any tensor field of this kind, 
he it a gradient or not. Therefore, a stance is any smooth mapping 

P : T/3 ^ VS , (2) 

such that the restriction PlT^iB is a linear embedding, for all b e B, 
If a stance happens to be the gradient of a placement, we say that it 
is induced by that placement: all placement induces a stance, but a 
general stance is not induced by any placement, not even locally. We 
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describe growth by the time evolution of the relaxed stance P, while 
motion is described as the time evolution of the actual placement p. 

The complete motion of a growing body is a family of pairs (p, P) 
smoothly parametrized by the time line T (identified with the real line), 
and the velocity realized along that motion at the time r G T is the 
pair of fields (a superposed dot denoting time differentiation): 

(p(r) ,P(r)P(T)-i) :B^VSx(VS®VS), (3) 

The linear space of test velocities T , comprising all smooth fields 

(v,V) :B^Y£x(VS®yS), (4) 

will play a central role in the next subsection. The visible velocity 
of body-points (with physical dimensions length/time) is given by the 
vector field v, while the tensor field V gives the growth velocity of the 
corresponding body elements (with physical dimensions 1/time). 

2.2. DYNAMICS 
To us, a force is primarily a continuous linear real-valued functional 

on the space of test velocities, whose value we call the working expended 
by that force.^ We assume that the total working expended on any test 
velocity (v, V) G T admits the following integral representation: 

/ - ( s - v + C-V + S-Dv) + / ( b - v - t - B - V ) + / t^^-v , (5) 
JB JB JdB 

where the integrals are taken with respect to the relaxed volume and 
surface area of body elements, and D denotes the relaxed gradient: 

D v : = ( V v ) p - ^ (6) 

Because of the compound structure of test velocities (4), the force 
functional splits additively into a brute force, dual to v, and a re
modelling force, dual to V. Another important sphtting is between 
the inner working, given by the first bulk integral in (5), and the outer 
working, given by the remaining sum. The brute self-force per unit 
volume s, the outer brute bulk-force per unit volume b, and the 
brute boundary-force per unit area t^^ take values in Vf; the re
modelling self-couple per unit volume C, the brute Piola stress S 
(also a specific couple!), and the outer remodelling couple per unit 
volume B take values in Y£®\£, 

All balance laws are systematically provided by the principle of null 
working: the total working expended on any test velocity should be 
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zero, i.e., the total force should be the null functional. Skipping the bal
ance of brute forces, which is standard, I present here only the balance 
of remodelling couples: 

- C + B = 0 on fi. (7) 

2.3. CONSTITUTIVE THEORY 
Our treatment of constitutive issues rests on two pillars (altogether 

independent of balance): the principle of material indifference to change 
in observer, and the dissipation principle. Both of them deliver strict 
selection rules on the constitutive prescription for the inner force. Such a 
priori restrictions do not apply to the outer force, which is regarded as an 
adjustable control on the process. This inner/outer dichotomy does not 
pertain to the physics of interactions, but to the limitations of the model: 
what appears as an outer interaction within a given theory may always 
be accounted for—in principle—as an inner interaction within a broader 
and more cumbersome theory. In an all-embracing model there would be 
no outer interactions at all. In our model of growth mechanics, the outer 
remodelling couple B has a determinative role whenever growth—be it 
surface or bulk—is powerfully controlled by non-mechanical phenomena, 
such as biochemical reactions in living tissues. 

I will only flash the outcome of the first principle, as apphed in Di-
Carlo and Quiligotti, 2002, while summarizing with some more detail the 
machinery of the second one. Material indifference rules out non-trivial 
values of the brute self-force s and non-symmetric values of the Cauchy 
stress T := |detF|~-^ SF^, where the warp 

F : = D p = ( V p ) p - ^ (8) 

measures how the actual stance, i.e., the body gradient of the actual 
placement, differs from the relaxed stance. If we further assume that the 
response of the body element at h filters off from (p, P) all information 
other than pl^, Vpl^, and Pl^, we obtain from the same principle that 

S(6, r ) = R(6, r ) S6(U|6, P|6, r), C(6, r ) - Cb(U|6, r|6, r ) , (9) 

the rotation R and the stretch U being, respectively, the orthogonal and 
the right positive-symmetric factor of the warp (8): F = R U . 

To have a notion of dissipation, an additional energetic descriptor 
is needed. We postulate the existence of an additive real-valued free 
energy ^ ( P ) = Jpi^j measuring the inner energy available to body-
parts. Since we take integrals over body-parts with respect to the relaxed 
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volume, ip represents the free energy per unit relaxed volume. We call 
power expended along a process at time r the opposite of the working 
expended by the inner force due to the process on the velocity realized 
at time r . Hence, the power expended measures the working done by 
an outer force balanced with the constitutively determined inner force. 
The dissipation principle we enforce requires that the rate of energy 
dissipation—defined as the difference between the power expended along 
a process and the time derivative of the free energy—should be non-
negative, for all body-parts, at all times.^ This localizes into: 

z/; + V^I-V< S-Dv + C - V , (10) 

it being intended that v and V are given by (3), S and C by (9), and 
'0 has to be related to the process by an extra constitutive mapping. 
Our main constitutive assumption selects a rather special, but very 
interesting constitutive cla^s, beautifully accounted for in Epstein, 1999. 
We posit that, at each body-point, the present value of the free energy 
per unit relaxed volume depends only on the present value of the warp 
at that point: 

i;ib,r) = 4>biFib,T)). (11) 

The requirement that (10) be satisfied along all processes is fulfilled if 
and only if for each b (which will be dropped from now on) the responses 
S and C satisfy (d denotes differentiation): 

§ = avi + § , C - E + C , (12) 

with 
E : - ^ I - F ^ S (13) 

the Eshelby coupling between brute mechanics and remodelhng, 

and the extra-energetic responses S, C restricted by the reduced dis
sipation inequality 

S • F + C • V > 0 , (14) 

to be abided by in the same sense as (10). As is seen, the Eshelbian 
coupling is mandatory (within the constitutive class we are considering) 
and independent of any special assumption on S. Additional couplings— 
through the outer remodelling couple B , in particular—are not ruled 
out. 

It should be stressed that B , while trivial in most—if not all—appli
cations to "dead" engineering materials, plays a major role even in the 



Surface and Bulk Growth 59 

simplest biomechanical applications, where it describes the mechanical 
feedback from the biochemical control system: think of so-called stress-
dependent growth laws (Taber, 1995). Therefore, the idea—emphasized 
in Epstein and Maugin, 2000—that the Eshelby coupling is the "driving 
force of irreversible growth" is untenable for any smartly controlled ma
terial. The Eshelby coupling by itself does not drive any smart growth; 
rather, it drives a dull—though nontrivial—visco-plastic flow, as shown 
in DiCarlo, Nardinocchi and Teresi (forthcoming). 

3. PIECEWISE COMPATIBLE BULK 
GROWTH 

Let Cp be a collection of open disjoint patches^ whose closures cover 
the body manifold B, and Cp the corresponding collection of interfaces. 
In order to cover also the body boundary dB with (closures of) interfaces 
in £F, it is convenient to augment Cp with an idle patch Vext^ ^he exterior 
ofB, 

Now, enforce a local compatibility constraint on the relaxed stance P, 
requiring that on each patch 'P G Cp there is a local placement 

P^-.r^s, (15) 
smooth up to dV^ such that 

¥\r = Vp^ . (16) 

Parallely, restrict the testing of the remodelling force to piecewise 
compatible growth velocities, i.e., on tensor fields V that, on each patch 
P 6 £p , are the relaxed gradient of a vector field Wp, smooth up to dV: 

V|P = Dw^ = (Vw^)p -^ (17) 

Then, denoting by A :== B — C the total remodelling couple per unit 
relaxed volume (A = 0 in Vext)j the working expended on V is given by 

/ A - V = Yl /^-V = E /^•(Dw^) 

- Y . i l (^nap)-Wp - / ( D i v A ) - w ^ ) , (18) 

with rig^ the outward unit normal to the relaxed shape oi&P. Hence, the 
principle of null working yields the following balances: for each 'P € £p , 

Div(E + C - B ) = 0 onV, (19a) 

(E + C - B ) n g p = 0 on&P. (19b) 

http://-Y.il
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This set compares with, but is weaker than, (7) plus (92) and (122). 
Eq. (19a) matches with the configurational force balance (5-10) on 

page 37 of Gurtin, 2000, provided that his configurational stress C is 
identified with E—as imphed by the correspondence between (13) and 
the Eshelby relation (6-9) on page 43—, and his configurational body 
forces, internal g and external e, are related to my inner and outer 
remodelhng couples by 

g ^ D i v C , e< DivB (20) 

Here and in the following, assignment statements such as 

Q surf ^ T q i^y^lj^ (21) 

should be read as meaning that the constitutive assignment for quan
tity Qsurf i^ surface-growth theory is obtained as the T-image of the 
constitutive assignment for quantity q i^^ij^ in bulk-growth theory. 

Analogously, (19b) agrees (modulo an obvious change in notation) 
with the interfacial force balance (7.72) given by Cermelli and Gurtin, 
1994 (Part B: theory of incoherent interfaces without interfacial struc
ture), provided that their interfacial configurational forces, internal e^^ 
and external /^^, are assigned according to 

e , ^ ^ C n , ^ , / ^ ^ ^ - B n , ^ (22) 

Imitating Gurtin, 2000, I will now concentrate on coherent interfaces. 

4 . C O H E R E N T I N T E R F A C E S 

Interface coherency is obtained by enforcing the further constraint 
that the local relaxed placement in any two adjoining patches P+ , V- be 
continuous across the interface S := dV^ fl dV- : the jump across S, 
\p\s '~ Pt~Ps ^^^^ limit from V^ minus that from V-), should vanish. 
If test velocities are analogously restricted by the condition | w ] ̂  = 0 
on all 5 G Cp, then the integrals over patch boundaries in (18) yield 

Y^ I ( A n , ^ ) . w ^ = - j ; ; / ( [ A L m J . w ^ , (23) 

where w^ : = w ^ = w^, m^ := n^p_= ~^dr (P^y attention to signs 
and draw a sketch!). Hence, on each <S G Cp , 

lE + C - B l ^ m ^ ^ O , (24) 
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in accord with the configurational force balance at the interface (ll-8b) 
on page 68 of Gurtin, 2000, provided his interface configurational forces, 
internal g^ and external e^, be given by 

g^^lChm,, e ^ ^ - [ B ] ^ m ^ . (25) 

To obtain a genuine surface-growth theory, the growth process should 
be further speciahzed, confining the realized growth velocity V = PF~^ 
(cf. (3)) in thin layers around interfaces. For s > 0 small enough, let 

C,:={p^ib) + Cm,{b)\b€S,-e <C<e} (26) 

be the ^-thickening of the relaxed shape of an interface 5 , and Cf , 
C~ its upper {( > 0) and lower ((" < 0) halves, respectively. Assume 
then (my definition of choice for tensor multiphcation implying that 
(in(2)w) r = (m-r) w): 

V = ±€~^ m^ 0 W5 on £ ^ , V = 0 elsewhere. (27) 

Notice that the minus sign prevails in Cf, and vice versa: the tensor 
field (27) is, to within 0(1) terms for ^ | 0 on most of Ce^ the relaxed 
gradient of the vector field given by (6,C) »-̂  {s - |C|) Ws(6) inside C^ 
and vanishing outside it. The remodelling force, when evaluated on test 
fields having the structure (27), in the limit for £:|0 yields a pure surface 
working: 

hm / A . V = - ^ / ( [ A ] , m , ) . w , , (28) 

in agreement with (23) and (18), where the bulk integrals appearing 
in the last sum asymptotically vanish. Eqs. (27) and (28) explain how 
the remodelling couples dominating bulk growth induce configurational 
forces—in the sense of Gurtin—in the limit theory of surface growth (cf. 
(25)). 

I now integrate the reduced dissipation inequality (14) over C^ and 
take the limit for s i 0, assuming that the brute dissipation per unit 

volume S-F is 0(1). I thus obtain the surface dissipation inequality 

( [ C L m J . w , = 5'5.w, < 0 (29) 

(recall (251)). Now, if invariance under reparametrization of the in
terface S is required, implying that the working depends only on the 
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(scalar) normal velocity of the interface V^ := w^-m^ , then the internal 
configurational force on the interface is necessarily normal: 

g^ = g^m,, (30) 

with g^ scalar-valued (cf. (11-11) on page 69 of Gurtin, 2000), and (29) 
coincides with the interfacial dissipation inequality (11-21) on page 71 
of Gurtin, 2000: g^ V^ < 0 . 

5. CONCLUDING REMARKS 
Lack of space prevents me from treating theories with interfacial struc

ture, intersecting interfaces (junctions), or growing cracks (fracture). To 
allow for interfacial structure, the integral representation of the working 
(5) should be extended to include measures concentrated on interfaces, 
both for brute and remodelling forces; in (18), this would bring out an 
extra sum over Cp of area integrals over interfaces. Junctions and cracks 
require concentrations on subsets of higher codimension: the intersection 
of two or more interfaces, or the crack tip. 

As a closing remark, let me quote the introduction to Gurtin, 2000: 
"Indetermination arises in the configurational system whenever there is 
no change in material structure." This is exactly why the theory of con
figurational forces, applied to changes in material structure confined to 
meagre subsets of the body manifold, is fraught with indeterminacy. The 
bulk balance (19a) (coincident with (5-10) on page 37 of Gurtin, 2000), 
while much weaker than (7), is altogether superfluous in surface growth, 
being identically satisfied by a reactive internal body force g (introduced 
in (20)), which is the reaction to the constraint of no structural change 
in the bulk. This does not help in advocating the independence and use
fulness of the configurational force system. However, bulk growth gives 
us our revenge. 

optional 
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Notes 
1. This is not at all obvious, since I can change my mind. But in this respect I did not. 

My coauthor did in Quiligotti, 2002, on the (not minor) issue of invariance requirements, 
convinced by an argument intimated by Green and Naghdi, 1971 and spelled out in Casey 
and Naghdi, 1980 and 1981, Cctsey, 1987, and elsewhere. For reeisons I expound in DiCarlo 
(in preparation), I find that old argument faulty and misleading. 

2. The physical dimensions of the working are God given: energy/time. Since the proto
typal space of test velocities is V<f , with physical dimensions length/time, forces get typically 
identified with elements of V5 itself, with physical dimensions energy/length (= "force" by 
definition!). As velocities have not dimensions length/time, in general (think of growth ve
locity V) , a general force has not dimensions "force". Another force related issue is that 
the space T of test velocities should be endowed with the structure of a topological vector 
space, so as to make meaningful the physically essential requirement that force functionals 
be continuous. I leave gaps like this to be filled in by the mathematically conscious reader. 

3. Due account is to be taken of the fact that the relaxed-volume form, let's say /x, evolves 
in time, as dictated by the growth velocity V = P P - i ; i!{V) = {f^i^/j)' = / p ( ^ M ) ' = 
f^{'ip fji -\- ip(i) = /-p('0 + ipl-V) jj, ( I denotes the identity on YS; I-V is the trace of V) . 
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Chapter 7 

MECHANICAL AND THERMODYNAMICAL 
MODELLING OF TISSUE GROWTH 
USING DOMAIN DERIVATION TECHNIQUES 

Jean Francois Ganghoffer 
LEMTA - ENSEM, 2, Avenue de la Foret de Haye, BP 160, 54054 Vandoeuvre CEDEX, 
France. 
jfgangho@ensem.inpl-nancy.fr 

1. INTRODUCTION 

One outstanding problem in developmental biology is the understanding 
of the factors (genetic and epigenetic, such as strain and stress) that may 
promote the generation of biological form, involving growth (change of 
mass), remodeling (change of properties), and morphogenesis (shape 
changes), [1]. Contributions [2, 3, 4] analyze the problem of growth in terms 
of the evolution of a growth tensor, associated to a natural configuration of 
the living body. The growth of solids is one topic of configurational 
mechanics : mention for instance the 'accretive forces' introduced by Gurtin 
[6,7] to account for a microstructure, who complemented the more classical 
mechanical forces by configurational forces. Adopting herewith a different 
point of view, the thermomechanics of growth is analysed on the basis of the 
variation of the reference configuration, when mass is locally added to the 
material points. 

2. KINEMATICS OF GROWTH 

Considering the growing material as a single phase continuum, in which 
growth is envisaged as an increase of mass of the existing particles (at 
constant particle number) [4], the particles (thought as a population of cells 
in the case of biological tissues) can be labeled in any configuration of the 
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body, thus a motion that connects all configurations can be defined. An 
intermediate configuration Q.^ due to growth (in between ^Qand £1^) is 
further introduced, so that a mapping between the material point X and its 
counterpart in Hg (after growth) Xg exists [3,6], given by 

XGtio.tGR"h^Xg:=X + yg(X,t) (2.1) 

with y (X,t) the growth displacement field and t a time-like parameter. 
The vector field U (X,t) is in general non compatible at the macroscopic 
scale of the whole body, since a discontinuity or a superposition of material 
may occur due to the growth : thus, relation (2.1) establishes Xg ŝ an 
anholomic vector field. However, since one can define the differential of the 
displacement between two non holonomic coordinate systems, the variation 
of the position in 01^ is given by 

5xp =F .8X (2.2) 

introducing thereby the growth transformation gradient F . An additional 
growth accommodation tensor F is needed to restore the continuity of the 
global displacement field over tEe whole body (see section 5), satisfying the 
multiplicative decomposition of the total deformation gradient F:= Vxx : 

F = F .F (2.3) 

The total, growth and accommodation strain tensors are respectively : 

E : = - ( F \ F - I ) E : = - ( F \ F - I ) E : = - ( F \ F - I ) 

V 
The rate of the growth tensor is the gradient of the growth velocity field —^, 

being itself the material derivative of the growth displacement field —^. 
Considering domain derivation, the derivation of a functional (or a function) 

with respect to a domain t having its own motion at a velocity — consists 
B= jb(x,t)dx 

in the domain derivative of the integral "' , as 

— = J — dx + J bW.nda = J — dx - j Vb.Wdx + J bW.nda (2.4) 
5t a, 3t s, a, dt n, s, 

with n the outward normal to the boundary Sj = 3^^, see [10]. 
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3. BALANCE LAWS 
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The growing solid consists of so-called germs of matter, the equivalent at 
a continuum level of the individual cells within a biological context. The 
germ is supposed to build a physical entity at a mesoscopic scale of 
description, exchanging work and matter with the surrounding germs, 
exerting contact forces on the boundary dQ,^. During growth, matter is 
added both in the bulk of ^g and on the portion Sg of 3Qg ; thereby, the 
domain occupied by the germ changes. Assuming growth does not occur on 
the whole surface 9iQ , S is not closed, thus it has a boundary 3S , fig. 1. 

Fig. 1 : Germ of tissue under growth : configuration parameters 

The impact of the domain variation on the balance laws shall be next 
assessed, focusing on the case of isothermal growth. The change of mass is 

written as the integral = J TgPgdXg , with Pg the density on the 
dt HG 

intermediate configuration, and Tg the rate of mass variation (having the 

dimension of the inverse of time). The local mass balance equation is : 

^- i -v . (pgVg)=rgPg (3.1) 

For an open system undergoing chemical reactions, each of the r 
constituents satisfies the mass balance equation 

Pi + Pidiv(y) + divi = 4>pi + E ^yRj 
j=i •' ' 

(3.2) 

with y the barycentric velocity, Jj := p. (v. - y) a diffusion flux due to the 
relative velocity (ŷ  - y ) of the individual particles, 4> ̂ a flux of the î*" 
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constituent, and Rj the rate of the ĵ *" chemical reaction. The v.. are the 
stoechiometric coefficients. Summing up the partial equations (3.2) gives the 
global mass balance : 

p + pdiv(v) = *p+SZ^i jRj (3.3) 
i=l j=l 

<l>p being the total flux of mass. Since—= - ^ + y.grad(p), and comparing 
dt dt 

(3.3) and the eulerian counterpart of (3.1), the rate of mass change is 
1 / X r = —V.(pV) = <I> + a , with a =ZZ'^ijRj the source of mass. 
p p p *" i=ij=i J J 

The minimization of the total potential energy V [^g J of the germ at 

true equilibrium - expressed as the nil derivative ofV[fig] with respect to 

the (varying) domain - leads to a generalized version of the principle of 
virtual power accounting for the domain variation. The velocities shall here 
be considered as virtual variations of the corresponding displacements. The 
total mechanical energy of a growing germ is set up from a volumetric 
density \|/^(Xg,E), depending upon the total lagrangian strain E and 

possibly on the position field Xg. and a surface density \|/̂  IXg,Ng,E,E j , 

depending upon the surface lagrangian strain E, the normal N to the 

surface Sg, the surface growth deformation E , and possibly the position 

field X on Sg, envisioning the growth as an heterogeneous process 

occurring in a uniform material body [2]. The support of \|/^ is supposed to 
restrict to the sole growing surface Sg. 

The total mechanical energy expresses in the various configurations as 

E= J\|AdX+ J\|/dE= J\|/jgdXg + Jx|/ĵ djg = jji|/(x,E) dx+ Jii|/(x,n,E;E ) dj (3.4) 

with •'s •" ^ (resp. J '^ ^ ) and ^'^ *" '^ (resp. Ĵ  '"^ ^^ ) the inverses of 
the volume and the surface Jacobian, Jg and Jgg := dL/dQg respectively. The 

surface Jacobian is Jsg-=Jg/ N E NQ , with N^ the unit normal to the 

surface SQ := 3^^« The work of the external forces is 
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W ' ' := jfoj\l(x)^x + J to.u.(x.)da + J Po . i ( i ) idl = 
an as„. (3.5) 

J V u ( x ) J g d X g + j to .u(Xg)J3gdag + j Po.u.F^.Tgdl^ 
5S, 

with f Q the volumetric body forces, t^ = a.n the traction vector, product of 
the Cauchy stress tensor a with the normal n on the boundary dO., and po 
the (scalar valued functioli) density of line forces (acting on the close edge 
9Sgt). T h e tangent vector to the closed curve 3S is noted T in the sequel 
(fig. 1). Easy calculations render the variation 

-1 

8 U - ( F .F - I ) . 8 X = ( F - F - ) . 5 X , = ( F .F - I ) . ( F - I [ . 8 U , ( 3 . 6 ) 

with the functional dependence F = F (F ), to be made explicit later on. 
The domain variation [6] of the total energy expresses as 

^= JJ¥^Ydx+ jjx|/̂ E :Edx+ - jjxi/'̂ divVdx- jVx(jv|/''y.Vdx+ Jjx|/''V.nda + 
ot ^ ^ - [ ^ a Sg^ J 

+ l j s fe .Y- te^ tP•X+A' • i +S:glda+ lx|/̂ sda+ JJsVj/'divsVda 
^gt ^gt ^gt (3.7) 

The domain variation of the work of the external forces in (3.5) expresses as 

8W^ = jfo.aik-jVx(fo.u).aik+ jfo.Q^ik7+ jto-adcT- / Vs(to.u)' . ^ + 

+ j to.uaiyl+ J Fbaj j l - J FbU:iP.aM- J dv. 
a% a% a^ a^ 

aa 

(3.8) 

assuming the forces fQ,tQ to act as dead loads. The operator divg 
thereabove denotes the surface divergence [5,6], defined from the projection 
of the gradient by the tensorial operator P := I - N ® N, with P e L(N-^, R^) 
the surface projection operator, such that one formally has Vg := P.V, [5, 10, 
11]„ The surface divergence is then formally defined as the following 
equality between operators : 

div,(.):=Tr(V3(.)) 

From these definitions, one obtains the surface transformation gradient 

F:=F.P = F.(I-Ng ®Ng) 

and furthermore its material derivative 
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£ = F - F. (N^ ® N J - (F.L.V^, ) ® N^ - (F.N^ ) 0 (L^ .V,,) 

which highhghts the role of the curvature tensor of the surface Sg, viz 

The additive decomposition of the total deformation rate is then postulated 

D:=sym(L) = D +D^ (3.9) 

with L := F.F~̂  the velocity gradient, sum of the growth deformation rate 

5E 
D :=F \—^.F \ and D the accommodation rate. The addition of 
= g =g St =g = a 

matter occurring within the growing tissue is supposed smooth enough, so 
that the resulting accommodation strain can be neglected with regard to the 
growth deformation (case of smooth growth). The accommodation strain 
itself is supposed to be purely elastic, and described by lagrangian strain 
tensors, respectively the volumetric accommodation deformation tensor E , 

and the (elastic) surface accommodation deformation tensor E . The total 

lagrangian strain decomposes as 

E = F\E^.F +E . 

Adopting a point of view similar to plasticity [14], one can write : 

| jS :g lx= Jo:Ddx; J j ^ :E dcy= H a ^ d da 
a " a Sg, ' ^ Sg ~ ~^ 

introducing the following stress and strain measures : 

a = JF.S.F' ; D = F " \ E . F ' ; a' := j^^F . A ' . F ' ; d : = F ' \ E .F' 

with js^ :=dag/da the surface accommodation Jacobian. The equilibrium 
equations of the growing germ are obtained from the annihilation of the 
Gateaux derivative of V [i^g 
set of volumetric, surface and 

= E - Ŵ ""̂ , in the direction of tl̂ e admissible 
ine growth directions 

rection of the 2 

i) Volume equilibrium: The following vectorial equation is obtained 

-dv„ 
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ii) Surface equilibrium: the equilibrium is the vectorial equation 

^j{w+fB)f-(i-fr-*|(?»i('B)'-(i?J¥B))-jV'|i.+(i-F')"'y^-

71 

dv. 
2' 

F'E :E/ | P ?'XE -dWr -2A(M^B+^B)| I-F*! -dv. 

iii) Line equilibrium: projecting on the direction - gives the scalar equation 

K)'+'<^A g 1 - t , 

2 ' E M -£|N(^ P+:;JsP̂ ^̂ ^̂^ .P 

-^ + JJsP' {^ ® B ) •P=io-i - P o S j I r ^ - P - p ' -dVs 

1. 

"2 

PbUT.T(S>X 

;rt /̂  z-l 

Projecting on the orthogonal direction - (fig. 1) gives the scalar equation 

JgJs2>' (No ®n).T = Po-PoU.X.L.P.T-T\div3r(poU.T).T® 

The virtual power of the internal forces is then identified to the Gateaux 
derivative of the total mechanical energy of the germ. The configurational 
forces are defined from the domain variation of the work of external forces 
acting on the germ, expressed on the intermediate configuration, accounting 
for the vanishing of the domain variation of the total potential energy : 

8W« = IĴ fo.(F-l) .(F-ij^a^dx^ + jj,tof-I) .(F-Ip^^da^ - jt̂  

|Vs(vto.G)-5y,ĉ + luM,-PA+ lR.fa-i-(H-H ^A 
a% a% 

Although somewhat artificial, the balance of momentum expressed in the 
intermediate configuration (obtained as the vanishing of the gateaux 

derivative of V [ilg 1) has the merit to highUght the terms conjugated to the 
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volume, surface and line growth velocity variations, that can be considered 
as accretive forces, that express the change of reference configuration due to 
the sole growth. These forces find alternative equivalent expressions when 
the virtual power of the external power is substituted by the gateaux 
derivative of the mechanical energy. The partial derivative Ĉ  •=¥^N defines 
an orientational configuration force of the growing surface [9], and the 
gradient A := \J/̂ ,E a surface growth driving force, both of which intervene 

= S = g 

in the resulting equilibrium equations [18]. 

4. 4. SECOND PRINCIPLE AND EVOLUTION 
LAWS 

For material systems that exchange work and mass with their 
surrounding, the material derivative of the internal energy u (per unit 
volume) expresses as [12] 

'i = V . ( j J - p , + J , . F , (4.1) 

with J the heat diffusion flux (that shall obey a constitutive relationship vs. 
the temperature T), p̂  = - a : D(v) the volumetric density of the power of 
internal forces, Jĵ  the diffusion flux of the k-specie, and F^ an external 
force acting on the k-specie. The entropy balance expresses in terms of the 
material derivative of the volumetric density of entropy s as 

Ts = u - a : D ' ^ -^kPic^k (4.2) 

considering k = l..Nchemical species (the nutrients of the growth) each 
having the chemical potential in̂  ^^d the concentration ĉ  = — (ratio of the 
mass density of the k^ constituent to the total density). The fymmetric part 
of the velocity gradient D is being additively decomposed into a reversible 
contribution D and an irreversible contribution D^^. The barycentric 
balance of mass for the k^ constituent is 

p c . = - V . ( J j + D^R„ (4.3) 

with R^ the velocity of the chemical reaction (a scalar quantity). 
Introducing (4.3) and (4.1) into (4.2) leads to 
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pTs = V . ( j J - p , +J. .F, - a i D " +|ii,V.(JJ-|i,-o„R. (4.4) 

We further transform in 4.4 all terms having divergence multiplicative 
factors, thus giving 

pTs = V . ( j J - p , - a : D ^ + V . ( | L I J J - J , . V | i , +A,R, + J,.F, 

with Aĵ  := D-ĵ iij the chemical affinities. The identification with the 
conservation law of the entropy (4.4) gives (all terms having a divergence 
form are exchange contributions) the entropy flux and the entropy source Gg 

Is =Jq +^.h pTa, =-p, - a : D ^ -J^.V^i, +A,R, +J,.F, ^^^^^^ 

The positivity of the entropy source a^ = Sj implies 

a:D-a:D'^ - J , .VM, + A , R , + J , P , =2:0"" -J,.Vm +A,R, + J,.F, >0 ^^^^ 

The global form of Clausius-Duhem inequality expresses the positiveness of 
the mechanical dissipation 

r ^ ^ - P i + p f (4.7) 

The reversible part of the power of internal forces is next identified, relying 
on the assumption that the terms involving the growth velocity field (arising 
from the domain variation tied to growth) are irreversible contributions to 
the total mechanical power ; for the same reason, so is also the term 

iJsai -d da. Considering the decomposition (3.9), with D supposed 
ifeversible, and the similar decomposition of the surface deformation rate d, 
viz d = d + d , thus giving the mechanical dissipation in the form 

(j)̂^ = jF^,Vgdx+ jF^.Vgda+ J F"'.$g.2)dl>0 (4.8) 

withF^^ = j(\|/x) -d iva the irreversible volumetric driving force for 
growth, 

f-iLp(x)fJ-J3(x)fJ>s^)+j][L^ 

the irreversible surface growth driving force, and 
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~IR 

F 

the irreversible line driving force for growth (normal to the closed contour 
3Sg). The evolution laws for the internal variables I Vg, Vg, Vg I that result 
from the positivity of the intrinsic dissipation have to be completed by the 
constitutive law of the tissue : this needs the specification of the form of the 
volumetric and surfacic potentials \|/^ and \|/^, viz S := \|/]^ » § •= ̂ \ • 

5. GROWTH AND KINEMATIC COMPATIBILITY 

Physically, the growth strain is the strain that would be observed at a 
point of the tissue if it could be insulated from the surrounding tissue during 
its growth under zero stress. Such isolated elements of matter (the germs) do 
not fit together into the whole body when fully grown, thus a residual stress 
field will be generated in order to maintain the kinematic integrity of the 
continuous body [4,16,17,18]. Considering growth to occur within a 
Riemanian geometry of an Euclidean space, the kinematic compatibility 
condition within a large transformations framework expresses as the 
Euclidean character of the tangent space to a differentiable manifold, thus 
the fourth order Riemann-Christoffel curvature tensor of the spatial body 
manifold (parameterized by curvilinear coordinates) vanishes. 

We here assume that the growth develops as a mechanism not being 
influenced by the current stress state, and consider the instantaneous 
situation of a growth having developed into a portion of a cylindrical domain 
[18]. The material point in the initial configuration is assigned the 
coordinates X = (R,6,Z) ; its coordinates in the intermediate configuration 
at the frozen time i^ are given by Xg =(p,(p,^). The growth model then 
expresses as the following mapping : 

p = f(R) (p = Ke(R)e ^ = Z 

The angular growth function K0(R) is supposed to depend upon the sole 
radial variable (and not upon the angle 9). The accommodation of growth is 
then modeled by the relationship between the coordinates in the intermediate 
and final configurations, viz 

with e a constant coefficient, corresponding to a plane strain deformation 
AR + B 

state. The linear growth model p(R) = then solves the two 

differential equations resulting from (5.1), considering an homogenous 
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angular growth, i.e. KQ(R) = KQ. The choice of a constant angular 

accommodation, viz. rĵ  (p) = Cte = r|Q, then gives the two families of 

solutions : 

* r(p) = Kip , giving a linear accommodation of the (linear) growth; 

Itp)=±(l-2p-2C)'"±^^-l+(l-2p-2g'")±l^l+(l-2p-2C^)-l^p+d) 

the constant ^ being determined from the boundary conditions. The set of 
mechanical balance equations have to be combined with both the 
constitutive equation of the solid growing material and the transport 
equations of the nutrients. 

As a perspective, the modeling of the final goal reached by the system 
over its evolution shall be envisaged. 
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Abstract Remodelling of biological tissue, due to changes in microstructure, is 
treated in the continuum mechanical setting. Microstructural change is 
expressed as an evolution of the reference configuration. This evolution 
is expressed as a point-to-point map from the reference configuration 
to a remodelled configuration. A "preferred" change in configuration is 
considered in the form of a globally incompatible tangent map. This 
field could be experimentally determined, or specified from other in
sight. Issues of global compatibility and evolution equations for the 
resulting configurations are addressed. It is hypothesized that the tis
sue reaches local equilibrium with respect to changes in microstructure. 
A governing differential equation and boundary conditions are obtained 
for the microstructural changes by posing the problem in a variational 
setting. The Eshelby stress tensor, a separate configurational stress, 
and thermodynamic driving (material) forces arise in this formulation, 
which is recognized as describing a process of self-assembly. An example 
is presented to illustrate the theoretical framework. 

1. INTRODUCTION 
The development of biological tissue consists of distinct processes of 

growth, remodelling and morphogenesis—a classification suggested by 
Taber, 1995. In our treatment of the problem, growth is defined as the 
addition or depletion of mass through processes of transport and reac
tion coupled with mechanics. As a result there is an evolution of the 

mailto:krishna@umich.edu
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concentrations of the various species that make up the tissue. Nomi
nally, these include the solid phase (cells and extra cellular matrix), the 
fluid phase (interstitial fluid), various amino acids, enzymes, nutrients, 
and byproducts of reactions between them. The stress and deformation 
state of the tissue also evolve due to mechanical loads, and the coupling 
between transport, reaction and mechanics. 

Remodelling is the process of microstructural reconfiguration within 
the tissue. It can be viewed as an evolution of the reference configuration 
to a "remodelled" configuration. While it usually occurs simultaneously 
with growth, it is an independent process. For the purpose of conceptual 
clarity we will ignore growth in this paper, and focus upon a continuum 
mechanical treatment of remodelling. 

The microstructural reconfiguration that underlies remodelling is a 
motion of material points in material space. An example of remodelHng 
driven by stress is provided by the micrographs of Figure 8.1 from Calve 
et al., 2003. 

(a) (b) 

Figure 8.1. (a) Micrograph taken 3 days after plating of cells, shows a random 
distribution and orientation of tendon fibroblast cells in engineered tendon, (b) As 
growth occurs the cells organize into a more ordered microstructure seen in this 
micrograph taken about a month after plating of cells. The horizontal alignment 
of cells corresponds to the orientation of a uniaxial stress that was imposed externally 
on the growing tendon construct. The alignment of cells along the stress axis is 
evidence of remodelling due to stress in the engineered tendon during growth. 

RemodelHng also can be driven by the local density of the tissue's 
solid or fluid phases, availability of various chemical factors, tempera
ture, etc. We assume that it is possible (through experiments or other 
approaches) to define a phenomenological law that specifies this evolu
tion. Since any conditions that could drive remodelling vary pointwise 
through the tissue, such a "preferred" remodelled state will, in general, 
be globally incompatible. However, in its final remodelled state, the tis
sue is virtually always free of such incompatibilities (see Figure 8.1). We 
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therefore propose that a further, compatibilty-restoring material motion 
occurs, carrying material points to the remodelled configuration. 

Taber and Humphrey, 2001 and Ambrosi and Mollica, 2002 have pre
viously referred to remodelling. However, the treatments in these papers 
are based upon concentration (or density) changes in growing tissue and 
the mechanics—mainly internal stress—that is associated with them. By 
our definitions, these papers describe growth rather than remodelling. 
In a largely descriptive paper, Humphrey and Rajagopal, 2002 have pro
posed the evolution of "natural configurations" that seems closest to our 
ideas. To our knowledge, however, no quantitative treatment exists par
alleling the ideas of microstructural reconfiguration, material motion, 
material/configurational forces and their relation to remodelling, as de
scribed in the present paper. 

2. VARIATIONAL FORMULATION: 
MATERIAL MOTION AND MATERIAL 
FORCES 

Figure 8.2 depicts the kinematics associated with remodelling. The 
preferred remodelled state is given by a tangent map of material mo
tion K^:Qo X [0,r] f-̂  GL^, where GL^ is the space of 3 x 3 matrices. 
The reference configuration is fio CI M .̂ Our first assumption is that 
K^ is given. Future communications will address the derivation of such 
an evolution law from our experiments (see Calve et al., 2003 for pre
liminary results). Since K^ is generally incompatible (see Section 1), a 
further tangent map of material motion, K^'MQ X [0 ,T] H-̂  R*̂ , acts to 
render the tissue of interest, S, compatible in its remodelled configura
tion, Ct^. The point-to-point map K:QO X [0,r] \-^ R^ carries material 
points from fio to fi* C M ,̂ the remodelled configuration. It is a ma
terial motion, and its compatible tangent map, K = dn/dX satisfies 
K — K^K^. The placement of material points in fi* is X* — K(X,t) . 
Further deformation, brought about by the displacement, t/*, carries 
material points from ft* to the spatial configuration ftf The deforma
tion gradient is F* — 1 + du*/dX*, In this initial treatment we do 
not consider any further decompositions of F*. The overall motion of a 
point is (p{X, t) — /^(X, t) + IA*(X*, t) o K ( X , t), and the corresponding 
tangent map is F = l+d(^/dX. It admits the multiplicative decomposi
tion F ~ F*K^K^. To reiterate upon the foregoing distinction between 
the material motion and deformation components of the kinematics, we 
emphasize that u* is a displacement, while /̂  is a motion in material 
space. The corresponding tangent maps are F* (a classical deformation 
gradient) and K (a material motion gradient). 
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Figure 8.2. The kinematics of remodelling 

2.1. A VARIATIONAL FORMULATION 
We consider the following energy functional: 

Ii[u\K] := f ^*(F*, K ^ X*)dF* 

Jr • K + /̂ )dT̂ *- jr'(u'' + K)dA\ (1) 
*̂ d^l 

where V̂* = 7p*{F*^K^^X*) is the stored energy function. Observe 
that T/̂ * is assumed to depend upon the compatibility-restoring material 
motion, K^^ in addition to the usual dependence on F*. Furthermore, 
material heterogeneity is allowed. The body force per unit volume in 
Q^ is /*, and the surface traction per unit area on dQ* is t*. Since the 
total motion of a material point is K + u*^ the potential energy of the 
external loads is as seen in the second and third terms. 

Recall that the Euler-Lagrange equations obtained by imposing equi
librium with respect to n* (stationarity of 11 with respect to variations 
in It*) represent the quasistatic balance of hnear momentum in (1*. 

d£ 
n [ < , K ] 

e=0 
0 where u* = u* + eSu* 

Div*P* + /* = 0, in H*; P*N* = t* on dQ*; P* := 

(2) 

(3) 
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Observe that the definition of P * resembles the constitutive relation for 
the first Piola-Kirchhoff stress if fi* were the reference configuration. 

A final assumption is that the tissue also reaches local equilibrium 
with respect to K (stationarity of 11 with respect to variations in n). 
The variational statement is: 

-—n[u*, Kg:l = 0, whereK^ = K + S6K^ andcp is fixed. (4) 
de \e=o 

The calculations are lengthy, but entirely standard, and yield the fol
lowing Euler-Lagrange equations: 

-Div* + §^ = Oinf)* (5) 

AT* = Oonafl*. (6) 

^T 
Observe that the Eshelby stress -0*1 — F* P* makes its appearance. 

Hereafter, it will be denoted £. The term -^r^t^^ is a thermodynamic 
driving quantity giving the change in stored energy, ?/;*, corresponding to 
a change in configuration, K^. It is stress-like in its physical dimensions 
and tensorial form, and we therefore refer to it as a configurational stress. 
Hereafter we will write S* = ^ ^ ' ^ . 
Remark 1: A distinct class of variations can be considered than those 
in (4). Specifically, consider 

H[u*, /̂ e] = 0, where /̂ ^ = /̂  -[- ESK^ and (p^ = X -\- K + SSK + u*, 

(7) 
de 

which is distinct from (4) in that variations on the material motion 
result in variations on the final placement as well. In this case too, 
the Euler-Lagrange equations (5) and (6) are arrived at. This is an 
important property: The system of equations governing the evolution of 
the microstructural configuration must be independent of the particular 
class of variations considered. 

2,2. RESTRICTIONS FROM THE 
DISSIPATION INEQUALITY 

The dissipation inequahty written per unit volume in the reference 
configuration takes the familiar form, 

T : ( F F - i ) - £ ( d e t [ i i : ] V * ) > 0 , (8) 
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where r is the Kirchhoff stress defined in fif Observe that det[iiL']'0* 
is the stored energy per unit volume in ilo- Using the multiphcative 
decomposition F = F*K^K^, and the defining relation for the config-
urational stress E* = '§K^-^^ ' standard manipulations result in the 
following equivalent form: 

( r F * - " - d e t [ i i : ] | ^ ) F* - det[li:] {S + S*): [K'K^-') 

-det[li:]f: (^K^K'K-^^ - d e t [ i i : ] | | ^ • /i > 0. (9) 

Adopting the constitutive relation, r = detfK']—|vrF* (this is consis
tent with the observation that P* = -^^ is related to the first Piola-
Kirchhoff stress with O* as the reference configuration), results in the 
reduced dissipation inequality 

-de t i i : {S + S*): (k^K''-^\ 

-det[ii:]£: (K''k'K-A - d e t [ i i : ] | ^ • K > 0, (10) 

which places restrictions on the evolution law for K^ ^ and on the func
tional dependencies '0*(«,K^,«) through S*, and t/?*(«,»,X*). 

3. REMODELLING OF ONE-DIMENSIONAL 
BARS 

In general, the examples of remodelhng encountered in soft and hard 
biological tissue involve complex microstructural changes. Evolution 
laws for K^ and the functional form, ?/;*(•, iir^,#), to model these com
plexities are critical components for the successful appHcation of the the
oretical framework outlined in this paper. In future communications we 
will describe our experimental program to extract such constitutive infor
mation. However, the working of the formulation can be demonstrated 
by academic, but illuminating, examples. In the interest of brevity we 
restrict ourselves to a single example in this paper. 

Consider two parallel bars, that may represent adjacent strips of a 
long bone (Figure 8.3). We wish to consider a scenario in which each 
bar undergoes a preferred material motion to change its length from L 
io L\^ i — 1^2, In general, this configuration is incompatible as the 
bars can attain different lengths. If they are required to remain of the 
same length in the remodelled configuration, further material motion 
occurs, resulting in a length L* for each bar. This is the remodelled 



Material forces in the context of biotissue remodelling 83 

Figure 8.3. One-dimensional remodelling of bars. 

configuration, Jl*, in which the total material motion of each bar is 
/̂  = L* — Z/. If the remodelling takes place under an external load, T, 
the bars each stretch to a final length /. The deformation is zz* = / — L*. 
We examine the equations that govern the deformation and material 
motion by considering the following energy functional: 

n[u*,K] - ]-k\i^+L-L\f+\k\i^+L-L\f+2'\ku 
L Zt A 

*2 -r(u*+/^), (11) 

where A;* and k are spring constants for the material motion- and stretch-
dependent portions of the stored energy, respectively. These portions are 
assumed to be separable. The theory of Section 2 results in the following 
relations: 

an 

an 

- 0 

- 0 
k . 

K -U 
L\ + Li 

(12) 

(13) 

In (12) the standard relation is seen for the stretch of a hnear spring with 
eff'ective stiff'ness 2k. The more interesting result is (13). Observe that 
when L = ^{L\ + ^2), material motion can occur, driven by stress, since 
^* _ j^^2k from (12). In this case remodelhng can be incompatible if 
L\ ^ L2. nowever, remodelhng does not drive material motion, K in this 
case. Instead there is stress-driven remodelling as described in Section 1. 
On the other hand, in the absence of an external load, material motion is 
obtained when L 7̂  ^(^i + ^2)- ^^ ^^is case the compatibility-restoring 
remodelhng, motivated in Section 1 and described by the tangent map, 
K^, also leads to overall material motion, K. 
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4. DISCUSSION AND CONCLUSION 
This paper has presented a theoretical framework for remodelhng in 

biological tissue, where this phenomenon is understood as an evolution 
of the microstructural configuration of the material. The assumption 
that the material attains local equilibrium with respect to the evolution 
of its microstructure results in Euler-Lagrange relations in the form of 
a governing partial differential equation and boundary conditions. The 
final form of the equations and the results themselves depend critically 
upon the specified constitutive relations for the preferred remodelled 
state of the material, and the dependence of the stored energy upon 
the compatibihty-restoring component of remodelling. These are open 
problems, and will be addressed in future papers by our group. The 
following points are noteworthy at this stage of the development of the 
theory: 

• This work does not deal with the approach to local equilibrium, 
which may take time on the order of days in biological tissue. 
Furthermore, the equilibrium state, being defined by the external 
loads, evolves upon perturbation of these conditions: Additional 
remodelling occurs in biological tissue when the load is altered. 

• The energy functionals in (1) and (11) generahze to the Gibbs free 
energy of the body under constant loads and isothermal conditions. 
Further contributions that drive the process, such as chemistry or 
electrical stimuli, can be encompassed by the Gibbs energy. In 
such a setting the process we have described here would be termed 
a "self-assembly" in the realms of materials science or physics. 
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Abstract Goal-oriented a posteriori error estimators are presented in this con
tribution for the error obtained while approximately evaluating the J-
integral, i.e. the material force acting at the crack tip, in nonlinear 
elastic fracture mechanics using the finite element method. The error 
estimators rest upon the strategy of solving an auxiliary dual problem 
and can be classified as equilibrated residual error estimators based on 
the solutions of Neumann boundary value problems on the element level. 
Finally, an illustrative numerical example is presented. 

Keywords: A posteriori error estimation, J-integral, material forces 

Introduction 
A key issue in elastic fracture mechanics is the evaluation of the J-

integral or an equivalent fracture criterion. However, its main feature of 
independence from the integration path or area cannot be maintained by 
an approximate numerical evaluation using the finite element method. 
As a consequence, adaptive finite element methods are required to con
trol the error of the J-integral. In this contribution we therefore follow 
Riiter and Stein, 2003 to derive appropriate goal-oriented error estima
tors, as introduced by Eriksson et al., 1995 and Becker and Rannacher, 
1996, in elastic fracture mechanics which are based on equilibrated Neu
mann problems on the element level. 
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1. THE MODEL PROBLEM 
Let the elastic body be given by the closure of a bounded open set 

fi C M^ with a piecewise smooth, polyhedral and Lipschitz continuous 
boundary F = dft such that F = FDUTN and FDnTN = 0, where Fj^ and 
FAT are the portions of the boundary F where Dirichlet and Neumann 
boundary conditions are imposed, respectively. The variational form 
of the nonlinear model problem of finite elasticity then reads: find a 
solution ueV = {v e [W^^''{Q)]^ ; v|r^ = 0}, with r > 2, such that 

a{u,v) = F{v) V V G V . (1) 

Here, a : V x V -^ R denotes a semi-linear form (i.e. a is linear w.r.t. its 
second argument only) and F : V —» M is a linear functional defined as 

a{u,v) = / T{U) : gradv dV and F{v) = i-v dS, (2) 

respectively. In the above, r denotes the Kirchhoff stress tensor, and 
i e [Z/2(FAr)]̂  are prescribed tractions on F^. Note that body forces are 
omitted in this formulation. The discrete counterpart of (1) consists in 
seeking a solution u^ in a finite dimensional subspace Vh CV satisfying 

a{uh, Vh) = F{vh) "ivh e Vh. (3) 

In the finite element method the finite dimensional subspace Vh is usually 
constructed by subdividing the domain Cl into rie elements fig? such that 
Q = U^ fig? and defining piecewise polynomials on the elements fie-

2. ELASTIC FRACTURE MECHANICS 
In this contribution we aim at investigating the accuracy of approxi

mately determined fracture criteria for nonUnear elastic materials using 
the finite element method. More precisely, we shall confine our attention 
to the J-integral concept (Rice, 1968). 

Within the framework of Eshelbian mechanics (see Eshelby, 1951, 
Maugin, 1993, Steinmann, 2000 and others), the J-integral can be con
veniently derived as a material force acting at the crack tip. For the sake 
of simplicity, let the material be isotropic, and let the geometry and the 
loads be symmetric with respect to the x-^-plane (in 3D) or w.r.t. the 
X-axis (in 2D). Then, in the absence of crack face tractions the domain 
expression of the J-integral (Shih et al., 1986) is defined as 

J{u) = - [ Grad(ge||) : t{u) dV (4) 
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with arbitrary but continuously differentiable weighting function q = 
q{x^y^z) (or q = q{x,y) in 2D), where g = 1 at the crack tip and 
Q\rj=dnj = 0- Furthermore, e|| is a unit vector in the direction of crack 
propagation, and S = W^l — H^ • P is termed the Newton-Eshelby 
stress tensor with specific strain-energy function Ws^ identity tensor 1, 
displacement gradient H and first Piola-Kirchhoff stress tensor P. Note 
that the value of J represents the length of the material force vector. 
For elaborations on error control of material forces we refer to Riiter and 
Stein, 2003. 

3. GENERAL FRAMEWORK FOR 
GOAL-ORIENTED ERROR ANALYSIS 

3.1. THE DISCRETIZATION ERROR 
In this section we turn our attention to a general framework for goal-

oriented error analysis. We shall begin our study by introducing the 
finite element discretization error e^ = u — Uh- Furthermore, let us 
define the weak form of the residual i i : V —> R by 

R{v) = F{uh)-a{uh,v). (5) 

In particular, with (3) it turns out that R{vh) = 0 for all v^ E Vh which 
is also referred to as the Galerkin orthogonality for general nonlinear 
problems. Recalling (1), we may rewrite (5) as follows 

R{v) == a{u,v) ~ a{uh,v) = / a^{^{s)',eu,v) ds Vv G V (6) 
Jo 

with ^(s) = Uh + 56^, s E [0,1], where we made use of the fundamental 
theorem of calculus. Here, a' : V x V —> M is the tangent bilinear form 
of a, i.e. the Gateaux derivative of a with respect to u. Now, we may 
construct a bilinear form a^ : V x V -^ M defined by 

Jo 
(7) 

It is important to note that as represents an exact linearization of the 
semi-linear form a and is therefore a secant form. Combining (7) and 
(6) finally results in the exact error representation 

as{u, Uh\ Bu, v) = R{v) Vv e V. (8) 

Since as involves the exact solution u, we replace u with u^. In other 
words, we replace as with the tangent form ari-r) ~ ^'{'^h]'-,') ~ 
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as{u^Uh] •, •) at Uh which yields the approximate error representation 

arieu^v) = Riv) \/veV. (9) 

Note that this error representation holds for small errors Cu only. 

3.2. ERROR MEASURES 
In order to control the error of the J-integral, let us introduce the goal-

oriented error measure E : V x V ^ R that can be any differentiable 
(non)hnear functional satisfying the condition E{v^v) = 0 for all v eV, 
see Larsson et al., 2002. The error measure E can be either defined as a 
quantity of the error, such as an error norm, or as the error of a quantity, 
such as the nonlinear J-integral, i.e. E{u^Uk) = Ji'^) — Ji'^h)- As in 
(6), we may now introduce the relation 

E{u,Uh) = E{u,Uh)-E{uh,Uh)= / E\^{s),Uh;eu) ds 
Jo 

(10) 

with tangent form E\ Next, we may construct a Hnear functional Es : 
V -^ M in such a fashion that 

Es{u,Uh\eu)= I E\^{s),Uh;eu) ds. (11) 
Jo 

Note that Es represents an exact linearization and is therefore a secant 
form. Combining (11) and (10) we end up with the important relation 

Es{u,Uh]eu) = E{u,Uh). (12) 

Again, for small errors ê ,̂ we may replace Es with the tangent ET{') — 
E^(uh^Uh'r) ~ Esiu^Uh'r) at u^. In the case of the J-integral, ET is 
given by 

ET{V) = ~ f Grad(geii) : CJ{uh) : (F^iuh) • Gradv) dV 
JQJ 

(13) 

with the deformation gradient F and (D = 2dfl/dC, with C = F^ - F , 
being the tensor of elastic tangent moduh associated with S. 

3.3. DUALITY TECHNIQUES 
In order to derive an error representation formula for the error measure 

J5, we follow the well-established strategy of solving an auxiliary dual 
problem which is based on the dual bilinear form a^ : V x V —̂  R of 
aX' As we saw earlier, for small errors Cu it is sufficient to use the 
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approximations aj.{'^ •) = a'g{uk',Ufi\ --, •) ~ a'g{u^Uk\ •, •) and ET^ Thus, 
in the (approximate) dual problem we are seeking a solution <? G V such 
that 

a'rr{g,v)^ET{v) Vv G V. (14) 

Substituting v with Cu and making use of the Galerkin orthogonality, 
the (approximate) error representation for the error measure E reads 

E{u, Uh) = Erieu) = a^ig - Qh^ e^) Vg^ G V/,. (15) 

Note that if g^ G Vh is chosen to be the finite element approximation of 
gf, then Cg = g — g^^ is referred to as the discretization error of the dual 
problem with associated (approximate) error representation 

a'T{eg,v) = Rg{v) Vv G V. (16) 

Here, Rg{v) = ET{V) — a^(3/i, v) is the (approximate) weak form of the 
residual of the dual problem. 

4. RESIDUAL GOAL-ORIENTED A 
POSTERIORI ERROR ESTIMATORS 

The objective of this section is to present strategies to obtain a pos
teriori estimators of the error measure E. To begin with, we introduce 
Ritz projections e^ and Sg of Su and e^, respectively, by 

b{eu, v) = aricu, v) \/v eV (17) 

b{eg, v) = arieg, v) \/v G V, (18) 

since ariv^v) may become negative for some t; G V. In the above, the 
bilinear form 6 : V x V —> M denotes an arbitrary but continuous, V-
elliptic and symmetric bilinear form inducing the norm |||-|||5 = ^ ( T ) ^ 
on V. One possible option is therefore to choose b as the bilinear form 
in linear elasticity. 

In order to derive a posteriori error estimators, let us suppose that 
we have computed suitable approximations '^u,e,'^g,e^'^u,e^^g,e G Ve = 
{v\^^ : V e V} of eu\ci^,eg\Q^,eu\Q^,eg\Q^ G Ve, respectively, on the 
element level. These approximations can be obtained by the solutions 
of the following local Neumann problems that correspond to local forms 
of the error representation formulas (9) and (16): 

^T,e('0u,e. ^e ) = Re{Ve) Vt^e G Ve (19a) 

(^TA^9,e^^e) = RgA^e) "^Ve ^ Vg (19b) 

be{'^u,e. Ve) = ^ e ( ^ e ) ^V^ G Ve (19c) 
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be{^g,e. Ve) = 4 , e K ) V^e ^ Ve- (19d) 

Here, aT,e ' VeX Ve -> M, 6e : VgXVe -^ M, ^e : Ve -^ R and Rg^e : Ve -> E 
are the restrictions of a^, & and the equihbrated residuals R and ^̂ ^ 
(involving equilibrated tractions), respectively, to an element fig-

Upon recalling (15), we then get the error estimator 

Tie Tie 

henceforth designated as "Neumann 1", without error bounds but good 
approximation properties if the approximations t/?^ g, i/?̂  ̂  are good enough. 
An upper bound, that is not guaranteed, can be obtained as follows 

He Tie 

("Neumann 2"). Next, we employ the Cauchy-Schwarz inequality on 
the element level which yields (under certain assumptions) the error 
estimator 

\Eiu,Uh)\ < J2 \l^u\njkue \leg\njb,n. « E ilV5«,elll6,ne \l^g,e\kn. 
Tie Tie 

(22) 
("Neumann 3"), cf. Prudhomme and Oden, 1999 for the case of linear 
problems. Note that the upper bound is still not guaranteed, since we 
cannot estimate the local norms due to the pollution error. Finally, upon 
applying the Cauchy-Schwarz inequality globally, due to the properties 
of the Neumann problems (19) (see for example Ainsworth and Oden, 
2000) an upper bound error estimator can be obtained, which reads 

1 . ^ 1 

I f \ 2 

\ rie / \ Ue / 

(23) 
("Neumann 4"). The bounds, however, might not be very sharp. 

5. NUMERICAL EXAMPLE 
In the numerical example we investigate the fracture behavior of a pre-

cracked foam rubber cross specimen in plane-strain state under biaxial 
loading. The foam rubber is modeled by a Blatz-Ko material (/i = 75 
N/mm^, u = 0.225, / = 0.868). Due to symmetry conditions only 
one quarter of the system is modeled as shown in Fig. 9.1. For the 
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^ # ^ ~)f # 
ĉrack 10 mm 30 mm 10 mm 

60 mm 

Figure 9.1. Modeled system and primal loading. 

discretization we choose Qi-elements. The experiment is carried out by 
a biaxial tensile/compression device that is modeled by the steel parts of 
the specimen for which a neo-Hooke material is chosen (A = 121153.85 
N/mm^ iJL = 80769.23 N/mm^). The loads are chosen as F^ :=:: 30 
N/mm^ and Fy = 70 N/mm^, and the weighting function q is defined 
as a modified plateau function. The reference solution J /2 = 601.2914 
kJ/m^ is obtained by using Q2-elements with 76176 degrees of freedom, 
based on adaptive mesh refinements. 

10-̂  k 

10̂  10̂  10' 10' 
Number of degrees of freedom 

lO^k 

£ 

10-: 

Neumann 1 
Neumann 2 
Neumanns 
Neumann 4 

10̂  10' lO'* 10' 
Number of degrees of freedom 

Figure 9.2. Estimated relative errors. Figure 9.3. Effectivity indices. 

The convergence behavior of the goal-oriented error estimators pre
sented is depicted in Fig. 9.2. As can be seen, all error estimators show 
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good convergence behavior except for the guaranteed upper bound error 
estimator "Neumann 4". Clearly, this affects the effectivity index (i.e. 
the ratio of the estimated error to the true error) which is plotted for 
each error estimator in Fig. 9.3. Remarkably, although the model prob
lem is highly nonlinear, the effectivity indices show that the estimated 
errors are rather sharp except for "Neumann 4". 
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Abstract 
The numerical analysis of material forces in the context of continuum dam

age and thermo-hyperelasticity constitutes the central topic of this work. We 
consider the framework of geometrically non-linear spatial and material set
tings that lead to either spatial or material forces, respectively. Thereby material 
forces essentially represent the tendency of material defects to move relative 
to the ambient material. Material forces are thus important in the context of 
damage mechanics and thermo-elasticity, where an evolving damage variable or 
thermal effects can be understood as a potential source of heterogeneity. Thus 
the appearance of distributed material volume forces that are due to the damage 
or temperature gradient necessitates the discretization of the damage or tem
perature variable as an independent field in addition to the deformation field. 
Consequently we propose a monolithic solution strategy for the corresponding 
coupled problem. As a result in particular global discrete nodal quantities, the 
so-called material node point (surface) forces, are obtained and are studied for 
a number of computational examples. 

Keywords: Material Force Method, damage mechanics, thermo-hyperelasticity, finite ele
ment method 

Introduction 
The concern of this work is to establish a theoretical and computational link 

between defect mechanics and dissipative materials by the use of the Material 
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Force Method. Our developments are essentially based on the exposition of 
the continuum mechanics of inhomogeneities as comprehensively outlined by 
Maugin [8, 9], Gurtin [5] and our own recent contributions by Steinmann [15], 
Steinmann et al. [17] and Denzer et al. [2]. Material (configurational) forces are 
concerned with the response to variations of material placements of 'physical 
particles' with respect to the ambient material. Material forces as advocated 
by Maugin [10, 11] are especially suited for the assessment of general de
fects as inhomogeneities, interfaces, dislocations and cracks, where the mate
rial forces are directly related to the classical J-Integral in fracture mechanics. 
First numerical concepts of material forces within the FE-method date back 
to Braun [1], who derived for the hyperelastic case node point forces from 
the discretized potential energy with respect to the material node point posi
tions, that contain the material stress in the spirit of Eshelby [3, 4]. Thereby 
the algorithmic representation of the material balance of momentum resulting 
in the notion of discrete material forces is proposed as the so called Material 
Force Method, see Steinmann [14, 17]. The Material Force Method is espe
cially appealing in the numerical treatment of problems in fracture mechanics, 
see also the applications in Miiller et al. [12] and Miiller and Maugin [13]. In 
the present work we focus on continuum damage and thermo-hyperelasticity. 
This results in distributed material volume forces that are due to the damage or 
the temperature gradient, respectively. Thus the Galerkin discretization of the 
damage or temperature variable as an independent field becomes necessary in 
addition to the deformation field. The coupled problem will be solved using 
a monolithic solution strategy. The resulting material node point quantities, 
which we shall denote discrete material node point forces are demonstrated to 
be closely related to the classical J-integral in fracture mechanic problems. In 
particular we investigate the behavior of the Material Force Method in the case 
of cracked specimen while the damage zone or the temperature field evolves. 
Thereby e.g. a shielding effect of the distributed damage field w.r.t. the macro
scopic crack is clearly demonstrated. 

1. KINEIVEATICS AND KINETICS 
To set the stage, we review the underlying basic geometrically non-linear 

kinematics of the quasi-static material motion problem. 
In the material motion problem Bt denotes the spatial configuration occu

pied by the body of interest at time t. Then ^(x) denotes the non-linear de
formation map assigning the spatial placements x e Bt of a, 'physical particle' 
to the material placements X = ^{x) G BQ of the same 'physical particle'. 
Thus, the material placements are followed through the ambient material at 
fixed spatial position, i.e. the observer takes essentially the Eulerian viewpoint. 
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Next, the material motion linear tangent map is given by the deformation 
gradient / = Vx^ transforming line elements from the tangent space TBt to 
line elements from the tangent space TBQ, see Fig. 10.1. The spatial Jacobian, 
i.e. the determinant of / is denoted by j = det/ and relates volume elements 
dv E Bt to volume elements dV G BQ. 

Bo 
^{x) 

f.^' 

Bt 

Figure 10.1. Kinematics and Kinetics of the Material Motion Problem 

For the material motion problem the quasi-static balance of momentum 
reads 

-diVTT* = B -Divi:^ = B 0 (1) 

It involves the momentum flux TT*, a two-point tensor that we shall call the 
material motion Piola stress, see Fig. 10.1, and the momentum source B^ di 
vector in material description with spatial reference called the material motion 
volume force density. 

The Piola transformation of TT* is called the Eshelby stress E^ = JTT* • 
/ ^ alternatively the terminology energy-momentum tensor or configurational 
stress tensor is frequently adopted. The spatial motion volume force density 
with material reference is given by J5o = JBt. 

2. C O N S T I T U T I V E E Q U A T I O N 

For the material motion problem the free energy density V̂ t = JV̂ o with 
spatial reference is expressed in terms of the material motion deformation gra
dient / (or its inverse F) and additional internal variable a for a generic scalar 
or tensorial quantity. The explicit dependence on the material placement is 
captured by the field X = ^{x) 

^t = MfiOt,^{x)) (2) 

The conjugated counterpart to the internal variable a is given by At = JAQ = 
—daipt' Then the familiar constitutive equations for the so-called Eshelby 
stress in BQ are given as E^ = jn^ • /* = ^QI - F^ U^ with iJ* = dr'^o-
Note that the distributed volume forces now take the following particular for-
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mat with respect to the additional internal variable a 

Bt = At\/xa-d^i;t + Bf' (3) 

where the first part is related to material heterogeneities and the second to 
material inhomogeneities. 

3. WEAK FORM AND DISCRETIZATION 
Here, the pointwise statement of the material balance of momentum, see Eq. 

1, is tested by material virtual displacements S^ = W under the necessary 
smoothness and boundary assumptions to render the virtual work expression 

/ W'S^'NAA^ [ WxW :U^dV- [ W-BodV VW (4) 
JdBo JBO JBO 

For a conservative system the different energetic terms SJB̂ ^̂ , SB̂ '̂ * and SB̂ ^̂  
may be interpreted by considering the material variation at fixed x of the free 
energy density ipt- As a result, the contribution 38"̂ ^̂  denotes the material vari
ation of ipt due to its complete dependence on the material position, whereas 
the contributions 38̂ *̂ and W^^ denote the material variations of ipt due to its 
implicit and explicit dependence on the material position, respectively. 

By expanding the geometry x elementwise with shape functions N^ in 
terms of the positions x^ of the node points and by using a Bubnov-Galerkin 
finite element method based on the iso-parametric concept, we end up with 
discrete algorithmic material node point (surface) forces at the global node 
point K given by 

tur,K = A / S'- VxN" - iV|Bo dV, (5) 

whereby we denote the material surface forces ^^^r K by 'SUR' in the dia
grams later in the example section. Furthermore we separate them into an 
internal ('iNT') and a volume part ( 'VOL') 

tnt,K = l^l S'-'^xN'^dV and toi,K = ^ [ N^BodV (6) 

Thus we have in summary the obvious result 

-Osur^K — xfint,K ~ 'Ovol,K W; 

Based on these results we advocate the Material Force Method with the notion 
of global discrete material node point (surface) forces, that (in the sense of 
Eshelby) are generated by variations relative to the ambient material at fixed 
spatial positions. Such forces corresponding to the material motion problem 
are trivially computable once the spatial motion problem has been solved. 
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Figure 10.2. Balance of discrete material node point forces 

3.1. DISCRETIZED FORMAT OF 
J-INTEGRAL 

Consider the resulting discrete material node point (surface) force ^^^^ ^ 
acting on a crack tip, see Fig. 10.2. The exact value ^sur.s can be approximated 
by the discrete regular surface part ^^^^ ^ and the discrete volume part ^^^i of 
the discrete material node point (surface) forces '^sur.s ^ ~'^^uTr ~ '^^oi-
These in turn are balanced by discrete singular material surface forces ^^ur,s 
and (spurious) discrete internal material surface forces ^sur,v which stem from 

an insufficient discretization accuracy as —'S^ur,r "" ^voi — ^^ur,s + ^^ur,v 
Note thus, that the sum of all discrete algorithmic material node point surface 
forces 5̂ 5̂ ^ ^ corresponds according to Eq. 5 to the resulting value 

Thus an improved value for ^sur,s is obtained by summing up all discrete 
material node point surface forces in the vicinity of the crack tip, see also 
Denzer et al. [2]. 

4. NUMERICAL EXAMPLES 
As a first example we look at a hyperelastic material coupled to isotropic 

damage. Thereby isotropic damage is characterized by a degradation measure 
in terms of a scalar damage variable 0 < o? < 1 that acts as a reduction factor 
of the local stored energy density of the virgin material WQ = JWt per unit 
volume in BQ (or Wt = jWo per unit volume in Bu respectively), which is 
supposed to be an objective and isotropic function in F (or / , respectively), 
see Liebe et al. [7]. The free energy density then reads i/jt = i^tid, / , ^{x)) = 
[1 - d]Wt{fj^{x)) and YQ = —dd'ipo = WQ. In this case the distributed 
volume forces take the particular format BQ = YoVxd — dxi^o — F^ • ^o^^ 
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Figure 10.3. Damage distribution at crack tip for different damage states 

The second example consists of thermo-hyperelastic material with the free 
energy function ^Q = %IJQ{F,9\X) depending on the absolute temperature 6 
with the entropy density given as ASQ = — D̂ V̂ o- Here the distributed volume 
forces results in B Q = SQVXO - dx'ipo - F^' bo'\ see Kuhl et al. [6], 

For the case of the hyperelastic material with isotropic damage we mod
eled the virgin material as a compressible Neo-Hookean formulation WQ = 
jji [[/i — InJ]/2 — 3] + Aln^ J /2 with the Lame parameters //, A. We consider 
a 'Modified Boundary Layer' formulation (MBL-formulation) of a straight, 
traction free crack. The MBL-formulation is based on an isolated treatment 
of the crack tip region which is independent of the surrounding specimen. We 
prescribe a given material force at the boundary of the MBL-region by Cauchy 
stresses cr gained from the first term of the asymptotic linear elastic stress se
ries near a crack tip given by Williams [18] as cr == Ki/y/2Trrf{0), In the 
case of small external loads the linear elastic relation J pre — K'j /E' with 
E' = E/[l — i/̂ ] for plane strain between the J-integral and the mode I stress 
intensity factor Kj holds. The resulting discrete material forces for a damaged 
crack tip and a contour plot of the damage variable are depicted in Fig. 10.3. 
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Figure 10.4- Purely elastic state vs. advanced damage state 

To investigate the influence of the damage zone on the resulting material 
force acting on the crack tip we compare a purely elastic state and an advanced 
damaged state, see Fig. 10.4. 

According to Eq. 8 the sum of all discrete algorithmic material node point 
surface forces renders an improved value for the material force at the crack tip. 
The sum is taken over a varying number of rings of elements around the crack 
tip. After only a few number of rings the internal part of the material node point 
surface force is converged to the prescribed material load and remains constant. 
Due to the increasing damage zone around the crack tip the volume part of the 
discrete material node point forces increases accordingly with the gradient of 
the damage field. Therefore the discrete material node point surface force on 
the crack tip is decreased due to the evolving damage around the crack tip 
compared to the purely elastic state. Thus the crack tip might be considered as 
being shielded by the distributed damage field. This 'shield' is formed closely 
around the crack tip and converges after a few rings to a constant value. 

For thermo-hyperelastic materials, we introduce the following free energy 
function 

^In^J+llb-I] : / - / i l n J 
-3aK[e~9oy-^ (9) 

+co[e-eo-e\nf]-[e-9o]s^ 

* n = 

whereby the first three terms represent the classical free energy function of 
Neo-Hooke type characterized through the two Lame constants A and /i. The 
fourth term introduces a thermo-mechanical coupling in terms of the thermal 
expansion coefficient a weighting the product of the bulk modulus K. and the 
difference between the current temperature 9 and the reference temperature 9o. 
The fifth term finally accounts for the purely thermal behavior in terms of the 
specific heat capacity CQ and the last term defines the absolute entropy density 
5° at the reference temperature 9o. Moreover, we assume the material heat 
flux Q to obey Fourier's law Q = —KQ G • Vx^, introducing a materially 



102 Ralf Denzer et al. 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

-0.1 

-0.2 

-0.3 

-0.4 

-0.5 

SUR X 0.08 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

-0.1 

-0.2 

-0.3 

-0.4 

-0.5 

INT X 0.08 

A 0 & V O L X 0.6 

Figure 10.5. Discrete material node point surface, internal and volume forces and tempera
ture distribution in the vicinity of the crack tip at time t = 0.01 and t = 1.0 

isotropic behavior in terms of the conductivity KQ, the material metric G and 
the material temperature gradient WxO-

As a example we want to discuss a single edged tension specimen typically 
used in fracture mechanics. The height to width ratio is set to H/W =^ 3 and 
the ratio of crack length to width is a/W = 0.5. The specimen is discretized by 
bilinear Ql-elements and the mesh is heavily refined around the crack tip. The 
elements which are connected to the crack tip are PI-elements. The material 
is modeled with the parameter given in the previous section which roughly 
corresponds to an Aluminium alloy. A constant symmetric elongation of totally 
0.1667% of the height W is applied at the top and bottom of the specimen 
within the time step At = 0.01. The computed discrete material node point 
/surface) forces 'SUR', the internal part 'INT', the volume part 'VOL' and the 
temperature distribution A^ in the vicinity of the crack tip are shown in Fig. 
10.5 at the time state t = 0.01. 
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Figure 10.6. Material Forces at time t — 0.01 

We now apply our improvement of the Material Force Method for the vec
torial J-Integral evaluation, as given by Eq. 8 The resulting material forces in 
the vicinity of the crack tip are shown in Fig. 10.6. 

Although the internal part Fint and the volume part F^oi of the material 
surface force are domain dependent due to the temperature gradient V x ^ the 
resulting material surface force Fgur behaves domain independent. 

5. CONCLUSION 
The objective of this work was to exploit the notion of material forces within 

the framework of isotropic geometrically non-linear continuum damage and 
thermo-hyperelasticity. Thereby the Material Force Method, see e.g. Stein-
mann et al. [17] was combined with an internal variable formulation of compu
tational continuum damage mechanics and thermo-hyperelasticity. This par
ticularly leads to the notion of distributed material volume forces that are con
jugated to the damage or the temperature gradient, respectively. To this end, it 
was necessary to set up a two field formulation, i.e. the additional discretiza
tion of the damage variable or the temperature as an independent field next to 
the deformation field. With regard to fracture mechanics it could be shown 
that the evolving damage zone shields the crack tip. Hence the driving mate
rial surface force at the crack tip is significantly less than the applied external 
material load. This is the crucial difference with the hyperelastic case, where 
both are equal. 
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Abstract This paper discusses the calculation of discrete material forces within 
the Finite Element Method. The possible use of these discrete material 
forces in r- and /i-adaptive procedures is demonstrated by two short 
examples from non-linear elasticity. 

Keywords: Material forces, configurational forces, FEM, adaptivity 

1. INTRODUCTION 
The intention of this paper is not to elaborate on the wide possible 

use of material/configurational forces in the context of inhomogeneous 
materials or fracture and defects mechanics, but to concentrate on the 
possible use of material forces in the Finite Element Method (FEM). 
The central part in the theory of material forces (see Maugin, 1993) or 
of configurational forces (see Gurtin, 1995; Gurtin, 2000) is the energy-
momentum tensor. This quantity was introduced by Eshelby (see Es-
helby, 1951; Eshelby, 1970) in continuum mechanics and is therefore also 
termed Eshelby-stress tensor. The use of material forces within the FEM 
was first mentioned (to the knowledge of the authors) in Braun, 1997. 
This line of research was continued in Steinmann, 2000; Steinmann et al., 
2001; Mueller et al., 2002; Mueller and Maugin, 2002. 

2. MATERIAL FORCE BALANCE 
For a hyper-elastic material a strain energy density 

W = W{F,X) (1) 

mailto:r.mueller@mechanik.tu-darmstadt.de
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per unit volume of the reference configuration exists. It is assumed 
that W depends on the deformation gradient F and exphcitly on the 
position X (in the reference configuration). The first Piola-Kirchhoff 
stress tensor is given by 

P = ^ . (2) 
OF ^ ̂  

In static equihbrium the Piola-Kirchhoff stress satisfies the (local) equi
librium condition 

DivP + / = 0. (3) 

The vector / represents the physical volume forces (defined per unit 
volume of the reference configuration). 
The gradient of the strain energy W with respect to the reference con
figuration in conjunction with compatibility and the equihbrium condi
tion (3) yields after rearrangement of terms the material or configura-
tional force balance 

DivD + g = 0. (4) 

The configurational stress tensor, the Eshelby stress tensor or the energy-
momentum tensor 5] and the configurational force g, given by 

i: = Wl-F^P and g = -F^f 
dx 

(5) 
expl. 

are introduced to obtain a formula that resembles the structure of equa
tion (3). Introducing the symmetric second Piola-Kirchhoff stress ten
sor S', and the symmetric right Cauchy-Green tensor C, defined by 

S = F-^P and C = F^F (6) 

respectively, (5)i can be written as 

11 = W1-CS, thus S C = C S ^ . (7) 

The last expression is the symmetry of the energy-momentum tensor SI 
with respect to right Cauchy-Green tensor C. Prom (4) an important 
observation can be made: If the body is homogeneous and no body forces 
are applied, the divergence of the energy-momentum tensor vanishes, i.e. 

DivS = 0. (8) 

Thus within the body the energy-momentum tensor satisfies a strict 
conservation law, see for example Kienzler and Herrmann, 2000. This is 
an important property, that will be used in the subsequent applications. 
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3. NUMERICAL IMPLEMENTATION 

107 

For a FE scheme the balance equation (4) is discretized in a way 
consistent with the approximation of the other field equations. Starting 
from the weak form of (4) multiplied by a test function 77, 

JBO 
(DivE + fl)-?7dV = 0 (9) 

integration by parts yields: 

/ {j:N)'r]dA- [ E:Gradr7dy+ / g-rjclV^O. (10) 
JdBn JBn JBO 

It is assumed that the test function 77 vanishes on the boundary OBQ^ 
therefore the first integral in (10) is zero. This assumption corresponds to 
a stationary boundary, which does not change its (material/referential) 
position X . 
Here attention is restricted to a 2D formulation (plane strain). The test 
function in (10) is approximated in every element Be by node values r/^ 
and shape functions A^̂ : 

ri = Y^N^rf, where r7==^[m m]^ and 'rf = \r]{ r / | ] ^ . (11) 

Expressing the gradient of the test function and the energy-momentum 
tensor in the following matrix notation 

l^^k 
0 

^!x. 
L 0 

0 • 

N;X. 
0 

N-J 

Gradr7 = Y^IDJTI^^ where Dj = 

S = [Ell S22 S12 S21]' and g_=[gi 92]' 

yields the discretized version of (10) 

(12) 

/ T 

JBe JBe ~ 
dV = 0. (13) 

It is mentioned that the standard Voigt-notation for symmetric tensors 
can not be used, as the energy-momentum tensor is in general not sym
metric, see (7). The energy momentum tensor S is only symmetric if 
the material is isotropic, i.e. C and S are coaxial. As (13) has to be 
satisfied for arbitrary node values 77̂ , the term in square brackets must 
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vanish. This naturally introduces the discrete material forces as 

Qi = ( 2 H = / N'g'dV= [ D!'^ -^dV 
I ^e2 J JBe ~ J Be 

(14) 

The material forces Gg of all rig elements adjacent to node K are then 
assembled to a total material force G^ — U e = i ^ - "^^^^ does not pose 
a new boundary value problem, as the nodal values G^ are obtained 
purely from quantities that are already known (strain energy, stress and 
deformation measures) from the solution of displacement field. 

4 . A D A P T I V I T Y 

4-1 • i i - A D A P T I V I T Y 

As was discussed in section 2 the material volume force g has to van
ish for a homogeneous body without physical volume forces. In the 
discretized boundary value problem it is equivalent to demand that the 
material node forces G^ vanish. Due to the requirement that the test 
function for the material force balance vanishes on the boundary, dis
crete material node forces occur on the boundary as reaction forces to 
this constraint. Therefore only discrete material forces for nodes in the 
interior can be expected to vanish. It is well understood that the approx
imative character of the FE method introduces some spurious (numer
ical) material forces in the interior. This originates from the fact that 
material forces are energetic quantities, as the energy-momentum tensor 
is computed from strain energy, stresses and strains. Using a standard 
FE discretization only the displacements are approximated continuously 
(C^), not their derivatives and therefore strains, stresses and strain en
ergy are not continuous. The discontinuities between the elements lead 
to numerically caused material forces. 
It is reasonable to ask if an internal arrangement of nodes exists, which 
forces the material forces to vanish. This question is a finite dimensional 
(probably non-convex) optimization problem, which will be illustrated 
in more detail in the example 5.1. Allowing all interior nodes to be 
movable, we can propose a simple updated rule 

where K represents all interior nodes. The constant c has to be suf
ficiently small to avoid "unhealthy" mesh distortions. This technique 
can be understood as a steepest descent method, see Mueller et al.. 
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2002; Mueller and Maugin, 2002 which reduces the total potential of the 
system. In Sussman and Bathe, 1985 a similar strategy is used without 
relation to the concept of material forces. 
The r-adaptivity leads to an energetically optimized mesh, where the 
connectivity remains unaltered. If the connectivity constraint is relaxed 
more degrees of freedom can be introduced in a h- or p-adaptive scheme. 
A way based on the material force balance is discussed in the following. 

4.2. ff-ADAPTIVITY 
In order to derive an /i-adaptive scheme the magnitude of the numer

ically caused material forces will be used to check the discretization and 
assign new mesh sizes. The mesh quality is given by a local mesh size /i^, 
which is defined in every node / . In the following examples the quan
tity h^ is the smallest edge length of all elements adjacent to the node / . 
In an adaptive scheme a discretization has to be generated from a new 
distribution of mesh sizes. The refinement factors r^ are introduced to 
assign the new nodal values of the mesh size by 

hi (16) 

The rule to obtain the refinement factor from the discrete material force 
is sketched in fig. 11.1a), where G^ = G^ is the absolute value of G^, 
As mentioned earlier, some consideration must be given to the differ
ence between points on the boundary and interior points. The nodes are 
therefore split into two sets A/jnt and A/boun? which contain the points 
in the interior and on the boundary, respectively. The maximum and 
minimum value of G^ for all interior nodes / G A/int is denoted by Gmax 
and Grain- The corresponding node numbers are /max and /min* 

At 
node /max) the mesh is strongly densified by assigning a refinement fac-

a) 

Figure 11.1. 
boundary 

a) Refinement strategy, b) extrapolation scheme for nodes on the 
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tor Tmin? see(16). In this region the material force balance is only crudely 
approximated. Because at node /min the approximation is better, only 
a mild refinement (or a possible coarsening) of the mesh is possible by 
assigning rmax- For Û other points the refinement is linearly interpo
lated according to fig. 11.1a. The refinement process is controlled by 
the two parameters rmax and rmin- Practical experience showed that the 
following ranges 

rmax = 0 . 1 , . . . , 0.5 and rmin = 0 .5 , . . . , 0.9 (17) 

are useful. For points on the boundary (/ E A/boun)an interpolation 
strategy is used: The refinement factors on the boundary are extrapo
lated from the interior of the domain. In a first step boundary nodes, 
which are connected by element edges to interior nodes, are assigned 
a refinement factor by the arithmetic mean over all connected interior 
nodes. For boundary nodes which axe not connected to interior nodes 
a second extrapolation cycle is applied. The average is now taken over 
all neighboring boundary nodes. A schematic sketch of this procedure 
is shown in fig. 11.1b). In the first step the extrapolation assigns refine
ment factors to the nodes marked by open circles, the second step then 
concerns the nodes marked by open squares. With this new size distri
bution a new mesh is generated. We use the mesh generator GiD, which 
allows the assignment of so called background meshes. This strategy is 
used in conjuction with simple triangular elements, with a linear dis
placement interpolation and constant element stresses (CST: constant 
stress triangle). 

5. EXAMPLES 
We consider a non-linear isotropic elastic material with a strain en

ergy W of the Neo-Hookean type given by 

W{Ic,J) = ^(^^-\nj)+f^{Ic-S-2lnJ), (18) 

where Ic — t rC is the first invariant of the right Cauchy-Green tensor C, 
see Wriggers, 2001. For the calculations presented here the values A = 
1000 and /i ^ 400 are used. 

5.1. HOMOGENEOUS PLATE 
The first example consists of a homogeneous plate, which is loaded 

by a displacement w on its top side. The situation is sketched in 
figo 11.2a). The calculated discrete material forces at the nodes are 
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shown in fig. 11.2b). Large material forces occur at the boundary. As 
discussed in the theory section, no material forces should appear in the 
interior, see remark after eqn. (7). Spurious material node forces origi
nate from the fact that the FE approximation is not smooth with respect 
to strains and stresses. Thus the numerical value of the discrete mate
rial forces does not vanish. As material points on the boundary are 
not allowed to change their position in the reference configuration, large 
material forces appear as reaction forces to this constraint. As a first il-

a) ^ . ^ f b) c) d) 

\ 

[/ 

\ 

\ 

1 

1 

' • 

\ 

A R<1> 

Figure 11.2. Homogenous block: a) Sketch of the problem, b) discrete material 
forces, c) simple mesh changes, d) optimized mesh 

lustrative investigation we consider the following: Is it possible to find a 
X2-position for the marked point in fig. 11.2c) and its symmetrical part
ner, so that the material forces on this points vanish? The mesh changes 
associated with this node movement are also sketched in fig. 11.2c). The 
material force G2 is plotted as a function of the X2-position in fig. 11.3a). 
For the considered node the position that causes a zero material force is 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 

Xs/a 

• 3.2268 

jlW 3.2266 

50 100 150 200 250 300 350 400 450 500 

Iterations 

Figure 11.3. Change in a) material force, b) reaction force 
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at X2/a ^ 0.3. 
The mesh evolution of the updating strategy of eqn. (15) is presented 
in fig. 11.2d). The mesh modification softens the system, as can be seen 
from fig. 11.3b), where the evolution of the physical reaction force F 
resulting from the displacement of the top surface is plotted. However, 
the change in reaction force is relatively small, as only moderate mesh 
modifications are encountered. 

5.2. HOLE 
The first example represents a one dimensional tension of a square 

plate with an initially circular hole. The ratio of hole diameter to edge 
length is 0.4. The top side is loaded by a displacement in the vertical 
direction. The load is chosen such that the plate is stretched by the 
factor 1.5. The horizontal displacements on the top and bottom face are 
not fixed. 
In fig. 11.4 the left column shows the deformed mesh together with a 
contour plot of the strain energy density W. The resulting material 
forces are plotted in the right column. Of course material forces occur 
on the boundary. In the initial mesh rather large material forces occur at 
interior nodes located near the diagonal. This area is refined in the first 
adaptive step. The refinement process continues to refine this region. 
In the 2. refinement a smooth distribution of element sizes develops on 
the hole boundary. The number of nodes and elements is reported in 
figure 11.5a). The plot 11.5b) verifies that during the refinement the 
material force balance is satisfied with increasing accuracy. Therefore 
the already introduced quantities Gmax and Gmin? see section 4, are 
analyzed. In addition the norm of all discrete material forces in the 
interior, defined by 

\G\ = {Y1 GW^ (19) 

is computed. The quantity Gmin decays very rapidly. The two norms 
Gmax (maximum norm) and \G\ (2-norm) converge to zero as the number 
of degrees of freedom increases. This ensures that the divergence of the 
Eshelby-stress is more and more reduced. A comparison of this strategy 
with estabhshed error indicators will be pursued in future. 
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Abstract 
The present contribution aims at deriving a generic hyperelastic 

Arbitrary Lagrangian Eulerian formulation embedded in a consistent 
variational framework. The governing equations follow straightfor
wardly from the Dirichlet principle for conservative mechanical systems. 
Thereby, the key idea is the reformulation of the total variation of the 
potential energy at fixed referential coordinates in terms of its variation 
at fixed material and at fixed spatial coordinates. The corresponding 
Euler-Lagrange equations define the spatial and the material motion 
version of the balance of linear momentum, i.e. the balance of spa
tial and material forces, in a consistent dual format. In the discretised 
setting, the governing equations are solved simultaneously rendering 
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the spatial and the material configuration which minimise the overall 
potential energy of the system. The remeshing strategy of the ALE 
formulation is thus no longer user-defined but objective in the sense of 
energy minimisation. As the governing equations are derived from a 
potential, they are inherently symmetric, both in the continuous case 
and in the discrete case. 

Keywords: Arbitrary Lagrangian Eulerian formulation, spatial and material set
tings, variational principle, spatial and material forces, finite element 
technology. 

Introduction 

The deformation of a body is essentially characterised through the 
balance of linear momentum. Typically, this balance of momentum is 
formulated in terms of the spatial deformation map mapping the mate
rial placements of particles in the material configuration to their spatial 
placements in the spatial configuration. Alternatively, we could formu
late the balance of momentum in terms of the material motion map, see 
[Maugin, 1993; Gurtin, 2000; Kienzler and Herrmann, 2000; Steinmann, 
2002a; Steinmann, 2002b; Kuhl and Steinmann, 2003]. Being the inverse 
of the spatial motion map, the material motion map characterises the 
mapping of particles in the spatial configuration to their material motion 
counterparts. While the former approach relates to the equilibration of 
the classical spatial forces in the sense of Newton, the latter lends itself 
to the equihbration of material forces in the sense of Eshelby. 
The finite element discretisation renders the discrete residual statement 
of the balance of momentum. In the classical sense, the solution of the fi
nite element method corresponds to the vanishing residual of the spatial 
force balance which is related to the minimum of the potential energy. 
This minimum, however, is only a minimum with respect to fixed mate
rial placements. 
In the discrete setting, a vanishing residual of discrete spatial forces does 
not necessarily imply that the discrete material forces vanish equiva-
lently, see [Braun, 1997; Mueller and Maugin, 2002; Kuhl et al., 2003; 
Askes et al., 2003; Thoutireddy, 2003]. Non-vanishing discrete material 
forces indicate that the underlying discretisation is not yet optimal. An 
additional release of energy can take place when finite element nodes are 
moved in the direction opposite to the resulting discrete material node 
point forces. In this respect, the proposed strategy can be interpreted 
as a particular version of an Arbitrary Lagrangian Eulerian formulation, 
see e.g. [Donea, 1980; Hughes et al., 1981] for ALE formulations in gen-
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eral and [Askes, 2000; Kuhl et al., 2003] for their particular application 
to adaptive remeshing. In contrast to the existing ALE formulations, 
however, the selection of the mesh is no longer user-defined in the pro
posed strategy. Rather, the optimal mesh follows straightforwardly from 
a variational principle. Unlike classical ALE formulations, the formula
tion derived herein is thus inherently symmetric. 
The present work is motivated by a one-dimensional model problem in
troduced in section 1. After reviewing the relevant ALE kinematics in 
section 2, we illustrate the variational framework of our ALE formula
tion based on the ALE Dirichlet principle in section 3. Section 4 finally 
treats its spatial discretisation parameterised in terms of the material 
and the spatial reference mapping. We close with a brief discussion in 
section 5. 

1. MOTIVATION 
Let us motivate our work by considering a simple one-dimensional bar, 

clamped on both sides and loaded by a constant Hne load &o = const. The 
resulting displacement field can be determined analytically through the 
classical Dirichlet principle as the minimum of the potential energy T{(p). 
Hereby, the potential energy can be understood as the total potential 
energy density U integrated over the entire bar length as I = Jj^U dV 
whereby U = W + V typically consists of an internal contribution W = 
lElF'^ - 1 - 2 ln(F)] and an external contribution V = -b(p. The 
potential energy is thus a function of the spatial placement (/?, its gradient 
F = Vx^^ Young's modulus E and of the amount of loading b. Its 
minimum is characterised through its vanishing variation with respect 
to the independent variables, in this case, the spatial placement cp. 

X{if) = [ UdV ^ini 51{(p) = f 6U dV^O (1) 
JB JB 

The above equations define the spatial placement (/? or rather the de
formation u as the difference between material and spatial placement 
u — X — ^p. The analytical solution is indicated through the curves in 
figure 12.1. However, typically, the analytical solution is not easily avail
able such that a numerical approximation has to be carried out instead. 
In the simplest case, we could discretise the clamped bar with two linear 
finite elements as illustrated in figure 12.1, left. We thus introduce one 
single degree of freedom for the midpoint node which is located right in 
the middle of the bar at X = 0.5 L. The discrete potential energy I{^^) 
can then be expressed as follows. 

I{(p^) = XU^ + [L-X]U^ -^ inf (2) 
nh 



118 Ellen Kuhl et al. 

The black lines in figure 12.1, left, illustrate the corresponding discrete 
solution for the displacement u^ •= X — ip^ of this classical Lagrangian 
analysis. The area between the curve and the lines represents a measure 
for the discretisation error. A significant improvement of the discrete 
solution can obviously be obtained by shifting the midnode to the left as 
illustrated in figure 12.1, right. Strictly speaking, we introduce the node 
point position ^^ as an additional degree of freedom next to the spatial 
placement (/p̂ . The corresponding discrete potential energy X((/?^,^^) 
can then be expressed in the following form. 

X{$^,p^) = ^^U^ + [L- ^^]U^ inf (3) 

Figure 12.1, right, shows the solution for the material placement ^^ and 
the displacement u^ = (p^ — ^^ for this Arbitrary Lagrangian Eulerian 
analysis. The optimal node point position is found at ^ = 0.2800L. 
The corresponding potential energy X = —12541 indicates, that the 
potential energy X = —10405 of the classical Lagrangian analysis has 
been reduced by more than 20 % through the relaxation of the node 
point position. Figure 12.2, which shows the potential energy J as a 
function of the material placements X and the displacements u supports 
these observations. For the classical Lagrangian analysis, we look for 
the minimum of the potential energy at fixed material position. It is 
obvious, that the potential energy can be reduced considerably upon 
relaxation of this node point position. In what follows, we will present 
a general theoretical and numerical strategy which allows to determine 
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not only the spatial but also the material placements within a consistent 
variational framework. 

2. ALE KINEMATICS 
Let us briefly summarise the fundamental kinematic relations of the 

present ALE formulation which is basically characterised through the 
introduction of an independent fixed reference domain BQ next to the 
clatssical material and spatial domain BQ and Bf. The following consid
erations are essentially based on two independent mappings, i.e. the 
referential maps from the fixed referential configuration B[j to the ma
terial configuration BQ and from the referential configuration B\j to the 
spatial configuration Bt as illustrated in figure 12.3. Let ^ denote the 

material p/ace'^^ 8 
Ŵ^̂^̂  

.en^^ 
3 4 5 6 7 

materia! placement X 

Figure 12.2. Potential energy X in terms of material placements X and displace
ments u 

Bn Bt 

<p = <p O (fi 

• X 
\ ^ " = F F ^ 1 

/ = --} / 1 
• X 

Bn 
Figure 12.3. Reference domain Bu^ material domain Bo and spatial domain Bt 
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mapping of physical particles from a fixed position ^ in the referential 
domain B\j to their material position X in the material domain BQ-
The related tangent map from the referential tangent space TBQ to the 
material tangent space TBQ with the related Jacobian j is denoted as / . 

X= ^itt): Bu-^ Bo (. 
f = V^^ (^,t) : TBn^TBo J - d e t / > 0 ^ ^ 

With J > 0, we assure the existence of the inverse map (p with ^ = 

(p{X,t) :Bo-^ ^D^whereby F - Vx<^(X,0 = / " ^ : TBo -^ TBu 
with J = det F = 1 / j > 0. Moreover, we introduce the second indepen
dent mapping ip from the referential domain BQ to the spatial domain 
Bo with the related referential gradient F and its Jacobian J character
ising the corresponding tangent map from the referential tangent space 
TBa to the spatial tangent space TBt. 

F - V ^ ( ^ ( ^ , t ) : TBu-^TBt J = d e t F > 0 ^̂ ^ 

The related inverse map ^ can be expressed as $^ = ^ {x^t) : Bt -^ B\j 
with / = Va^^x.t) = F~^ : TBt -^ TBu and ~j = d e t / - 1 / J > 0. 
The variation of any function {•} at fixed referential coordinate ^ 

5{.} = S^{.} + 5x{»} (6) 

will be referred to as total variation in the sequel. It can be expressed as 
the variation with respect to the spatial coordinates x at fixed material 
coordinates X denoted as 5x{9} plus a contribution with respect to the 
material coordinates X at fixed spatial coordinates x denoted as Sxi^}-

SPATIAL MOTION PROBLEM 
In the spatial motion problem, the placement aj of a physical parti

cle in the spatial configuration Bt is described by the nonlinear spatial 
deformation map (p in terms of the placement X in the material config
uration Bo, see figure 12.3. It can thus be understood as a composition 
of the referential maps ip and p. The related spatial motion deformation 
gradient will be denoted as F , its Jacobian is introduced as J. 

X = <p{X,t) = (p o p : Bo-^ Bt _ . s 
F=Vx^{X,t) = F • F:TBo-^TBt J = detF=JJ>0 ^^ 

Note, that the spatial motion deformation gradient is essentially charac
terised through the multiplicative decomposition in terms of the referen
tial gradients F and F . In what follows, the variation of a function {•} 
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with respect to the spatial coordinates x at fixed material coordinates 
X will be denoted as (5a;{*} = ^^{•llxfixed' Consequently, the variation 
of the spatial motion deformation map and its gradient can be expressed 
as Sj.(p == Sip and 6xF = Vx^^ defining the following essential relation 
(5,{#}o (F , (̂ ; X ) - Dp{#}o : V x ^ ^ + ^ ^ ^ j o • ¥̂>. 

MATERIAL MOTION PROBLEM 
In complete analogy to the spatial motion problem, we can introduce 

a material motion map ^ defining the mapping of the placement X of 
physical particles in the material configuration BQ in terms of the related 
placement x in the spatial configuration Bt- As illustrated in figure 12.3, 
the material deformation map can thus be interpreted as a composition 
of the referential mappings ^ and ^ . The related linear tangent map 
from the spatial tangent space TBt to the material tangent space TB^ 
is defined through the material motion deformation gradient / and its 
Jacobian j , 

X = ^ ( x , t ) - ^ o ^ : Bt^ Bo . . 
f = V , * (x,t) - / . 7 : TBt ^ TBo j = detf = jj>0 ^ ̂  

whereby / can be decomposed multiplicatively in the referential gradi
ents / and / . The variation of any function {•} with respect to the ma
terial coordinates X at fixed spatial coordinates x denoted as Sx{^} = 
S {•lUfixed defines the variation of the material motion deformation map 
6x^ = S^ and its gradient as 6xf = Va.^^. We thus obtain the follow
ing essential relation Sx{^}t ( / ?^ ; ^ ) = ^f{^}t • ^x^^ + ^x{^}t ' 5^-

3. ALE DIRICHLET PRINCIPLE 
Restricting ourselves to hyperelastostatic conservative systems for 

which the Dirichlet principle defines the appropriate variational setting, 
we introduce the total potential energy density Uu per unit volume in 
B\j as the sum of the internal and external potential energy density W\j 
and Vn, thus Uu = W[j + V{j, Then, the conservative mechanical system 
is essentially characterised through the infimum of the total energy X, 
the integration of U\j over the reference domain B\j, which corresponds 
to its vanishing total variation 61^ i.e. the variation at fixed referential 
coordinates ^. 

X{Cp,^)= [ UudVu-^mi 61{(p,^)= [ SU[jdVu = 0 (9) 

According to equation (6), this total variation consists of a variation 
with respect to the spatial coordinates x at fixed material coordinates 
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X plus variation with respect to the material coordinates X at fixed 
spatial coordinates cc, 6X = S^l + Sx^^ as illustrated in figure 12.4. 

SPATIAL MOTION PROBLEM 
The variation of the total energy X with respect to the spatial coordi

nates X at fixed material coordinates X can be expressed in the following 
form. 

Sxl= [ VxScp: DFUO + Sip . d^Uo d^o 

= / Vx 
JBn 

Sip : n^ + Sip ' bo dFo 
(10) 

Hereby, we have made use of the following definitions of the spatial 
motion momentum flux and source i7* and 60, 

n' = BpUo 60 = - da,Uo (11) 

whereby the former corresponds to the first Piola-Kirchhoff stress tensor 
while the latter denotes the spatial volume force density per unit volume 
in BQ. 

Figure 12.4- Variation of potential energy X with respect to spatial and material 
coordinates 
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MATERIAL MOTION PROBLEM 
The variation of total energy I with respect to the material coordi

nates X at fixed spatial coordinates x can be expressed as follows. 

Sxl = f V^5^: dfUt + S^ • dxUt dVt 
JBt 

= [ V^S^: TT* +S^' Bt dVt 
JBt 

(12) 

In complete analogy to the spatial motion case, we have introduced the 
material motion momentum flux TT* and the corresponding momentum 
source Bt-

TT* = dfUt Bt^- dxUt (13) 

4 . A L E F I N I T E E L E M E N T 
D I S C R E T I S A T I O N 

In the spirit of the finite element method, the reference domain B\j 
is discretised in ng/ elements which are characterised through the corre
sponding element domain B^ such that B\j = IJ^^i ^n* "^^^ underlying 
geometry ^ is interpolated elementwise by the shape functions Nl in 
terms of the discrete node point positions ^i of the i = 1 , . . . ,nen ele
ment nodes as ^^ = I^r=i-^£^^- Following the isoparametric concept, 
the unknowns (p and ^ are interpolated on the element level with the 
same shape functions Â ^ and N^ as the element geometry ^. Similar 

shape functions are applied to interpolate the test functions Sip and S^ 
according to the classical Bubnov-Galerkin technique. 

Tien T^en 

(14) 
i=i 1=1 

The discrete residual of the balance of momentum of the spatial mo
tion problem R^ and of the material motion problem R^ can thus be 
expressed as 

R ^ = X f^xN'^-ndVo- f N'^to dAo- /iV^&o dFo^O 

riel f • f f ' ^ ^ 

H= ^ h-H"^ d^*- / ^'^tdAt- NlBtdVt=0 
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with the understanding that the operator A denotes the assembly over 

all e = 1 , . . . , rig/ element contributions at the i, j — 1 , . . . , rien element 
nodes to the global node point residuals at all / , J = 1 , . . . ^Unp global 
node points. Details concerning the solution of this highly nonlinear 
system of equations and related numerical examples are illustrated in 
[Kuhl et al., 2003; Askes et al., 2003]. 

5. DISCUSSION 
The central idea of the present contribution was the derivation of an 

Arbitrary Lagrangian Eulerian formulation which is embedded in a con
sistent variational framework. Being essentially characterised through 
a spatial and a material mapping, the formulation is inherently related 
to the mechanics on the spatial and the material manifold. The gov
erning equations follow from the evaluation of the corresponding ALE 
Dirichlet principle based on the total variation of the overall potential 
energy. By reformulating this total variation with respect to fixed refer
ence coordinates as the sum of the variation with respect to the spatial 
coordinates at fixed material positions plus the variation with respect 
to the material coordinates at fixed spatial position, we obtained the 
Euler-Lagrange equations of the ALE formulation, i.e. the spatial and 
the material motion version of the balance of Hnear momentum. Their 
solution renders the spatial and the material configuration which min
imise the overall potential energy. Discrete material forces can thus be 
applied to detect numerical inhomogeneities induced by the finite ele
ment discretisation. An additional release of energy can be observed 
when moving nodes of the finite element mesh in the direction opposite 
to the material force acting on it. An optimal mesh thus corresponds to 
vanishing discrete material node point forces. In this sense, the proposed 
remeshing strategy is objective with respect to energy minimisation. 
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1. INTRODUCTION 
That the Eshelby stress is, at least in part, at the very root of the mo

tion of material defects and other inhomogeneities is a thermodynamic 
truth that few people doubt, although different people arrive at this con
clusion in somewhat different ways [11, 12, 15,17]. As a matter of record, 
I will briefly revue one of these avenues, which will serve also to estab
lish my notation and conceptual framework. This done, I will proceed 
to suggest an evolution law that, at least in principle, is independent of 
the Eshelby stress. This thermodynamic impasse is not resolved in my 
mind, but I suspect that the Clausius-Duhem inequality may not include 
a complete description of the phenomenon at hand. I am not taking a 
strong position on this issue and I am willing to accept criticism, even 
of the destructive kind. This is so because I am not deeply committed 
to this exercise, but I just consider it an exercise worth exploring. For 
the purpose of the resolution of the thermodynamic issue, one may sus
pend judgement at this point and simply imagine the existence of some 
extraneous entropy sink that fixes matters (for example: a distributed 
array of micro-actuators with an unlimited external power to effect the 
desired evolution, just as a distributed array of refrigerators might push 
the heat flux in the wrong direction). 

mailto:epstein@enme.ucalgary.ca
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2. DISTRIBUTED INHOMOGENEITIES AND 
THEIR EVOLUTION 

Inhomogeneities (dislocations, defects, etc.) and their time evolution 
(plasticity, growth, etc.) dwell in the body manifold. For simplicity of 
the exposition, we assume that a material archetype^ that is a material 
"point" with a given constitutive response, has been established as a 
model. The geometric nature of this archetype depends on the type of 
body under consideration: If the material is simple^ then the archetype 
is a three-dimensional Euclidean vector space (or, more pictorially, an 
"infinitesimal parallelepiped"); if, on the other hand, the body has some 
internal structure (a la Cosserat), then the archetype must be suitably 
supplemented with a frame of higher order; if non-local response is in 
the cards, the archetype might be an entire neighbourhood of M , and so 
on. I have spent a considerable part of my life researching these topics 
[2, 3, 4, 5, 6, 7, 8, 10], a pursuit that can lead to truly fascinating vistas 
in differential geometry and its amazing physical interpretations. It is 
important to notice that what determines the nature of the archetype is 
not its actual constitutive response but rather the kinematic nature of its 
configuration space. Focusing our attention on local simple materials, 
the archetype (as mentioned above) is just a Euclidean vector space 
representing an infinitesimal die, whose homogeneous deformation into 
infinitesimal parallelepipeds is all that the material needs to know from 
the purely mechanical point of view in order to decide the value of its 
constitutive functional. For this case, the necessary theory reduces to 
Noll's [18] and Wang's [19] formulation (1967) and,-further back in time, 
to the ideas of Kondo and his collaborators [16]. 

That a body is materially uniform means that its response at all points 
is that of the basic archetypal behaviour. In other words, there exists 
a (smooth) field of material implants P{X) of the archetype such that 
the (scalar, say) constitutive functional ip is related to the archetypal 
response T/S by composition as follows: 

^P{F;X)^Jp'i;{FP{X)). (1) 

Here, F denotes the deformation gradient at the point X in a fixed 
reference configuration of the body, and J denotes the determinant of its 
matrix subscript. The appearance of the determinant is due to the fact 
that we interpret -0 as a density (of free energy, say) per unit volume in 
the reference configuration. The material implant P{X) is, technically, 
a non-singular linear map between the archetype and the tangent space 
at the point X of the body in the reference configuration. 

Is the materially uniform body also homogeneous? This would be 
the case if the field of inverse implants P~^{X) is integrable (namely, 
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it derives from a displacement field). This can be verified analytically 
(at least locally) by checking the equality of certain partial derivatives. 
Prom the geometric point of view, on the other hand, the integrabil-
ity (homogeneity) condition has a striking interpretation. Indeed, the 
implants P{X) may be regarded as defining a distant parallelism in the 
body manifold by, for example, considering the local image at each point 
X of a fixed basis in the archetype. Two vectors at diff'erent points of 
the body are materially parallel if they have the same respective compo
nents in these local bases. The homogeneity condition can then be seen 
as the vanishing of the torsion tensor of the connection associated with 
this distant parallelism. If the torsion vanishes, one can find a change of 
reference configuration that renders the local bases parallel and identical 
to each other. 

But what can be said if the P's are not unique? In fact, they aren't 
in general. It can be shown that the degree of freedom in the choice 
of material implants is governed by the symmetry group of the archety
pal response function {[J. More specifically, if G is a symmetry of the 
archetype and P{X) is an implant, then so is the composition P{X)G. 
If the symmetry group happens to be continuous (as in the case of a 
fully or transversely isotropic solid) then the material connection de
scribed above is not unique and its torsion becomes meaningless as a 
measure of local inhomogeneity. In the particularly important case of a 
fully isotropic archetype (the symmetry group being the whole orthog
onal group), it can be shown that the Riemannian (metric) connection 
induced by the metric tensor 

9 = {PP^)-' (2) 

is a true measure of the inhomogeneity. More specifically, if the curvature 
tensor 71 of this metric vanishes, the body is homogeneous.-^ 

3. MATERIAL EVOLUTION 
Material evolution can be defined as a change of the inhomogeneity 

pattern in time, namely, the field of implants is now regarded as: 

P = P{X,t). (3) 

This restricted kind of change in the material response of a body im
plies that the basic constitution of the material is not changing, but only 
the way in which the invariable material archetype is accommodated at 

•̂ For the sake of clarity of the exposition, we are not emphgisizing here the subtle distinction 
between global and local homogeneity. 
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the different points. The physical interpretation of this kind of evolu
tion varies with the context. Thus, for example, if the determinant of 
P(X, t) is not constant in time, we may interpret this evolution as a pro
cess of volumetric growth or resorption. With a constant determinant, 
on the other hand, we may obtain plasticity and other such anelastic 
phenomena. 

Having alluded above to the relation between thermodynamics, evolu
tion and the Eshelby tensor, we consider now briefly the implementation 
of the chain rule in calculating, say, the material time derivative ip of 
the constitutive functional, such as needed for the free energy density 
in the Clausius-Duhem inequahty. By virtue of the basic Equation (1), 
a rather straightforward calculation shows that the participation of the 
implants P in the residual inequality is given by the following dissipative 
term: 

tr{bLp) , (4) 

where b is the Eshelby stress tensor and Lp = PP~^ is the inhomogene-
ity "velocity" gradient. The attractive features of this way of revealing 
the role of the Eshelby stress are: (i) the Eshelby stress appears natu
rally in the thermodynamic context by a mere use of the chain rule of 
differentiation; (ii) the derivation is close to the spirit of Eshelby's idea 
that the Eshelby stress is a change of energy brought about by a "move
ment" of a defect. Here, indeed, the Eshelby stress is essentially the 
partial derivative difj/dP] and (iii) this derivation clearly shows that the 
Eshelby stress is the driving force behind the motion of inhomogeneities. 

Let us now consider an evolution constitutive law of the first order, 
such as: 

P = / ( P , 6, other arguments) . (5) 

We say that the evolution is intrinsic or self driven if neither h nor any 
measure of stress or strain appear in the list of arguments, but only 
properties of the inhomogeneity pattern itself. This would mean that 
the inhomogenity moves just by virtue of its being there, perhaps in its 
effort to relax itself. If necessary, we may imagine, as mentioned above, 
that there exists a control micro-mechanism in charge of measuring the 
defect density and taking action accordingly. In previous work [9], we 
have considered the case of an intrinsic evolution of a trichnic solid body 
in which stresses remain identically zero throughout the evolution. Even 
in its simplicity this treatment afforded a qualitative description of such 
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phenomena as dislocation pile-ups and annealing.^ In this paper, we will 
therefore consider the more difficult case of a fully isotropic body. 

We start by considering the following generic intrinsic evolution law: 

p = f{p,n,vn;X), (6) 

where V denotes the gradient operator in the reference configuration. 
Upon a change of reference configuration, whose gradient at X we denote 
by H{X), the arguments of this evolution law change in the following 
way: 

P —> HP , (7) 

P ^ HP , (8) 

^JKL ^ ^JKL^I HQ H^ H^ , (9) 

T^JKL,M ^ ^JKL,M^I ^B ^C ^D ^E ' (l^) 

where we have used indicial notation wherever extra clarity was nec
essary. In particular, choosing instantaneously H — P~^^ and invoking 
uniformity, we see that the evolution is characterized by a function pulled 
hack to the archetype of the form: 

Lp = P-^P - f{1l, VcaiR) , (11) 

where an overbar denotes quantities pulled back to the archetype. 
If we should now effect an arbitrary orthogonal transformation of 

the archetype and invoke its full isotropy, we would obtain the most 
general reduced form of the evolution law in terms of the invariants of 
the curvature tensor TZ, In particular, we will concentrate our attention 
on an evolution law of the following form: 

Lp = f{R,VK)I, (12) 

where K is the scalar curvature and I denotes the identity tensor. Notice 
that the skew-symmetric part of Lp is unimportant in this case since it 
would imply an evolution within the symmetry group (cf. the principle 
of actual evolution in [13]). 

^Moreover, because of the identical vanishing of the stress, the thermodynamic question did 
not arise. 
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4. EXAMPLE 

4.1. GENERALITIES 

To investigate the possibility of travelling waves of dislocations we now 
specialize the results of the previous sections by restricting the implant 
maps to the following particular form: 

[p] = 

p(X,t) 0 0 
0 l/p{X,t) 0 
0 0 1 

(13) 

The curvature invariant K in this particular case can be obtained by 
the simple formula: 

« - {pr (14) 

where we use primes to indicate partial X-derivatives. The general 
evolution law, therefore, can be stated as: 

( ^ ) ' = / ( ( p ' ) " . ( ( p ' ) » ' ) (15) 

where / is an arbitrary function, and where a superimposed dot is 
used to denote partial time derivatives. 

4.2. INHOMOGENEITY FADING 

Excluding the gradient-of-curvature term, the evolution equation re
duces to: 

( 0 ' = / ( ( P Y ) , (16) 

and further reducing the dependence to be linear we obtain: 

( 0 ' = C ( P Y , (17) 

where (7 is a material constant. Denoting u = p'^^ we may write this 
equation as: 

u = 2Cuu" , (18) 

which is a nonlinear heat equation. In fact, linearizing for small implants 
(namely u close to 1) we obtain the classical heat equation. This shows 
that for this case the inhomogeneity will tend to disappear provided C 
is positive. As mentioned in the introduction, this positivity does not 
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emerge from the un-doctored Clausius-Duhem inequality, since h has 
been excluded a priori from the list of arguments. 

4.3. HYPOCYCLOIDAL TRAVELLING 
WAVES 

Having observed that without the inclusion of the gradient of the 
curvature the evolution law is purely diffusive (and cannot, therefore, 
sustain travelling waves), we investigate now the case in which the evo
lution law includes just the gradient of the curvature. In particular, we 
consider the linear relation: 

{^^' = K\{v''rvf (19) 

where K is a positive material constant. A travelhng wave is, by 
definition, a solution of this PDE of the form: 

p{X,t)=p{X-vt)=p{i) (20) 

where v is the speed of the travelhng wave. With some abuse of 
notation, we will keep using primes to denote ordinary derivatives with 
respect to the new variable ^. Introducing the assumed form of the 
solution into Equation (19), we obtain the following ODE to be satisfied 

byp(0: 

^ ' ( ^ ) ' = ^ ' ( ( ^ ' ) » ' (21) 

The fact that the speed v appears squared implies that for every 
solution of the form p{X — vt) the function p{X + vt) is also a solution. 
We consider now the negative square root of Equation(21), namely: 

I = -fipTp (22) 

We consider the whole of space-time M x K as the domain and we 
seek bounded solutions. We start by noting that Equation (22) can be 
rewritten as: 

" ' =-^u'" (23) 
2u3/2 
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where u = p^. This equation is easily seen to have the first integral: 

^-1/2 ^ ^ ^ / / + Ci (24) 
V 

where Ci is a constant of integration. If we regard this equation, 
for the sake of analogy, as the equation of "motion" of a particle, we 
conclude that the "mass" is — and the "force field" is iz~^/^ - Ci. The 
"potential energy" then is —2it̂ /̂  + C\u. This analogy permits us to 
see immediately (see, e.g., [1]) that, provided Ci is positive, there will 
be continuous periodic (and, therefore, bounded) solutions. The "total 
energy" of any such solution is given by the first integral: 

^{u'f-2u^'^ + Ciu = C2 (25) 

Prom the particular shape of our potential energy, we conclude that 
the total energy C2 must be bounded as: 

^ < C2 < 0 (26) 

For any given value of C2 within these bounds, the solution will os
cillate between the values corresponding to the vanishing of the "kinetic 
energy", namely: 

Notice that the integration constants Ci and C2 are related to the 
"initial" conditions î o? '̂ 0 ^̂ d̂ UQ (for some value ^0 of 0 by: 

K 
V 

and 

Ci = n - ' / ' - -ul (28) 

C2 = - n y ' - | t . o < + ^ K ) 2 (29) 

Prom Equation(25) we obtain: 

du [2v 
I - V / r ^ ^ (30) 

^C2 - Ciu + 2V^ ^ ^ 
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which can be integrated by standard methods to: 
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I2v_ _ 2 

- - ( ^ ^ ) 

^ l + C i C 2 - ( C i v ^ - l ) 2 + C3 (31) 

where C3 is an immaterial constant of integration fixing the "initial" 
value ̂ 0-

To further clarify the shape of this solution, we notice that Equation 
(30) can be rewritten as the implicit formula: 

CiV^-1 = ^/l + CiC2si sin 

+ ^i + CiC2-{CiV^-ir (32) 

which clearly shows the periodicity of the solution. The period is 
easily seen to be given by T = ^TT. Z^^^? while the bounds agree with 
those anticipated in Equation (27). 

The imphcit form of the solution given in Equation (31) can be written 
more conveniently in parametric form. Introducing the parameter 9^ as 
suggested by Equation (31), as: 

sin9 = 
C l y ^ - l 

VI + C1C2 
(33) 

it follows that 

cf/^ i2v ( / z?; / 

2 'V K 

which, by virtue of (33), can be expressed as: 

(34) 

0 = -y - (V;^e - C3) + Vl + C1C2 cose (35) 

Collecting the preceding results and restoring the notation p = ^/u^ 
we arrive at the following parametric equations for the travelling wave 
shape: 
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^3/2 

^ ( ^ - e - C s ) = e-V1 + C1C2 cose (36) 
and 

Cip=l + V^ + CiC2sine (37) 

These equations show that, in properly chosen scales, the graph of the 
travelling wave has the shape of a hypocycloid. We note that there is no 
a-priori hmitation on the size of these travelling waves. The treatment 
just presented shows that there axe definite relations between the size, 
shape and speed of travel. Specifically, given the maximum Pmax > 1? 
the minimum Pmin < 1 and the period T, we obtain: 

' ' ' ^ + r ^ ) (39) 
C2 

V = -J^ [Pmin + Pmax) (40) 

Thus, except for the immaterial shift C3, the exact shape and speed 
of propagation of the travelling wave are completely determined by its 
maximum and minimum values and by the period. The larger the aver
age and the shorter the period of the wave shape, the faster the speed 
of propagation. 
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Abstract In the proposed model, the plastic distortion and the plastic connection 
with a non-zero Cartan's torsion and a non-metric structure, charac
terize the irreversible behaviour of the crystalline materials, via the 
appropriate evolution equations. The material behaves like an elastic 
material element with respect to a second order reference configuration, 
attached to plastic material structure. 

Keywords: Plastic, elastic, connection, dislocations, torsion, couple stresses 

Introduction 
In this paper we propose an elasto-plastic model for crystalline mate

rials with continuous distribution of dislocations, following the assump
tions elaborated in [4]. The material geometric structure is characterized 
for any local motion at time t by the plastic second order pair, which 

(P) 
generates the plastic distortion F^ and the plastic connection V , The 
plastic connection with non-zero Cartan's torsion has not a metric struc-

(P) 
ture (see [12], [8]) unlike the models developed in [4], [5], where T defines 
a distant parallelism. 

The differential geometry concepts, see [11], [7], [10], [8], [9], [13], de
scribe the defects of crystalline materials, which, through by their gen
eration and motion produce plastic deformations and involve changes 
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of the internal mechanical structure during the deformation process. 
Namely, Cartan torsion describes dislocations,and the non-metric con
nection is related to the point defects, vacancy, self interstitial, shear 
fault, etc. The appropriate energetic framework, that accounts for mi-
crostructural behaviour of crystalline materials with continuously dis
tributed dislocations, is developed for generahzed elasto-plastic materi
als in [9], for single crystal plasticity in [6], and for the consideration of 
the influence of the dislocation density on the hardening behaviour in [ 
13]. The energetical selection, of the stress variables and of the appro
priate second order deformation measures, is proved in [4] within the 
framework of elasto-plastic non-Cosserat body. The force vector and 
the couple vector, acting on the material surface element in the actual 
configuration, are generated by the non-symmetric tensors, T, Cauchy 
stress tensor and M, couple stresses. 

In our model, the body behaves like an elastic material element (gener
alizing the description proposed in [14]), but with respect to the second-

(P) 
order reference configuration attached to the pair (F^, F ) , i.e. a non-
holonomic configuration. The evolution of the irreversible variables is 
produced by the driving forces defined by Eshelby's stress tensor, see [ 
1], and by the appropriate stress momentum (i.e. a third order tensor 
generated by the couple stresses) pulled back to the plastically deformed 
configuration with torsion. In [3], [2] the evolution equations preserve 
their form under arbitrary changes of reference configurations 

Unlike the models proposed in [4], [5] , [9] involving only the torsion, 
and the model for the description of volumetric growth in uniform bodies, 
based on an appropriate (motion) symmetric connection (see [2]), our 
model is constructed with a full non-Riemannian plastic connection. 

1. GENERAL PLASTIC CONNECTION 
For any motion x • -^x x R —^ ^ there exists a second order pair of 

gradients defined on the neighbourhood Afx of the fixed material point 

F(X, t) = Vixi; t) o fc-i) | x= Fk{X, t), 

(1) 
G(X,t) = VHxi;t) o A;-i) | x= GkiX,t), X = kiX,t), 

both of them being related to a fixed global reference configuration k. F 
the first deformation gradient is an invertible second order field, G (the 
second order deformation gradient) is a third order tensor, which satisfies 
the symmetry condition (or the first integrability condition, since x(*)^) 
and k are global configurations), for all Z e k{Mx) 

(G(Z)u)v - (G(Z)v)u = 0, V u,vEVfc. (2) 
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A change of reference configurations from k to k may be characterized 
by the pair H, K 

H(X) - V(fc o /c-i) |x, K(X) = V^{k o fc-i) Ix (3) 

which satisfies the symmetry condition (2). Let us consider the motion 
X referred to these configurations. The composition of the pairs of the 
second order gradients is defined by the following rule (see [14], [10]) 

(Fs,Gfe)o(H,K) = (FfeH,F^K + G^[H,H]), (4) 

where the following notation was introduced 

(Gs[H,H]u)v = (G5(Hu))Hv Vu,v€Vfc. (5) 

The left hand side in (4) is just the pair (F/^, G^), defined in (1). 
The products in (4) have the components forms: 

(FH)^s = Fl;H^s> (G[H, H])\B = MhoH^HE- (6) 

We introduce now the assumption concerning the existence of the local 
configuration with torsion, or of the non-holonomic configuration /C. 

A l . For any motion x • -^x x R —^ ^ there exist a second order pair 
H : Vk —^ VK, linear invertible tensor field, called plastic distortion, 
N : Vk —^ Vk X VAC linear, such that the non-symmetry condition holds 

(N(X)u)v - (N(X)v)u ^ 0. (7) 

As a consequence of A l . there exists a configuration /C(-, t), called local 
configuration with torsion, or non-holonomic configuration, such that 

V(/C(.,t)oA:-i) | x = H ( X , t ) , but V\lC{',t) ok'^) | x ^ N ( X , t ) . (8) 

Proposition 1. There exists (F;^(^),G;<:(^)) a second order pair, with 
respect to the non-holonomic configuration, defined via the relationships: 

(F,G) = ( F ^ , G O o ( H , N ) (9) 

or equivalently by 

F;c = F H - \ FP = H, F^ = Fic 
(10) 

GK - G[(FP)-i, (F^)-^] - F ( F ^ ) - i N [ ( F ) - \ (F^)-!], 

We defined the elastic distortion by the formula (10) i and consequently 
the multiplicative decomposition of the deformation gradient into its 
components ( elastic and plastic distortion) follows. 
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The elastic and plastic connections relative to the non-holonomic con

figuration and to the actual configuration can be introduced: 

as well as the plastic connection relative to the initial configuration and 
to the non-holonomic configuration: 

(p) , (p) , , n o ^ 

in terms of the second order gradients Gjc and N, being also dependent 
on the elastic and plastic distortion. 
Proposition 2. The connections are related by 

(P) , (e) (p) ^ (e) /-.rjN 

Tfc - r , +(F^)-i Tjc [F^F^], r , - r , - (F)- I r ,̂ [F,F], (13) 
as a consequence of the formula (10)2, where the motion connection 
relative to the initial configuration k is defined as 

Tk = F -^G (14) 

The formulae (13) are similar to these derived in [4] and [13]. 
Unlike the motion connection, the elastic and plastic connections have 

(e) (P) 
non-zero torsion, moreover Tjc and T jc have the same torsion 

(Sx:u)v = (F^)- i (G^u)v - (G^v)u = 

= - (N[(FP)- i , (FP)-i]u)v + (N[(F?')-\ (FP)-i]v)u = (15) 
(P) (p) 

= (Tic u)v - {ric'v)u Vv,u€V;c-

(P) 
A2. We assume the existence of non-vanishing third order field Q 

(p) 

Q u = (Nu)^FP + (F^)^Nu - (VfcCP)u, C^ = (F^fFP, (16) 

as the non-metricity of the (material ) space or equivalently expressed 

(p) (p) ^ (P) (p) 

Q u = (Tfe u)^CP-h CP(rfc u) - (VfeCP)u, Q ^ 0. (17) 
Theorem of the decomposition of the plastic connection ([12]) 

(P) 
1. The plastic connection T is expressed by C^, the contortion W^ and 

(p) 
the measure of the non-metricity Q via the formulae 

(P) (p) 

r=^P + WP + {Q}, CP=(FPfFP. (18) 
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2. The torsion S and the contortion W^ are defined by 

(p) (p) 
(Su)v = ( r u ) v - ( r v)u, Vu,v€Vfe, 

(WPu)v = ^((Su)v - (Su)^v - (Sv)^u). 

3. 7^ is Riemann connection attached to C^ : 

(7Pu)v • w = ^ ( C ^ ) - V • [((VfcC^)v)u + (VfcC^u)v]-

-^VfeC^((CP)-V)u • V, CP = (FP)^FP. 

(19) 

(20) 

(p) (P) 
4. The third order tensor {Q} from (18) is related to Q, see (17), by 

(p) 1 (p) (P) (P) , ^ , , 
( { Q } u ) v z = - ( ( Q u ) v - z + ( Q v ) u - z - ( Q z ) u - v ) . (21) 

(P) 
Remark . { Q } and W^ describe different things since they are gener
ated by the third order tensor fields with different meanings and sym
metries, [12], 

({Q}u)v = ({Q}v)u, (W^u)^ = - W ^ u , Vu ,v e V;̂ . v̂ ^̂  

The relationship between the torsions S and SA: is derived starting from 
the adopted definitions (12), (15) and (19). 

The decomposition theorem plays a fundamental role in discussing 
the compatibility between the plastic distortion and plastic connections, 
when we take into account the Riemann-Cristoffel curvature tensor. 

2. COUPLE STRESSES AND ELASTIC 
MATERIAL ELEMENT 

The local balance equations in the actual configuration are given, [4], 

pa. =: div T ^ + phf 
X ^ X (23) 

0 = 2 T + d i v M ^ - | - p b ^ , where ux T = T^u, \/ueVx^ 

where by, b ^ are densities of the body forces and body couples, a 
denotes the acceleration at the same material point. 

Subsequently the appropriate conjugate expressions for the forces and 
the velocity like quantities can be put into evidence through the elastic 
and plastic power 

l ! Z ^ . C e + i ^ . V ^ L ^ S;c-LP+^/X;c-V;cL^ (24) 
L P p p 
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We recall that the the stress momentum /i is a third order tensor at
tached to the couple stress second order tensor field M by 

/x = 2" ' '^^ ' ^'^^ ^ 2^'^^ {M^)mk^ (25) 

with Cijm the permutation symbols. 
The rate of elastic distortion L^ and the rate of the plastic distor

tion LP are written with respect to the actual and the non-holonomic 
configurations, being related by the kinematic relations: 

L^ = F^(F^)-i, LP = FP{FP)-\ L = V^v. ^ ' 

V represents the velocity field in the actual configuration. 
Piola-Kirchhoff stress tensor 11^: and Mandel's non-symmetric stress 
measure (or Eshelby stress tensor, see [1]) SA: ^re related to the sym
metric part of the Cauchy stress tensor T* ,̂ while the pull back to the 
non-holonomic configuration /C of the stress momentum (third order ten
sor field) /LA, with detF^ = p/p, can be also introduced as it follows 

n ^ = n = det (F^)(F^)-iT^(F^)-^, ^jc = ^ = C ^ ? ^ , ^^7) 

fijc = (det F^)(F^)^/x[(F^)-^, (F^)"^], C^ - (F^)^F^ 

The crystalline body behaves as an elastic material element with respect 
to the non-holonomic configuration, postulated under the form A4: 

T^(X,t) = {jcit){Fjcit). G^(,)), /x(X,t) - gyc(t)(F^(t), G^(,)). (28) 

3 . C O N S T I T U T I V E A S S U M P T I O N S 

Due to the fact that the constitutive equations have to be frame in-
diff'erent, we deduce the objectivity restrictions starting from 
A5. Objectivity assumption: The pair (F^,N), attached to x? cor
responds also to any x* * A6c x R —> £ related to the motion x by: 

X * ( X , 0 = x $ ( 0 + Q ( 0 ( x - x o ) , xS(t),xoGf, Q{t)eOrt, (29) 

herex = x(-^.^)-
Thus if a rigid motion (i.e. a homogeneous deformation) is applied to 

a pair of second order gradient of the motion then 

{F*{X,t),G*{X,t)) = (Q(t),0) o (F(X,0 ,G(X, i ) ) and 
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Consequently, the constitutive equations (28) are material frame indiffer
ent if and only if the equivalent constitutive equations can be formulated: 

^;c = 7ic(c^ r^:) or s^ = 7^̂ (ĉ  r;c), t^K = 9dC', f^). (̂ ^̂  
A7. The evolution equations for irreversible behaviour with respect to 
the non-holonomic configuration /C are written under the form 

. d ^^ (32) 
N = Aic{^K. /x^, F, ^(VfcF), F, VfcF) 

related for instance to the yield surface !F)c{^)c^ MK:)? using the standard 
procedure in finite plasticity. (F^,N) can appears among the variables 
in the right hand side of (32), for instance as in [3]. 
Remark. When we pass to the reference configuration, using (27) and 
(13), we get 

C^ = (FP)-^C{FP)-\ Tjc=FP(F-^VkF- Fk)[{FP)-\(FP)-^], (^2) 

(P) 
The irreversible behaviour can be equivalently expressed using (F^, T /c), 
instead of the pair (F^,N), since from (12) we have 

| ( r \ ) = N-(FP)-iLPN. (34) 

Conclusions. 1. The constitutive functions, written with respect to 
the non-holonomic configurations, can be exphcitly expressed in terms 

(P) 
of the pair (F^, F^^), for any given pair of time dependent second order 
deformation gradients (F,V/cF). By the push forward procedure, the 
constitutive functions with respect to the actual configuration can be 
also derived using formulae (28), (27), (31) and (33). 

(p) 

3. The evolution of the irreversible variables, (F^, F/.), is prescribed 
again for any given pair of time dependent second order pair (F, V/cF), 
by an appropriate system of differential equations. The system is derived 
by composing the evolution functions from (32) with (31) and (33). 

4. In this general plastic connection case, the compatibility of the 
(p) 

irreversible variables (F^, T k) to the specific Riemann curvature struc
ture (via Bianchi's identities) is still an open problem. The appropriate 
compatibility with vanishing Riemann curvature has been investigated 
for the proposed models in [4] and [5]. 
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Abstract We consider dislocations in the framework of Eringen's nonlocal elas
ticity. The fundamental field equations of nonlocal elasticity are pre
sented. Using these equations, the nonlocal force stresses of a straight 
screw and a straight edge dislocation are given. By the help of these 
nonlocal stresses, we are able to calculate the interaction forces be
tween dislocations (Peach-Koehler forces). All classical singularities of 
the Peach-Koehler forces are eliminated. The extremum values of the 
forces are found near the dislocation line. 

Keywords: Nonlocal elasticity, material force, dislocation 

1. INTRODUCTION 
Traditional methods of classical elasticity break down at small dis

tances from crystal defects and lead to singularities. This is unfortunate 
since the defect core is a very important region in the theory of defects. 
Moreover, such singularities are unphysical and an improved model of 
defects should eliminate them. In addition, classical elasticity is a scale-
free continuum theory in which no characteristic length appears. Thus, 
classical elasticity cannot explain the phenomena near defects and at the 
atomic scale. 

In recent decades, a theory of elastic continuum called nonlocal elas
ticity has been developed. The concept of nonlocal elasticity was origi-
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nally proposed by Kroner and Datta [1, 2], Edelen and Eringen [3, 4, 5], 
Kunin [6] and some others. This theory considers the inner structures 
of materials and takes into account long-range (nonlocal) interactions. 

It is important to note that the nonlocal elasticity may be related 
to other nonstandard continuum theories like gradient theory [7, 8] and 
gauge theory of defects [9, 10, 11]. In all these approaches characteristic 
inner lengths (gradient coefficient or nonlocality parameter), which de
scribe size (or scale) effects, appear. One remarkable feature of solutions 
in nonlocal elasticity, gradient theory and gauge theory is that the stress 
singularities which appear in classical elasticity are ehminated. These 
solutions depend on the characteristic inner length, and they lead to 
finite stresses. Therefore, they are applicable up to the atomic scale. 

In this paper, we investigate the nonlocal force due to dislocations 
(nonlocal Peach-Koehler force). We consider parallel screw and edge 
dislocations. The classical singularity of Peach-Koehler force is elimi
nated and a maximum/minimum is obtained. 

2. FUNDAMENTAL FIELD EQUATIONS 
The fundamental field equations for an isotropic, homogeneous, non

local and infinite extended medium with vanishing body force and static 
case have been given by the nonlocal theory [3, 4, 5] 

djCTij = 0, 

(Tij{r) = a{r- / ) aij{r') dv{r'), 
Jv 

o / o ^ r ^ i / i \ 

aij = Ifi \eij + YZ^ Oijekkj , (1) 

where /x, u are shear modulus and Poisson's ration, respectively. In 
o o 

addition, ê j is the classical strain tensor, aij and aij are the classical 
and nonlocal stress tensors, respectively. The a{r) is a nonlocal kernel. 
The field equation in nonlocal elasticity of the stress in an isotropic 
medium is the following inhomogeneous Helmholtz equation 

(^l-K-^Ayij = aij, (2) 

o 

where (Jij is the stress tensor obtained for the same traction boundary-
value problem within the "classical" theory of dislocations. The factor 
K~^ has the physical dimension of a length and it, therefore, defines 
an internal characteristic length. If we consider the two-dimensional 
problem and using Green's function of the two-dimensional Helmholtz 
equation (2), we may solve the field equation for every component of 
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the stress field (2) by the help of the convolution integral and the two-
dimensional Green function 

«2 
air -r') = ^ KoinVix - x')^ + {y - y')^). (3) 

Here Kn is the modified Bessel function of the second kind and n = 
0 , 1 , . . . denotes the order of this function. Thus, 

( l - / ^ - 2 ^ ) a ( r ) = 5(r), (4) 

where 6{r) := S{x)6{y) is the two-dimensional Dirac delta function. In 
this way, we deduce Eringen's so-called nonlocal constitutive relation for 
a linear homogeneous, isotropic solid with Green's function (3) as the 
nonlocal kernel. This kernel (3) has its maximum dXr = r' and describes 
the nonlocal interaction. Its two-dimensional volume-integral yields 

/ a{r-r')dv{r) = l, (5) 
JV 

which is the normalization condition of the nonlocal kernel. In the clats-
sical limit {K~^ —> 0), it becomes the Dirac delta function 

lim air — / ) — Sir — r'), (6) 

In this limit, Eq. (1) gives the classical expressions. Note that Eringen [4, 
5] found the two-dimensional kernel (3) by giving the best match with the 
Born-Karman model of the atomic lattice dynamics and the atomistic 
dispersion curves. He used the choice eo = 0.39 for the length, K'^ = 
eoa, where a is an internal length (e.g. atomic lattice parameter) and 
eo is a material constant. 

3. NONLOCAL STRESS FIELDS OF 
DISLOCATIONS 

Let us first review the nonlocal stress fields of screw and edge disloca
tions in an infinitely extended body. The dislocation lines are along the 
z-axis. The nonlocal stress components of a straight screw dislocation 
with the Burgers vector b — (0,0,6^) is given by [4, 5, 7, 10] 

i^^z y (^ T^ f \\ M^^ ^ 

27r r 
[l-nrK^iKr)], a , , = | ^ J { 1 - «ri^i(/cr)}, (7) 
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where r = y/x"^ + y^. The nonlocal stress of a straight edge dislocation 
with the Burgers vector b = (&a;,0,0) turns out to be [7, 11] 

+ 2(y2-3x2) i r2(Kr) | , 

\xh 
'xy 27r(l 

+ 2 ( x 2 - 3 y 2 ) i ^ 2 M | , 

It is obvious that there is no singularity in (7) and (8). For example, 
when r tends to zero, the stresses aij -^ 0. It also can be found that the 
far-field expression (r > \2K~^) of Eqs. (7) and (8) return to the stresses 
in classical elasticity. Of course, the stress fields (7) and (8) fulfill Eq. (2) 
and correspond to the nonlocal kernel (3). 

4. PEACH-KOEHLER FORCES DUE TO 
DISLOCATIONS 

The force between dislocations, according to Peach-Koehler formula 

in nonlocal elasticity [12], is given by 

where h'^ is the component of Burgers vector of the 2nd dislocation at the 
position r and ^j is the direction of the dislocation. Obviously, Eq. (9) is 
quite similar in the form as the classical expression of the Peach-Koehler 
force. Only the classical stress is replaced by the nonlocal one. Eq. (9) 
is particularly important for the interaction between dislocations. 

4.1. PARALLEL SCREW DISLOCATIONS 
We begin our considerations with the simple case of two parallel screw 

dislocations. For a screw dislocation with ^^ = 1 we have in Cartesian 



Peach-Koehler forces within the theory of nonlocal elasticity 153 

0 .1 

nr 

Figure 15.1. The Peach-Koehler force between screw dislocations is given in units 
oi fiKbzb'z/l^n]. Nonlocal elasticity (solid) and classical elasticity (dashed). 

coordinates 

Fx = CFiizb^ — yz'^z 

Fy = -axzb'z = 
IJ-bzb'z y 

(10) 

and in cylindrical coordinates 

fibzb^z Fr = Fx cos (f + Fysimp = ^ < 1 - K.rKi (nr) >, 

F^p = Fy cos(f — FxSinif = 0. (11) 

Thus, the force between two screw dislocations is also a radial force in the 
nonlocal case. The force expression (11) has some interesting features. 
A maximum of Fr can be found from Eq. (11) as 

c:^ 0.399/^ 
27r 

at r - 1 . 1 1 4 / ^ - ^ (12) 

0, Eq. (11) gives 

(13) 

When the nonlocal atomistic effect is neglected, K ^ 
the classical result 

'' 27rr * 

To compare the classical force with the nonlocal one, the graphs from 
Eqs. (11) and (13) are plotted in Fig. 15.1. It can be seen that near the 
dislocation line the nonlocal result is quite different from the classical 
one. Unlike the classical expression, which diverges as r ^ 0 and gives 
an infinite force, it is zero at r = 0. For r > 6AV""-̂  the classical and the 
nonlocal expressions coincide. 
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4.2. PARALLEL EDGE DISLOCATIONS 
We analyze now the force between two parallel edge dislocations with 

(anti)parallel Burgers vector. For an edge dislocation with ^z — ^ with 
Burgers vector 6̂  we have in Cartesian coordinates 

^^ = " - ' ^ - 2 ^ ) 7\^-"-y')-^2{-'- ^y') (14) 

- 2y'^KrKi{Kr) + 2{x'^ - 2>y^)K2{Kr) 

- 2y^KrKi{Kr) - 2{y^ - 3x'^)K2iKr)y 

Fx is the driving force for conservative motion (gliding) and Fy is the 
climb force. The glide force has a maximum/minimum in the shp plane 
(2:x-plane) of 

\Fx{x,0)\ - 0.260K^ ^^^^ , , at b | - 1.494/^"^ (15) 
27r ( l - jy) 

The maximum/minimum of the climb force is found as 

| F ^ ( 0 , y ) | - 0 . 5 4 6 K - 4 ^ ^ , at \y\^0,996K-\ (16) 

It can be seen that the maximum of the climb force is greater than the 
maximum of the glide force (see Fig. 15.2). The glide force Fx is zero 
ai X = 0 {(f = ^TT). This corresponds to one equilibrium configuration 
of the two edge dislocations. In classical elasticity the glide force is also 
zero at the position x = y {(p = ^TT). But in nonlocal elasticity we obtain 
from Eq. (14) the following expression for the glide force 

^̂ (̂  - -/4) = ^0^^l{^2 - -rMnr) - 2/^,^}. (17) 
Its maximum is 

|F^((^ = 7r /4 )Uax-0 .151K ^ % ^ ^ , at r~0 .788K-i . 
47r(i — u) 

(18) 

The Fx{(f = '7r/4) gives only a valuable contribution in the region r ^ 
12/̂ ~-̂ „ Therefore, only for r > 12/^"^ the position (p = JTT is an equilib
rium configuration. The climb force Fy is zero at y = 0. 
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Fx{x,0) 

(a) 

Fy{0,y) 

(b) 

Figure 15.2. The glide and climb force components near the dislocation line: (a) 
Fx{x, 0) and (b) Fy(0, y) are given in units of /i6a:b^K/[27r(l — i/)]. The dashed curves 
represent the classical force components. 

Prom Eq. (14) the force can be given in cylindrical coordinates as 

Fr = 
27r(l ̂

i|(l-«rX,M) 

^ l^b^b'^ sin 2(p 
^ 27r(l -u) r 

cos299f -Y^ - f^rKi(Kr) - 2K2{nr) j >, 

The force between edge dislocations is not a central force because a 
tangential component F^p exists. Both the components Fr and F^p depend 
on r and C/P. The dependence of if in Fr is a new feature of the nonlocal 
result (19) not present in the classical elasticity. Unlike the "classical" 
case, the force F^ is only zero at r = 0 and F^p is zero at r = 0 and 
(/? = 0, T̂T, TT, ITT, 27r. The force F^ in (19) has an interesting dependence 
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of the angle (p. In detail, we obtain 

\Fr\me^c^0.2Q0 J'^'f^'^ at r~1 .494K- i , 
27r(l — f) 

I f i l m a x - 0 - 3 9 9 / . y ^ " " . , at r ~ 1 . 1 1 4 K - \ 
27r(l — u) 

(iii) <̂  = J, ^ : F, = ,^?"^%-{l + 4^ - 2KrK,{Kr) - 2K2{Kr)], 
2 ' 2 • ' 27r(l 

n f;/i7 
27r(l - I/)' 

; | m a ^ - 0 - 5 4 7 ^ ^ , ^ ^ ^ , , at r~0 .996K-^ (22) 

On the other hand, Ftp has a maximum at (p = ^TT, ^TT and a minimum 
at (p = ITT, JTT. They are 

| F ^ | ~ 0 . 2 6 0 K - ^ ? ^ ^ , at r~1 .494K-i . (23) 
27r(l — I/) 

The classical result for the force reads in cyUndrical coordinates 

^ 2 7 r ( l - z / ) r ' ^ 27r(l- i / ) r ' ^ ^ 

To compare the nonlocal result with the classical one, diagrams of 
Eqs. (19) and (24) are drawn in Fig. 15.3. The force calculated in nonlo
cal elasticity is different from the classical one near the dislocation hne 
at r = 0. It is finite and has no singularity in contrast to the classical 
result. For r > 12K,~^ the classical and the nonlocal expressions coincide. 

5. CONCLUSION 
The nonlocal theory of elasticity has been used to calculate the Peach-

Koehler force due to screw and edge dislocations in an infinitely extended 
body. The Peach-Koehler force calculated in classical elasticity is infi
nite near the dislocation core. The reason is that the classical elasticity 
is invalid in dealing with problems of micro-mechanics. The nonlocal 
elasticity gives expressions for the Peach-Koehler force which are physi
cally more reasonable. The forces due to dislocations have no singularity. 
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Figure 15.3. The force near the dislocation hne: (a) Fr and (b) F^ with (p = JTT, |7r 
are given in units of fibxbxK,/[27T{l — u)]. The dashed curves represent the classical 
force components. 

They are zero at r = 0 and have maxima or minima in the dislocation 
core. The finite values of the force due to dislocations may be used to 
analyze the interaction of dislocations from the micro-mechanical point 
of view. 
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Chapter 16 

ON THE MATERIAL ENERGY-MOMENTUM 
TENSOR IN ELECTROSTATICS AND 
MAGNETOSTATICS 
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Abstract The notion of material force arises in a natural way in materials with 
'defects' or in inhomogeneous materials. This notion, which is 
intimately related with that of material energy-momentum tensor, has 
been widely and successfully employed in crack-propagation 
problems, in phase-transition problems and others. In elasticity, there 
is general agreement on the form of the material energy-momentum 
tensor, also known as the configurational stress tensor. In dielectrics, 
slightly different forms are introduced in the literature for this tensor. 
One can also fmd in the literature different expressions for the 
material energy-momentum tensor that is inherent to magnetic 
materials. Attention is focused here on these differences, which 
apparently stem from different standpoints and approaches. On the one 
hand, one can note that the discrepancies can be readily composed. On 
the other hand, each of the various forms of the aforementioned tensor 
seems to be useful, though in the appropriate context. Some of them 
need to be properly interpreted; others are apparently pertinent to 
specific boundary value problems. 
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1. INTRODUCTION 

The variation of the global energy of a bounded elastic body with respect 
to a re-location of a material point in its reference configuration produces a 
mechanical effect on this material point. The effect, which is evident if this 
point represents an inhomogeneity or a defect of the material, can be viewed 
as a force, the material force [1-8]. This force is governed by an energy-
momentum tensor, the name stemming from analogous tensors that typically 
appears in the more general context of field theories. In electromagnetic 
materials, at least two energy-momentum tensors, which differ from one 
another, may be introduced. One of them corresponds to the classical 
energy-momentum tensor. As this tensor accounts for the traction, it has to 
be viewed as a Cauchy-like stress tensor. The other one represents the 
material energy-momentum (or energy-stress tensor), an Eshelby-like tensor, 
which is intimately related to the aforementioned material force [3,8,9]. 
Attention is focused hereafter on the form of this tensor in dielectrics or in 
magnetic materials. Due to slightly different approaches, slightly different 
forms for the material tensor have been proposed in dielectrics by different 
authors [10-12]. An analogous dichotomy may emerge in magnetic materials 
[13,14]. In the framework proposed here, the apparent discrepancy of the 
various forms for this tensor can be readily composed, if the material 
electromagnetic fields are introduced. These fields satisfy the Maxwell 
equations in the referential frame of the body [3,7-9]. However, one can note 
that each of the aforementioned forms addresses boundary conditions that 
involve different physical quantities. In this respect, a discussion on the 
boundary conditions along a crack-line of a dielectric, in the presence of 
electric or magnetic fields, will be helpful, as it will address the question as 
to the appropriate choice of the material tensor. Due to the presence of 
electric (or magnetic) fields, the crack-problem is more involved than the 
classical mechanical one [11,14-16]. The difficulties can be shown in 
evidence if the crack-line is replaced by a crack-region of finite width, which 
separates part of the dielectric from a vacuum. As is known, the electric field 
E does not vanish in a vacuum and suffers a jump across the boundary of the 
crack-region. So does the Maxwell stress. As a result, an electrostatic 
traction arises across this boundary, contrary to the standard mechanical 
problem, in which the crack-line is free of traction. All these additional 
effects have to be taken into account, with the purpose of recovering the 
model of the single crack-line for a dielectric. In section 2, two limit cases of 
given external electric fields are briefly discussed for a rigid dielectric. Then, 
in section 3, elastic dielectrics and magnetic materials are introduced in the 
general context of finite deformations. In this framework, the total electric 
and magnetic stresses and the material tensors are eventually written in terms 
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of the electric and magnetic quantities. A specific elastic dielectric, whose 
constitutive response is a very simple one, is considered in section 4. The 
total Cauchy-stress that is associated with this dielectric turns out to coincide 
with that of a rigid dielectric and the related Eshelby energy-momentum 
tensor turns out to vanish identically. A similar treatment is proposed for 
specific magnetic materials. The treatment for these materials is based on the 
magnetic induction B instead of the magnetic field H, despite an apparent 
analogy with the dielectric case. 

2. PRELIMINARY REMARKS ON CRACK-
PROBLEMS IN DIELECTRICS 

Hereafter, we refer to the classical problem of a crack-line in a 
dielectric. With reference to the figures 1 and 2, a crack-region of finite 
width separates the body from a vacuum. 

In the limit as the width tends to zero, the two parallel lines r and s 
overlap and reduce to a single crack-line, whereas the contour y that 
smoothly connects r and s reduces to a point, which will represent the tip of 
the crack. In the purely mechanical problem, the crack-line is currently 
assumed to be a traction-free part of the boundary. This condition still holds 
true at the boundary of the crack-region. 

E 
d i e I le c t r i ic 

;v a c ui 
tils 

7 , 

V V ^ V 

[Exn],, , = 0, 

[ D . n ] , , = 0, 

[P»n] , , i iO. 

Fig. 1 
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[Exn],,, = 0, 

[ D * n ] , , = 0, 

[P*n], , , = 0. 

Fig. 2 

Differently, in the presence of electric fields, non-vanishing electric 
fields and a non-vanishing Maxwell stress tensor are present in the crack-
region. Therefore, the boundary conditions differ from the mechanical 
problem: the traction-free condition fails as an electrostatic traction arises 
across the boundary of the crack-region. This traction is discussed below for 
a linear, isotropic and rigid dielectric. The electric permeability 8 and the 
electric susceptibility % characterise the dielectric. 8 and % are not necessarily 
constant. As is known, 8 = 1 + % , %>0. Ina vacuum, % = 0 and 8 = 1, [17-
19]. The treatment readily extends to the case of a linear elastic dielectric, in 
which the solutions can be found by superposition arguments. 

With reference to the figures 1 and 2, the dielectric is immersed in a 
parallel-plate charged capacitor, which supplies an external electric field. 
The two straight lines r and s, are either parallel (Fig. 1) or orthogonal to the 
plates of the capacitor (Fig. 2). As there are no electric free-charges on the 
crack-lines, the normal component of the electric displacement is continuous 
across each of them. It is worth remarking that, if the boundary conditions of 
interest involve the electric displacement D, the crack-region can be reduced 
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to a single crack-line, without prejudice for the consistency of the jump of 
the normal components of D. The same reasoning does not apply for the 
polarisation vector P, whose normal component is discontinuous across r 
and s. This remark is important in the general nonlinear context. In the linear 
framework, the continuity of the normal component of D across r and s, is 
expressed by the equation 

eO (E+- eE-) | r,s • n r,s = 0, (2.1) 

or, equivalently, 

- 8o (XE)- • n I ,,= So (E^- E") | ,,• n ,„ (2,2) 

as D = 8o8E and P = 8oXE. 8o represents the electric permeability of a 
vacuum. Superscripts + and - denote the limits of E, as the crack-lines r or 5* 
are approached from the exterior and from the interior domain, respectively. 
The traction across r and s is due to the jump of the electrostatic tensor, 
which corresponds to the Maxwell tensor TM in the crack region and to the 
tensor (8 TM) in the dielectric [17-19]. Specifically, 

tnL,. = (TM'-(eTM)")L,.n,,. (2.3) 

where 

TM = 8 O ( E ® E - 1 / 2 E ^ I ) (2.4) 

Note that the following equation holds true in the dielectric: 

div (8 TM) = - Vi 8o E ' grad %. (2.5) 

For the sake of simplicity, we will consider the traction across r and s, in the 
case the external electric field to be directed either along n̂ ^̂  or orthogonal to 
n;.,̂ . With reference to figures 1 and 2, one can note that, in both cases, the 
resulting electric field, which is solution of the Maxwell equations, is closely 
aligned with the external field. In addition, the traction is directed in both 
cases along the respective outward unit normal, far from the end-points. As a 
result, the mechanical effect of the electric field is that of opposing the 
opening of the crack. The explicit formula for the electrostatic traction is 
straightforward if the electric field is orthogonal to n̂ ŷ (Fig. 2). In this case, 
as E is continuous across r and across s, the jump of the traction is only due 
to the different values of 8 (or of %) in the dielectric and in a vacuum, 
respectively. 
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tn L.. = - V2 80 M E^ I ,,,n,,, = 1/2 80 X EM r,.n,,, (2.6) 

If the dielectric is homogeneous, %;.= %̂  and the resultant traction tn = (t„ | ^ + 
tn I s) vanishes in the limit as the distance between r and s tends to zero. This 
result provides the means for evaluating through the standard procedure the 
J-integral and the material force acting at the tip of the crack. This force, in 
turn, appeals to the Eshelby material tensor, in its appropriate form that is 
consistent with the boundary conditions. These forms will be presented and 
discussed in the subsequent section. Analogous arguments can be expounded 
for magnetised (non-ferromagnetic) materials. 

3. STRESS TENSORS AND MATERIAL ENERGY-
MOMENTUM TENSORS 

Introduce a reference and a current configuration V and V, respectively, 
for the dielectric of interest. V, ô  c £3. £3 represents the 3-dimensional 
Euclidean space. Assume, as usual that the deformation is a smooth mapping 
k, such that k (V) = '̂ '. F denotes the deformation gradient and J its 
determinant, which is strictly positive as usual, [20]. The following material 
fields are introduced in V: 

D = J F ' D ; S = J F ' B ; P = J F ' P ; 

£ =F^E;H=F' 'H;M=F^M; (3.1) 

M represents the magnetization. In the absence of free charges and free 
currents, the Maxwell equations of electrostatic and magnetostatic for these 
material fields read, 

divR D = 0, 
divR B = 0, 
curl/e£=0, (3.2) 
curl^H=0, inV. 

Details can be found in [3,7-9], Based on a Lagrangian density L that 
depends on the aforementioned material fields, the total stress tensor in the 
Cauchy form is 

T = -J-\aL/aF)F''. (3.3) 

Two Lagrangian densities L^ andL"^ are reported here below: 
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L' (F, £, P, X) = 1/2 Eo J E • C^E + P^E -W' (F, FP, X), (3.4) 

V^ (F, B, M, X) = - V2 (̂ lo J)"' B#CB+M • B-W"̂  (F, JF^M, X), (3.5) 

where C = F^F. L^ is related to electrostatics, whereas L^ to magnetostatics. 
With reference to the formulas (3.3) and (3.4), one can write the explicit 
form for the electrostatic stress tensor 

r = TM + (dWVdFP) ®F + y' (3 W'/3F)FPF'', (3.6) 

The term (3W73FP) in the formula (3.6) can be replaced by E, as the 
following equation, which stems from the variational procedure, holds true 
[8]: 

(dWVdFP) = F-^E=E. (3.7) 

Based on the formulas (3.3) and (3.5), the magnetostatic stress tensor reads 

T"̂  = TM"" +{(3 W"' /d (JF-'̂ M) )*M} I - M ® (3 W"̂  /a W^M) + 

+ J-^aW"/aF)jF.TW J F \ (3.8) 

where 

TM" = (|ao)"'(B®B-i/2B'l) (3.9) 

represents the Maxwell stress tensor in magnetostatics, which is defined also 
in a vacuum. jXo is the magnetic permeability of a vacuum. The formula (3.8) 
leads to the following final form: 

T"̂  = H ® B -1/2 l̂o (H ' - M') I + J-' {(aw"^ /dF )jF.T/w }F^ , (3.10) 

by taking into account that H = (|io)"̂ B - M and that B = aW"" /d (JF'^M ). 
The latter equality holds true in the absence of magnetisation gradients. 

The material energy-momentum tensor for a dielectric is given by the 
formula [7,8] 

b ' = (W^- £#P) I - F^aw'/aF) + £®P (3.11) 

Differentiation of W^ with respect to F provides the following explicit 
expression: 
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(awvaF) = F''(3w7aF) FP+(awvarp) (aFP/ar) = 

= F'^cawvaF) FP+(aw79FP) ®p. (3.12) 

Hence, by taking into account the formula (3.7), the formula (3.11) also 
reads 

b '= (W'-£*P)I-F''(aw"/aF)FP. (3.13) 

b^ is evidently defined only inside the dielectric. An alternate equivalent 
form is the following [8-11]: 

b' = L'l- F^idL' /dF) + £ ® D. (3.14) 

One can note that b^ is apparently defined in a vacuum. However, this 
occurrence is only apparent. In fact, b^ turns out to be equivalent to b^ once 
some redundant terms are cancelled out [12]. Notice also that the all the 
aforementioned energy-momentum tensors are divergence free in V for 
homogeneous materials. Across av, the boundary of V, the following 
equalities hold true: 

[b^]N= -{(W'-£*P)N-F^(aw7aF)FpNr, (3.15) 

[b^ ] N = - {(W'- E^P) N - F''(aw7aF) N + [£] (P • N)}", (3.16) 

[b']N = [L'] N - [F''(aL' /aF)] N + [£] (/> N), (3.17) 

N being the outward unit normal to aV. 
One may note that across the boundary b^ involves the normal component 

of the material electric displacement, which is continuous. Differently, b^ 
involves the polarisation, whose normal component is discontinuous across 
the boundary, according to the equalities (3.15) and (3.16). This remark 
suggests that in crack-problems, b^ would be more appropriate, having in 
mind the remark expounded in section 2. With reference to the previous 
section, b^ would be consistent with both models: the two parallel crack-lines 
and the single crack-line. One can proceed in an analogous fashion for 
magnetic materials. We only report here below the final expression for b"̂ , 
which represents the counterpart of the formulas (3.11) and (3.13) 

b"̂  = W"̂  I - M ® B- F^(aw"^/aF) = 

= (W"^- M^B)l- F''(aw"^/aF) (jF-TM). (3.18) 
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Formulae (3.11)-(3.18) are useful for evaluating the material (or 
configurational) force at the tip of the crack in dielectrics and magnetic 
materials. They also account for the material force at the interface of two 
thermodynamical phases that possibly co-exist in these materials. 

4. AN INTERESTING EXAMPLE 

i) A dielectric material. 
In the following we will consider a dielectric, which may undergo finite 

deformations. We assume that this dielectric is homogeneous and isotropic 
in its current configuration and that the relationship P = 8oXE, % = constant, 
holds true in this configuration. Also, assume that the energy density per unit 
volume of the current configuration is 

w^P) = i/2(eo%)-V. (4.1) 

The energy density per unit volume of the reference configuration, in terms 
of the material fields, reads 

W' (F,P) = 1/2 (8oX)'' J P' = V2 (8oX J y'P^CP (4.2) 

With reference to the formulas (3.6), (3.7) and (4.2), one is able to write the 
electrostatic stress tensor T^ for this dielectric as 

r = TM + E ® P -1/2 eo%E'l= BTM. (4.3) 

It is noticeable that the expression (4.3) for the stress tensor coincides with 
that for a rigid dielectric, such as introduced in section 2. 

With reference to the formula (3.13), the material energy-momentum 
tensor for this dielectric can be written as 

b ' = {1/2 (8oX J y'P^CP - E^P + 1/2 (8o% J y'P^CP) } I. (4.4) 

It is easy to check that this tensor turns out to vanish identically, if the 
formula (3.7) is taken into account. The formulae (4.3) and (4.4) express a 
surprising and unexpected result. However, should % depend on F, additional 
electrostictive terms would appear in the expression of the stress tensor. In 
the case of fluids, % would depend on J and the well-known formula for the 
stress would be recovered straightforwardly [17-19]. 
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ii) A paramagnetic material. 
One can assume that an elastic magnetic material is characterised by the 

classical constitutive relationship in its current configuration. 

H = (̂ io )̂-̂ B, (4.5) 

where |i represents the magnetic permittivity of the material. The related 
energy density in its current configuration is w"™, given by 

w"^(M)=i/2(|Lio^)(%")-^M^ (4.6) 

where y^ denotes the magnetic susceptibility. It is worth recalling that |i = 1 
+ y^ and that x"̂  > 0 for a paramagnetic material. M has to be understood 
here as depending on F and on M. With reference to all these quantities and 
to the formula (3.9), the formula (3.10) reduces to [19,21] 

T"' = \i^ TM"" = |i^to (H ® H - 1/2H'I). (4.7) 

The corresponding material tensor b"̂  identically vanishes, as in the case of 
the dielectric previously discussed. 

5. FINAL REMARK 

As is known, the mechanical stress is completely undetermined in a rigid 
body, although procedures can be developed for recovering a specific 
expression for the stress even in this case. In the presence of electric or 
magnetic fields, a specific form for the stress tensor is available for a rigid 
body. This form stems from the electromagnetic theory. It is worth 
remarking that the stress tensor, which is associated with elastic dielectrics 
(or magnetic materials), turns out to coincide with that of a rigid body, 
provided that these materials are homogeneous and isotropic in their current 
configuration. An additional unexpected result is that the material tensor that 
is associated with these bodies turns out to vanish identically. 
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Abstract 
The purpose of this work is the continuum thermodynamic and variational 

formulation of spatial and configurational models for a class of elastic, viscous 
continua with microstructure and material inhomogeneity. As in the standard 
case, the variational formulation of such models relies on the basic results of the 
direct continuum thermodynamic formulation obtained in the context of the total 
energy balance and dissipation principle. On this basis, spatial field relations in 
the bulk and across a singular surface, as well as the corresponding boundary 
conditions, are derived for the positional and microstructure degrees-of-freedom 
as the rate stationarity conditions of a corresponding rate-functional. Finally, 
variation of the incremental form of the rate functional with respect to the refer
ence configuration yields the configurational balance and field relations for the 
materials in question. For simplicity, attention is restricted here to isothermal 
and quasi-static conditions. 

Keywords: Energy balance, dissipation principle, variational formulation, microstructure, 
configuration fields, multiple lengthscales 

Introduction 
The behaviour of many materials of engineering interest {e.g., metals, al

loys, granular materials, composites, liquid crystals, polycrystals) is often in-
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fluenced by an existing or emergent microstructure (e.g., phases in multiphase 
materials, phase transitions, voids, microcracks, dislocation substructures, tex
ture). In general, the components of such a microstructure have different 
material properties, resulting in a macroscopic material behaviour which is 
materially inhomogeneous. Attempts to incorporate this fact into the contin
uum modeling of such materials have lead to a number of approaches to and 
viewpoints on the issue, depending in part on the nature of the microstruc
ture and corresponding inhomogeneity in question (e.g., Noll, 1967; Capriz, 
1989; Maugin, 1993; Gurtin, 2000). Beyond heterogeneous material proper
ties, processes associated with the microstructure which are represented in the 
model by continuum fields (e.g., damage and order parameter fields, director 
field) also contribute to configurational fields and processes. Such fields rep
resent additional continuum degrees-of-freedom for which corresponding field 
relations must be formulated, Contigent on the premise that the corresponding 
processes contribute to energy flux and energy supply in the material, field rela
tions for such degrees-of-freedom result from the Euclidean frame-indifference 
of the total rate-of-work (e.g., Capriz, 1989), or more generally from that of 
the total energy balance (e.g., Capriz and Virga, 1994; Svendsen, 1999; Svend
sen, 2001). Once thermodynamically-consistent field relations and reduced 
constitutive relations have been obtained, one is in a position to formulate 
and solve initial-boundary-value problems. In the context of elastic material 
behaviour and thermodynamic equilibrium, such initial-boundary-value prob
lems are often formulated variationally (e.g., for elastic phase transitions: Ball 
and James, 1987; for elastic liquid crystals: Virga, 1994; for configurational 
fields in elastic materials: Podio-Guidugli, 2001; see also Silhavy, 1997, Chs. 
13-21). Recently, it has been shown (e.g., Ortiz and Repetto, 1999; Miehe, 
2002; Carstensen et al., 2003) that direct variational methods for elastic ma
terials can be carried over to the inelastic case with the help of a so-called 
incremental variational formulation. The purpose of this short work is the ap
plication of this incremental approach to the variational formulation of spatial 
balance relations as well as of configurational field and balance relations for 
a material inhomogeneous inelastic continuum containing a singular surface 
and microstructure. For simplicity, the formulation in this work is restricted to 
isothermal and quasi-static conditions. 

1. BASIC CONTINUUM THERMODYNAMIC 
FORMULATION 

Let E represent 3-dimensional Euclidean point space with translation vec
tor space V and B C E an arbitrary reference configuration of some material 
body containing a stationary coherent singular surface S. The time-dependent 
deformation or motion of the material body with respect to B and E during 
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some time interval / C M takes as usual the form ^ : I x B -^ E \{t^r) \-^ 
x^ = ^(t, r ) . Since S is coherent, ^ is continuous and piecewise continuously 
differentiable, implying that the jump | ^ | : = ^^ - ^_ of ^ at 5 vanishes, 
•̂̂ •» Kl = 0 holds. Basic kinematic quantities of interest include the material 

velocity i{t,r)^V and the deformation gradient F{t,r) := V^(t ,r) e 
Lin'^(y, V). Since S is stationary and ^ is continuous and piecewise contin
uously differentiable, the Hadamard lemma (e.g., Silhavy, 1997, Prop. 2.1.6) 
implies that | ^ | = 0 and that | F ] is rank-one convex. 

To account for the efifect of microstructural processes and/or properties on 
the macroscopic behaviour, the standard continuum degrees of freedom as rep
resented by ^ are complemented here by additional microstructural ones, ideal
ized here in the form of a time-dependent field on B, ^.^., the Cosserat rotation 
field, or the director field for uniaxial liquid crystals. ^From the mathematical 
point of view, a formulation sufficiently general to encompass such standard 
models is obtained when this field is assumed to take values in a submanifold ̂  
& of some finite-dimensional inner product space W. To simplify the formula
tion, however, it is useful to work with the inclusion <; : IxB -^ W \ {t,r) \-^ 
s = <;(t, r ) of the structure field into W. For simplicity, attention is restricted 
here to the case that S is coherent with respect to ^ as well, i.e., {^j = 0. The 
Hadamard lemma then yields [<;} ~ 0 and |[V<;] rank-one convex. 

Assuming now that processes associated with the evolution of x : — (^, <?) 
result in mechanical work being done in the system, the approach to the for
mulation of balance relations for materials with microstructure being pursued 
here is based on the total energy balance^ 

= 1^+16-1 f-x- I S'X=0 
Jp Jp JdP Jp 

(1) 

for any part P C B (e.g., Svendsen, 2004). Here, tp represents the free en
ergy density, 6 the dissipation-rate density, F the generalized momentum flux 
density of normal to dB, and s the generalized momentum supply-rate den
sity. Assuming in addition that the material with microstructure in question is 
materially inhomogeneous and behaves viscoelastically, the invariance of the 
total energy balance with respect to Euclidean observer (e.g., Capriz and Virga, 
1994; Silhavy, 1997, Ch. 6; Svendsen, 1999; Svendsen, 2001) together com
bined with the exploitation of the dissipation principle (e.g., Silhavy, 1997, Ch. 

'For example, in the case of uniaxial nematic liquid crystals, (3 could be the unit sphere 5^, a smooth 
compact submanifold of three-dimensional Euclidean vector space V = W. In this case, we have L{e) = e 
for all e G 5^, and 7r(a) = a/\a\ for all non-zero aeV. 
^The volume dv and surface da measures are left out of the corresponding integral notations in this work 
for simplicity. 
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9; Svendsen, 1999; Svendsen, 2001) results in the field relations 

0 = div(av^rj )-d^r,+s onB\S , 

0 = l^vx^jn on 5 , ^̂ ^ 

(e.g., Svendsen, 2004) and constitutive restriction F = ^vx^i ^̂  terms of the 
rate potential TJ : = ^ + d^. This potential is determined by the reduced forms^ 
ip = '0(x, Vx, r ) and d^ = ofj (x, Vx,x, Vx, r ) at any"̂  reB. The dissipa
tion potential determines the residual constitutive form 5 = d^d^ - x + ^vx^i * 
Vx > c/j of the dissipation-rate density 5, with equality holding in the rate-
independent special case. Note that d^ is convex and minimal in its rate {i.e., 
non-equilibrium) arguments x, V^ and Vx, as well as non-negative. 

2. RATE-BASED AND INCREMENTAL 
VARIATIONAL FORMULATIONS 

For concreteness, the variational formulation to follow presumes a loading 
enviroment for the material under consideration of the displacement-traction^ 
type generalized to the current setting, i.e., applying to x. As usual, the bound
ary dB of B is then divided into generalized displacement dB^ and generalized 
traction dBf parts such that dB = dB^ U dBf and 0 = SB^ n dBf hold. By 
definition, f is compatible with f = ^vx^i ^ ^^ ^^f' ^^^ vanishes on dB^. 
Likewise, x is prescribed on dB^. On this basis, consider the class of loading 
environments characterized by the non-conservative form 

S ' X ~ f'X = l ^ s + {^x^s ' ^ + ^ V x ^ s • ^^) 

JB JdB JB JB 

+ / 'Wf+ d^df • X 
JdBf JdBf 

(3) 

for the generalized power of external forces or rate of external work, holding 
for all kinematically-admissible x. Here, w^ = Ws(x,Vx) and Wf — Wf{x) 
represent direct generalizations of the bulk and surface potential energy densi
ties for a conservative loading environment (e.g., Silhavy, 1997, §13.3) to the 
case of microstructure, while d^ = d^ (x, Vx, x, Vx) and df = df{x^ x) repre
sent corresponding dissipation potentials accounting for the effects of friction 
and other non-conservative loading processes in the bulk and on the boundary. 

^Material frame-indifference leads to a further reduction in the forms of ip and dj not accounted for here. 
"̂ For notational simphcity, we neglect the dependence of the constitutive relations on r in the notation until 
it becomes relevant. 
^Other such environments, e.g., unilateral or bilateral contact (e.g., Silhavy, 1997, §13.3), can also be 
generalized to the current context and approach take here. 
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respectively. In terms of the rate potentials r̂  : = w^ + d^ and Vf : = Wf + df 
associated with the supply-rate and boundary-flux contributions, respectively, 
to the rate of external work, where S^f : = d^f — div(9y^/) represents the 

variational derivative (e.g., Abraham et al., 1988, Supplement 2.4C; Silhavy, 
1997, §13.3), (3) together with (2) yields 

0 = S^r on B\S, 

0 = 9y^r n + d^Tf on dBf , (4) 

0 = Id^.rjn on 5 , 

where r : = TJ + ^C. In particular, (4)i implies that r is a null Lagrangian 
in the rates x (e.g., Silhavy, 1997, §13.6). As it turns out, these last relations 
represent the (rate) stationarity conditions of the (rate) functional^ 

R{x,x) := [ r(x, Vx, x, Vx) + / r^(x, x) (5) 
JB JdBf 

with respect to B. Note that this functional is bounded from above; indeed, in 
the context of (3), the energy balance (1) and result 6 > dj imply 0 > i?, in 
particular via the convexity of r and Tf in their rate arguments. Again, equality 
holds in the rate-independent case. The vanishing of the variation of R with 
respect to admissible variations Sx in the rates holding x fixed^ implies (4). 
In addition, one can show that the stability of rate stationary points of R is 
determined by the Hessian matrix of d : = dj + d^ with respect to its rates 
together with d^{d^df). Since d and df are by definition convex in the rates, 
this matrix is positive-definite, R is minimal in the rates, and states satisfying 
(4) are stable in the rates. 

Consider next the incremental form of the above rate-based variational for
mulation. Time-integration of R over the time interval [tg^t^] C / , rearrange
ment and forward-Euler approximation of the time-averages over [tg^t^] yields 
the functional 

JB JdBf 
3) , (6 ) 

where 

+ te,s d{Xs,Vx„X^^Jt^^„ Vx^^s/tcs) > (7) 

ffCsM = ^f(^e) + ^tdf{x„X^Jt^^,) , 

^This is a functional on the tangent bundle TX of the (infinite-dimensional) manifold A' of all admissible 
states X. 
^In the tangent-bundle context, this represents the so-called fibre derivative of Ron T^^ (e.g., Abraham et 
al., 1988, Supplement 8.IB). 
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represent the volume and surface density, respectively, of /g ̂ (Xg), tg ^ : = 
tg — t^, Xg 5 : = Xg - x̂  and likewise for Vx. Requiring the variation of /g (̂Xg) 
with respect to Xg to vanish for all admissible Sx^ results in the incremental 
form 

0 = ^x,Ve,s on B\S, 

0 = d^x,^^,s^ + dx,^fe,s on OBf, (8) 

of the system (4). Analogous to r being a null Lagrangian in x on the basis of 
(4)i, note that (8)i implies that (/pg ^ is a null Lagrangian in Xg (e.g., Silhavy, 
1997, §13.6). Like for the canonical free energy, one can show that /g (̂Xg) 
is a (monotonically) non-increasing function (e.g., Svendsen, 2004), and so a 
possible Liapunov function for the processes of interest (e.g., Silhavy, 1997, 
Ch. 15). 

3. INCREMENTAL VARIATIONAL 
FORMULATION OF CONFIGURATIONAL 
FIELDS AND RELATIONS 

The results of the variational formulation from the last section were obtained 
by varying the fields holding the reference configuration B of the material 
under consideration fixed. As is well-known (e.g., Silhavy, 1997, §14.5; Podio-
Guidugli, 2001), variations of the reference configuration at fixed fields yield 
in the elastic context variational forms of configurational fields and balance 
relations. The purpose of this section is to derive these in the current setting 
with respect to the incremental functional /es(^e) f^om (6). To do this, we 
reintroduce the dependence of the constitutive relations onr eB and consider 
a smooth variation of B as represented by a one-parameter family X^ : B -^ 
B^ \ r ^-^ r^ = X^(r) of transformations of B which leave dB fixed By 
definition, VQ = XQ(r) = r and VAQ = 1. This one-parameter family induces 
the corresponding parameterized form^ 

/ ( r ) : - / v^(x^,Vx^,r^)+ / ipf(x,r) 
JXr[B] JdBf 

of /g 5, where x^ :=^ xoX~^. Pulling (9) back to B then yields 

I(T)= [ (^(x,Vx,oA,,A^(r))det(VAJ+ / (^^(x,r) 
JB JdBf 

(10) 
dBf 

^Dropping the e and 5 subscripts for the moment. 
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and so the result 

JB 
(11) 

for its variation with respect to r, where v : = {d^\)\^^Q. Since A^ leaves 
the boundary dB of B fixed by definition, note that v vanishes on dB. Now, 
from the result 0 = d^{Vx) = a^(Vx^oA^) (VA^) + (Vx^ o A^)a^(VA^), 
we obtain (9^(Vx^ o A^)|^^o = -(Vx) (Vt;)|^^o- Substituting this into (11), 
it reduces to 

JB 

{d^cp - div[vpl - (Wxrid^^ip)]} • V (12) 
/ . 

/ . 

B 

s 

again since v vanishes on dB. Consequently, the requirement that /^ ^ be inde
pendent of (compatible) change of reference configuration, i.e., that d^I^ S\T=O 

vanish for all variations v leaving dB fixed, then implies 

0 = dwE,^,-d^^,^, on B\S, 

0 = lE,Jn onS. 

Here, 

E^ 

represents the generalized total Eshelby or configurational stress tensor in the 
context of the incremental formulation. 

The generalized form (14) for the configurational stress is formally analo
gous to that for the elastic case (e.g., in the standard context: Maugin, 1993; 
in the microstructural context: Svendsen, 2001) in which E is determined 
by the free energy density ip. Indeed, the role of xp in the elastic case is 
played in the current inelastic context by cp^g. Finally, note that, if the ma
terial behaviour is homogeneous, then ^p^^ is translationally invariant, i.e., 
(/pg5(xg,Vxg, r + a) = Ve.si^e^^^e^'^) holds for all aeV. In this case, 
^r^e.s vanishes, and (13)i reduces to 0 = div E^^. In this case, the to
tal Eshelby stress tensor is analogous to a null divergence {e.g., Olver, 1986; 
Silhavy, 1997, §13.6). 
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Abstract In the abstract of his 1970 paper, Eshelby stated: ''The force on a dislocation 
or point defect, as understood in solid-state physics, and the crack extension 
force of fracture mechanics are examples of quantities which measure the rate 
at which the total energy of a physical system varies as some kind of departure 
from uniformity within it changes its configuration." He then went on to 
demonstrate that the elastic energy-momentum tensor proves to be a useful 
tool in calculating such forces. The 'forces' turn out to be the appropriate 
traction vectors associated with the energy-momentum (stress) tensor. It is 
therefore natural and perhaps even fundamental to look for the 'strain tensor' 
that can be paired with the 'stress tensor' to form work. The 'strain rate' would 
then be that some kind of departure from uniformity within a physical system. 
In this paper, we examine the configurational changes brought about by atomic 
diffusion in a nonuniform alloy crystal. The transformation from a reference, 
single-parameter simple cubic cell to a six-parameter alloy crystal cell, called 
the eigentransformation, is identified as the needed kinematic tensor. 

1. INTRODUCTION 

We again quote Eshelby (1970) from the introduction of the same paper: 
"In solid-state theory, theoretical metallurgy, fracture mechanics, and 
elsewhere, there are departures from uniformity in a material on various 
scales which, for want of a better term, we shall call defects. The 
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configuration of the defects can be specified by a number, possibly infinite, 
of parameters." Here, the term defect is used to describe departures from 
uniformity in materials, and the geometric configurations of such defects are 
to be represented by a number of parameters. Toward the end of formulating 
a continuum theory, however, the possibly infinite number of parameters can 
be meaningfully converted into a finite number of field variables. In case 
atomic diffusion is the appropriate physical mechanism, a field of 
nonuniform molar concentrations becomes the defect of an alloy crystal. 
What is then the configuration, which is nothing but the time-geometry of 
the crystal, affected by this defect? In general, the composition of a crystal 
can vary from the stoichiometric value without altering the type of structure, 
although the edge lengths and interaxial angles may change slightly (Barrett, 
1973). The transformation from a reference cell, which may be conveniently 
taken as a simple cubic cell, to a triclinic cell becomes the natural kinematic 
variable for describing the defect. 

Eshelby continued in his introduction: "Following the terminology of 
analytical mechanics and thermodynamics we call the rate of decrease of the 
total energy of the system with respect to a parameter the generalized force 
acting on that parameter, or, in simple cases, on the defect itself. ... It is 
always the total energy which is important, the energy of the system we 
concentrate our attention on, and which contains the defect, plus the energy 
of the environment with which it interacts, in our case some mechanical 
loading device. ... In thermodynamics the matter is handled by introducing 
enthalpy and Gibbs free energy, quantities which though nominally referring 
to the system under observation actually relate to the energy of the system 
plus the energy of its environment." The concept conveyed in these 
statements, which are directly applicable to defects specified by parameters, 
can be straightforwardly extended to situations where defects are field 
variables. What is needed in this transition is an energy density per unit 
reference volume that is actually a function of the defect field. Such an 
energy density is constructed in this paper in terms of the molar Gibbs 
energy for zero stress and the strain energy density per unit stress-free 
volume. To convert the latter from per stress-free volume to per reference 
volume, three sets of kinematical variables are needed: an 
eigentransformation, which describes the defect field, a deformation 
gradient, which ties the reference configuration to the spatial configuration, 
and finally an elastic transformation. It should be noted that the mathematic 
structure of this scheme was first recognized by Epstein and Maugin (1990) 
as a way to obtain the energy-momentum tensor as the derivative of the 
energy density with respect to a kinematic tensor that we call 
eigentransformation. That the eigentransformation can actually be tied to the 
molar volume of a physical system, so that atomic diffusion and elastic 
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deformation become coupled nonlinear phenomena in isotropic solids, 
appears to have been first recognized by Wu (2001). This result is now 
extended to anisotropic solids in this paper. We use the fact that the 
composition of a crystal can vary from the stoichiometric value without 
altering the type of structure, although the edge lengths and interaxial angles 
may change slightly (Barrett, 1973). Thus, the eigentransformation 
associated with an anisotropic crystal is in general fully populated, instead of 
showing a mere isotropic expansion. 

Eshelby concluded his introduction in the quoted paper with the 
admission: "The writer should perhaps admit that this tensor has become an 
obsession with him since he first noticed its connection with the force on a 
defect, and no doubt it appears at some points in the argument where one 
could get along without." This writer must admit that finding the work-
conjugate tensor of the energy-momentum tensor has also become an 
obsession with him ever since he seemed to have understood the implication 
of this so-called materials stress. The result presented in this paper is but one 
specific case that can only be applied to atomic diffusion in nonuniform 
crystals. Eigentransformations for other physical systems must be built upon 
specific physical mechanisms. It appears, however, that once a mechanism is 
identified and properly formulated, one just could not get along without the 
knowledge of the associated energy-momentum tensor in studying the 
evolution of the underlying mechanism. 

2. KINEMATICS 

Kinematics deals with the time-geometry of motions of bodies. It is not 
in any way concerned with the causes of motions. Let X denote the 
coordinates of points in a continuum in some reference configuration ^(X) 
that is just a region of the ambient Euclidean space. The coordinate of the 
place occupied by X at time t is given by 

x = y(X,t), (2.1) 

and v(x) is the spatial configuration, another region of the Euclidean space, 
taken up by V(X) at time t. The velocity of the point X is denoted by 

y(X,t) = ^ y ( X , t ) . (2.2) 

The spatial configuration v(x) is customarily referred to as the deforming 
body, and the above velocity the motion velocity when the transformation 
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X —> X is caused by Newtonian body forces and surface tractions. The 
transformation may also be the result of eigentransformations brought 
about by such nonelastic strains as thermal expansion, phase transformation, 
initial strains, plastic and misfit strains (Mura, 1982). For such cases, the 
above velocity may be referred to as the configurational velocity, even 
though the function y(X, t) is the so-called total deformation that consists of 
the generally incompatible eigentransformation and an accompanying elastic 
transformation. This observation is however not pursued further in this 
paper. In the most general case, of course, the effects of Newtonian forces 
and eigentransformations are coupled. The deformation gradient F or the 
Jacobian matrix, and the associated Jacobian J are 

F = Vy(X, t ) , J = d e t F , (2.3) 

The transformation of volumes between reference and spatial coordinates is 
given by 

dv(x) = JdV(X). (2.4) 

The eigentransformations studied in this paper are the result of nonuniform 
composition in a ^-component system. Let a single-phase mixture of ^ 
components be defined by ^ molar concentrations Cj [mol/m^], so that 
the total molar concentration (or simply molar density) C and the associated 
mole fractions Xj = 0 ^ / 0 satisfy 

C = l Q , l = | : x , . (2.5) 
i=l i=l 

The use of Xj for mole fractions is a historical one that is commonly found 
in chemical treatment of mixtures and should not cause any confusion with 
the three components of the spatial coordinate representation x. In fact, we 
will follow the practice of Sandler (1999) and use x to represent the first ^ -
1 mole fractions for short, as only ^ -1 of the mole fractions are independent 
by the second of (2.5). The ^ components are the components of a triclinic 
system of edge lengths a, b, and c (along the corresponding crystal axes); 
and interaxial angles a, ^ a n d y - We shall use p = (a,b,c;a,p,Y)to 
denote the six crystal lattice parameters for short. It is known that a 
composition of an alloy can vary from the stoichiometric value without 
altering the type of structure, although the crystal parameters generally 
change somewhat with composition. Thus, if a simple cubic cell in the 
reference configuration V(X) is filled with the ^ components in accordance 
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with the local molar concentrations Cj (X, t ) , the cell by itself will develop 
into a stress-free crystal cell, of which the lattice parameters may be 
determined by the local composition, i.e., 

p = p(x(X,t)) = (a,b,c;a,|3,Y)(x(X,t)). (2.6) 

Let Cj (I = 1,2,3) be the fixed unit vectors in X, and â ^ (a= 1,2,3) the three 
edge vectors of the stress-free crystal cell. The mapping that takes Cj to â ^ 
is a linear transformation that will be denoted by F*in the development to 
follow. One convenient representation for F* would be â ^ = F^Cj. While 
there is not a unique way to define F*, it suffices to say that F* is a 
function of the lattice parameters, which, in turn, are functions of the mole 
fractions that are actually functions of position and time in a nonuniform 
system. 

Unless the stress-free crystal cells are identical they cannot be stacked 
together to form stress-free crystals. To form crystals from nonuniform 
stress-free cells additional elastic deformation, F^, must be imposed on all 
the cells and the final product is a crystal with residual stress, but without the 
influence of Newtonian body and surface forces. Such a crystalline body is 
termed a free body by Mura (1982). The result of applying F* to a 
differential element dX in V(X) is another differential element, which will be 
denoted by dX^^, a stress-free element, i.e., 

dX'^ = F*dX, dV'^ = det F*dy = JMV . (2.7) 

The transformation F* is in general incompatible in the sense that the first of 
the above cannot be integrated to obtain X^^ as single-valued functions of 
X. The solid body, which occupies V (X), is therefore forced to deform into a 
new configuration that occupies v(x) in a spatial reference coordinate system 
X. The associated transformation is the deformation gradient F = 3x / 3X . 
Finally, the combination of F and F*is termed the elastic transformation 
pe =FF*-i We have 

dx = FdX, dv = JdV, J = detF (2.8) 

dx = F M X ' ^ dv = J M y ' ^ J ' = detF^ = J / J* (2.9) 

which, together with (2.7), complete the needed three-frame kinematics 
illustrated in Fig. 1. 
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Fig.l. The three-frame kinematics 

In terms of the volume elements dV, dV^^ and dv, the three sets of 
densities are: 

C = Z C , ( X , t ) , C ' ^ = X c f ' ( X , t ) , c = X c i ( x , t ) . (2.10) 
i=l i=l 

There are also the identities: 

J*=dy='WdV = C / C ( X , t ) = C i ( X , t ) / q ' " ( X , t ) , (2.11) 

j = dv /dV = C/c(x, t ) = Ci(X,t) /Ci(x, t ) , (2.12) 

SF, J ' = d v / d V = C ( X , t ) / c ( x , t ) = Cf ' (X, t ) / c . (x , t ) , (2.13) 

X. = C i / c = C i / C = C f V e ' ^ (i = l t o C ) . (2.14) 

We conclude this section by defining the following convenient symbols for a 
number of inverse quantities: 

f = F- ' , 7 = 1/7; r ^ F ' - ' , / = ! / / * ; r = F ^ - \ f =\IJ' (2.15) 
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3. THE HELMHOLTZ FREE ENERGY 

The desired Helmholtz free energy per unit volume of V (X) is 

A(F,T,q, . . . ,C^) = CA(F,T,x) = CG(S,T,x) + S.F ^^^^ 

a n d F = F T * 

where T is the temperature, A(F,T,X) the molar Helmholtz energy, 
G(S,T,X) the molar Gibbs energy and S the Piola stress. The following 
conditions and substitutions are used: 

A(I,T„,X„) = 0, (3.2) 

A ( r ,T, X) = G'\T,yC) ^ G(S,T,x4^„, (3.3) 

pSF 
A(FT*,T,x) = A(F*,T,x) + -^[A(F^F*,T,x)-A(F*,T,x)] 

^ (3.4) 

=A(F*,T,X) + - ^ W ' ^ ( F % T ) 

The condition (3.2) sets the uniform state as a reference, (3.3) follows from 
the fact that F*is the stress-free eigentransformation at temperature T and 
composition X, and the definition of W '̂̂  indicates that it is just the strain 
energy density per unit stress-free volume and W^''(I,T, X) = 0. Using the 
above properties, we obtain from (3.1) 

A(F,T,C„...,C^) = CA(FT*,T,X) 

1 „,,p , „ , „ . , . (3-5) 
C[A(F*,T,X) + ^ W ' ' ' ( F % T ) ] 

or 

A(F,T,C„. . . ,CJ = CG(0,T,x) +—W^^(F%T,x) 

= C G ' ' ' ( T , X) + r w ' ' ' ( F M ) 

C^̂  ^ ' " " ' (3.6) 
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where the dependence of W^^on concentration has been ignored, as it is 
usually negligible. Before proceeding, we note that 

r = r ( x ( X , t ) ) , F ^ = F ( F * ) " ' and F*=F*(x (X, t ) ) . (3.7) 

It is also noted that the very last term of (3.6) may be interpreted as the strain 
energy density per unit volume in ^(X), i.e.. 

W(F,t) = rW(FM). (3.8) 

With the last two equations in mind and for isothermal conditions, we have 
from (3.6) 

A(F,T,C,...,C ) = —-F + Y—-C 

^•^+13^[cG'''(T> X)+J-w '̂̂ cr ,T)]. q 

^^ F+2:|Gr(T,X)+^[J^w^^cr,T)]|. q 
aF 

= S-F + X^li-q 

(3.9) 

In the above equation, the Piola stress S and chemical potential jtlj are given 
by 

dA aw aw SF 

s = ^ - ^ - r s ^ ( f ) ^s^-^^r = (r)- o.io) 

iLii = G'''(T,x)+re = G"'(T,x) + C 
ac. 

(3.11) 

where C^ and C are the generalized materials or configurational stresses 
given by 

e = w"'i-(F'f s% c=wi-(F)' 's. (3.12) 
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It is now clear that the above tensors are needed in defining the chemical 
potentials, but the chemical potentials themselves are not tensors 
(Truskinovskiy, 1983), 

4. CONCLUSIONS 

The use of a simple cubic lattice as a common reference framework is 
found to be most convenient in describing nonuniform anisotropic crystal 
structures via the introduction of an eigentransformation. This practice is 
expected to be most useful in the treatment of bicrystal interfaces. The 
known phenomena of finite elastic deformation and atomic diffusion can 
now be seamlessly merged into a unified theory. 
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TEACHING FRACTURE MECHANICS 
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Abstract Some elements of fracture mechanics, such as energy-release rates and 
stress-intensity factors, might be examined not on the basis of contin
uum theories, but on the basis of the much simpler theories of strength-
of-materials. Thus it becomes possible to teach fracture mechanics in 
undergraduate courses for engineers. 

Keywords: strength-of-materials, stress-intensity factors, energy-release rates, 
bars/beams/shafts 

Introduction 
The object of the present paper is to apply the concept of configura-

tional mechanics, i. e., material forces, to the one-dimensional theories 
of strength-of materials, and to show that the calculation of energy-
release rates and stress-intensity factors for structural elements with 
cracks can be discussed in an undergraduate course for engineers. 

We suppose that near to the end of the first year, students in engineer
ing are familiar with the theories of tension-compression of bars, bending 
of beams and torsion of shafts. They know how to evaluate the strain-
energy density per unit of length and the potential of external forces 
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for these elements and how to apply the virtual-work theorem and Cas-
tigliano's principle. Parallel to the course on strength-of-materials, the 
students usually take a course on material science and have been intro
duced to the concepts of stress-intensity factors K and energy-release 
rates Q. Possibly, they had to use the laboratory equipment to measure 
those quantities. Then they know that it is much easier to measure G 
and not K and calculate, in turn, K from the Irwin relation 

g = ^ (1) 

with E"" = E for plane stress and £"* = j ~ ^ for plane strain. Young's 
modulus E and Posson's ratio v. These are the necessary prehminaries 
for the following. Within the theories of strength-of-materials we intro
duce the one-dimensional counterpart of the Eshelby tensor 6̂ ,̂ i. e., the 
material force B , and — by considering discontinues bars/beams/shafts 
— we derive remarkably simple formulae for the calculation of stress-
intensity factors. Here, bars in tension-compression are treated. The 
results for beams in bending and shafts in torsion are given by analogy 
considerations. A detailed outhne of the theory and the application to 
arches, plates and shells with cracks may be found in [1]. 

1. GOVERNING EQUATIONS 
As a reminder for the students (and in order to introduce the nota

tion used throughout the paper) we collect the basic equations of the 
elementary bar theory. We consider an elastic bar of unspecified length 
/ and cross-section A , which may be subjected to end loads A^̂ , A"̂ , 
and distributed applied axial loads n{x) , measured per unit length of 
the bar, as sketched in Figure 1 

Equilibrium \ N ' — — n ^ (2) 

Kinematics : e = u^ ^ (3) 

Hookers law: N = EAe , (4) 

1 1 Â ^ 
Strain ~ energy — density : W = -EAe^ = 7:-^ 5 (5) 

Potential of ext. forces : V = — nu ^ (6) 

Total energy : H - I {W + V)dx , (7) 
^0 
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a.) 

N'-

,n(x) 

I *^x 

-N" 

b.) 

N • 
ndx 

M r 
! u + u'dx 

-N + N'dx 

Figure 19.1. a. Bar under tension-compression b. Deformed infinitesimal element 
(cross-section A) 

where Â  is the resultant internal axial force, e is the axial strainj-u is the 
axial displacement and primes indicate differentiation with respect to the 
axial coordinate x. The stiffness EA of the bar may be inhomogeneous, 
because either E{x) or A{x) or both may vary along the x- axis. 

The distributed forces n and, in turn, the potential of external forces 
V might be omitted without loss of clarity, if the available time for 
teaching in restricted (as is usual). 

In a first step, we differentiate the potential energy per unit of length 
{W + V) with respect to x 

{W + Vy = -EA'u'^ + EAu'u^' - n'u nu (8) 

With (3) and (4), EAu' is replaced by Â  and the resulting product 
Nu"\s modified by the product rule resulting in 

iW + Vy = {NuJ - {N' + n y + \EA'U''^ - n'u . (9) 

Use of (2) and rearrangement leads to 

B' = -b (10) 

with 

B = W + V - Nu' , (11) 

b = - IEA'U'^ + n'u . (12) 

Equation (10) is a balance law, which reduces to a conservation law 
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H I 

EA (2) s 
Figure 19.2. Bar with jump in axial stiffness 

B' = 0 (13) 

const^ as well as phys-if the bar is homogeneous, both materially,£^A 
ically, n = const. 

The quantity b is, therefore, called inhomogeneity force, and the quan
tity B is called material force as will be explained in the following. 

2. ENERGY-RELEASE RATES A N D 
STRESS-INTENSITY FACTORS 

Let us now explore the physical significance of the material force B 
by considering a bar containing a jump in the axial stifi"ness EA at an 
arbitrarily fixed position x = ^ given by 

EA{x) -
£;^(i) = const, for x < ^ , 
£:^(2) ^ const, for x > ^ 

(14) 

(see Figure 2, state \A\). At the transition point x = ^, we can distin
guish between continuous and discontinuous variables. If we assume 
that the axial load n is smooth at ^ then, obviously, Â  and u are continu
ous, while EA and u^ are discontinuous. The expression for the material 
force B , given by (11), might be rearranged by (3)-(6) as 

B = 
2EA nu (15) 
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Therefore, it follows that the material force B is discontinuous. The 
jump term [B] in B is easily calculated to be 

[B] = B+ - B- = ^N' (0 [C] , (16) 

where [C] is the jump in the compliance C = ^ 

^^^ ^ ^A(^ ~ RAW • (̂ ^^ 

To provide a physical interpretation of [B], a bar (length /) is consid
ered to be composed of two sections, EA^^^ (length ^) and EA^'^'^ (length 
/ — ^), subjected to end forces Â o- The potential 11̂  of the internal 
forces, i. e., the strain energy of the system, is given by 

rl 1 ri M^ 
(18) 

and, due to Clapeyron's theorem, the potential of the external forces 
follows to be 

n " = - 2W . (19) 

Thus the complete potential energy 11 is given by 

n = rf + n" = - nv (20) 
We wish now to calculate the change of energy when the cross-section 

a; = ^ is translated by a small amount A (Figure 2 state \B |). Using 
(18) and (20), the result is 

A = 0 : HI 
1 

A 2 I EAW EAi^) 

A ^ 0 : n. B 
1 (N^i^ + A) Njjl - e - A)\ 
2 I EAW "̂  EAi^) j • ^ ' 

The change of energy due to this material translation turns out to be 

A n = HI 
B l - n f A 

= l^ JVo [CI = - A [B] . (22) 

The quantity X[B] may be, therefore, interpreted as the work of the 
material (concentrated) force [B] in the material translation A. The 
force acts at the cross-section x = ^ and points horizontally in the 
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Xc Xc 

Figure 19.3. Bar with partly reduced stiffness 

direction of the stiffer material. The force is hkely to lower the amount 
of n , by weakening the bar, i.e., by shifting the discontinuity such that 
the weaker part of the beam increases (removal of mass). With 

Q = ~ lim 
n(g + A) - n(0 ^ _m 

A d\ 
+ \B] , (23) 

[B] may be identified as the energy-release rate Q due to a translation 
of the cross-section x = ^ in the x - direction. Equations (22) and 
(23) are also valid for arbitrary loading and boundary conditions. Here, 
Âo merely has to be replaced by N{(^), For the calculation of [B] it is 
necessary to know only N{^) and [C]. 

Next, we consider a bar (length I) containing at x = ^ a segment of 
length 2c with reduced stiffness (Figure 3 state [AJ). 

£;A(^) = const, for 0 < x < ^ - c and ^ + c < x <l 
EA^^^ < EA^^^ for^-c<x<^ + c. 

(24) 

Again, the bar is subjected to pure tension Â o — const. The change 
of total energy, now due to a selfsimilar expansion c -^ c(l + A) (Figure 
3, state | B |) is calculated in the same way as above yielding 

A n - - Ac N^ [C] = 2Ac \B] (25) 
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The energy release rate due to the transformation c —> c(l + A) is 

In the following, we will assume that the length c in Figure 3 is 
small in comparison to the length /, such that the bar, with partly re
duced stiffnes, might be regarded as a structure with two symmetric 
edge cracks. 

As mentioned in the Introduction, energy-release rates play an essen
tial role in fracture mechanics. The energy-release rate Q due to crack 
extension a —^ a-{- Aa is related in linear elasticity to the stress-intensity 
factors K by equation (1). 

Via Rice's J integral, J = J^ = Q may be interpreted as the crack-
driving force, i. e., a material force acting at the crack tip and pointing 
in the direction of crack extension. 

In Kienzler & Herrmann [1] it was assumed that the energy-release 
rate Q for crack extension is equal to that for crack widening, i. e., 
c —> c(l + A). Thus we postulated 

a = f . (27) 

For dimensional reasons {Q is defined in plane elasticity whereas Q is 
defined in a bar theory) a measure of thickness d needs to be introduced. 

The justification for the postulate (27) is as follows (see Fig. 4). The 
uniform state of stress in the bar is disturbed by the presence of cracks. 
The stress trajectories, initially straight, are now "fiowing" around the 
crack, leaving the triangles 012 and 023 stress-free. Guided by St. 
Venant's principle and engineering experience, the angle of the trian
gle as being 45 ° is estimated as a good approximation, hence (3 '^ 1, 
If the crack is widened into a band of width A6 in the direction of con
stant stress, the size of the triangular zones remains the same so that 
the stress relief zone is changed from area 1231 to area 45784 (Figure 
4 b). In comparison, when the crack is extended by Aa, strain energy 
is released from strips 2683 and 2641 (Figure 4 a). It is seen that the 
stress relief zone 123876541 for crack extension differs from 12387541 for 
crack widening only by a triangular area 56725. This triangular area is 
proportional to Aa^ and may be neglected in comparison with the strips 
(proportional to Aa), since Aa is small in comparison to a. In the limit 

Aa, A6 -^ 0 the energy-release rates Q and ^ are approximately equal 
and (27) is apphcable. 
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Figure 19.J^. Energy-release zones at a crack tip for (a) crack extension and (b) 
crack widening into a fracture band 

Combining (16), (17), (26), (27) and (1) leads to a remarkably simple 
formula to calculate stress-intensity factors for bars with cracks under 
tension 

K = Wi( ' d M ( 2 ) ^(1) )• 
(28) 

In complete analogy, the corresponding formulae for beams and shafts 
are given by 

^ = "^uh - 7w' • (29) 

K = T , / i ( ' 
d*7(2) ipW ) , (30) 

respectively,with bending Moment Af, torque T, moment of inertia / 
and polar moment of inertia Ip, 



Fracture mechanics within the theory of strength-of-materials 

g(a/h) a 

201 

1 

3,0-

2.0-

1.0-

1 N^ 

. Kr-

j ^ — 

^ 1 

N 

' dy[h 

h-

a 

1 1 1 • 

'N 

0.1 0.2 0,3 0,4 0,5 
a/h 

Figure 19.5. Stress-intensity factor vs. dimensionless crack length for a bar under 
simple tension with symmetrical edge cracks (— (32), [2]) 

3. EXAMPLES 
As a first example, consider a bar of rectangular cross-section d* h 

with symmetrical edge cracks of length a under pure tension (Figure 5). 
The cross-section areas are 

^(1) = dh , 

yl(2) = d{h - 2a) , 

With (28) the stress-intensity factors for the bar under tensile loading 
are given by 

K = 
N a 

with 

a 
21 

- 1 . 

(31) 

(32) 

The results are compared graphically with that of Benthem h Koiter 
[2] in Figure 5. The agreement is quite satisfactory. 

As a second example, consider a bar of rectangular cross-section di^h 
with a centered crack of length 2 a under pure tension (Figure 6). As in 
the example above, the cross-sectional areas are 

^(^) = dh , 

^(2) = d{h - 2a) . 
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Figure 19.6. Stress-intensity factor vs. dimensionless crack length for a bar under 
simple tension with center crack (— (32), [2]). 

It is, therefore, not possible to distinguish between edge cracks and a 
center crack for the tension loading. Equation (32) is apphcable likewise. 
The result is compared graphically with that of [2] in Figure 6. 

In [1] further applications are given and it may be concluded that the 
far-reaching and rather unexpected applicability of theories of strength-
of-materials to cracked structural elements of great variety confirms the 
power of these theories which rest mainly on their simplicity and accu
racy as compared to theories of elastic continua. 
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Abstract We present a new formulation of the configurational force balance in a 
constitutive-independent framework of thermomechanics. To this end 
we use invariance requirements for the configurational working - here 
defined following the ideas of Green and Naghdi on the basic postulates 
of continua. This new approach has the essential property of providing 
an expression of the driving force on cracks in accordance with the well-
known formula of the energy release rate in thermoelasticity. 

1. INTRODUCTION 
Since the introduction of the concept of configurational force, as a 

"force" acting on a defect by Eshelby, a great number of researchers 
have presented contributions on the subject which could be called con
figurational mechanics or mechanics in material space (e.g. Maugin 1993, 
1995; Gurtin 2000, Podio-Guidugh 2001). 

Following Gurtin (2000) and co-workers, in this work the concepts of 
configurational force and traction are postulated and the corresponding 
balance equations axe derived by the use of invariance requirements of the 
working. The advantage of this procedure consists in the derivation of 
the basic configurational force balance without invocation of constitutive 
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relations. The idea of invariance of the energy equation under a group 
of transformations is apphed in the material space, introducing for this 
purpose the notion of configurational working. 

The pseudomomentum balance equation in the framework of ther-
moelasticity and the consequent thermoelastic material forces on inho-
mogeneities have attracted the attention of many researchers within the 
last years (Maugin 1993; Dascalu and Maugin 1995; Epstein and Maugin 
1995; Maugin 2000, Gurtin 2000; Steinmann 2002). 

In Dascalu and Maugin (1995) thermoelastic material forces have been 
derived through direct manipulations (essentially pull-back transforma
tions on a reference manifold). A special feature of this approach was 
the use of the "thermal displacement" variable introduced by Green and 
Naghdi (1991,1993), a scalar field playing a role similar to mechanical 
displacements, for the macroscopic description of the thermal motion. 
In the context of material forces acting on crack tips, the use of such a 
variable appeared to be a key argument for the compatibility with the 
energy description of the fracture process. Indeed, it was shown that by 
calculating the crack driving force with the obtained pseudomomentum 
balance, the classical expression of the thermoelastic energy-release rate 
is recovered. 

As concerns Gurtin's approach to thermoelasticity (e.g. Gurtin 2000), 
we note that thermal quantities enter into the energy equation with
out work conjugates; as a consequence of this, they do not affect the 
invariance of the working, hence they can be introduced in configu
rational balance equation only through constitutive relations. To our 
view, one can account of thermal quantities from the very beginning by 
inserting them into the expression of the working. To obtain this the 
Green-Naghdi considerations on thermomechanics (Green and Naghdi 
1991, 1993) can be invoked, according to which thermal and kinematical 
quantities are introduced on an equal footing. Here we give a modified 
version of Gurtin's approach for the derivation of configurational force 
balance, based on Green and Naghdi's view of thermomechanics. For 
thermoelastic materials with cracks, we show the compatibility between 
configurational force and energy descriptions of fracture. 

2. PRELIMINARIES 
Consider a body B the elements of which occupy at some arbitrary 

time to a region Br of the three dimensional Euclidean space S^ called 
reference configuration of the body. A motion of the body is a smooth 
mapping x that, for each t G / C 5R (/ an interval of the reals) and for 
each X G J5^, assigns a point y = xO^^t) i^ ^- The set Bf = xi^r^t) 
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is the current configuration of the body at time t. We shall distinguish 
between the Euclidean space which contains B^ and the corresponding 
one which contains Bt denoting Smat the former and Sgp the latter. All 
the vectors belonging to Smat are called material vectors while the vectors 
which belong to Sgp are called spatial vectors. 

Consider a control volume P = P{t) that migrates through B^. If t/ is 
the normal velocity of its boundary 5P , then an admissible velocity field 
for dP will be constrained by the relation u • n = t/. The migration of a 
control volume P{t) can arise from a time dependent change in reference 

^ * * 
X = X(X, t), where X are referred as the reference labels. Given a fixed 

* 
region P in the space of reference labels, we take the migrating control 

* 
volume P{t) = X{P,t) with velocity u(X,it). Then the motion velocity 
following dP{t) is defined to be 

y{x,() = |(x,<)i i^^_.,,., . 

^ o 

where x — X ̂  •^- Note that y = y + F u, which is nothing else but 
the velocity of (9P(t), where P{t) = x(P(t) , t) is the deformed control 
volume. 

Green and Naghdi (1991, 1993) in their exploration of the basic pos
tulates of thermomechanics considered as a primitive quantity the ther
mal displacement a = a (X, t ) , a scalar quantity the (time) derivative of 
which provides the temperature 

a = ^iX,t) = e. (1) 

Their procedure leads to the derivation of equations for momentum and 
entropy as the basic equations of their theory: 

Div T + f =: py, p?} = r + C - Div s, ^>0 ; k = s - n, (2) 

where fj is the entropy density per unit mass, p is the mass density, 
^ and r are the internal and external rate of entropy supply per unit 
volume, respectively, —A: is the internal fiux of entropy per unit area, s 
the entropy flux vector and f the body force per unit volume. 

3. CONFIGURATIONAL 
THERMOMECHANICS 

The concept of working and its invariance comes from the work of 
Green and Rivlin (1966), where they proved that the equations of motion 
and angular momentum can be deduced from the equation of energy 
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by making use of invariance condition under superimposed rigid body 
motions. Such an invariance condition affects only the mechanical terms 
that expend power. The other terms also contribute to the power balance 
but they can not be caught by the invariance requirement because they 
can not be associated with the kinematical quantities. To insert the 
thermal agents into the working we invoke the considerations of Green 
and Naghdi (1991, 1993), where one can find the proper kinematical 
quantities for this purpose. Thus, apart from the standard forces which 
expend power over the motion velocity y, the entropy flux A:, the entropy 
sources r, ^ and the entropy density r] = pi) will also expend power 
over the "velocity" of the "thermal motion" d, that is the temperature. 
Hence, after these considerations the total working for a control volume 
P can be defined by the relation 

}V{P)= Tn-y ds+ h-y dv- s-na ds+ (s+^)ddv,{3) 
J dP J P J dP J P 

where we have incorporated in body force b and in entropy source s the 
inertia and the entropy density, respectively, i.e., 

b = -py + f, s = -pfj + r. (4) 

Thus, we can reasonably say that the total working in the framework 
of thermomechanics consists of two parts: the first one (the first two 
integral terms) is the standard mechanical working and the second part 
called heating. 

To check the reliability of the proposed working we examine whether it 
is able to provide (by invariance requirement in spatial observer changes) 
the known equations of Green and Naghdi. Hence, we need a new kind 
of observer changes covering the "motion" described by the mapping 
a. Taking the view of Green and Naghdi, we consider that a(X, t ) 
represents a "second motion" of the continuum taking place at a different 
scale in comparison with the macroscopic motion y(X,t) . This could 
be a continuous representation of the lattice vibration, a phenomenon 
of quantum-mechanical origin. This justifies us to postulate complete 
independence in the corresponding observers of the two motions, hence 
to introduce the observer changes of the macroscopic motion: 

y - > y + w + a ; x y , d -> d. (5) 

and observer changes of the "thermal motion": 

y - ^ y , d - ^ d + /3, (6) 

where w, u? are arbitrary spatial vectors and (3 is an arbitrary scalar. 
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By requiring that yV{P) be invariant under changes in macroscopic 
observers, one deduces (Kalpakides and Dascalu 2002) the balance laws 
for momentum and angular momentum, while the requirement of invari-
ance under changes of observers of the "thermal motion" provides the 
entropy balance law. 

Next, we proceed to the configurational framework. In addition to 
usual material fields (Gurtin 2000): configurational stress C, internal 
body force g and external body force e , we introduce the configurational 
heating Q, a scalar field aiming at capture of configurational changes 
related with thermal phenomena. The fiow of heat and entropy into 
P{t) related to material transfer through the boundary dP will be 

/ QUds, f ^Uds, (7) 
J dP J dp^ 

respectively. As concerns the other thermal quantities, the entropy fiux 
o 

k expends power over a which is given by the relation 

a = a + l3'U, /3 = Va (8) 

namely, the "velocity" of thermal displacement following the boundary 
dP. The work-conjugate of entropy sources s and ^ is the quantity a. 

Consequently, we define the configurational working for a migrating 
control volume P{t) as 

W{P{t)) = [ Cn'uds+ [ Tn ' y ds+ [ h-y dv 
J dP{t) J dP{t) J p{t) 

+ / Qn ' u ds — s ' na ds + {s + ^)a dv. (9) 
J dP{t) J dP{t) J P{t) 

Following the arguments of Gurtin (2000), we first require invariance 
of yV{P{t)) under changes in material observer. This leads (Kalpakides 
and Dascalu 2002) to the local form of configurational force balance 

Div(C + QI) + g + e - 0, for all X G S^. (10) 

We then impose that >V(P) be independent of the choice of tangential 
component of the velocity field u , because such an arbitrary choice leaves 
unaflFected the prescribed normal velocity U of the boundary dP. In this 
way we deduce the following expression for C 

C = (TT - Q)I - F ^ T + /3 ® s, (11) 

for some scalar TT. 
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Next, by invariance under time-dependent changes in reference config
urations (Kalpakides and Dascalu 2002), we get the expressions of body 
forces 

e - - F ^ b - f3{s + 0 , g = -VTT + T : V F - V ^ • S. (12) 

Invariance under changes in instantaneously coinciding migrating vol
umes (Gurtin 2000, p. 42) here applied to the energy and entropy bal
ances leads to 

TT = e and ? = /?. (13) 
a 

where e is the internal energy density. Defining the free energy function 
as ^ = e - 7̂? we get ^ = 6 — Q = TT — Q. 

By introducing the Eshelby stress tensor^ the pseudomomentum and 
the material body force, respectively, as follows 

C := -{(K - ^ ) I + F ^ T - /3 (8) s), r ~ -pF^y - 7?/3, 

fh ,= _ v ^ + 1 vpy^ - V r̂y + T : VF + V ^ • s - F^f - /3(r + 0 

we obtain the local balance 

= Div C + f*^ (14) dr ^ . ^ . ,th 
dt 

In the particular case of classical thermoelasticity one shows that the 
material body force f*'̂  becomes 

where q is the heat flux vector fulfilling the standard relation s = q/0. 

4. APPLICATION TO FRACTURE 
Consider a two-dimensional homogeneous thermoelatstic body B^ con

taining a smooth crack C{t). We suppose that the crack faces are traction 
free and thermally isolated, i.e. 

T ^ n = 0 , q^ • n = 0, (16) 

where n is a unit normal vector on the crack curve. 
The global balance of energy for the fractured body can be deduced 

in the form (Rostov and Nikitin 1970; Gurtin 1979; Bui, Erlacher and 
Nguyen 1980): 

^ [ (e + K) dv + Q= [ Tn-y da- [ q-nda (17) 
dt J Br JdBr JdBr 
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with dBr being the exterior boundary of Br. Here, Q is the rate of 
energy released by the body during fracture: 

g=lim [ [(e + K){u • n) + T n • y - q • n] ds (18) 

with r a closed contour encircling the crack tip and shrinking to it and 
u the crack tip velocity. 

Motivated by the crack-tip behavior of the solutions for linear mate
rials (e.g. Atkinson and Craster 1992) we assume that, as approaching 
the crack tip, one has: 

a ^ -(3 • u ; y ^ - F u. (19) 

The ~ symbol means that the two fields have the same order of sin
gularity near the tip of the crack and their difference has a vanishing 
contribution to the hmit in (18). Note that the first assumption in (19) 
is a common one in the fracture theory (see for instance Bui, Erlacher 
and Nguyen (1980); Gurtin (2000)). 
Prom eq. (19) one deduces that (Kalpakides and Dascalu 2002) : 

(e + K)u + Ty - q - [(* - K)I - F ^ T + f3®^]u 

- [ (pF^y + 77/3)]-u. (20) 

Using eq. (20) in the formula (18) of the energy-release rate, we can 
express Q as: 

g = j''U (21) 

with the driving force vector ^ given by 

: F - lim / [(^ - K)I - F ^ T 4- /3 0 5]n - [(pF^y + rjP)] • n ds, (22) 

The vectorial quantity J^ should be used in a crack propagation criterion. 
This material-force expression was derived by direct manipulations on 
the energy-release rate. 

On the other hand, by considering the global form of the material 
momentum balance (14-15), for the fractured body, through a classical 
procedure (Gurtin 1979; Bui, Erlacher and Nguyen 1980) one obtains: 

^ f V dv + T= j C'nda+ [ f^ dv, (23) 
^^ J Br JdBr JdBr 

where JF is the same as in eq. (22). 
In conclusion, by making use of the thermal variables introduced by 

Green and Naghdi, we have constructed a balance of configurational 
forces in thermomechanics which is consistent with the Griffith's ap
proach to fracture. 
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Abstract The overall stiffness of a truss is optimized by choosing the nodal co
ordinates of the undeformed truss such that the strain energy of the 
loaded truss attains a minimum. The derivatives of the strain energy 
with respect to the nodal coordinates are interpreted as material forces 
acting on the nodes of the undeformed truss in "design space". 

Keywords: truss, optimization, configurational forces 

Introduction 
According to the principle of virtual work the deformation of an elastic 

truss under a given load minimizes the total potential energy. The strain 
energy of the deformed truss still depends on the apphed load and on the 
data of the truss. If the topology, the elastic properties of the members, 
and the applied load are prescribed, the strain energy of the loaded 
structure is a function of the nodal coordinates of the undeformed truss. 
By moving the nodes in an appropriate manner, the strain energy can 
be lowered and even minimized, thus enhancing the rigidity of the truss. 

The derivatives of strain energy with respect to the nodal coordinates 
can be interpreted in terms of configurational or material forces, which 
keep the design of the truss in its given shape. Releasing these forces 
allows the truss to adopt a shape with minimal strain energy, which 
means that the truss becomes more rigid. In the optimization process 
some nodes have to be fixed due to constructional reasons. For instance, 
the locations of supports and applied loads should not be changed. These 
restrictions can be interpreted as supports fixing the nodes within the 

mailto:m.braun@uni-duisburg.cle
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"design space" in the same way as usual supports restrict the nodal 
displacements in the physical space. The movable nodes, however, can 
be chosen such that they are free of configurational forces. 

1. A SIMPLE EXAMPLE 
Consider a primitive truss consisting of only two members, hinged at 

fixed supports on top of each other and connected at a common free node 
(Figure 21.1). Both members have the same tensile stiffness EA^ the 
horizontal member has length a, the other one is inclined at an angle (p. 

The strain energy of the truss, expressed in terms of the displacements 
Ur^, Uy of the free node, is the quadratic form 

rr EA r . 1 + COS^ if • sm if cos^ if 

— sm if cos"" (̂  sm^ if cos (f 

u^ 

u„ 
(1) 

According to the principle of virtual work, the partial derivatives of the 
strain energy with respect to the displacements yield the corresponding 
nodal forces. If the free node is loaded by a vertical force P , it undergoes 
the displacements 

1 + cosV (2) Pa , Pa 
u^ = -~—rCot(p and u =-—— , ^ 

"^ EA ^ y EA sin2(/>cos(^ 

in horizontal and vertical directions, respectively. 

dx 

Figure 21.1. Truss in physical space Figure 21.2. Truss in design space 
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The strain energy stored in the loaded truss, 

aP^ 1 + cos^ (p 
2EA 

7 7 -
sm^ (/? cos (̂  

(3) 

depends on the load P and on the data of the truss, i. e., on the elastic 
properties of the members and on the geometry of the truss expressed 
by the angle if. The dependence of strain energy on the angle (/? is 
displayed in Figure 21.3. The strain energy attains its minimum at an 
angle of 60°. This configuration can be regarded as the optimum design, 
in the sense that the deformation of the truss, measured by strain energy, 
is lowest. 

The optimization can be interpreted in terms of material or config-
urational forces. These have to be distinguished from physical forces^ 
which act on the real truss in physical space. Strain energy is primarily 
regarded as a function of the nodal displacements n^. of the truss, but 
it depends also on the positions x^ of the nodes in the undeformed con
figuration. It may be represented as a function n{x^^Uj^) and gives rise 
to two different kinds of partial derivatives. 

Pk = on 
du. 

and (4) 

describing physical and configurational forces, respectively. While the 
physical force Pj^ is associated with the virtual displacement dui^ of the 

n k 

3aP^ 

2EA 

30° 60° 90° 

Figure 21.3. Dependence of strain energy on design angle 
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node in physical space, the configurational or material force ^^ lives in 
the "design space" and is associated with a virtual variation Sx^ of the 
nodal position in the undeformed configuration of the truss. 

Moreover, if the equilibrium conditions are solved for the nodal dis
placements u^^ these depend on the applied forces P^ and again on 
the nodal coordinates x^. The strain energy of the loaded structure is, 
therefore, a function 

77 = 77(x„P,-) - n{x,,u^{x,,P^)). (5) 

The partial derivatives of this function with respect to the nodal coor
dinates provide a different type of configurational force 

which, in the special case of linear elasticity, is related to the configura
tional force (4) by 

#i = -h- (7) 

This simple relation is a consequence of Clapeyron's theorem. 
Figure 21.2 shows the configurational force ^ acting on the upper 

node in vertical direction. There are, of course, similar forces on all 
three nodes in any direction. However, in developing the design, some of 
the nodes are kept fixed or restricted in their motion. For instance, one 
wants to leave the horizontal member unchanged and the two supports 
right on top of each other. These restrictions can be interpreted as "sup
ports" acting in the design space in the same way as the real supports 
restrict the displacements in physical space. The supports in design 
space are represented graphically by the same symbols as in physical 
space, however shaded differently. 

In physical space, the deformation is reduced by discarding the load 
and allowing the truss to return to zero strain energy. Correspondingly, 
the strain energy of the loaded truss can be reduced by allowing the 
unrestricted nodes of the undeformed truss to attain their positions free 
of configurational forces. 

2. TRUSSES 

Mechanically a truss is a system of elastic members joint to each 
other in nodes without friction. The truss is loaded by forces acting 
on the nodes only. The appropriate mathematical model of a truss is a 
1-complex consisting of 0-simplexes (nodes) and 1-simplexes (members), 
which are properly joined (Braun, 2000). Subsequently, nodes will be 
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designated by Latin letters i, j , . . . while Greek letters a , /3 , . . . denote 
the members. The connectivity of a truss is described by incidence 
numbers [a, /c], which are defined as 

[a,/c] 
— 1, if member a starts at node /c, 
+1 , if member a terminates at node k, (8) 

0 otherwise. 

The distinction between starting and terminating points of a member 
introduces an orientation. The matrix of all incidence numbers describes 
the topological structure of the truss. 

The geometry may be specified by prescribing the position vectors Xj^ 
of all nodes in the unloaded state of the truss. The edge vector of a 
member a can then be represented by 

k 

where the summation index may run over all nodes. The incidence 
numbers single out the proper starting and terminating points, thus 
reducing the sum to a simple difference. The decomposition 

a, = £,e, (10) 

yields the length £^ and the direction vector e^ of the member. 
It has been tacitly assumed that the truss in its unloaded state is free 

of stress. In a more general setting, one has to start from the lengths £^ 
of the undeformed members rather than from a given initial placement of 
the nodes. This approach within a nonlinear theory is used in a previous 
paper (Braun, 1999). 

When loads are applied to the truss, each node k is displaced by a 
certain vector Uj^ from its original position. The Hnear strain s^ of a 
member can be expressed by 

a 

As in (9), the incidence numbers single out the end nodes of the member, 
such that the sum is reduced to a simple difference. 

The strain energy of the truss is obtained by summing up the strain 
energies stored in its members, i.e., 

n = l'£EA£^el (12) 



216 Manfred Braun 

To simplify the formulation the tensile stiffness EA is assumed to be 
the same for all members. Inserting (11) and changing the order of 
summation yields an expression of the form 

i k 

where the sub-matrices 
TpA 

-ft̂ ifc = E [ " ' ^ H " . ^ ] 7 - e a ® e ^ (14) 
t a 

constitute the global stiffness matrix K of the truss. In the linear theory, 
the strain energy is a quadratic form in the nodal displacements U/., as 
given by (13). Since the coefficient matrices K^^ of this quadratic form 
depend on the data of the truss, especially on the nodal positions x^, 
the strain energy is a function Uix^^u^) of both nodal positions and 
nodal displacements. 

The dependence on x^ is put forth by the lengths i^ and the direction 
vectors e^ of the members. The corresponding derivatives are 

| | = [a,^]e. , | ^ - ^ ( ^ - - c . ® 0 . (15) 

Using these expression the partial derivative of the strain energy (13) 
with respect to the nodal position x^ can be calculated. After some 
straightforward conversions the configurational force 

^i=d^.= J2[<^^i]EAe, (^E["'J>^- - 2 °̂ ) (^^) 

is obtained. 
The expression (16), as it stands, does not reveal the connection to 

the continuum form of the Eshelby stress, as presented by Epstein and 
Maugin, 1990. This is mainly due to the fact, that the linear theory of 
elasticity is used to describe the deformation of the truss. A nonlinear 
approach, using the stretch A instead of the strain £:, provides a more 
symmetric description and sheds some light on the analogy between 
continuous and discrete configurational forces (Braun, 1999). 

3. APPLICATION 
The optimization of truss design using the concept of configurational 

forces is demonstrated by means of the following example. The truss 
girder shown in Figure 21.4 is loaded by forces acting on the lower nodes. 
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The girder shall be optimized in the sense that the strain energy of the 
loaded structure becomes a minimum. In the design space the unde-
formed truss is displayed (Figure 21.5). The lower nodes, which are sup
posed to bear the loads or are supported, should not be moved. These 
nodes are endowed with supports in the design space. All other nodes 
can be moved freely. Figure 21.5 shows the configurational forces ^j^ 
acting on the movable nodes. These forces restrain the design in its ini
tial form. If they are released, the design of the undeformed girder will 
change and eventually assume a shape in which the movable nodes are 
free of configurational forces. 

This optimized truss is displayed in Figure 21.6, again in the deformed 
state under the same physical loads as in the initial design. The deflec
tion of the girder is much smaller now. Actually the strain energy stored 
in the deformed truss is reduced to 18% of its initial value. 

On the other hand, the slim girder has developed into a bigger truss, 
which might be unfavorable for other reasons. Also the dead weight 
of the truss itself has not been taken into account. A more thorough 
analysis should allow for it as an extra configuration-dependent load. 
This would counteract the expansion of the girder. 

Figure 21.4- Initial design of truss girder: loads and deformation 

Figure 21.5. Truss girder in design space: configurational forces 
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Figure 21.6. Truss girder with optimized design: load and deformation 

4. CONCLUSION 
The strain energy of a truss, regarded as a function of nodal displace

ments., governs the deformation via the principle of virtual displace
ments. When this standard problem is solved, the strain energy of the 
loaded truss still depends on the design, especially on the nodal posi
tions in the undeformed configuration. By minimizing the strain energy 
an optimum shape of the truss is obtained, which stands out for a high 
rigidity under the prescribed load. 

The partial derivatives of strain energy with respect to the nodal po
sitions can be interpreted as configurational forces. Some of the nodes 
have to be kept fixed for constructional reasons. Otherwise the opti
mization would make the whole truss shrink to a single node of zero 
strain energy. In the optimal design the movable nodes are free of con
figurational forces. 

The analysis should be extended to include configuration-dependent 
loads, such as the self weight of the truss. Also initial stresses could be 
taken into account, thus providing additional degrees of freedom. 
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Abstract Kinematics in structural optimisation and configurational mechanics co
incide as long as sufficiently smooth design variations of the material 
bodies are considered. Thus, variational techniques from design sen
sitivity analysis can be used to derive the well-known Eshelby tensor. 
The impact on numerical techniques including computer aided design 
(cad) and the finite element method (fem) is outHned. 
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1. INTRODUCTION 
Continuum mechanics has been developed to describe the deformation 

of a single body with fixed geometrical properties under external loads. 
Applications such as structural design optimisation, see e.g. Kamat, 
1993, as well as physical problems such as advancing cracks and surface 
growth modelled in the framework of configurational mechanics, see e.g. 
Gurtin, 2000; Kienzler and Hermann, 2000; Kienzler and Maugin, 2001, 
enforced the consideration of bodies with varying geometry. 

This paper proposes an enhancement of the classical kinematical frame
work of continuum mechanics designed to outline systematically the in
fluence of geometry on continuum mechanical functions and to efficiently 
perform the variations. This new representation is mainly influenced by 
ideas from structural design optimisation, i.e. the material derivative 
approach, see e.g. Arora, 1993, the domain paxametrisation approach, 
see e.g. Tortorelli and Wang, 1993, and subsequent interpretations ad
vocated by the author, see Barthold and Stein, 1996; Barthold, 2002. 
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2. MATERIAL BODIES AND COORDINATE 
SYSTEMS 

The concept of a material body B consisting of material points X 
which continuously fill parts of space with matter is central in continuum 
mechanics. In general, a material body B is defined to be a differential 
manifold. A formulation which highlights their intrinsic properties was 
published by Noll, 1972, see also Krawietz, 1986 and Bertram, 1989 for 
additional information. 

An intrinsic coordinate system is canonically given by the manifold 
property oiB. The corresponding atlas reads A := {(Wi, $ i ) , . . . , (ZŶ , ^n)? 
i.e. a finite number of charts {Ui^^i) are sufficient to cover B. For each 
material point X E B there exists an open ball Ui = Ux C B and a one-
to-one mapping ^^ : Ui -^ Di C R^ into an open ball Di = DQ C R^, i.e. 
Q = (^i{x) are the intrinsic coordinates. 

The placement of the material body B into the Euclidean space Ê  
lead to the submanifold ft = x{B) C E .̂ The embedding map % is 
canonically given by the structure of E .̂ The related extrinsic coordinates 
are x = x{x). 

The introduced intrinsic and extrinsic parameterisations shall be linked 
in the sequel. To achieve this, a single chart ((|)̂ ,ZYi) will be considered. 
The points of the Euclidean point space Ê  are described by the vector 
X of the Euclidean vector space V^ with Cartesian base system {E^}. 
The local coordinates as elements of the parameter space R^ can be 
described by vectors © of the vector space Z^ with Cartesian base sys
tem {ZJ . Overall, Q = e'Zi = 0^(x) and X = (/>~^{&) as well as 
:K = x'^'Ei = %(x) and X = %~-^(x). A composition of these mappings is 
possible to eliminate the material point X 

X = x(x) = %(0ri(©)) = (X o 0 r i ) (©) =: ni{&). (1) 

The sufficiently smooth one-to-one mappings Ki := X^ip'^ denote place
ments Ki \ Di ^^ V from the intrinsic coordinate domain Di into the 
domain Ui. 

The above mappings are valid for a single chart. In order to formulate 
global mappings, the following assumptions are made without loss of 
generality, i.e. 

m m m 

B=\JUi and Q = ( J C/̂  as well as P e = ( J D^. (2) 

The atlas ACM should be chosen such that the necessary balls do not 
overlap 

UinUj = 0 and UiOUj^^ for iy^j. (3) 
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The global mappings (p : B —^FQ = (f>{B) and K :PQ -^ Q = /^(Pe) C V 
are defined by 0 = 0(x) and x = K{@) := {% o 0~-^)(©), respectively. 

The family of different material bodies B is parameterised by a time
like design variable s and the deformation is parameterised by time t as 
usual. 

The definitions made above are partly summarised in the subsequent 
figure. 

Figure 22.1. Domains and mappings of a material body 

The structure of parametric mappings as outlined above can be ob
served in the finite element method and in computer aided geometric 
design. Both numerical techniques approximate the atlas A by some 
finite dimensional model. 
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3. COMPARISON OF KINEMATICAL 
MODELS 

The inverse deformation mapping ip^^ for some fixed time t is the 
starting point of (almost) all kinematical representations in configura-
tional mechanics. 

Introducing the reference and current placements of the material body 
B^ i.e. XK ^^d Xt-i respectively, the deformation and inverse deformation 
read 

^̂ t = Xt o X^ and ¥̂ t~̂  = XR o Xt^ • (4) 
A fundamental criticism of this approach is based on the observation that 
the material body B itself will change for an important class of phenom
ena such as e.g. cracking or growth. Thus, a more refined kinematical 
investigation is needed within configurational mechanics, see Section 6 
for details. 

The necessary additional idea uses the above introduced concepts. 
Thus, modified reference and current placement mappings are defined 
locally on the parameter set Pe , i.e. /^R and ^t, respectively. The cur
rent placement x = Kt(©,t) is parameterised by time t whereas the ref
erence placement depends on the chosen material body from the family 
of admissible material bodies, i.e. X = K R ( 0 , 5 ) . The scalar parame
ters s and t should be independent, i.e. the effects of time dependent 
design, i.e. s — s{t)^ are postponed for future investigations. Overall, 
the deformation and the inverse deformation read 

(̂ t = Kt{t) o K^^{s) and (̂ "̂̂  = '^R(^) ^ '^t'^W • (5) 

The velocity vector v and the inverse velocity vector V are computed 
by partial time derivatives fixing either the reference configuration X = 
XJ^(X) or the current configuration x = Xt(^)- Using the introduced 
parameterisations, the respective vectors can be written as 

Alternatively, the notion of variation can be introduced, i.e. the vari
ation of the reference placement 5X == 5 / 'CR(0) and the variation of the 
current placement 8x == bKt{@) are introduced and used throughout 
the paper. 

4. GRADIENTS AND STRAINS 
The material deformation gradient F = Gradx ^t = Si ® G^ can be 

decomposed in form of F = M K"-"- using the local gradients 

K - GRADe KR = G^ O Z' and M - GRADe Kt = Ei®Z\ (7) 
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The (iso-)parametric mappings in fern are the discrete versions of these 
relationships. The tangent mappings are used to transform all continuum 
mechanical quantities onto any of the domains Pe,!riR,fit or the corre
sponding tangent spaces Te,Tx,Tx. All representations are physically 
equivalent but the parameter set representation using the local coordi
nates 0 is advocated to perform all necessary variations. This approach 
is used throughout the paper. 

The fundamental Green strain tensor takes the local form 

Ee = ^ (ge - Ge) = ^ (gij - Gij) 1} ® Z^ (8) 

where Ge = K""" K and ge = M^ M denote the metric tensors and Gij ^ gij 
are the covariant metric coefficients of the reference and current configu
ration, respectively. All other metric and strain tensors can be obtained 
by suitable push forward transformations onto the reference and current 
configurations, see Barthold, 2002 for these and all other details. 

5. ENERGY RELEASE RATE AND ESHELBY 
TENSOR 

The Eshelby tensor will be derived by performing the total variation 
of the potential energy 11. The results will be transformed onto the 
reference configuration to obtain the known expressions from literature. 

5.1. VARIATION OF POTENTIAL ENERGY 
The specific free energy ^ represents the specific strain energy for 

isothermal processes, i.e. the overall strain energy is given by 

U:= f^dm= f^QtdVt^ /*^RdT/R= f^QedVe. (9) 

The material density is denoted by Qt^QR and QQ^ respectively. The 
variation 511 can be computed using the variation of the mass density 

5Pe = 5(PR JK) = 5PR JK + PR 8 JK ^ 5PR JK + PR JK Divx 5 X (10) 

where JK = det K, pe = JK QR and 8 JK = JK Divx 8 X has been used. 
The mass density PR does not change for closed systems, i.e. 8 PR van
ishes e.g. in case of cracking or for dislocations. Thus, up to now 

8 n - | [ 8 ^ P R + *PR Divx 8X] dT/R. (11) 

^R 
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5.2. VARIATION OF FREE ENERGY 

Fundamental considerations from material theory conclude that the 
free energy function depends on the material deformation gradient F — 
MK~-̂ . Furthermore, material objectivity leads to so-called reduced 
forms such as 

m = ^(F) - ^ ( F ' ^ F ) = ^(K-'^M^MK-^) - ^(K-^geK-^) . (12) 

Finally, limiting the considerations to isotropic materials, we conclude 
that ^ depends only on the invariants of C = F"^F. Furthermore, the 
invariants of C = K~^geK~-'̂  and Be — G^^ge are equal, i.e. InvC — 
Inv(K~-^CK) = Inv(G0^ge). Overall, we continue with the functional 
dependency 

* ^ *(K,M) = ^(Ge,gG) = * ( B G ) - *(Inv(Be)) (13) 

The total variation of the free energy split up into two partial varia
tions with respect to time t and design 5, i.e. 6 ^ == 5̂  ̂  + 65 ̂ . Using 
the above introduced functional dependencies the variation yield 

5^ (9* 5* 5* 

The partial derivatives lead to second order tensors 

S e : - 2 ^ = 2 ^ Z ^ ® Z ^ (15) 

i.e. the local version of the 2nd Piola-Kirchhoff stress tensor and 

which is the local version of its 'configurational' counterpart. The physi
cal stress tensor Se describes the change of the free energy ^ for varying 
metric coefficients gij of the current configuration in case of physical de
formations. Similarly, the configurational stress tensor Ze describes the 
change of free energy ^ for varying metric coefl5cients Gij of the reference 
configuration in case of configurational modifications between different 
material bodies. 

Thus, the total variation of the free energy function leads to 

5 ^ = ^ Se : 6gG + ^ Ze : SG© = S© : M"̂  8M + Ze : K^ 5K, (17) 
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where the last form is vahd due to the symmetry of Se and Ze. The 
configurational tensor TQ can be eliminated since the partial derivatives 
of Be w.r.t. Ge and ge are related by 

Therefore, Ze = — Be Se = —Se Be and we finally obtain 

5 t * - S e : M ^ 5 M and 5^^ = - B e S e : K"̂  5K. (19) 

5.3. THE ESHELBY TENSOR 
The partial variation 5^11 contributes to the weak form which van

ishes in case of equilibrium. The remaining partial variation 85 H, i.e. 
those parts corresponding to 5Ge or 8K, describe the energy release 
rate (65 Uext neglected) 

^ = 5 , n = / [ * D i v x 6 X - B e S e : K 5 K 1 ^e d^e • (20) 
Pe 

The Eshelby tensor can be obtained from the expression of the energy 
release rate by some tensor algebra manipulations. Using DivxSX = 
Ix : GradxSX, Se = ^eSe , 8K = GRADeSX and Gradx5X = 
5 K K~-̂  we obtain 

g= / be : GRADe 5X d ^ e , (21) 

Pe 

where the local Eshelby tensor is defined by 

be := ge ̂  K"^ + K Ze = ^e * K-^ - K Be S© . 

Using the push forward transformations between the tangent spaces we 
obtain material and spatial versions of the energy release rate 

g= fhx: Gradx 8X dT^R = f b^ : grad^ 5 X d ^ t , (22) 

where bx :== be K^ and bx :== be M^ denote the material and spatial 
Eshelby tensors, respectively. The well-known expressions can be directly 
obtained using W := ^ R * as specific potential energy per unit volume 

bx := VF* Ix - F"̂  Px - W Ix - CSx 
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where Px^Sx denote the 1st and 2nd Piola-KirchhofF stress tensor, re
spectively, and C Sx is known as Mandel stress tensor. 

Discrete versions of the Eshelby tensor in form of nodal point fictitious 
forces as well as a discrete design velocity field can be easily obtained by a 
straightforward analysis in hne with standard finite element technology. 

6. A CLASSIFICATION SCHEME BASED ON 
KINEMATICS 

An important result of configurational mechanics states that physical 
and configurational stresses are obtained by variation of the potential 
energy w.r.t. kinematical quantities defined in terms of the physical or 
the configurational domain, respectively. Thus, a more refined classifica
tion could be derived by analysing the underlying kinematical models on 
the configurational domain. This idea is highlighted by comparing this 
paper with investigations by Epstein and Maugin, 2000. 

Therein, the existence of a 'linear "transplant" K(X) from the ref
erence crystal to the tangent neighbourhood of X' for each point X is 
assumed. The integrability of the transplant, i.e. the existence of some 
vector u(X), is linked with the notation of inhomogeneity of the mate
rial. The Eshelby tensor is expressed by the derivative of the potential 
energy w.r.t. the transplant K. 

Both approaches are formally equivalent for results which are solely 
based on the linear mapping K. This observation is not astonishing 
because both kinematical models are finked as outhned in Section 3. 

Nevertheless, the mapping K models independent phenomena. The 
smooth design variation of the material body discussed in this paper de
scribes macroscopic modifications of a material body by e.g. engineers 
in the design process or e.g. advancing cracks. Here, a smooth design is 
naturally available and the mapping K is the gradient of the geometry 
mapping as outlined above. On the other hand, non-integrable inhomo-
geneities of the material body axe modelled. 

Further investigations may clarify whether the linear mapping K could 
be the common basis in configurational mechanics. Consequently, the 
Eshelby tensor would be a derived quantity and a refined classification of 
phenomena could be obtained by considering the underlying kinematics 
in configurational mechanics. 

7. DESIGN-SPACE-TIME FRAMEWORK 
The continuum mechanical space-time framework should be enlarged 

in order to describe modification of the material body B. The appropri
ate sufficiently smooth parametrisation of the family of admissible ma-
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terial bodies by some scalar-valued design variable s has been assumed 
to exist throughout this paper. This assumption is valid for a brought 
class of problems in structural optimisation as well as in configurational 
mechanics. 

i Design (B) 

si 
y 

(A) - ^ '^ ' = '^'^ 
^ Configurational Mechanics: / 

/ 
time dependent modification of design 

• ^ 

t ' Time 
Figure 22.2. Design-Space-Time Framework 

Future research should focus on time dependent design variations, i.e. 
a linkage s = s{t) between design and time has to be formulated. The 
figure above highlights the operator spht in configurational mechanics, 
i.e. physical phenomena split up into a pure design part without interac
tion with the deformation (A) and a pure analysis part for fixed design 
(B). 

8. CONCLUSION 
The usefulness and applicability of the local formulation using con-

vected coordinates has been proved in the framework of structural design 
optimisation, see Barthold, 2002. The outlined concepts can be applied 
to configurational mechanics as shown above for the derivation of the 
Eshelby tensor. 
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CONFIGURATIONAL FORCES AND THE 
PROPAGATION OF A CIRCULAR CRACK 
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Eleni K. Agiasofitou 
University of loannina, Department of Mathematics, loannina, GR-45110, Greece 

Abstract The concept of a balance law for an elastic fractured body, in Euclidean 
and material space, is used to investigate the propagation of a circular 
crack in an elastic body. In the spirit of modern continuum mechanics, a 
rigorous localization process results in the local equations in the smooth 
parts of the body and, in addition, in the relations holding at the crack 
tip. The latter are used in establishing relations concerning the energy 
release rates. 

1. INTRODUCTION 
This paper aims at the investigation of the propagation of a circular 

crack in an elastic body in the framework of configurational mechanics. 
To develop the configurational setting, we start with the balance laws 
for the physical and configurational fields (Maugin, 1993; Dascalu and 
Maugin, 1995; Steinmann, 2000) and we continue with the derivation of 
the relevant local equations in a rigorous manner. 

Among others, the localization process results in what we call config
urational force and moment at the crack tip. These concepts are closely 
connected with the J and L-integrals of dynamic fracture mechanics. 

Finally, our attempt is directed at the energy release rates and their 
connections with the configurational force and moment. Particularly, 
introducing the geometry of a circular crack, an elegant relationship 
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between the configurational moment at the crack tip and the rotational 
energy release rate arises. 

The lack of space does not allow us to give the complete proofs of our 
analysis. One can find all the missing technical details and proofs in a 
future paper of the same authors. 

2. KINEMATICS 
We designate with BR the reference configuration containing an initial 

crack which is described by a smooth, non-intersecting curve CR with 
the one of its end points to he on the boundary of the body and the 
other one to be the crack tip, ZQ. We interpret the evolving crack at the 
time t with a smooth curve C{t) belonging to a material configuration 
Bt thus, we consider infinitely many material configurations Bt^ each one 
assigning to a time t, t G / C ^ . It is required that for t2 > h > to 
to imply CR C C{ti) C (^(^2). The position of the crack tip at time t is 
given by the smooth function Z(t), the derivative of which provides the 
crack propagation velocity, V(t) = dZ/dt. 

A tip disc De{t) at time t is defined to be a disc of radius e centered 
at the crack tip Z(t), that is 

D,{t) = {^eBt:\X-Z{t)\<e}, (1) 

At the time to, the tip disc is given by: 

A o = {Y e Sfi : |Y - Zol < €}. (2) 

Noting that D^{t) evolves following the crack tip, we can consider that 
it arises from a translation of the initial tip disc DCQ^ that is, for every 
X G De{t), we can write 

X = X{Y,t) = Y + Z{t)-Zo, Y G A O - (3) 

Obviously, every point of D^Q evolves with the velocity of the crack tip 

V(Y,t)^^{Y,t) = ^ = y{t), YGZ)eo. (4) 

Denoting with Bt the current configuration, we introduce the defor-
mational motion, x • ^t —^ Bf 

X = x(X,t) , X G Si, XeBu telcM, (5) 

which is a C^ function for all (X,t) G {Bt \ C{t)) x / . Also, it is contin
uous across the crack curve C(t), as we assume that the crack faces are 
in perfect contact. 
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Notice that the material points X G De{t) depend on t via the map
ping X consequently, we can compose the mappings X and x foi" ̂H 
X 6 Dc{t) to interpret both the disc motion following the crack evolu
tion and the deformational motion of the body 

X = XoX, ^ = xiY,t) = x{XiY,t),t), Y€D,,. (6) 

Denoting with x the partial derivative dx/dt^ we can write 

i = ^,x..)f(v,o.|(x,,), 
= F ( X , t ) V ( t ) + x ( X , t ) = : V ( X , t ) , XeDe{t)\jD. (7) 

where F = dx/dX, x = dx/dt and 7^ = De{t) H C{t). 
Prom the assumptions about the smoothness of x, it is implied that 

F and x are continuous for X G D^it) \ JD- However, both F and x are 
generally singular at the crack tip Z{t), The quantity V represents the 
velocity of the deformed disc accounting for the crack evolution velocity 
as well. Though V is defined in terms of F and x which are singular 
at the crack tip, we would like V to be smooth at the crack tip. Thus, 
taking the view of (Gurtin, 2000; Gurtin, Podio-Guidugli, 1996), we 
gtssume the existence of a bounded, time-dependent function \J{t) such 
that 

lim V ( X , 0 = - t j ( t ) , uniformly in / . (8) 
X—^Z(t) 

Obviously, the quantity U(t) represents the velocity of the deformed 
crack tip. 

3. A BALANCE LAW FOR A FRACTURED 
BODY 

Let ft be any part of the body in the material configuration Bt. If the 
crack tip Z(t) is an interior point of fi, then there exists a radius e such 
that De{t) C Q. We denote with Q^ the subset of Q which is defined as 
Qe(i) — ^\D^(t), The parts of the crack C(t) contained in Qe and fi will 
be denoted by 7^ and 7^, respectively , that is, 7^ = C{t)n^e{t)^ 7Q = 
Cit) n Q. 

Let (/>(X,t) be a scalar valued function defined in Bt^ representing 
some physical quantity, which may have a singularity at the crack tip 
and be discontinuous with finite jump along C{t) \ {Z(t)}. Taking the 
view of (Gurtin, 2000), we will assume the integrability of (j) in the sense 
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of Cauchy principal value, i.e., for all Q E Bt 

f (l){X,t) dV = lim / (^(X,0 dV. (9) 

Also, the line integral of a vector valued function g(X,t) along the curve 
7n will be meant in the sense 

f g(X, t)'ndl = lim / g(X, t) • n dl, (10) 

where n is the unit normal to C{t), 
The basic axiom connecting the rate of (j) with its sources, will be a 

global balance law asserting that for every part ft C Bt and t G / , it holds 

^fc/>{X,t)dV= [ f{X,t)'NdS+ [ hiX,t)dV + g{t), (11) 
at jQ J do. Jn 

where N is the outward unit normal to the boundary dft and f, h are 
the flux and the source of 0, respectively. The function g represents the 
source of (j) due to the crack evolution. 

Obviously, the integrability of (j) is not enough to make eq. (11) mean
ingful so, we must pose extra smoothness on the integrands. We gener
ally assume: 
C I : /i, (j) are integrable over Q.. 

C2: l ime^o/a t ( X , 0 dV = f^ f (X.f) dV, uniformly in / . 

C3: Jgjj (j){X,t){y ' N) dS converges uniformly in / , ats e -^ 0. 

C4: Div f, [f] • n are integrable over Q and 7^̂ , respectively. 

C5: JQJ^^ f(X,t) • N dS converges, as e -^ 0. 

One can prove the following 
PROPOSITION 1 : Assume that the Conditions 0 1 , 02 and 03 hold. 
Then, J^(f){Xjt) dV is a differentiable function oft. In addition, its 
derivative will be given by the relation 

d_ 
dt Jn 

(/>(X,t) dV^ [ ^(X,t) dV - lim / (/>(X,t)(V • N) dS, (12) 
Jci at ^-^^JdDe 

Notice that eq. (12) is a version of the Transport Theorem appropriate 
for the needs of the problem under study. Using the Oonditions 04-05 , 
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one can prove also the following version for the Divergence Theorem 

[ f-NdS^ / O i v f dF + lim / i{X,t)'N dS+ [ [f(X,t)]-n d/. 

(13) 
Using all the previous results one can obtain the main result of this 
section. 
PROPOSITION 2 : The postulation that the balance law (11) holds for 
all ft e Bt and allt e I has as a consequence the following local equations 

^ - Div f - h = 0, for all tel, XeBt\ C{t), 

[f] . n = 0, for all tel.Xe C{t) \ {Z(t)}, (14) 

g{t) = -lim f (0(V • N) + f • N) dS, for all t e / . 

Notice that the formulas (14) hold without any constitutive assump
tion. However, the constitutive assumptions enter into the balance laws 
indirectly through the definitions of the Eshelby stress tensor and the 
pseudomomentum (see section 4.2). For this reason, in what follows we 
confine ourselves in the framework of elasticity. 

4. THE BALANCE LAWS FOR THE 
PHYSICAL AND CONFIGURATIONAL 
FIELDS 

Throughout this section, we assume that each field inserted in a bal
ance law at the position of the abstract functions $, f and h enjoy the 
corresponding smoothness specified in the previous section. 

4.1. THE BALANCES FOR THE PHYSICAL 
FIELDS 

It is reasonable to assume that there are no sources of momentum 
and angular momentum, due to the crack evolution. On the contrary, 
the energy balance is directly infiuenced by the crack growth. Thus, we 
postulate that the following balances hold for every part Q E Bt and 
every time t E / 

^ [ pyidV = f T N dS, (15) 
dt JQ JdQ 

4- f rxpicdV = f rxTN dS, (16) 
dt JQ JdQ 

4- [ (W + K) dV= [ T N • X d5 - $(t), (17) 
dt jQ JdQ 
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where p, T, W, K and $ axe the mass density, the Piola-Kirchhoff stress 
tensor, the elastic energy density, the kinetic energy density and the rate 
of energy dissipation, respectively. All the densities are defined per unit 
volume in the material configuration. Also, the position vector of x is 
denoted with r = x — 0. 

RecaUing the Proposition 2, we obtain the local equations 

- ( p x ) - D i v T = 0, (18) 

^ ( r x p x ) - D i v ( r x T ) = 0, (19) 

- (W^ + i ^ ) - D i v ( T ^ x ) = 0, (20) 

for alH e / , X 6 fit \ C{t) and 

lim / (/?x(V • N) + TN) dS = 0, (21) 

lim f r X (/?x(V • N) + TN) dS = 0, (22) 

l im/" {{W + K)CV •N) + T'^±--N)dS = ^{t), (23) 

for all t e I. 

4.2. THE BALANCES FOR THE 
CONFIGURATIONAL FIELDS 

The balances, which we are dealt with, in the last section do not 
exhaust all the relevant quantities involved in our problem. We must 
further consider balances for the configurational fields, that is, the pseu-
domomentum and the material angular momentum. In particular, we 
postulate the following balances holding for every part Q E Bt and every 
time t e I 

f r dV= [ b ^ N dS+ f { dV + :F(t), (24) 
dt jQ JdQ Jn 

^ f RxV dV= f R x b ^ N dS+ f Rxf dV + M{t), 
dt J ft Jdn JQ 

(25) 

where V{X,t) = - p F ^ x , b ^ = LI - F^T , f - dL/dX, (Maugin, 
1993). With L is denoted the Langrangian and R is the position vector 
of X. 
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According to Proposition 2, the localization of eqs. (24-25) provide 

^ - D i v b ^ - f ^ O , (26) 

^ ^ ^ ^ ^ - Div ( R X b^) - R X f == 0, (27) 

for alH G / , XeBt\ C{t) and 

T(t) = - lim / (P (V . N) + b^N) dS, (28) 

M{t) = - lim / ( R X (P(V • N) + b^N)) dS, (29) 

for all t G / . We will call the quantities J^{t) and A4(t) configurational 
force and moment at the crack tip^ respectively. Prom these quantities, 
one can extract the integrals 

(t) = / (P (V . N) + b^N) dS, 
JdDe 

{t)= [ R X CP(V • N) + b^N) dS, 
JdDe 

which can be connected with the well-known J and L-integrals of dy
namic fracture, respectively (Golebiewska Herrmann and Herrmann, 
1981). 

5. THE ENERGY RELEASE RATES 
The dynamic energy release rate is defined (Preund, 1989) as G = 

$ / y , where V is the magnitude of the crack velocity vector (V = V^t). 
Using the energy and the pseudomomentum equations as well as eq. (8), 
one can prove that 

$ - - V . : F or G = - : F . t . (30) 

We examine now the case where the crack evolves along a circular 
curve of radius RQ. Putting the origin of the coordinates' system at the 
center of the circle, the position vector of the crack tip Z can be written 
as R(Z) = Hz — -Ron (see Pigure 1.1). Also, we introduce the angular 
velocity of the crack tip as 

V 
(AJ = com = - ^ m , (31) 

RQ 

where m == t x n is the unit normal vector to the plane of the crack. 
Por each X G dD^ it holds that 
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De{t) 

Figure 23.1. A circular crack 

R z - R + e, (32) 

where e = — eN. Then, denoting with C = 7^ (g) V + b-^, the configura-
tional moment Ad (eq. (29)) can be written 

M = - Urn / R X CN d5 

= - hm / Rzx CN dS + \im [ e x CN dS. (33) 

Recalhng that — /^^ CN dS converges to ^ ( t ) , as e ^ ' 0, one can prove 
that the last term of relation (33) vanishes as e -^ 0, therefore 

A l = — hm 
e oJdD, 

Rz X CN dS. (34) 

Next, we calculate the quantity u; • Ad 

mxn-CN dS 
IdDe 

V r 

—-m • lim / R z X CN dS 

= -V\im f m-nxCN dS = -Vlim f 

- 1/ hm / t . CN dS - V • hm / CN dS =-V • T. (35) 

Thus, we have obtained that $ = a; • A^. Furthermore, denoting with 
Gr = ^/oj the rotational energy release rate., we can write Gr — i^- Ad. 
Please, notice that G = Gr/Ro-

Results, similar to $ = a; • A4, have been provided by Budiansky and 
Rice, 1973 and Maugin and Trimarco, 1995 for cavities and disclinations, 
respectively. 
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6. CONCLUSIONS 
In this work, we have proposed a generahzation of the integral balance 

laws for the case of an elastic body containing a propagating crack. Ac
cording to the presented analysis, standard concepts of fracture mechan
ics, like J and L-integrals, have been generalized and their connection 
with the configurational force and moment at the crack tip has been es
tablished. The case of a circular crack has been particularly studied and 
the notion of the configurational moment at the crack tip has been intro
duced. Moreover, a new relation between the configurational moment 
and the energy release rate has been derived. 
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Abstract The aim of this study is to estabhsh a criteria based on an energy 
threshold corresponding to crack initiation in the case of dilatational 
symmetry of a structure under thermomechanical loading. On the base 
of the J, L, M integrals presented by Knowles and Sternberg, respec
tively in the case of translational, rotational and scaling symmetry in the 
light of Noether's theory, many path independent integrals have been 
defined with applications in fracture mechanics. By the formulation of 
an adequate Lagrangian formulation, the thermoplastic behaviour is in
troduced in the M integral through the null Lagrangian theorem. Such 
an integral finds a physical interpretation as an energy release rate in 
analogy to the J integral. It equals the change in total available energy 
due to expansion of an existing cavity. A modification of the M* in
tegral is proposed, in order to have the path-domain independence. A 
new path-domain independent is described in order to obtain the path 
domain independence for any transformation of the dilatation group. 

K e y w o r d s J Crack initiation, dilatational symmetry, M integral, thermoplasticity. 
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Context and available results 
Many industrial applications have for subject the thermomechanical 

loading. For this kind of application the initiation and growth of cracks 
must be account for. One example is cracks appearing on brake discs if 
permanent large circular "hot spots" occur on the friction surface. As 
shown by Dufrenoy (2003), six hot spots generally appears on the surface 
of the brake disc of the TGV, with a temperature near one thousand 
degrees. The thermomechanical solicitations due to these "fixed hot 
spots" induce cyclic plastic strains leading to thermal fatigue. In this 
case, as loading is characterized by fields of circular thermal gradients 
due to hot spots, dilatation symmetry is observed. The consequence 
of the fatigue cycling is the appearance of a macroscopic crack on the 
disc. The aim of this paper is to obtain an energetic integral in the case 
of the scaling symmetry with thermoplasticity. Such an integral finds 
a physical interpretation as an energy release rate in analogy to the J 
integral. It equals the change in total available energy due to expansion 
of an existing cavity, leading to energetic failure criterion. 

1. THE M INTEGRAL IN THE CASE OF 
ELASTICITY 

Knowles and Sternberg (1972) wrote different models of crack prop
agation, in translational symmetry the J integral, a less known integral 
in rotational symmetry and the M integral (1) in scaling symmetry : 

M • - " ' ' ^^ ' = j^x^{Wnj-a}ni^^)dr (1) 

With 

X 

W 

n 

a 

u 

different points on the contour 

strain energy 

normal vector to the contour 

stress tensor 

displacement 

According to Olver (1993) the following terms (2) are called P. 

P = x\Wn^ - a)n,—) (2) 

By Noether's theorem 
Div{P) = 0 (3) 



p = M' = x^T] + ^ u^ ̂ ^-j (9) 
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is a conservation law only if we have a variational symmetry. A group 
of transformation is a variational symmetry group if 

pr^'^'^viL) + LdiviO = 0 (4) 

with V defined in the scaling symmetry by : 

and 
X —^ \x u -^ \ V u (6) 

The conservation law P is given by 

Dw{P) = 0 (7) 

and 

a=l j^ a = l j = l J* 

then F , called here M^ has the form 

-1^ '^ T 

with 
f - Ln(Xn+l)J^ - V(^n+l )^^n+l (10) 

'P = 2 is the homogeneous strain degree, M is the space dimension, in 
the case of a surface integral J\f =2. By condition to have a variational 
symmetry one can write the M integral as the sum of a contour integral 
and a surface integral. After calculation, the general form of the M 
integral is 

M= I M'ndV - [ M\dVt (11) 
JT JQ ' 

If we replace M by the previous formulation then 

^ = i(-'^ + ̂ -'^)-id^ (12) 

- J^ix^Tl, + N{L -W)- ^ y ^ ( i r „ + i . pbn+i))dn 

Without singularity the M integral is equal to zero. In the elastic case 
the lagrangian formulation is equal to the strain energy. 

L = W (13) 

and the surface integral is null. 
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2. THE M INTEGRAL IN THE 
THERMOPLASTIC CASE 

In thermoplasticity Wagner and Simo (1992) developped the following 
Lagrangian formulation 

LniXn+l) = V{en^l - 6^_^i) + - ( ^ n + l '- D ^ : Qn-^-l) - pbn-\-l ' Un+1 

I 
+ ^ ^ r ^ [ r r / ? : (en+1 - e^+i) + div{Hn+i) - (Jn+i : e^+j 

+qn+l : D ^ : Qn+i + m : qn+if - Xn+lfn+l + {^n+l - ^n) • <^n+l 

-{qn+1 - qn) : D-^ : qn^i + ^ ^ ( ^ n + i - Hnfk-\Hn+i - F„)(14) 

With 

V 

e 

q 
D 

u 
Tr 

H 

a 

m 

A 

/ 
k 
t 

and 

elastic strain energy at constant temperature 

strain tensor 

plastic strain tensor 

hardening parameter 

hardening coefficient tensor 

volume coefficient 

body forces 

displacement 

reference temperature 

specific heat at constant strain 

tensor coupling strain and temperature 

entropy flux 

stress tensor 

material property tensor relating temperature and hardening 

variables 

inelastic consistency parameter 

yield function 

thermal conductivity tensor 

boundary traction on the surface. 

^ n ( X n + l ) = -tn^l ' ^?n+l + TfT^Hn+l ' ft (15) 
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The last equation (11) corresponds to the calculation of the Lagrangian 
densities on the contour integral. To use this lagrangian densities it is 
necessary to verify : 

— = 0 X = {Un+l.Hn+l^e^ri+l^^n+lK+l) (16) 

In the elastic case the variational symmetry is known. The aim is to 
introduce terms into the lagrangian formulation of the elastic case. We 
have to check that the added terms are null lagrangian terms. They 
have to be identically null, following the equation 

^_dL j^ dL _dL d^L d^L d^L 

OX dx,x OX oxdx.x oxox,x ox% 

In the elasticic case x is equal to the displacement and the Lagrangian 
formulation is equal to the strain energy. Then 

Xn+l = ^n+1 (18) 

and 
dL{xn-^i) ^ dw{xn+\) ^ ^ ^gx 

Now by application of the same method in thermoplasticity it is neces
sary to check the following equation 

-4^— = (£̂ n+i) (20) 

a(^) 
After calculation : 

K + i , - ^ , 0 , 0 , O f (21) 

The terms added in the lagrangian formulation of the elastic case to 
obtain the lagrangian formulation in the thermoplastic case are not null 
lagrangian terms. In this case the following hypothesis has to be done : 

Div{H) = 0 (22) 

with the following definition for H from the temperature Fourier's prop
agation law : 

H = h = ~k\je (23) 
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In the thermoplastic case the result of the M* integral calculation is then 

M* = [ {M')ndT - f (M'Adn (24) 
Jr JQ 

By introducing equations (6), (7), (8), and if the body forces are ne
glected 

pbn+i • Un+i = 0 (25) 

The result of the M* integral calculation is : 

M* = J{x{{V{en+i - 6^^i) + -{qn+1 : D"^ : Qn+i) - K^ifn+i 

——(T^/3 : (en+i - 6^^^) - an+i : e^^i + Qn+i ' D'^ ' Qn+i 

+m : Qn+if + (e^+i - e^) : cr^+i - {qn+i - Qn) - D~^ • <?n+i 

+ 2 y ^ ( ^ n + l - Hnfk-\Hn+i - Hn)l) - (V^n+l)^C7n+l) 

V -M 
+ —Tp—{un-\.\(^n^i))ndV 

- / {x{qn-^l : -D"^ : V^n+l - (^n-hl ' V^n+l + ^ ^ ^ ( V ^ n + l 

- V Hnfk-\Hn-,l - Hn) - ^-^[TrP : (V^n+l " V^^+l) 

-o-n+i : Ve^+i + Qn+i • D~^ : V9n+i + m : V9n+i]) 

+-^i2(ln+i •• D~'^ •• Qn+i) + (e^+i - en) : <̂ n+i - A„+i/n+i 

2 

-{Cln+l - qn) •• D~^ : qn+l + ^jT^i^n+l - Hnfk'^ 

(Hn+l - Hn))dn (26) 

3. MODIFICATION OF THE M INTEGRAL 
TO OBTAIN PATH DOMAIN 
INDEPENDENCE 

According to the conditions of variational symmetry (6), the condition 
to obtain the path domain independence in the elastic case is to have u 
constant (24), then 

W{S7U) = W{-) (27) 

+ —-pr(^r/? : (en+i - e^+i) - ^n+i : < + i + 9n+i : -D 1 : qn+i)^ 
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Studying the general case ofu ^ r^^V = 2 and J\f = 2 the displacement, 
the strain, the stress and the deformation energy are written in the form 

u = r~^ a = r~^^'^^^ e = r~̂ "̂̂ ^̂  W = r~'^(^'^'^^ (28) 

In the case of elasticity if one examines the dimension of the M integral 

M^ ^ (^-2(a;+i)^)^ ^ ^-2^ (29) 

Then path-domain independence is obtained only if cj == 0, this is the 
solution of Flamand's problem. As the deformation is a two degree 
homogeneous function, one can write 

1 r^ 1 

r r 
Then : 

^^-^) = ' ' " " ^ ( ^ ^ith r - = {x,n,y- (30) 

M^ = f(xinif''{Wx'ni - a j n ^ | ^ x ^ ) d r (31) 

The dimension of this integral is then : 

M^ ^ ^2u;(^-2(a;+l)^y ^ ^0 (32) 

thus one has path domain independence. In the thermoplastic case one 
proceeds in the same way as previously to have a new M^ integral. 

M^* - / M'ndT - [ M\dn (33) 

M - * = | ( ( x , n O ' " ( x ^ T ; ) n O d r 

- /((x,n,)2'^(x^T/j + 2((x,nO'^ + 2u;(x,nO'^-'x^*)(L-W))dn (34) 

About the dimension of M^* integral one has path domain independence. 

M^* ^ r2^(r-2(^+i)r)r = r^ (35) 

4. PHYSICAL INTERPRETATION 

UniXn) = n^+l(Xn+l) + D{Xn.Xn+l) + F{Xn+l) (36) 

With 

n^ : total energy at time n 

U.n-^1 ' total energy at time n+1 

D : the dissipated energy between time n to time n+1 

F : the dissipated energy in the crack propagation. 
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Then after calculation 

^^^g"^^'^ = - M - * (37) 

The M^* integral is an energy release rates for the scaling symmetry. 

5. CONCLUSION 
The study of the brake disc allows us to have an interesting case 

of scaling symmetry with thermoplasticity. The M integral has been 
extended to this case with discussion of path domain independence. Ex
perimental investigation would had to confirm the existence of an energy 
threshold and cavity expansion. 
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Abstract Two basic peeling problems formulated by Ericksen (1991) are studied, 
both in statics and in dynamics. While equilibrium is treated vari-
ationally, the evolution of the tape tip is modeled as the result of a 
configurational force balance. 

Keywords: Adhesion, static and dynamic peeling models, peel tests. 

1. INTRODUCTION 
Peeling a scotch tape off your desk, opening up the velcron flaps of 

your wind jacket or, if you happen to be a gecko, to lift one of your paw 
up to move on when hanging from a ceiling, all this requires expendi
ture of mechanical power. That power may be thought of as needed to 
overcome the pecuhar resistance commonly referred to as the "adhesion 
force", or to compensate for the time rate of change of some "adhesion 
energy". Intuitively, a force should act in response to the breaking of 
microscopical bonds occurring when the tape is peeled or the flaps are 
pulled apart; and an energy would be required to form new free surface, 
since a peculiar system of forces and stresses conceivably maintains the 
structural integrity of the contact bond. Be it in terms of "force" or "en
ergy" or both, a concept of adhesion replaces, at the macroscopic length 
scale typical of continuum mechanics, for a detailed description of the 
bonding mechanism, such description being ascribed to a multiple-scale 
analysis. 

Phenomenological theories of adhesion have been proposed, intended 
for a wide range of apphcations: see, e.g., Premond (1988) and the lit
erature quoted therein. As to peeling in particular, a simple variational 

mailto:ppg@uniroma2.it
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theory is found in Sections 7.3 and 7.4 of Ericksen (1991); Ericksen's the
ory deals with two prototype problems, and captures the essentials of 
the quasi-static phenomenology of peeling. Burridge and Keller (1978) 
have attempted to a dynamical theory; their model is under many re
spects questionable, but they deserve credit for singling out peeling as an 
interesting example of a one-dimensional moving free-boundary^ whose 
associated evolution problem has a mixed "parabolic-hyperbolic" nature. 

I here claim that recent work on two-dimensional dynamical fracture 
of Gurtin and Podio-Guidugli (1996a and, especially, 1998) may serve as 
a basis for a sound and general treatment of dynamical peeling. Indeed, 
there is a striking kinematic similarity between the motion of a crack tip 
and the motion of a tape tip^ that is, a point separating the peeled part 
of a tape from the part adhering to the substrate. But peeling problems 
are inherently easier, since the trajectory of a tape tip is a prescribed 
curve, whereas one of the major difficulties of dynamical fracture is to 
predict the shape of an evolving crack (and cracks may kink, bifurcate, 
self-intersect, etc.)} 

In this paper, which updates the contents of a talk with the same title 
given a few years ago (Podio-Guidugli, 1996), I discuss the prototype 
problems of Ericksen from the point of view of gaining information on 
modeling adhesion. First, in Section 2, I confine myself to statics, as 
Ericksen did. Then, in Section 3, I briefly indicate how the ideas of 
Gurtin and Podio-GuidugU, 1998 may be adapted to model dynamical 
peeling. In the last section I touch very briefly on some modeling issues 
that seem to deserve further attention. 

2. THE STATICS OF SOFT AND HARD 
PEELING 

Peeling experiments are intended to test and measure adhesion: nei
ther the tape should break nor pieces should come off the substrate (this 
is why depilation would require a more complicated model than peeling). 
One expects the mechanical responses of the tape and the substrate to 
have an influence on the outcome of a peeling experiment: to focus on 
adhesion, it would seem best to begin with the simplest assumptions 
possible. In my presentation, as is done in the quoted sections of Er
icksen's book (1991), I assume the tape to be infinitely strong and the 
substrate to be flat and rigid. 

2.1. SOFT PEELING 
Let the tape to be peeled occupy the interval [0,L] in its reference 

configuration, and let a given dead load f = fehe applied at the tape's 
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right end, with / > 0, e = coscpci + sincpc2^ {ci,C2} an orthonormal 
basis, and (p G [0,7r]. The goal is to find whether there are peeled 
configurations of equilibrium, with the tape tip at Z E [0,L]. 

Since the load is dead, the load potential Wi has the expression 

Wi = -{'U, (1) 

where u is the equilibrium displacement of the right end. For d the 
current length of the detached portion of the tape, one has that 

u - -{L-Z)ci+6e, (2) 

and that 

6 = X{L-Z), A - l = | , (3>0, (3) 

where A is stretch and (3 the elastic stiffness of the tape, assumed for 
semplicity to be hnearly elastic. Then, the load potential is 

W[ = -{L-Z)f(X-cos<p), (4) 

and the elastic energy stored in the tape is 

We = {L-Z)^P{X-lf. (5) 

As to the adhesion potential Wa'> I take it with Ericksen proportional to 
the length of the detached portion through an adhesion modulus a: 

Wa = {L-Z)a, a>0. (6) 

In conclusion, the total potential is 

Wt^'^ = Wa + We + Wi = {L-Z)[a + ^PiX-lf-f{X-cos^)). (7) 

2.1.1 Inextensible t ape . For A = 1, the equilibrium analysis 
is easily carried out: there is a critical value 

of the applied load at which W^ (Z) ^ 0, and hence equilibrium is pos
sible at any Z e [0,L] {arbitrary peeling); for / > fP, w}^\z) < 0 
attains its minimum value at Z = 0 (complete peeling); for / < fc , 
Wi'\z) > 0, and hence minimum for Z = L {no peeling). These con
clusions seem to agree fairly well with experience (Federico et a/., 1996). 
In fact, in principle at least, (8) suggests a simple procedure to validate 
the model (and then measure the adhesion modulus): one should verify 

t h a t / i ' ) ( a , f ) = 2/i^)(a,7r). 



256 Paolo Podio-Guidugli 

2.1.2 Extensible t ape . In this case, relation (8) is replaced 
by 

# ( a , / ? , ( ^ ) = / 3 ( ^ ( l - c o s ¥ . ) 2 + 2 ^ - l + cos ^ ) . (9) 

It is easy to see that 

# < / « and ^Um /(«) = / » . (10) 

Moreover, in a 90°-degree peeling test, 

/i^)-(i-l^). (11) 

2.2. HARD PEELING 
Let now the vertical displacement of right end of the tape be assigned: 

u-C2 = D > 0 . (12) 

Then, the tape tip position Z, the stretch A in the peeled part of the 
tape and its angle ip to the substrate must satisfy the constraint 

X{L-Z)sm(p =D. (13) 

The total potential is 

W,^'^ = {L-Z){a + l(3{X-l)'). (14) 

There is one triplet {Z^X^(p) satisfying (13) which minimizes 

Z « = i - ^ , A<=) = ( l + 2 ^ ) i , , = | . (15) 

Hence, at equilibrium, the peeled portion of the tape must be perpen
dicular to the substrate and have length equal to the imposed verti
cal displacement, a finding that should not be diflScult to confirm or 
contradict.^ For an inextensible tape, 

L-D=:Z^^ <Z^^\ lim Z^^^ = Z^K (16) 

3. TAPE-TIP DYNAMICS 
I begin by a condensed summary of the contents of Gurtin and Podio-

Guidugli (1998), with a view toward suggesting how the format there 
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proposed to characterize the evolution of crack tips might be apphed, 
with adaptations, to study the evolution of tape tips. 

Gurtin and Podio-Guidugli postulate the balance equations basic to a 
theory of dynamical fracture; these equations involve, in addition to the 
standard force balances of classical continuum mechanics, the balances of 
the nonstandard configurational forces (Gurtin (1995, 2000) performing 
work in the evolution of macroscopic structural defects such as cracks. 
The evolution equations obtain from the postulated balance equations 
when explicit choices are made for the inertial forces acting at the crack 
tip, both standard and configurational; these constitutive choices are mo
tivated along fines put forward in Podio-Guidugfi (1997).^ Ground for 
further constitutive characterization of crack kinetics is provided by a 
purely mechanical dissipation inequality holding for an evolving referen
tial control volume of arbitrary shape.^ Roughly, this inequality requires 
that the time rate of the sum of bulk and surface free energies be not 
greater than the working performed inside the control volume and at its 
boundary. By localization at the crack tip, this inequality establishes 
the basic dissipative nature of the crack's kinetics. 

For simplicity, I here restrict attention to the case of soft peeling 
of an inextensible tape and, due to lack of space, proceed by formal 
analogy with the case of a propagating crack treated in Gurtin and 
Podio-Guidugfi (1996a, 1998). 

Let then v = Fci be the tip velocity, with V = Z{t) the tip speed, 
and let the evolving referential control volume be a tip disk^ that is to 
say, a disk V^ of radius e centered at the tip and moving with the tip 
velocity. 

For a straight crack, the normal configurational force balance at the 
tip has the form: 

( l i m / C^n + g ) . c i = 0 , (17) 

where 

C^ = (^ + Krel)l - F^S (18) 

is the dynamic Eshelhy tensor^ with ip the free energy density per unit 
referential volume, i^rel the density of kinetic energy relative to the tip, 
F the deformation gradient, and S the Piola stress; and where n is the 
outer unit normal to the contour of the tip disk. 

For an inextensible tape of mass density p per unit length, I take 

^ - a , 2 K ^ e / ^ P | u - v | 2 =:/}Z^ F - 1 (19) 
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(note that, for A = 1, (2) and (3)i imply that u = (L — Z)(e — ci), 
whence u == — Ze + v), and I assume that 

hm / (* + KreM ^ {a+ -pZ'^)e, hm / F^Sn r^ fe. (20) 

Furthermore, I stipulate that the following dissipation inequality re
stricts the constitutive choice of the internal configurational force g at 
the tip: 

g(F) . V = F g(F) • ci < 0 for all V, g(0) • ci = 0, (21) 

(so that g does oppose the motion of the tip; note that the component 
g-C2 of g has reactive nature: it does not enter the dissipation inequality 
(21) and hence needs not a constitutive specification). All in all, I lay 
down the following evolution equation for the tape tip: 

Z^ + g{Z,Z) = f{t), (22) 

where the function g must be chosen consistent with (21), and where the 
forcing term f{t) is proportional to {f{t) — a) cos (p. This equation can 
read as an expression of balance involving: a driving force, measured by 
/ ; an adhesion force, measured by a in statics and g in dynamics; and 
an external distance force, assumed to have solely inertial nature. 

4. HINTS FOR FURTHER DEVELOPMENTS 
Certain classes of smooth solutions of equation (22) have been con

sidered by Ansini (2000). In the experiments of peeling under constant 
apphed load described by Barquins and Ciccotti (1997), a jerky peeling 
mode is observed for sufficiently large loads, accompanied by emission 
of both sound and light waves; the jerky motion of the tape tip offers an 
interesting example of deterministic chaotic dynamics. It would be inter
esting to see whether slip-stick peeling regimes would be induced solely 
by a suitable choice of the constitutive function ^. As a matter of fact, 
the works by Tsai and Kim (1993), Hong and Yue (1995), Barquins and 
Ciccotti (1997), Ciccotti, Giorgini and Barquins (1998) call attention 
to the role of the tape's elastic energy, which is jerkily stored/released 
as the tape tip slips/sticks. While in these papers the elastic energy is 
taken quadratic in the tape's stretch, I surmise that a nonconvex elastic 
energy would introduce another potential source of chaotic behavior. 

But the simple peeling model here presented could be also imple
mented in other ways. For example, it seems sensible to imagine that 
the tape is made to adhere to the substrate after some stretching. Or, 
the tape might be assigned some bending stiffness, in which case one 
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could dream of something like a "plastic hinge" forming at the tape 
tip. Finally and, in my mind, more importantly, it would be interesting 
to look for a cohesive zone model of tape-tip motion. Models based on 
standard wisdom should in principle require modest adaptations of what 
one learns, e.g., in the papers by Chowdury and Narasimhan (2000) and 
Chandra et al. (2002); to adapt the ideas in Wu (1992) would be a 
different, perhaps worth-telling story. 
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Notes 
1. The idea that peeling can be regarded as a particular type of fracture is not new; see 

Hong and Yue, 1995 and the literature they quote. 
2. See Federico et al. (1996) where peeling problems are examined with a view toward 

applying the results to junctions in "geosynthetic" coatings for earth or concrete dams. What 
brought me back to peeling problems, many years after I read with much interest Burridge 
and Keller's 1978 paper, was precisely the temporal coincidence between my theoretical 
work with Gurtin on crack propagation in a configurational framework (Gurtin and Podio-
Guidugli, 1996a, 1996b, 1998) and the practical interest for geosynthetics of Federico and 
other colleagues in my Department. 

3. See also Gurtin and Podio-Guidugli (1996b). 

4. See Gurtin and Struthers ( 1990); Gurtin (1995); Gurtin and Podio-Guidugli (1996a). 
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Abstract The propagation of moving surface inside a body is analysed in the 
framework of thermodynamics, when the moving surface is associated 
with an irreversible change of mechanical properties. The thermody-
namical force associated to the propagation has the form of an energy 
release rate. Quasistatic rate boundary value problem is given when the 
propagation of the interface is governed by a normality rule. Extension 
to generalised media to study delamination is also investigated. 

1. INTRODUCTION 
This paper is concerned mostly with the description of damage in

volved on the evolution of a moving interface along which mechanical 
transformation occurs, (Pradeilles-Duval and Stolz, 1995). Some con
nection can be made with the notion of configurational forces, (Gurtin, 
1995 ; Maugin, 1995; Truskinovsky, 1987). 

A domain ft is composed of two distinct volumes fii, JI2 of two Hnear 
elastic materials with different characteristics. The bounding between 
the two phases is perfect and the interface is denoted by F, (F = dQi (1 
5^2). The external surface dQ is decomposed in two parts dQu ^nd 
d^T on which the displacement u^ and the loading T^ are prescribed 
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respectively. The material 1 changes into material 2 along the interface 
r by an irreversible process. Hence F moves with the normal velocity 
c = (j)um the reference state, where i^ is the outward ^2 normal vector 
and (j) is positive. When the surface F is moving volume average of any 
mechanical quantity / has a rate defined by: 

^f fdn= f fdQ- [ificMds, (1) 

where [/]r = / i — /2 represents the jump of / accross F. The state 
of the system is characterized by the displacement field u_^ from which 
the strain field e is derived, and by the spatial distribution of the two 
phases defined by the position of F. The two phases have the same mass 
density p. The free energy density wi is a quadratic function of the strain 
£, pwi = \e : C^ \ £ m Q^i. The potential energy £ of the structure Jl 
(ill U Vt2) has the following form 

s{u,v,±^) = yZ [ pM^u)) dn- f T^.uds. 

When F is known, the body is a heterogeneous medium with two elastic 
phases, and under prescribed loading an equilibrium state u^^^ is given 
by the stationnarity of the potential energy written as 

^ ' S u = y f p ^ : e(Su) dQ - f T^.du dS = 0, (2) 

for all 5u kinematically admissible field satisfying Su = 0 over d^w Then 
the solution u^^^ satisfies (FBI): 

• the local constitutive relations: a = p-^^ on Jl^, 

• the momentum equations: div cr = 0, on il , cr. n - T^ over ^f^T, 

• the compatibility relations: 2s = Vn + V^t6, in fi, u = M̂  over 

• the perfect bounding over F: [cr]p.i/ = 0 and [u]^ — 0. 

For a prescribed history of the loading, we must determine the rate of 
all mechanical fields and the normal propagation (j) to characterize the 
position of the interface F at each time. Let us introduce the convected 
derivative V^p of any function f{X_Y^t) defined by 

T—>0 T 
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For example, the equation of a moving surface is S{2Cp)^t) = 0, then 

V(pS = 0. This defines the normal velocity (j) as (j) = — ^ / || §x II ^^d 

^ ~ ax/ 11 ax II-

H a d a m a r d ' s relat ions. The bounding being perfect between the 
phases, the displacement and the stress vector are continuous along T. 
Their rates {v_^ &) have discontinuities according to the compatibility 
conditions of Hadamard, rewritten with the convected derivative: the 
continuity of displacement induces 

[ul - 0 ^ V^iiul) = [vl + (t>[Vul,E = 0, (4) 

and continuity of stress vector implies: 

l^]^_j, = O^V^^[^l.u) = [&lM-diyri[(Tl<P) = 0. (5) 

The last equation is obtained taking the equihbrium equation into ac
count and the surface divergence defined by divpi^ = divF — U,VFM. 

Orthogonality property for discontinuities. Since the displace
ment and the stress vector are continuous along the interface, 

[ul =0,=> [Vul.e^ = 0, [a^M = 0, (6) 

the discontinuities of the stress cr and of Vu have the property of or
thogonality: 

[o-], : [ V u ] , = 0 . (7) 

Dissipation analysis. The total dissipation of the system is 

D= [ aiedn-^ f pw dQ = - ^ . t = [ g(f)dS>Q, (8) 

taking the momentum conservation and the boundary conditions into 
account. The quantity G{2Lri 0 — [^]r~^ • [^]r ^ ^ ^^ analogous form 
to the driving traction force acting on a surface of strain discontinuity 
proposed by Abeyratne and Knowles, 1990. 

2. EVOLUTION OF THE INTERFACE 
Let denotes T'^ = {x E T/Q{x) = Gc} and let considers the rule de

fined as a generalization of Griffith's law: (/> > 0, on F"^, 0 = 0, otherwise. 
At the point xrit) E F"^, we have ^(xr(t) , t) = Go this is an imphcit 
equation for the position of the interface, and the derivative of Q follow
ing the moving surface vanishes: Vcf^Q — 0. This leads to the consistency 
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condition written for all point on r + 

(0 - (/>*)P^a > 0, V0* > 0, over r + , (9) 

and (j) and (/>* are in /C -= {(3/13 > 0 on r + , ^ = 0 otherwise}. The 
evaluation of 2^^^ is obtained easily 

V^g = V^[w]^-V^(T2:[Vu]^-a2:[V^Vu]^ (10) 

= [^]r • V^i-o-2: [Vi / ]p- ( />Gn, (11) 

where Gn — —[cr]^ : (VVu^.z^) + Va2>iL • [V^lr-

The rate boundary value problem. The solution is governed by 
the derivation of (PBl) relatively to time, taking account of Hadamard's 
relations (4,5) along F and of the propagation law (9). Defining the 
functional J^ 

^ ( i , ^^t"^) = / le{v) : C : e{v) dQ - [ t^^^v dS (12) 

- J <P[cTl:VvidS + J^c/>^GndS, (13) 

the solution satisfies the inequality 

amoung the set IC.A of admissible fields (tL*, (/>*) : 

IC.A^ Uv^(l))/v= v"^ over dnu,V,pu = 0, onT, 0 E / c } . (15) 

Some typical examples are presented in Pradeilles-Duval and Stolz, 1995. 

Stability and bifurcation. Consider the velocity y_ solution of 
the rate boundary value problem for any given velocity 0. This field 
v_ is solution of a classical problem of heterogeneous elasticity with non 
classical boundary conditions on F : V^pdcr]^.}/) = 0, V(j)[u]^ = 0. 

Consider the value W oi T for this solution v_{(j), tL^,T ) 

Wi4>, / , T ' ) - ^ ( i ; ( . ^ , 2 ; ^ T ' ) , 0 , T ' ) . (16) 

The stability of the actual state is determined by the condition of the 
existence of a solution 

^4>l^H >o,6(t>e}C- {0}, (17) 
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and the uniqueness and non bifurcation is characterized by 

S(f) 
d(l)d(t) 

5(1) > 0, (50 G {(3//3 = 0 over T - r + } - {0}. (18) 

3. DELAMINATION OF LAMINATES 
The change of mechanical characteristics along moving front is used 

for the study of the degradation of laminates. We consider that a sound 
laminate (domain 0) with known characteristics is transformed into two 
laminates (1 and 2), separated by the crack of delamination as shown is 
the figure 26.1. Each laminate is described by an homogeneous plate or 
by an homogeneous beam, whose middle surface is denoted by S, The 
sound part has suffix 0, the two others parts are designed by suffices 1,2. 

r ^ r 
Figure 26.1. Modelization with beams. 

The kinematic modehng of the beams or of the plates has a great in
fluence on the behaviour of the delamination as well as the modeling 
of the continuity relations on the displacement along the delamination 
front which induces specific value for the energy release rate. 

Kinematics of plates. A point of the middle surface S has curvi
linear coordinates (xi,X2). The normal to this surface is denoted by e^. 
The normal coordinate is X3. The displacement of the point (xi,X2,X3) 
is defined by : 

(19) ^ = u{xi,X2) + w{xi,X2)e:i + d_{xi,X2)x'i, {x\,X2) e S, 

where u is the plane displacement, w is the normal displacement and 0 
is the local rotation of the normal vector to the middle surface. With 
these fields, the strain inside the plate has the following form : 

e ( 0 = e{u) + -(eg (g) 7 + 7 (8) 63) - X3K. (20) 

The distortion 7 is defined by 7 = Ww — 9_ ; the local rotation 9_ gives 
K = ^(V0 + V ^ 0 , and the membrane strain e{u) satisfies 2e{u) = 
(Vn + V^iz). The free energy of the plate is choosen naturally as a 
function of the generahzed strains : W = W{£(U)^K^J). 
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The assemblage of plates. Consider the generalized parameters 
q. = {ui^Wi^9_^ and the generahzed strains Vg. = (Vu^, VTi;̂ , V^J. We 
obtain the generahzed stresses derived from the free energy Wi\ 

dF dF 

—i —i 

Along the front, the section of the sound plate (i = 0) imposes its motion 
to the two others plates (z = 1,2) : 

Mz = Mo + hiO^, Wi = Wo, li = 0_o' (22) 

These continuity conditions are easily rewritten with the set of general
ized parameters : 

gi = h^go^ ^ ^ r . (23) 

Hence the corresponding Hadamard's compatiblity relations are 

V^q.=li:V^q^. (24) 

Equilibrium state. A state of equilibrium g is a stationnary value 
of the potential energy £ of the system: 

2 

£{q,T') = iZ f Fi(q,Vq)dS- f T'.qds, (25) 
~ ^ J Si JdSr 

The variation of £ amoung the set of kinematically admissible fields 

IC.A, — {q_/g= ^ over dSq, q_. = k^q . over F } , 

gives rize to the equilibrium equations : 

dFi 
0 = TT^ — divcTi = T_A — divcTi, on Si. (26) 

oq. 
—I 

2 

0 = v.{-Y^(Ti.li + (To)^ll\\(T\]^,^\ongT, (27) 

T^ = cTo^n, along dSr^ (28) 

where the tractions T^ are imposed on dSr complementary part of dSq. 
We have introduced the usefull notation [|/|]r = fo — Yli=i fi^i-

Analysis of the dissipation. The dissipation is given by the 
balance of the power of external loading and the reversible stored energy : 

(29) 
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where the thermodynamical force Q is the field : 

dS '^ 
G{s) = - — {s) = Fo- y.ao^Vq^M - ^(F, - u.ai.Vg.M), (30) 

Propagation law. The propagation law is defined as before : 

g{s, t) <Gc, 0 = 0 and g{s, t) = Gc, 0 > 0. (31) 

The propagation is then possible when the critical value is reached. The 
velocity (/) is included in the set of admissible propagation : 

/C = {(l>y(l>^{s) > 0,G{s) = Gc,(l)* -= 0, otherwise}. 

The rate boundary value problem. The rate boundary value 
problem is written in terms of rate of displacement. The solution (g, 0) 
of the rate boundary value satisfies the set of local equations obtained 
by the derivation of the constitutive law (21) and of the conservation of 
the momentum (26) with respect to time, the continuity relations along 
the front (24), the continuity relations on the stress vector : 

-D^E-lM,) = E.[\&\]r - diyrm<T\l) + <P{\T\l = 0, (32) 

the propagation law: 
(0 - (̂ *) v^g > 0, (f)eic, V(/>* e /c, (33) 

and the boundary conditions: g= q^ over dSq and tr.n = T over dSr-
The effective expression of the consistency condition gives a relation 
between the rate of the displacement and the velocity of propagation. 
The variation of g is given by : 

2 

i=l 
2 

Introducing now the potential ^ ( £, 0, T ) : 

&^F- d'^F-

- J^{[\<T\l:Vq^ + [\T\],.q^)<f>dS + J^^GndS- J^^ f'.qds, 
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the solution of the rate boundary value problem (g, 0) G IC.A is a solu
tion of the variational inequality: 

^.Cq-'q*) + ^-i4>-r)>0, (34) 
aq ~ ~ d(j) 

amongs the set (g*,0*) G K.A. 

/C.A = {(g,0)/5;- + 0Vg..z/-Zi.(g^ + (/>Vĝ .z>:), over T, 

% ~ ^ ^^^^ ^^^^ ^ ^ ^ r • 

This framework can be extended to different models of beams or plates 
and to dynamics using of kinetic energy and hamiltonian formalism, 
( Stolz, 1995, 2000). 
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1. INTRODUCTION 
The concept of material forces is widely used in the fracture mechanics 

area due to the close connection between the material forces, represented 
by the Eshelby stress tensor (or energy momentum tensor) [1], and ma
terial inhomogeneities and defects. Traditionally, the use of material 
forces within fracture mechanics has mostly concerned Linear Elastic 
Fracture Mechanics (LEFM). For a survey of the continuum mechanical 
framework, see [2] and [3] considering the numerical aspects. 

The goal of the present paper is to formulate the momentum bal
ance such that concepts of LEFM and Non-Linear Fracture Mechanics 
(NLFM) can be unified in a natural way and solved within the X-FEM 
concept. It turns out that we arrive at a Lagrangian/Eulerian descrip
tion of the fracture mechanical problem, where the inverse deformation 
involving the discontinuity is related to the Eulerian frame. As to the 
separation of the deformation continuous and discontinuous portions, it 
is noted that X-FEM, originally introduced by Belytschko and Black [4] 
and Moes et.al. [5], has advantages in the possibility to introduce strong 
discontinuities by enrichment near the crack tip. In practice, this is done 
by considering the continuous displacement and the discontinuous coun
terpart (with additional enrichment in the vicinity of the crack tip) as 
two independent fields, superimposed to give the total displacements. 

2. STRONG DISCONTINUITY CONCEPT 
The objective of the present section is to define the kinematics of the 

strong discontinuity in relation to a consequent inverse discontinuity. 

mailto:ragnar.larsson@me.chalmers.se
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Let us first consider the formulation in terms of the direct deformation 
map defined as 

cp{X, t) = ^^{X, t) + Hs{S{X))d{X, t) with d = x-Xc (1) 

where the total deformation map involves a continuous portion (^^ and a 
discontinuous portion d as shown in Figure 27.1. The Heaviside function, 
Hs is considered centered at the internal discontinuity boundary F^, 
subdividing the sohd into a minus side B^ and a plus side B^. 

Material 

Figure 27A. Total direct deformation map consisting of one continuous and one 
discontinuous portion 

The pertinent discontinuous deformation gradient becomes 

F - (̂  ® V x - i^c + HsFd + 5sd®N (2) 

where Fc = ^c® ^x 2tnd Fd = d® V x and N is the outward normal 
vector of F^ (pointing from minus to plus side) and 6s is the Dirac delta 
function. 

Let us next consider the strong discontinuity in terms of the inverse 
deformation maps. We then consider a material point X , which due to 
separation of the material is specified in two separate deformation maps 
representing total and continuous placement of the component defined 
as 

X = (f^ci^o i) = 0(^51) with (j)^ = (p~^ and (f> = (p~^. (3) 

It is also of significant interest to consider the relation between material 
and spatial velocities due to the kinematic consideration. To this end, 
we introduce the direct velocities v = (f = Vc + d and Vc = ^o and use 
(3) to estabhsh the relations 

(4) 

ith 

fc 

X 

. == 

= fc 

F-^c 

•Vc + Vc = 

'(Pci^c); f 

0; X 

= F-' 

= f-{'Pc + 

o(f){x); Vc 

Hsd) + 

dt ' 

V = 

V -

= 0 

d4> 
~ dt (5) 
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where o denotes composition. It may be remarked that the inverse de
formation gradients, i.e. / and Z^, are the deformation gradients con
sidering the current (fixed) spatial configuration B as reference for the 
material configuration BQ. Likewise, the material velocities V and Vc 
are measured relative to the current (fixed) spatial configurations B and 
5o, respectively. Note that • denotes the time derivative with respect to 
fixed material configuration whereas •y corresponds to the counterpart 
with fixed spatial configuration. 

Upon combining the equations in (4) we arrive at 

Hsf'd = - Ifj Vc-Dy (6) 

where we have introduced the rate of material jump Dy = V — VQ and 
the jump If} =z f — f^oi the inverse deformation gradient. On the basis 
of Dy relating the material jump with respect to a fixed S, we define 
the total material discontinuity from the temporal integration 

D{X,t) = jlDydt. (7) 

In the following we shall associate "variations" with the material rate 
(relative to the material configuration B^) denoted by A, whereas vari
ation associated with changes relative to the spatial configuration is 
denoted by 5, Hence, the relation (6) relating the direct and inverse 
discontinuities may be expressed in the material and spatial variations 
as 

Hsf • Ad = - [/I . A(^, - 5D, (8) 

3. WEAK FORM, DIRECT/INVERSE 
DEFORMATION 

For the deformation gradient pertinent to the direct deformation map 
in (1), it is possible to establish the weak form of the momentum balance 
in two separate problems, as discussed in e.g. [6], written in the first 
Piola-Kirchhoff stress T\, and the corresponding nominal traction vector 
ti = T,\' AT, and the (mechanical) body force 6^^^ as 

/^^Si : A F , dV = /r^A<^, . t,dr + J^^A<p, • h^^^dV (9a) 

JB,Hs^\ : AFd dV + /r^ Ad • t i dF = J^^Hs Ad • b^'^^dV (9b) 

where the direct continuous deformation map cp^ and the direct discon
tinuity d are considered as two independent fields. 

Since the object is to rewrite (9ab) in terms of the inverse deformation 
map, we first introduce the transformation J2\ — f^ -T between the first 
Piola-Kirchhoff stress and the Mandel stress tensor T. Moreover, we 
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also introduce the traction vector Q = —T-AT, kinematically associated 
with the material discontinuity SD. This yields 

/^^S* : AF.dV - J^^iHsT : ( / , • {F, ® Vx) • fc • A(^J) dV+ 

Js^iHsT : ( / • (F ® V x ) • fa • A<^J) dV + J^^A^, • [f] . Q dF-

Is,Hsaf]-T):AFadV= ^ ^^ 

/r^Ac^, • t^dV + /^^A<p, • 6 - - d I / + J^^A<p, . If] • B-^^^dV 

- j^^HsT : 5LadV + j^^5D • QdV - J^^Hs^l : (F ® Vx) • SD dV 

= Jg^Hs 5D • B'^^^dV ^ ' 

respectively, introducing the material body force JB"*̂ ° = —F^ • b'^^'^. 
Now, realizing that | / | is only defined on a small subregion DQ" within 

Bo with If} = 0 on parts of the boundary, shown in Figure 27.2, and 
using the divergence theorem for D^ results in a simplified continuous 
equation. We make the following substitution: 

J^^HsA^, • m •Qdr = Jj,+ HsiA<f, • If I • T) . Vx. (11) 

The rest of the boundary terms vanish either due to zero jump in inverse 
deformation gradient or due to zero traction on a free surface. It turns 
out that the divergence term, i.e the RHS, in (11) cancels all terms in 
(10a) containing a discontinuity in inverse deformation gradient which 
finally leads to the continuous formulation 

/^^Ei : AFc dV = /p^Ac^, • t.dF + /^^Acp, • b^'^dV, (12) 

4 . W E A K F O R M E X P R E S S E D I N E S H E L B Y 
S T R E S S T E N S O R 

It is of significant interest to advance the discontinuous weak form 
(10b) to include also the Eshelby stress tensor M^ = po'ipl — T with 
the corresponding traction reformulated as Q = M^ • N — po^pN. We 
remark that the Eshelby stress is the balance stress tensor in the pseudo-
momentum relation for the inverse deformation problem, as discussed in 
e.g. refs. [2] and [3]. 

Let us consider the variation of the inverse discontinuous deformation 
SD defined on a subdomain DQ of BQ with the internal crack boundary 
r^ , as shown in Figure 27.2. Based on the subdivision of the subdomain 
DQ in Figure 27,2 we now apply the divergence theorem to DQ^ as 

- J^^poi;6D ' NdV + JQJ^^PO^6D - NdF = 

J^^HspoV^l :LddV + Jj,^HsSD^Vxipo^)dV. ^^^^ 
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Figure 27.2. The material discontinuity defined only on a subdomain Do of BQ. 
Also note the reaction force J at the crack tip in the discontinuous problem with 
corresponding virtual crack extension SA. 

Moreover, upon assuming Dirichlet boundary conditions for 5D along 
5JDQ" and combining (10b) and (13) we obtain the discontinuous prob
lem in terms of the Eshelby stress (leaving the continuous problem un
changed) as 

SD^HSM^ : 5Ld dV + ^^^5D - M* - NdV 

Jj^ Hs 6D • (B^^^ + B'""^) dV Do 

(14) 

with B'^^ = -Vx(poV') + S i : ( F ® V x ) = - ^ , 
^^*- I expl 

5. LEFM: J-INTEGRAL APPROACH 
The regular part of the boundary is now considered as a free sur

face with orientation N (rather than a cohesive zone) along which the 
physical stress is zero (Q = —F^ • t i = 0), whereby the traction vector 
pertinent to the Eshelby stress along Ts becomes M^-N = Q+po V -̂̂  — 
Poi^N. 

We are now in position to formulate the J-integral approach to elastic 
fracture based on the discontinuous problem (14). Upon subdividing 
r ^ into a regular part F^T and a singular part Ts^, we may rewrite the 
boundary term as 

/p^po i^SD • NdT - /p^^po ^SD . NdT -6A'J (15) 

where we included also the crack tip extension 6A — —SD{XA), even 
though we have a Dirichlet boundary condition at the crack tip. It 
appears that the corresponding force variable J to 6A is the vectorial 
form of the J-integral, first introduced by Rice [7], defined as 

J= lim L poi^N'dT (16) 
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where N^ is the non-unique normal vector at the singular point of the 
discontinuity surface, ranging within the "fan" F as shown in Figure 27.2. 

Evidently, the J-integral is obtained as a reaction force at the crack 
tip, which can be calculated as 

J = /^^ (iV(5^^^ + B'""^) -M^'G) dV - /p^^po ^NNdV, (17) 

where N{X) is an interpolation function with local support DQI in the 
vicinity of the crack tip and G{X) is its gradient. Note that using the 
fact that the normal vector N^ varies within the fan F, the Heaviside 
function Hs can be removed within the integrands in (17). 

6. NLFM: COHESIVE ZONE MODEL 
In the case of NLFM we focus on the specification of a constitu

tive interface model describing the successive degradation of the cohe
sive stresses along F^ as a function of the developed discontinuity. We 
propose a constitutive relation formulated in the crack closing traction 
Q = —T ' iV, as a function of the material inverse discontinuity £>, 
i.e. Q{D). Pertinent to a fracture process the idea is to consider the 
relaxation of Q{D) as a damage-plasticity process within the interface, 
formulated in the spirit of the developments in [8]. The nominal traction 
Q is then defined in terms of an effective traction vector 

Q = {1- a)Q with Q = K D^ = K (D-DP) (18) 

where 0 < a < 1 is the damage variable and D is the total (crack clos
ing) material discontinuity. A simple choice is K = Kl where K is 
an artificial stiffness (or penalty) parameter of the interface. Next we 
assume an evolution equation for the damage development related to a 
plastic multipher Xy defined so that a^ = BXy. Moreover, Â ; is the plas
tic multiplier that is controlled by the Karush-Kuhn-Tucker conditions 
F < 0, Â  > 0, FA^ = 0 where F{Q) is the condition for fracture loading 
and unloading corresponding to perfect plasticity. 

As to the factor B in the evolution law for a, it is assumed that -B is a 
monotonic function in the argument a so that B{a) = s(i-a) ^ ^ where 
S is the damage parameter. It appears that the damage parameter S 
can be calibrated for mode I fracture with fracture energy Ci as 

Gj - J-°°Q • NdDl = /o^25(l - a)afda = Saf^S='^ (19) 

where aj is the failure stress in pure tension. Moreover, to arrive at 
the last equality in (19) the evolution of the material jump is defined in 
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terms of a damage-plasticity potential G{Q) as 

dG _ K dG 
(20) 

7. NUMERICAL EXAMPLE 
In order to illustrate the relation between LEFM and NLFM, we con

sider a Double Cantilever Beam (DCB) test, cf. Figure 27.3, and com
pare the results from the J-integral approach in Section 5 and the results 
from the cohesive zone model approach in Section 6. The discretization 
is made using constant strain triangular elements representing both the 
direct displacement field and the inverse discontinuous field. As to the 
LEFM approach, the choice of local interpolation function when calcu
lating the reaction force (vectorial J-integral) is a delicate matter. In 
this example, we used the ordinary interpolation function with support 
only in the crack tip node for the representation of N{X) (similar to the 
material force method), which requires a very fine discretization (see 
Figure) in order to accurately resolve the singularity at the crack tip, 
cf. [9]. Hence, remeshing has to be performed as the crack propagates 
through the material. The Griffith's criterion is used to signal fracture 
at the crack tip. 

4h 

Figure 27.3. Deformed double cantilever beams for J-integral approach (left) and 
cohesive zone approach (right). The reaction forces (R) and the corresponding node 
displacements (r) are indicated with arrows. 

The analysis considers plane strain conditions and a neo-Hookean hy-
perelastic model for the continuum response, corresponding to Young's 
modulus E =^ 4 GPa and Poisson's ratio u — 0.3. The fracture param
eters are taken as aj = 40 MPa, Gi = 1500 N/m, cohesive zone pa
rameters 7 — 3 and /j. = 0 (see [8]); The dimension parameter h — 0.25 
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mm and beam thickness 4/i. The resulting reaction force - node displace
ment curve is shown in Figure 27.4 with the interesting feature of LEFM 
and NLFM coincide when the crack opening displacement (or the crack 
length) has reached a certain value. 

Figure 27.4- Comparison of J-integral approach (stars) and cohesive zone model 
(sohd hne) for a DCB-test. Note that LEFM and NLFM (nearly) coincide for r/h > 
0.12. 

8. CONCLUDING REMARKS 
Upon utilizing the X-FEM concept, we derived a weak form of the mo

mentum balance involving continuous and discontinuous deformation in 
two equations; The First one represents the direct continuous deforma
tion problem relative to the material configuration, whereas the second 
one represents the discontinuous (inverse) deformation relative to the 
spatial configuration. These equations are solved simultaneously using 
FE interpolation of both fields to obtain the total displacement in a 
fracture mechanics problem. The key issue in this development is the 
kinematical consideration of the direct discontinuity in relation to its 
material counterpart. An interesting feature of the formulation is that a 
link between LEFM and NLFM was estabhshed in terms of the extension 
of the cohesive zone. It turns out that LEFM is nothing but the special 
case of NLFM when the cohesive zone is confined entirely to the crack 
tip. This feature was also verified numerically in a DCB-test, where it 
appears that LEFM and NLFM coincide for crack lengths larger than a 
certain value. 
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Abstract The paper determines the forms of equations of force equihbrium and 
Maxwell's relation for stable coherent phase interfaces in isotropic two-
dimensional solids. If any of the two principal stretches of the first phase 
differs from the two principal stretches of the second phase, one obtains 
the equality of two generalized scalar forces and of a generalized Gibbs 
function. The forms of these quantities depend on whether the two 
principal stretches both increase (decrease) when crossing the interface 
or whether one of the stretches increases and the other decreases. Apart 
from this nondegenerate case, also the degenerate cases are discussed. 
The proofs use the rank 1 convexity condition for isotropic materials. 
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1. INTRODUCTION AND RESULTS 
Consider a two-dimensional nonlinear elastic body with a continuously 

differentiable stored energy / : M^^^ -> R, defined on the set M^^^ of 
2 x 2 matrices with positive determinant, and with the Piola-Kirchhoff 
stress S(A) := df{A)/dA. If two (homogeneous) phases of deformation 
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gradients A, B form a stable state with an interface of referential normal 
n then they satisfy the following conditions (see, e.g., [7]): 
(a) the geometrical compatibility (Hadamard's condition) 

B - A = a ® n , (1) 

where a is some vector; 
(b) the balance of forces and Maxwell's relation: 

S^n = S^n, fB = fA + SA'{B- A); (2) 

(c) the energy / is rank 1 convex at A and B. 
Here S^, S^ and /^ , fs are the values of S and / at A, B. Recall that 

/ is said to be rank 1 convex at A G M^^^ if ([3], [4]) 

/ ( B ) > / ( A ) + S ( A ) . ( B - A ) (3) 

for every B G M^^^ that is rank 1 connected to A, i.e., that satisfies 
det(A — B) = 0. Note that the rank 1 convexity follows from stability 
considerations. 

For fluids one can eliminate A, B, 8^1,85,11 from (2) to obtain scalar 
equations: the equality of pressures and Gibbs functions 

PA=PB, 9K^9B, (4) 

where g = f + pv and v = det F the specific volume. The goal of this 
note is to examine the analogs of (4) for two-dimensional isotropic solids. 
Thus the question is whether one can pass from the tensorial equations 
(2) to scalar equations involving invariants of deformation. 

The principal stretches (= singular values) a i > a2 of a deforma
tion gradient A are the eigenvalues of vAA^; we write a = (ai ,a2) for 
the ordered pair of principal stretches. The stored energy of an isotropic 
body can be expressed also in terms of the singular values: /(A) = f{a) 
where / is a continuously differentiable symmetric function defined on 
the open first quadrant in M .̂ We define the principal forces 5i, 52 by 
Si(a) = df{a)/dai. If A is diagonal, A = diag(ai,a2), then 8 = 8(A) is 
diagonal with 8 = diag(5i,52). 

We say that two deformation gradients A,B,A 7̂  B, form a stable 
interface if they satisfy Conditions (a)-(c). If A, B form a stable inter
face we call the principal stretches a, /? of A, B the data of the interface. 
We say that the data are nondegenerate if ai 7̂  l3j for all i, j G {1, 2}. 
Let 

e = e(a,/?) ~ sgn((/?i - ai)(/32 - ^2))-

The following is the analog of (4) for isotropic solids. 
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Theorem 1. Let a^j3 he data of a stable interface. We have the follow
ing assertions: 
(i) if the data are nondegenerate and e = 1 then the quantities 

. aisi — a2S2 5i — 52 

g_^ := f - fc+(ai + 0:2) - c+Q;ia2 = / ^ -
ai — a2 

are equal on the two sides of the interface; 
(ii) if the data are nondegenerate and e = —1 then the quantities 

, Ofl^i — a2S2 «5 i+52 
rC— !— , C— I — 

(5) 

0^1 +0^2 Otl + OL2 

afsi + a2S2 
g_ '= f - k-(ai - a2) - c_aia2 = f -

are equal on the two sides of the interface; 
{lii) if ai = Pj for some i^j G {1,2} then 

f{a)-s-,{a)aj = f{p)-sj{(3)/3j; 

Oi\ + Oi2 

(6) 

(7) 

here i^j are the complementary indices, i.e., i^j G {1,2} and i 7̂  

In the nondegenerate cases (i), (ii) the quantities k±^c± play roles of 
generalized forces and g± the roles of generahzed Gibbs functions. Which 
of the triples k^^c^^g.^ or k-^C-^g- applies is determined by e. Note 
that e = 1 occurs if the two principal stretches both increase (decrease) 
when crossing the interface while e = —1 occurs if one of the stretches 
increases and the other decreases when crossing the interface. In the 
degenerate case (iii) the conditions of equilibrium take a one-dimensional 
form (7). Conditions (i)-(iii) collapse to (4) for fluids. Indeed if f{a) = 
(p{aict2) and si = —pa;2, ^2 = —pc î, where p = —^' is the pressure, then 

k± = 0, c± = - p , g± = f + pv. 

Next we address ourselves the question of whether the data determine 
the interface uniquely. We have to exclude arbitrary rotations in the 
physical space and in the reference configuration. Thus we say that the 
interfaces A, B and A, B are equivalent if there exist rotations Q, R such 
that A = QAR, B = QBR. Otherwise we call the interfaces distinct. 
The unicity of the interface depends on whether at least one phase is 
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solid or whether both of them are hquid. We say that a pair of principal 
stretches a is a liquid point if the principal forces 5 at a satisfy 

siai = 52^2; (8) 

otherwise we call a a solid point. Thus a is a hquid point if and 
only if the stress is hydrostatic. We note that for fluids the equality (8) 
holds everywhere; for solids (8) clearly holds if a i == 0:2. However, in the 
absence of ellipticity (8) can hold also if a i 7̂  a2. 

Theorem 2. Let a^f3 be data of a stable interface. 
(i) / / a , / 3 are liquid points then any two rank 1 connected tensors A,B 

with the principal stretches a^j3 form a stable interface; 
(ii) if a is a solid point then there are at most two distinct stable inter

faces with data a^/3] viz. A = diag(a) and B = A + a 0 n with 

ni = A :: , 77-2 — ± 4 / ^ 5 
y ( a i - aa2)((3a - &a) y (^ l ~ (^<^2){Pa - &a) 

dl = {Pa - OLcj)ni, a2 = (T0a - Qfa)n2 

\(9) 

where a = 1 if e = 0^1 and a — —1 if e — —1, and occj ~ a\ + 
aa2,$a = /?! + c r ^ 2 . 

The set of all matrices B = A + a 0 n with singular values /? forms two 
continuous families parametrized by n, [10]. Thus if both phases are 
liquid, there is a large indeterminacy of the interface; on the contrary, if 
at least one of the two phases is solid then the normal and amplitude are 
given by (9). Note that the forms of n, a are independent of the material 
and if A is chosen to be diagonal then either B is symmetric (if e = 1) 
or diag(l, —1)B is symmetric (if e == —1). 

We require A 7̂  B as a part of the deflnition of the interface; however, 
a = (3 is not excluded. Two matrices A,B G M^^^ are said to be twins 
if they are rank 1 connected and have the same singular values. Twins 
can form a stable interface only if A,B are liquid points: 

Proposition 3. If twins A,B with the common pair of singular values 
a form a stable interface then a is a liquid point. 

Maxwell's relation and the force balance hold trivially. The amplitude 
depends on the normal via Ericksen's twinning formula (19), below. 

Of particular interest is a solid/liquid interface: 

Proposition 4. Any stable interface with data a,/3, where a is a solid 
and P a liquid point, is equivalent to A,B where A = diag(a),B = 
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diag(7) and ai — 7̂  for some 2 = 1,2; moreover, 

57(0;) = 57(7), 1 
'^ ^ 1̂ ^̂  } (10) 

f{a) - sj{a)ai = f{j) - Si{j)ri J 

where i is the index complementary to i. 

Thus if the sohd phase A is chosen to be diagonal, the normal and 
amplitude are proportional and eigenvectors of A. Equation (10)2 can 
be written as f{a) — s-i{a)ai — /(/3) +PB'^B where pe is the pressure of 
B and v^ ~ det B is the specific volume. 

Finally note that a Hquid/liquid interface can also occur in an isotropic 
sohd; then we obtain the gibbsian thermostatics of fluids (4). 

2. PROOFS 

Denote by H^ the set of all pairs a — (ai ,a2) satisfying a i > a2 > 0. 
For any a G H'̂  and any e E {1,-1} let a^ = a i + 6^2 and recall the 
quantities c± = c±{a)^k± — k±{a) given by (5)^, (6)^ for each a G H^ 
for which the corresponding denominators are diff'erent from 0. 

Theorem 5. ([1], [8]) The function f is rank 1 convex at diag(a),a G 
H^, if and only if, with s = s{a), we have 5iai — 820:2 > 0 and 

f{P)>f{a) + H{a,l3) 

for every /? G H^ that satisfies 

(«i - mPi - 2̂) > 0 (11) 

where, with the notation e := e(a,/3), the quantity H is defined by 

{ k^{a)0-^ - Q;+) + c+(a)(^i/32 - 0̂ 10:2) if e = 1, 

sia)'{p-a) ife = 0, 

fc_(a)(/3_ - a_) + c_(a)(/3i/32 - aia2) if e = - 1 . 
The nonlinear function H{a^P) plays the role of the Weierstrass excess 
function. The restriction (11) follows from the fact, [2], that /3 G H^ are 
singular values of some rank 1 perturbation of diag(a) if and only if (11) 
holds. The following follows from the considerations in [8]: 

Proposition 6. Let f be rank 1 convex at A = diag(a),Q; G H^ and let 

If B G Mi^^, with singular values (3, be rank 1 connected to A. Then: 

(i) 
/ f ( a , / ? ) > S ( A ) . ( B - A ) ; (12) 
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(ii) if for s := s{a) we have siai — 52^2 > 0 then the equality in (12) 
holds only z/B = A + a(8)n where a,n are as in (9). 

Proof of Theorem 1. Write e — e{a,P), Let A,B be a stable interface 
with data a,^, write B = A + a(8)n and assume that A = diag(a). Since 
/ is rank 1 convex at A, Theorem 5, Proposition 6(i) and Maxwell's 
relation imply that 

m > / (« ) + H{a, (3) > f{a) + S(A) • (B - A) = /(/?). (13) 

Thus we have the equality signs throughout; in particular 

m = f{a) + H{a,/3). (14) 

If the data are nondegenerate then (14) takes the form 

/(/?) - / > ) + k,{a){pe - a,) + Ce{a){pip2 - ctias). (15) 

Proof of (i): If e - 1 then 

(71 - < î)(72 - 0^2) > 0, (ai - 72)(7i - ^2) > 0, 71 > 72 > 0 

for all 7 G M^ sufficiently close to /?. An appeal to Theorem 5 shows that 

/ (7) > Roc) + A:+(a)(7+ - ot^) + c+(<^)(7i72 - 0̂ 1(̂ 2) 

for all 7 sufficiently close to /?; moreover, for 7 = /? we have the equahty 
by (15). The differentiation with respect to 7 at 7 = /? provides c+(a) = 
c+(/3),A:+(a) = /c+(/3) and (15) gives g^{a) = g^{(3). The Proof of (ii) 
is similar to (i). (iii): Note first that if i G {1,2} and if we define 
(fi : (0,00) —̂  R by (/p(r) = /(a^, r ) , r G (0,00), then the rank 1 convexity 
of / at diag(a) implies 

ifir) > ip(aj) + 5-(a)(r - aj) (16) 

for all r > 0. This is the separate convexity of rank 1 convex functions 
[4] which also follows from Theorem 5. To prove (iii), consider first the 
case i = j = 1 so that i = j = 2 and /3i = ai. Using that either ai > 0L2 
or /?i > ^2 we assume the latter. Since (16) holds for each r > 0 and 
for r — /?2 we have the equality by (14), the differentiation provides 
^'{02) = 52(a). The definition of cp and the use of (32 < (3i — oci gives 
that (f\f32) = 72(0^1,/?2) = /2(/?) = 52(/?). Thus we have (7) and with 
that equation the equality (16) ai r = (32 gives (7)2- The remaining cases 
are similar. D 

Proof of Theorem 2. (i): If a,/3 are hquid points then by Theorem 1, 

Pa = Pp, 9a = gp (17) 
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where Pa = -si{a)/a2 = -82(06)/cti^Qa ^ /(<^) + Pa0^i<^2, are the 
pressure and the Gibbs function of a and pp^gp have a similar meaning. 
To show that any two rank 1 connected tensors A,B with the singular 
values a,/3 form a stable interface we have to verify Maxwell's relation. 
Noting that SA = —pacoi A we find S^ • (B — A) = —Pa{Pi(^2 — OL\OL2) 

since A,B are rank 1 connected. Thus (17)2 gives (2)2- (ii): As shown 
in the proof of Theorem 1, we have (see (13)) 

/7(a,^) = S ( A ) . ( B - A ) . 

By Proposition 6(ii), which apphes here since A is a sohd phase and 
s\ai — S2OL2 ^ 0 by Theorem 5, we have B == A + a (g) n where a, n are as 
asserted. D 

Proof of Proposition 3. Assume that A = diag(a). Since a = /?, we 
have / ( a ) = /(/?)> and Maxwell's relation implies 

S^n • a = 0; (18) 

moreover, if we normalize to |n| — 1 then a is given by [5] 

Assuming that A is diagonal, we have S == Ŝ i = diag(5) where s := s{a). 
The combination of (18) with (19) leads to 

njnl{aj - a^isiai - 82^2) = 0 (20) 

where ni,n2 the components of n. The condition A ^ B imphes ni 7̂  
0,722 7̂  0 and thus if a\ = 02^ i.e., a i = a2 then s\ = 52; so siai—S2Ct2 = 
0, i.e., A is a hquid point. If af 7̂  al? ^^^^ «5iai — <S2<̂2 = 0 by (20) and 
thus A is a liquid point again. By symmetry also B is a liquid point. D 

Proof of Proposition 4- Write e := 6(a,/3). Note first that necessarily 
ai == (3j for some i, j G {1,2}, i.e.. Case (iii) in Theorem 1 occurs. Indeed, 
assuming that Case (i) or Case (ii) occurs leads to fee (a) = k^{l3) which 
is impossible since ke{oi) 7̂  0 (for A is a solid point) while k^ifi) — 0 
(for B is a liquid point). By Theorem 2(ii), a,n are given by (9). We 
combine this with ai = /3j for some i , j G {1,2} to infer that either 
ai = ni = 0 or a2 = n2 = 0. We distinguish the following cases: (a) 
e = 0 (and hence either ai = /3i or a2 = /?2)) (b) e 7̂  0,ai = /?2, 
(c) e 7̂  0,a2 = /?i. If Case (a) occurs then a = 1 and (9) imply that 
ai = ni = 0 if a i — /3i while a2 = n2 = 0 if a2 =̂  /?2« If case (b) 
occurs then we have 0̂ 2 < a i = /?2 < /?i and thus Pi > 0:1^^2 ̂  cx2 
so that e > 0, which in combination with e 7̂  0 implies e = 1 and 
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cr = 1. Relations (9) then give ai = rii = 0. Finally if (c) occurs then 
ai > ^2 = /?! > /32; thus e = (J = 1 as in the preceding case and (9) 
give a2 = 712 = 0. The relations ai = ni = 0 or a2 = n2 = 0 imply 
that B = A + a(8)nis diagonal B = diag(7) with either ô i = 72 > 0 
or 0̂ 2 = 72 > 0. Prom detB = 7172 > 0 we conclude that both the two 
components of 7 are positive. Thus 7 € (0,00)^. This completes the 
proof of (i). Note that in terms of 7, the ordered singular values (3 of 
B = diag(7) are either /? = 7 or /? = (72,71). Referring to Item (ii) of 
Theorem 1 and considering separately the cases /? = 7 or /? = (72,71), 
one finds that (7) reduce to (10). D 
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Abstract Dynamics of martensitic phase transition fronts in solids is determined 
by the driving force (a material force acting at the phase boundary). 
Additional constitutive information needed to describe such a dynamics 
is introduced by means of non-equilibrium jump conditions at the phase 
boundary. The relation for the driving force is also used for the modeling 
of the entropy production at the phase boundary. 

Keywords : Martensitic phase transformations, moving phase boundary, thermome-
chanical modeling. 

1. INTRODUCTION 
The problem of the macroscopic description of a phase transition front 

propagation in solids suggests the solution of an initial-boundary value 
problem for a system of equations, which includes not only conserva
tion laws of continuum mechanics and material constitutive equations 
but also certain conditions at a moving phase boundary. This problem 
remains nonlinear even in the small-strain approximation. 

For the stress-induced martensitic phase transformations, large speeds 
of phase boundaries are inconsistent with diffusion during the transfor-
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mation. This leads to the sharp-interface model of the phase boundary, 
where interfaces are treated as discontinuity surfaces of zero thickness. 
Jump conditions following from continuum mechanics are fulfilled at 
interfaces between two phases. However, the jump relations are not suf
ficient to determine a speed of the phase-transition front in crystalline 
solids. What the continuum mechanics is able to determine is the so-
called driving force acting on a phase boundary [1, 2, 11, 13]. To se
lect the physically relevant solution from the set of available solutions, 
the notions of a nucleation criterion and a kinetic relation have been 
imported from materials science [1, 2]. Additionally, the criterion for 
the nucleation of an austenite-to-martensite phase transformation is as
sumed to be the attainment of a critical value of driving force at the 
phase boundary. 

Unfortunately, we have no tools to derive the kinetic relation except 
simple-minded phenomenology. Therefore, we propose another way to 
introduce the additional constitutive information taking into account the 
non-equilibrium nature of the phase transformation process. 

We propose a thermomechanical description of the phase transition 
front propagation based on the material formulation of continuum me
chanics and the non-equilibrium thermodynamic consistency conditions 
at the phase boundary. These conditions are connected with contact 
quantities, which axe used for the description of non-equilibrium states 
of discrete elements representing a continuous body in the framework 
of the thermodynamics of discrete systems [12]. Thus, we do not use 
any explicit expression for the kinetic relation at the phase boundary. 
The additional constitutive information is introduced by the prescrip
tion of entropy production at the phase boundary in the form which is 
influenced by the expression of the driving force. 

2. LINEAR THERMOELASTICITY 
The phase transformation is viewed as a deformable thermoelastic 

phase of a material growing at the expense of another deformable ther
moelastic phase. For the sake of simplicity we consider both phases of 
the material as isotropic thermoelastic heat conductors. Neglecting ge
ometrical nonlinearities, the main equations of thermoelasticity at each 
regular material point in the absence of body force are the following: 

dvi ddij 



Driving force in simulation of phase transition front propagation 291 

of which the second one is none other than the time derivative of the 
Duhamel-Neumann thermoelastic constitutive equation [3]. Here t is 
time, Xj are spatial coordinates, Vi are components of the velocity vec
tor, aij is the Cauchy stress tensor, po is the density, 9 is temperature, A 
and luL are the Lame coefficients, C(x) = poc^ c is the specific heat at con
stant stress. The dilatation coefficient a is related to the thermoelastic 
coefficient m, and the Lame coefficients A and jihy m = —a(3A + 2/i). 
The indicated explicit dependence on the point x means that the body 
is materially inhomogeneous in general. The obtained system of equa
tions is a system of conservation laws with source terms. There ex
ist well developed numerical methods for the solution of this system of 
equations including the case of inhomogeneous media, for example, the 
wave-propagation algorithm [9]. However, in the case of moving phase 
transition fronts we need some additional considerations. 

To consider the possible irreversible transformation of a phase into 
another one, the separation between the two phases is ideaUzed as a 
sharp, discontinuity surface S across which most of the fields suffer finite 
discontinuity jumps. Let [A\ and < A > denote the jump and mean 
value of a discontinuous field A across S, the unit normal Ni to S being 
oriented from the "minus" to the "plus" side: 

[A] :=A^-A-, <A >:= i (A+ + A'), (4) 

The phase transition fronts considered are homothermal (no jump in 
temperature; the two phases coexist at the same temperature) and co
herent (they present no defects such as dislocations). Consequently, we 
have the following continuity conditions [11]: 

[Vj] = 0, [6] = 0 at §, (5) 

where material velocity Vj is connected with the physical velocity vi (in 
the sense of Maugin [10]) 

Vi = -i^ij + ^.)Vj. (6) 

Jump relations associated with balance of linear momentum and entropy 
inequality read [11]: 

VN [povi] + Nj [aij] = 0, VN[S] + Ni 
k de 
9 dxij 

= (JS > 0. (7) 
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where V/v = ViNi is the normal speed of the points of S, and cr§ is the 
entropy production at the interface. 

As it was shown in [11], the entropy production can be expressed in 
terms of the so-called "material" driving force /§ such that 

fsVN = 0s(Ts > 0, (8) 

where 6s is the temperature at S. 
In addition, the balance of ^^materiaF forces at the interface between 

phases [1, 2, 11, 13] can be specified to the form 

fs = -[W]+<aij>[eij], (9) 

However, we cannot use the jump relations (7) until we could determine 
the value of the velocity of the phase boundary. 

A possible solution is the introduction of an additional constitutive 
relation between the material velocity at the interface and the driving 
force in the form of kinetic relation [1, 2]. Unfortunately, we have no 
tools to derive the kinetic relation. Therefore, we are forced to look for 
another way to introduce the additional constitutive information to be 
able to describe the motion of a phase boundary. At this point we should 
examine the situation: 

- we cannot use jump relations at the phase boundary because the 
velocity of the phase boundary is undetermined. 

- we have used local equilibrium approximation because it is assumed 
that all the fields are defined correctly. 

- we have not any distinction between the presence and the absence 
of phase transformation. 
We propose to improve the situation by the introduction of non-equilibrium 
thermodynamic jump conditions at the phase boundary [8]. 

3. NON-EQUILIBRIUM J U M P CONDITIONS 
AT THE PHASE BOUNDARY 

We start with the classical equihbrium conditions at the phase bound
ary. The classical equilibrium conditions at the phase boundary consist, 
for the example of single-component fluid-like systems, of the equality 
of temperatures, pressures and chemical potentials in the two phases. 

In the homothermal case, the continuity of temperature at the phase 
boundary still holds, and the continuity of the chemical potential can be 
replaced by the relation (9). What we need is to change the equilibrium 
condition for pressure. 
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In non-equilibrium, we expect that the value of energy of an element 
differs from its equilibrium value so that 

U^Ueq + Uex^ (10) 

To be able to make the distinction between the presence and the absence 
of the phase transformation, we propose to replace the classical jump 
relation for pressure by two different non-equilibrium jump relations, 
which include the excess energy and which are distinct for the processes 
with and without entropy production [8] 

djUeq + Uex) 
dV 

= 0, djUeg + Uex) 
dV = 0. (11) 

The last two conditions differ from the equilibrium condition for pressure 
only by fixing different variables in the corresponding thermodynamic 
derivatives. This choice of the fixed variables is influenced by the sta
bility conditions for single-component fluid-like systems [8]. To be able 
to exploit the introduced conditions, we need to have a more detailed 
description of non-equilibrium states than the only introduction of the 
energy excess. It seems that the most convenient description of the non-
equilibrium states can be obtained by means of the thermodynamics of 
discrete systems [12]. In such thermodynamics, the thermodynamic state 
space is extended by means of so-called contact quantities. Equations 
(11) must be rewritten in the context of sohd mechanics (see below). 

4. CONTACT QUANTITIES AND DRIVING 
FORCE 

Following the main ideas of finite volume numerical methods, we di
vide the body in a finite number of identical elements. The states of 
discrete elements have not to be necessarily in equilibrium, especially, 
because of the occurrence of phase transformations. To be able to de
scribe non-equilibrium states of discrete elements, we represent the free 
energy in each element as the sum of two terms 

W = W + Wex, (12) 

where W is the local equilibrium value of free energy and Wex is the 
excess free energy. Then we introduce a contact dynamic stress tensor 
and an excess entropy 
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in addition to local equilibrium stress and entropy 

dW 
"'^ = dS s = -

u 

dW 
de' 

(14) 

In linear thermoelasticity, the thermodynamic consistency conditions 
(11) at the interface between discrete elements take on the following 
form in the homothermal case [6] 

(15) --(tI„-«--(t 
(Tij J 

Ui=( 

Nj = 0 (16) 

Just these conditions we apply to determine the values of the contact 
quantities in the bulk and at the phase boundary [6]. However, we need 
to take into account whether the phase transition takes place or not. 

We propose to expect the initiation of the stress-induced phase tran
sition if both consistency conditions (15), (16) are fulfilled at the phase 
boundary simultaneously [8]. Eliminating the jumps of stresses from the 
system of equations (15), (16), we obtain then 

^'Kif ^ I (^^ex 

de u 
Nj = 0. (17) 

To be able to calculate the jumps of the derivatives of the excess entropy, 
we propose the following procedure. First, we suppose that the non-
equilibrium entropy production during phase transformation is described 
by means of the jump of excess entropy at the phase boundary 

[5] = [Se,] + [5e^] = [5e^]. (18) 

Then we exploit the jump relation corresponding to the balance of en
tropy (7)2 and the expression for the entropy production in terms of the 
driving force (8): 

VN[S] + 
k de 
0dN 0s • 

(19) 

Assuming the continuity of heat flux at the phase boundary in the ho
mothermal case, we have 

[Sex] - ^ . (20) 
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Further we extend the definition of the excess entropy at every point of 
the body by similarity to (20): 

Sex^^. f = -W+<aij>eij + fo, [/o]-0. (21) 

This supposes that at the point where (21) is defined, there exists in 
thought an oriented surface of unit normal N. If there is no disconti
nuity across this surface, then / is a so-called generating function (the 
complementary energy changed of sign and up to a constant). If there 
does exist a discontinuity then the expression becomes meaningful only 
if the operator [• • •] is applied to it. 

Then we can compute the derivatives of the excess entropy with re
spect to thermodynamic variables sij as usual 

'dSex\ f d ffW 
deij J^ \dsij \e 

The combined consistency condition (17) for the normal component of 
the stress tensor an can be specified to the form [7] 

2(A + //) ^n.^^y<f> = 9^[a{3X + 2fx)]. (23) 
[a(3A + 2/i)_ 

Remember that the value of /o is undetermined yet. One of the simplest 
possibilities is to choose this value in such a way that 

< / > = 0. (24) 

Therefore, the combined consistency condition determines the value of 
the driving force at the phase boundary 

/s = [/] = e^sx + 2^^)] ( " g ^ + y ) . (25) 

The right hand side of the latter relation can be interpreted as a critical 
value of the driving force. Therefore, the proposed criterion for the 
beginning of the stress-induced phase transition is the following one: 

|/s|>|/criw|, fcritical = 0M^^ + ^f^)](^^^J^^y (26) 

Details of computations of the values of the contact quantities are given 
in [3, 5], where a finite-volume numerical scheme similar to the wave-
propagation algorithm [9] is used, but represented in terms of contact 
quantities. Other recent examples of the simulation of thermoelastic 
wave propagation by means of the thermodynamic consistency condi
tions can be found in [3, 6]. Results of the simulation of one-dimensional 
phase-transition front propagation are given in [4, 7]. 

file:///dsij
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changes. Then we discuss some kinetic equations for phase transforma
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Introduction 
For the thermal treatment of steels (possibly under loading) the fol

lowing two problems are of special importance for technology. To pro
duce a workpiece of prescribed size one needs to control and to estimate 
the deformations at the end of the process. To produce it with desirable 
properties (hardness, forgeability, ductility) one has to control and to 
estimate the phase composition of the treated ingot (fractions of austen-
ite, pearlite, martensite and so on). One of the simplest examples is 
quenching. The evolution equation of phases is needed for this purpose, 
see DB04, e.g., where general frame for modeling of thermoelastic pro
cesses with phase changes based on isomorphisms of elastic ranges can 
be found» We would like to stress that the accuracy of the description 

mailto:dsn@math.uni-bremen.de
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of the transformation kinetic is of great importance since it is coupled 
with constitutive stress-strain equations. 

There is the well-known Johnson-Mehl-Avrami equation describing 
the isothermal phase transformation with good accuracy. In the non-
isothermal case this equation turns to be rather imprecise. There are 
different generalizations of JMA-equation and iteration models based on 
it proposed by different authors (see BDHLW03 for an overview). We 
would hke to compare some of them on the base of the experimental 
data of pearlite transformation in steel 100Cr6. 

First we would like to suggest a formulation of a rather general frame 
for modeling thermo-elasto-plastic processes with phase changes, which 
is based on the material isomorphisms. Here we generalize a correspond
ing thermoplasticity approach BOS for the case of phase transformations. 
This approach does not use the notion of intermediate configurations and 
hence allows to avoid some objectivity problems. 

1. GENERAL FRAMEWORK 
Let F be the deformation gradient of a thermoplastic process with 

phase changes. The following variables are considered as independent: 
the right Cauchy-Green strain tensor C = F^F^ temperature T and 
g = VT. During the process different phases may be produced from a 
parent phase. Their mass fractions are denoted by Yi^ where i stands for 
a corresponding phase (austenite, perlite, bainite, e.g.). By definition 

n 
Yi > 0 and ^ Ŷ  = 1. These variables are treated as intrinsic. Let 

i=l 

^ = f^[C,T,g,Y,^,^] be their evolution equation, which is the 

main subject of the next section. 
The dependent variables are: internal energy V̂ , entropy 77, second 

Piola-Kirchhoff stress tensor S = JF~^TF~^ and material heat flux 
q = JF~^qEj where J = det{F), T is the Cauchy stress tensor and qe is 
the heat flux in Eulerian coordinates. In general there is no one-to-one 
relation between dependent and independent variables and these quanti
ties are functionals of the independent and intrinsic variables. However 
such materials as steel at any deformed configuration and phase com
pound have a thermoelastic range, i.e. a certain domain of variation of 
independent variables inside of which the one-to-one relations hold: 

S = Sp{Cit),Tit),g{t),Y{t)), (1) 

q = qp{C{t),T{t),git),Y{t)), (2) 

i; - MC{t),T{t),g{t),Y{t)), (3) 

V = r,p{C{t),T{t),g{t),Y{t)), (4) 
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where Sp^qp^ipp^ r]p are the elastic laws corresponding to the current (gen
eralized) elastic range related to the initial laws So^qo^ipo^Vo t>y a mate
rial isomorphism. 

Let P be the material isomorphism between these thermoelastic ranges 
with phase changes (see DB04 for definitions and details) and H be the 
set of hardening variables. For their evolution we assume the following 
flow and hardening rules 

dt 
= p(p,c,r.,,y.i.f,f). (5) 

- = /.(p.c,r..,r,if-.-). (6) 

Note that the history of the process is taken into account by P and 
H, This completes the set of equations. The above equations should 
be specified for a given material. For details and discussion we refer to 
DB04. In the following we confine our consideration to the specification 

of the kinetic equation ^ = (3iC,T,g^Y,^,^\ for phase fractions, 
where we consider the diffusion controlled transformation from one par
ent to one product phase (e.g. from austenite to pearlite) and use the 
wollowing notation for the product phase fraction Y = p. 

2. KINETIC EQUATION FOR PHASE 
TRANSFORMATION 

The classical Johnson-Mehl-Avrami equation JM39 

p(0 = l - e x p ( - ( ^ ) " ^ ^ ^ ) , (7) 

is in a good agreement with experiment in case of isothermal phase 
transformation, however it gives only a qualitative description in the 
non-isothermal case. Here r and n are two temperature dependent pa
rameters, p is the product phase fraction, t is time and T is temperature. 
To achieve the high accuracy in simulation of the diffusion phase trans
formation a lot of attempts have been undertaken in the last decades. 
The motivation is to have a better control of the additional distortions 
due to phase transformation during thermal treatment of workpieces. 
In general, as mentioned above, stresses affect the phase transformation 
and the elasto-plastic problem is coupled with evolution of phases, we 
refer to D02 and ABM02. In this paper we consider the simplest case 
(no temperature gradient, stress free) of austenite-pearlite transforma
tion as a starting point for further investigations of a coupled problem. 
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In BHSW03 a comparison of five different procedures for kinetic simula
tion was considered. We used the same experimental data as in BHSW03 
and two different kinetic equations. One of them takes into account the 
history of the temperature evolution, another is the model of Leblond. 
There are many kinetic equations based on the differential form of the 
JMA-equation 

| = ,_,)=©(.,„(,_„„)-* (8) 
combined sometimes with the additive Scheil rule, see RHF97, BHSW03, 
H95, LD84 and BDHLW03 for plenty of examples. 

We are going to compare some of these methods for pearlite trans
formation in 100Cr6 steel. The evaluation of five procedures (JMA-
equation, Denis model FDS85,D92, D02, Hougardy model HY86 and 
two generahzations HLHM99, SYSOO of the JMA-equation with addi
tional factors) has been presented in BHSW03. In that paper the best 
accuracy was obtained with the Model B, which is an extension of (8) 
with the correcting factor 

r/T 
( 1 - 5 ( T ) ) — , (9) 

where the function g{T) is to be fitted. In the current paper we are 
going to continue the evaluation and compare two other procedures with 
the five mentioned above. For this purpose we consider the same steel 
100Cr6 and use the same set of continuous cooling experiments with 
different temperature rates (austenite-pearlite transformation). 

The first equation we are going to consider is the equation proposed 
by Leblond and Devaux in LD84 

1 = ^ . '•(^)>°' ('») 
where T{t) is a given temperature variation, p{t) is the pearlite fraction 
and //(T) is a temperature dependent parameter representing the char
acteristic time of the transformation. The initial condition is p(0) = 0. 
We remark that for a single experiment with strictly monotone T{t) one 
can always find such a function fi(T{t)) that the simulation performs a 
prescribed accuracy. However it is desired to find a universal ii{T) for a 
range of temperature rates. 

The second model is the following. We are going to take the history of 
the temperature evolution into account. For this purpose we introduce 
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the "averaged" temperature 6{t) by the following formula 

t 

e{t) = a ( l - e-^(*-*o))-i fris) e-^(*-^) ds, t > to, (11) 

to 

a > 0 is the parameter of the weight function. For a —̂  oo follows 
6{t) —^ T{t), otherwise 9{t) depends on the whole path T(t), where the 
beginning of this path has a smaller contribution as the end, because 
of the weight function e"^^*"'̂ ) in (11). Then we use the classical dif
ferential equation (8) with 9{t) on the place of T{t), The advantage of 
this approach is that we can use the same material parameters r and 
n obtained in isothermal experiments. We remark that for constant 
temperature we obtain the same JMA differential equation (8). 

We consider the exponential coohng curves with diflFerent rates start
ing from 850°C to 100°C. The duration tgso/ioo ^f coohng is respectively 
2000s, 1000s, 500s and 300s. The method of calculation of the pearlite 
fraction from the dilatometer test is described in BHSW03 and we used 
the same result from this paper. We confine the consideration on the 
temperature interval from 800° to 500° as in BHSW03. It corresponds 
to the durations 8̂00/500 of 413s, 206s, 103s and 62s. We use also T{T) 
and n{T) from the same paper: 

T{T) = roexp ( | ) exp (y^y^^_ ^^2)^ n(T) = no + mT, (12) 

with To = O.OOI85, Q = rOOOir, P = 1.3 • 10^K^, Tp = 760°C, no = 
-16.04, m = 0.0324^. 

3. SIMULATION RESULTS 
The mean square error (or L2-norm of the deviation) scaled by the 

length of the correspondent time-interval was used to compare the mod
els (the same as in BHSW03), see the Table 1. Here time intervals 
correspond to the cooling from 850°C to 500°C. For the Leblond model 
we assume the following form of /i(T) 

li{T) = a(850 - T ) ^ (T in °C) (13) 

where a > 0 has to be fitted from the experimental data. For this simple 
model we found that the optimal a for these experiments is a = 8.8 in 
the sense of the L2-norm of the deviation between the simulation and 
the experiment (see also Fig. 1-2). We see that the result is quahtatively 
good, but the L2-norm deviation between simulation curves and experi
mental curves averaged over four processes was found to be 0.177. That 
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Figure 30.1. (Leblond model) The dotted line represents the experiment, the solid 
hne corresponds to the simulation. Left - tsso/soo = 20005, right - ^350/500 = 1000s 
(Vertical is volume fraction of pearlite, horizontal is temperature in °C) 
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Figure 30.2. (Leblond model) The dotted line represents the experiment, the sohd 
line corresponds to the simulation. Left - ^350/500 = 5005, right - ^350/500 — 3005 
(Vertical is volume fraction of pearlite, horizontal is temperature in ° C ) 

is larger than as in the simulations performed in BHSW03. For more 
accuracy one needs to use better parametrization of the function /^(T) 
in the Leblond equation. Now let us proceed to the second method (8), 
(11). The optimal a in sense of minimizing of L2-norm of the deviation of 
the simulation curves from experimental ones, was found as a = 0.713^ 
and the corresponding results are presented on the Figures 3-6. We see 
essentially a better agreement with the experiment in comparison with 

. k X i 

the Leblond model. The average L2-error (^ XI ^j) (here A: = 4 is 

the number of experiments) where the sum is taken over all considered 
processes and 5j are the L2 norms of the difference between the corre-
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Figure 30.3. Left - tsso/soo = 20005, right - ^350/500 = 5005. The dotted hne 
represents the experiment, the sohd hne corresponds to the simulation (Vertical is 
volume fraction of pearlite, horizontal is the temperature in °C). 

spondent experimental curve and its simulation curve, for this model is 
0.032, that is better in comparison to the JMA-simulation presented in 
BHSW03. In the first hne in the following table we quote results from 
there. The second and the third line show the L2-error for each single 
experiment with the same a (or respectively a) for all processes. In the 
last line we quote the results for the Model B (see (9) from BHSW03). 

Table 1: JMA, JMA-a and Leblond models: Mean square errors. 

JMA 
JMA-a 

Leblond 
Model B 

2000s 
0.0375 
0.0417 
0.1781 

1 0.0313 

1000s 
0.0271 
0.0306 
0.1681 
0.0198 

500s 
0.0627 
0.0283 
0.1711 
0.0164 

300s 
0.0877 
0.0225 
0.1934 
0.0078 

We would like to remark that equation (8) with initial condition p{Q) = 0 
has two solutions, one of them is trivial. Hence for simulation one have 
to use p(0) = 6 with a small e. Then one has a unique solution, but 
of course it depends on s. We chose e small enough so that for smaller 
values of £ the difference between the simulated solutions is negligible, 
so we took £ = 10~^, 

4. DISCUSSION AND CONCLUSIONS 
The advantage of these two methods considered above is the simplicity 

of the equations, where only one additional parameter has been intro
duced. The results performed here yield a quahtatively good agreement 
with the experiment, however the Leblond model with only one parame-
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Figure 30.4- Left - ^sso/soo = 5005, right - ^sso/soo == 3005. The dotted hne 
represents the experiment, the soHd hne corresponds to the simulation (Vertical is 
the volume fraction of pear lite, horizontal is the temperature in °C). 

ter remains to be quantitatively imprecise. One has to find some better 
formulas for the time-scale parameter /i(T) to reach a better agreement 
with experiments. 

The second method has better average approximation than the JMA-
equation. For higher cooling rates it yields essentially better precision 
than JMA, but worse for lower ones. It could be probably improved by 
a more sophisticated functional taking the history of the temperature 
evolution into account. We conclude that both methods can be used 
for the kinetic simulation of the pearlite phase transformation, however 
some improvements of (13) are still needed in case of the Leblond model. 
We also remark that the Model B has a better accuracy then both models 
discussed above and others from BHSW03. This models contains the 
temperature rate on the right side of the evolution equation (we refer 
to HLHM99 for the motivation) and has essentially higher freedom in 
fitted parameters (function g from (9) in comparison to one parameter 
a or a from (10) or (11)) , see Table 1. With reference to BHSW03 
we can also conclude that for a given material and a short range of 
temperature variation one can always find some extension of the classical 
models to achieve the desired accuracy in simulation. However one has 
to change the obtained model drastically in case of a different variation of 
temperature or in case of some changes in composition of material. That 
is why we believe that some new approaches for the kinetic modeling are 
still needed. 
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Chapter 31 

CONFIGURATIONAL STRESS TENSOR IN 
ANISOTROPIC DUCTILE CONTINUUM 
DAMAGE MECHANICS 

Michael Briinig 
Lehrstuhl filr Baumechanik-Statik, Universitdt Dortmund, 

D-44221 Dortmund, Germany 

michael.bruenig@uni-dortmund.de 

Abstract The paper deals with a generahzed macroscopic theory of anisotropically 
damaged elastic-plastic solids. A macroscopic yield condition describes 
the plastic flow properties and a damage criterion represents isotropic 
and anisotropic eff'ects. The unbalance of pseudomomentum is estab
lished based on the second law of thermodynamics. Evaluation of a 
strain energy function and assuming the existence of pseudo-potentials 
of plastic and damage dissipation leads to the definition of the configura-
tional stress tensor, inhomogeneity force and material dissipation force. 

Keywords: Anisotropic damage, ductile materials, large strains, configurational 
stress tensor 

1. INTRODUCTION 
The theory of configurational forces has been shown to be an effec

tive and valuable basis for the systematic study of different kinds of 
material defects (see e.g. Kienzler and Herrmann, 2000) and their re
lation to J-integrals in fracture mechanics has been studied by Maugin 
(1994), Steinmann (2000) and Miiller et al. (2002). It is based on the 
introduction of the concept of the configurational stress tensor in con
tinuum mechanics of solids. The main advantage of this theory is a uni
fied approach in the investigation of material inhomogeneities, defects 
or further processes that change the material structure. The concept 
of energy-momentum tensor has been introduced by Eshelby (1951) to 
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study the defects in elastic continua, and the configurational stress ten
sor in finite strain elastoplasticity is discussed by Maugin (1994). On the 
other hand, during the past decades the constitutive modelhng of ductile 
damaged solids in the finite deformation range has received considerable 
attention and several continuum damage models have been proposed, 
see Briinig (2001) for an overview. Therefore, the configurational stress 
tensor and corresponding configurational forces will be presented in the 
context of ductile damage mechanics which may play a role as the driving 
force in ductile fracture studies. 

2. NEWTONIAN MECHANICS: BALANCE 
EQUATIONS AND CONSTITUTIVE LAWS 

The framework presented by Briinig (2003) is used to describe the 
inelastic deformations including anisotropic damage due to microdefects. 
Briefiy, the kinematic description employs the consideration of damaged 
as well as undamaged configurations related via metric transformations 
which allow for the definition of damage strain tensors A^^. The modular 
structure is accomplished by the kinematic decomposition of strain rates, 

H, into elastic, H^^, effective plastic, H , and damage parts, H^^. 
To be able to formulate physical equilibrium equations and constitu

tive laws, the Kirchhoff" stress tensor 

T = r^g i®g^ ' (1) 

is introduced which satisfies the equilibrium condition 

divT + poh = 0 (2) 

where poh = Pobig^ represents the physical body forces and div denotes 
the divergence operator with respect to the current base vectors g^. Al
ternatively, the equilibrium condition (2) can be expressed using the 
Lagrangian representation. This is obtained by introducing the nominal 

stress tensor P = F ' ^ T = T'j Si (g)g-̂ ': 

DivP + poh = 0 (3) 

where Div means the divergence operator with respect to the initial base 
o 

vectors g^. 
To be able to address equally the two physically distinct mechanisms 

of irreversible changes, i.e. plastic flow and evolution of damage, respec
tive Helmholtz free energy functions of the fictitious undamaged and 
of the current damaged configuration are formulated separately. The 
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effective specific free energy density ^ of the fictitious undamaged con
figuration is introduced which depends on effective elastic and effective 
plastic deformations as well as in an inhomogeneous medium explicitly 
on the initial position x of any regular material point. It is assumed to 
be additively decomposed into an effective elastic and an effective plastic 
part 

<^(A«^7;X) = ^^^(A^'; X) + $P^ir, x) . (4) 

where A^̂  is the elastic strain tensor and 7 denotes an internal plastic 
variable. Then, the hyperelastic constitutive law leads in the case of 
isotropic elastic material behavior to the effective stress tensor 

T = 2G A"̂  + {K- ^G) trA^^ 1 , (5) 

where G and K represent the shear and bulk moduli of the undamaged 
matrix material, respectively. In addition, plastic yielding of the hy
drostatic stress-dependent matrix material is assumed to be adequately 
described by the yield condition 

/P'(T;x) = / ^ - c ( l - ^ 7 i ) = 0 , (6) 

where Ji = t rT and J2 = ^ devT-devT are invariants of the effective 
stress tensor T, c(x) denotes the strength coefficient of the matrix ma
terial and a(x) represents the hydrostatic stress coefficient. In elastic-
plastically deformed and damaged metals irreversible volumetric strains 
are mainly caused by damage and, in comparison, volumetric plastic 
strains are negligible (Spitzig et al. (1975)). Thus, the plastic potential 
function g^^ = \/j2 depends only on the second invariant of the effective 
stress deviator which leads to the isochoric effective plastic strain rate 

^pl . dgP^ . 1 . 1 
H = A - 7 ^ - A — = devT = 7 -^=^ devT . (7) 

dT 2 v ^ x/2J2 

Furthermore, considering the damaged configurations the Helmholtz 
free energy of the damaged material sample is assumed to consist of 
three parts: 

,/>(A '̂, A'«^7,M;x) = <^ '̂(A«^ A'^^x) + <^'(7;^) + < '̂*'̂ (/.;S) . (8) 

The elastic part of the free energy of the damaged material 0̂ ^ is ex
pressed in terms of the elastic and damage strain tensors, A^^ and A^^, 
whereas the plastic part, (j)P^ due to plastic hardening, and the damaged 
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part, (j)^^ due to damage strengthening, only take into account the re
spective internal effective plastic and damage state variables, 7 and /a. 
All three parts of the Helmholtz free energy function (8), additionally, 

depend explicitly on the initial position x of any regular material point 
to be able to describe corresponding inhomogeneous characteristics. In 
addition, following Maugin (1994) the existence of a pseudo-potential of 

plastic dissipation D^^(H ,7;x) as well as a pseudo-potential of dam
age dissipation Z?^^(H^^,/i;x) is assumed which are positive and convex 
functions and are homogeneous of degree one in their respective first 
two arguments. This leads to the definition of the work-conjugate plas
tic stress tensor 

T^ = ^ (9) 

and the plastic strength coefficient of the damaged material 

dDP'' 

as well as to the work-conjugate damage stress tensor 

T^ = ^ (U) 

and the damage strength coefficient 

gj~,da 

dfi 
(12) 

which may be determined using respective experimental data. The ex
plicit dependence of D'^^ and D^^ on the initial material point position x 
indicates possible plastic and damage inhomogeneities, respectively, i.e. 
material point dependence of plastic and damage thresholds or macro
scopic hardening and softening characteristics. 

The hyperelastic constitutive law then yields the Kirchhoff stress ten
sor 

T^Po - ^ - 2{G + m trA^^) A^̂  + [{K -\G + 2r,i trA^^)trA^^ 

+773 (A^^ . A"0] 1 + 7?3 trA^^A^^ + 7?4 (A'^A^^ + A^^A^^)(13) 

which is linear in A^̂  and A^^, and 7?i...7?4 are newly introduced material 
constants taking into account the deterioration of the elastic properties 
due to damage. Furthermore, in analogy to the yield surface and fiow 
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rule concepts employed in plasticity theory, evolution of damage is as
sumed to be adequately described by the damage criterion /^<^(T^, a; x) 
and introduction of a damage potential function ^^^(T^) leads to the 
corresponding damage rule. Several numerical studies and experimental 
observations have shown that in structural metals the volume changing 
contribution to void growth is found to remarkably overwhelm the shape 
changing part when the mean remote normal stress is large. Therefore, 
isotropic damage behavior is assumed to give a reasonable approxima
tion for void volume fractions up to the critical porosity / = f^ Based 
on kinematic considerations (see Briinig (2001)), the damage strain rate 
tensor is then given by 

H'̂" = ^(i-/rVi (14) 
and the isotropic damage behavior is assumed to be governed by the 
damage condition 

fd<^ = I,-a = 0 f o r / < / c . (15) 

When the current void volume fraction exceeds the critical value fc the 
anisotropy effects caused by the changes in shape of the initially spher
ical voids are assumed to become important. Further void growth and 
coalescence as well as the activation of shear instabihties in the matrix 
material between the voids lead to anisotropic damage which is assumed 
to be adequately described by the damage criterion 

/^^ = / i + ^ \ / ^ - ^ = 0 f o r / > / e (16) 

where P describes the influence of the deviatoric stress state on the dam
age condition. Furthermore, the damage potential function ^^^(T^) = 
all + /3y/J2 with kinematically based damage parameters a and /3 leads 
to the damage rule 

H'̂ " = (̂1 - fr'h + fP^^devT^ , (17) 

where the first term represents inelastic volumetric deformations caused 
by isotropic growth of microvoids whereas the second term takes into 
account the dependence of the evolution of shape and orientation of 
microdefects on the direction of stress. 

3. ESHELBIAN MECHANICS: 
FUNDAMENTAL EQUATIONS AND 
BALANCE LAWS 

The equilibrium conditions (2) and (3) are formulated in the actual 
configuration. To be able to rewrite the balance laws of continuum 
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mechanics using variables of the reference configuration and to obtain 
a complete projection of tensorial equations on the material manifold a 
complete pull-back has to be performed (Maugin (1995)): 

(divT)F + poh¥ = 0 (18) 

or 
(DivP)F + pohY = 0 (19) 

To be able to derive the balance law for the configurational forces the 
gradients of the Helmholtz free energy density (?!>(Â ,̂ A^^,7,//;x) and 

J JL pi Q 

the pseudo-potentials of plastic and damage dissipation, D^^H ,7;x) 
and i:)^^(H^^A;x), are used as a starting point. In particular, the 
gradient of the free energy density with respect to the initial position of 
a material point is given by 

G - d 0 = ^ - G r a d A ^ ^ + ^ . G r a d A ^ ^ 

+ ^ G r a d 7 + ^Grad /x + Graded , (20) 

where Grade denotes the explicit material gradient. Taking into account 
the definition of the energy density 

i/j = Po(/) + J{DP^ + D^^)dt (21) 

leads after some algebraic manipulations to the gradient: 

GradV^ - T • GradH = - / ( t ^ • GradH^^ + t ^ • GradH^^)d^ 

- [{cGmdj + crGrad/i)dt -h GradeV^ (22) 

which clearly shows that there are now three types of material inhomo-
geneities, namely caused by the nonhomogeneous free energy function as 
well as due to the nonhomogeneous plastic and damage pseudo-potential 
functions. These can be exhibited by constructing the corresponding 
configurational force of true inhomogeneity 

r^'^ - GradeV^ = Grade[po^ + [{D^^ + D'^'')dt] . (23) 

In addition, the plastic and damage quasi-inhomogeneity force 

i^ = - j(c Grad7 + a GmdiJi)dt 

- [{T^ • GradH^^ + t ^ • GradH^^)dt (24) 
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can be defined which takes into account dissipation effects due to plastic 
and damage deformations. 

Furthermore, the product T • GradH can alternatively be formulated 

in terms of the nominal stress tensor P = F~-^T = T -̂ ĝ  ^g-^ and the 
oj 

mixed strain tensor L = H F = Hjgi0 g : 

T • GradH = Div(PL) - DivP L + P DifL (25) 

where the difference of the strain gradients 

DiiL = iHl,-H\^,)g®gj®g (26) 

has been used. Taking into account the physical equihbrium condition 
(3), Eq. (25) can be rewritten in the form 

T . GradH = Div(PL) - p^b L + P DifL . (27) 

This leads to the definition of the configurational stress tensor 

C - ^ 1 - P L (28) 

which is formulated in terms of the base vectors of the reference config
uration: 

C = C'j Si ® g (29) 

as well as of the configurational body force vector 

f = -poh L - P DifL - f̂  - r""^ . (30) 

Please note that the configurational stress tensor (28) in the elastic-
plastic-damage context involves the full stress P and the total strain L 
as well as energy-based contributions and the time integral of dissipation 
in the energy density '0. 

Finally, taking into account Eqs. (21)-(23), (28) and (30), Eq. (27) 
results in a configurational force balance 

DivC + f = 0 (31) 

or 

C ^ , g +fj g= 0 (32) 

which clearly shows that the configurational force is derived from the 
divergence of the configurational stress tensor. Please note that the con
figurational force system satisfies an equilibrium condition analogous 
to Eqs. (2) or (3) for the physical force system. This local balance 
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of pseudo-momentum (31), however, is a fully material balance law in 
which the flux is the conflgurational stress tensor referred to the refer
ence configuration and the source term is the configurational force. The 
formulation with respect to the reference configuration allows the inter
pretation of the configurational force as a driving force on a defect in the 
material. In addition, the configurational force of explicit inhomogeneity 
finh ^j^j plastic and damage quasi-inhomogeneity f̂  may play a role in 
ductile fracture studies. 

4. CONCLUSIONS 
An efficient framework for anisotropically damaged elastic-plastic sohds 

and the definition of the configurational stress tensor in anisotropic con
tinuum damage mechanics have been presented. Based on the introduc
tion of strain energy functions and pseudo-potentials of plastic and dam
age dissipation the inhomogeneity force and material dissipation force 
have been formulated which may be seen as driving forces in ductile 
fracture analyses. 
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Abstract The present work proposes a continuum theory of strain gradient plas
ticity with additional plastic spin rate and plastic strain rate tensors 
defined by the Cartan coefficients of structure. 

1. INTRODUCTION 
Experimental testings have shown the existence of a material length 

scale for microcracking and plasticity of materials. Continuum plastic
ity is used at macroscopic level (> 100/im) whereas microscopic slip 
models constitute the basic tool for crystallin plasticity (~ 10~"^//m). 
In between, gradient continua have been proposed to model mesoscopic 
plasticity. Development of gradient plasticity includes at least three ba
sic steps : use of displacement second gradient as additional variable e.g. 
[6], decomposition of deformation gradient into plastic and elastic parts 
e.g. [1], [17], and definition of strain gradient plastic variables e.g. [2]. 
However, some questions still remain such as the consistency problem 
of using strain gradient as variables e.g. [3], [9], [10], the definition of 
plastic deformation at the intermediate level e.g. [2], [4], [13], and the 
plastic spin rate e.g. [2], [11]. The present work is an attempt to give 
some answer to these questions by using a geometric approach [15] and 
then proposes additional variables which may enable to connect the var
ious length scales in gradient plasticity. It conforms to previous works 
based on non Riemaniann geometry to model continuum dislocations 
e.g. [1], [12] and plastic deformation e.g. [7], [8], [17]. 
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2. STRAIN GRADIENT CONTINUUM 
We fix once and for all on an Euclidean reference (S) endowed with 

a metric tensor g and a volume-form UQ^ uniform and constant. Let O 
be the origin of (S). We define a global (curvilinear) coordinate system 
(x\x^ ,x^) on (S) associated to a local basis (uoi,uo2,uo3). 

2.1. DEFORMATION OF A CONTINUUM 
Geometry. A continuum S is a set of material points M modeled 
by a manifold e.g. [15]. The tangent vector space of S at M is denoted 
TMJ3> The deformation oi B is a, map (p from an initial configuration 
Bo to the deformed configuration B. The location of M is defined by 
O M = (/:?(OMo). The differential map d(p transforms a tangent vector 
uo at MQ according to u = d(p(UQ). F = d(f is the deformation gradient. 
We shall always consider field of local basis (uio,U2o, U30) at BQ which 
deforms to (ui,U2,U3) with u^ = d(p{uao) at B. 

Classical continuum. Deformation of B is defined by change of the 
metric components gab = g(ua, u^) e.g. [3], the volume-form component 
cJo(ui,U2,U3) = Vdetgab-, and the symbols of Christoffel e.g. [14]: 

fdgad , dgdb dgab\ ,,x 
^^^~2 ^ \dxb ^ dx^ dxdj ^'^ 

These symbols 7^^ (x) are the coefficients of a metric connection 7 which 
is necessary to calculate the gradient of tensor fields on B. Metric com
ponents gab are equal to components of Cauchy-Green tensor e.g. [16]. 

Mesoscopic description. Typically, large plastic strain produced 
in crystallin solids requires regenerative multiplication of dislocations 
essentially due to Prank-Read sources or multiple cross ghde. This later 
is known to initiate and to increase shear slip banding in plasticity. 
Physically, each slip results in a discontinuity of cp either between atoms 
for monocrystals or between grains for polycrystals. An attempt to 
bridge length scale levels should account for this discontinuity e.g. [4]. 
Mathematically, given a vector u and scalar fields ip on B^ the scalar 
u ('0) is the direction derivative of ip along u. The Lie-Jacobi bracket of 
two vector fields u and v on B is a vector field [u, v] on B defined by: 

[u,v](^) = uv(^)-vu(V^) (2) 

Physically, the Lie-Jacobi bracket [u, v] measures the failure of closure in 
the deformed configuration of any initial closed parallelogram e.g. [16]. 
This happens when the deformation (f includes nucleation of dislocations 
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or grain subdivions within B. Cartan has defined the coefficients of 
structure KQ^^ associated to (ui,U2,U3) by the formula: 

[Ua,U5] = ^§^f,Uc (3) 

Starting with an initial vector base [uaOjU^o] = 0, we can thus define: 
(a) holonomic deformations such that [uajU^] = 0, (/? is a C^^k > 2 
immersion e.g. [3]; (b) non holonomic deformations for which [ua^u^] = 
^Oab^c 7̂  0 e.g. [16]. In this second case, the formula (1) does no more 
hold and should be revisited. To extend the Christoffers symbols, we 
now introduce a more general definition of an affine connection which is 
the necessary tool for any gradient calculus on the continuum B, 

Definition 2.1 (Affine connexion) An affine connection V on B is a 
map V : TMB X TMB —> TMB which associates any couple of vector 
fields u and w on B to a vector field VyV such that, A and JJL being any 
two real numbers and ip any scalar field on B, e.g. [14]-' 

VAUI+/.U2V = AVuiV + /xVu2V V^uV = V^VuV 

Vu(Avi + fiU2) = AV^vi + )uVuV2 Vu(V^v) = ^VuV + u('^) V 

Scalars F^^ defined by VuaU^ = T^̂ Uc generalize the Christoffel symbols. 
The gradient of vector v and of linear form u are deducted: 

Vv(u) = V„v (Vua;)(v) = u[w(v)]-a;(Vuv) (4) 

Conversely to 7, an affine connection V on iS cannot be defined solely 
by the metric g. The torsion and curvature tensors are also required. 

Definition 2.2 Consider on B an affine connection V. Let to be a 1-
form field and ui^ U2 and w vector fields on B. The torsion and curva
ture fields associated to V are defined respectively by: 

K(ui,U2,a;) = (VuiU2 - Vu2Ui - [ui,U2])(a;) (5) 

5R(w,ui,U2,cc;) = {VuiVu2W-VusVuiW-V[u, ,u2]w}H (6) 

Components of torsion are H^̂  = (F^^ — F^^) — HQ^ and components of 

curvature 5ft̂ ,, = û  (r^J - u^ (r^„) + r^^r^ - r \r«„ - HS,,r^, ea' 

Theorem 1 Let 6 be a scalar field on B. If the variation of 9 from one 
point to another point depends on the path then the torsion field in B is 
not null and it characterizes the field of discontinuity of 9 on B. Let w 
be a vector field on B. If the variation ofw from one point to another 
point depends on the path then H or U do not vanish on B and they 
characterize the field of discontinuity ofw on B. 
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Proof See e.g. [15] D. The continuum theory presented here is based 
on the Cartan's circuit when the B does not have any lattice structure 
[7]. A continuum B is affinely equivalent to the ambient space (S) if 
and only if the torsion and curvature tensor fields are identically null at 
every point of B e.g. [3], [12]. 

2.2. STRAIN GRADIENT CONTINUUM 
Strain gradient continuum. Classical models of strain gradient 
continuum introduce Vg or alternatively the second gradient V^u as 
additional variables e.g. [6]. In this work, we adopt a geometric approach 
based on Cartan geometry to account for mesoscopic mechanisms [15]. 

Definition 2.3 A strain gradient continuum B is a continuum which 
allows continuous distribution of scalar and vector discontinuity. 

Prom the previous results, the local geometry of B is thus defined by 
the metric gab (x), torsion Ĥ ^ (x) and curvature ^^hd (•̂ )- ^^^ question 
is now to determine if a connection V, reconstructed from its torsion H 
and curvature 5ft, and the metric g are compatible e.g. [12]. We recall 
that V is compatible with g if and only if Vvg = 0, Vv e TMB e.g. [14]. 

Theorem 2 (Levi-Civita connection) Let B be endowed with g. Then 
there is a unique torsion-free connection V on B compatible with g. 

Proof: See proof in e.g. [14]n. The components of the Levi-Civita 
connection are uniquely determined as: 

Kb = lab + <b <b = \ {Kab + / ' ^ a e H S d b + Q^'geb^lda) (7) 

They include not only Christoffel symbols 7^^ but also additional non 
holonomic terms K^^, which can be considered as plastic variables. The 
continuum macroscopic model based on the multiplicative elastoplas-
ticity e.g. [17] does not account for this intermediate plastic variables. 
Hereafter, B always denotes a strain gradient continuum for which V is 
compatible with but may be independent of g. Components of torsion 
and curvature of V become: 

acd^ ~ CLcdj ' •^acdK ' Ice^da ~ 7de^ca ' ^celda ~ ^de^Jca 

Remark 2.1 These relations allow to calculate the discontinuity of scalar 
and vector fields within B by means ofV. By the way, we observe that 
the translation dislocations are additive whereas the rotation dislocations 
(disclinations) are not e.g. [15]. It should be stressed that /̂ ^̂  is not 
symmetric with respect to lower indices even if K, is torsion free. 
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Objective time derivatives. The motion of B is defined by the 
map OM{t) = (p{M,t) and its velocity field v = ^ [OM]. For the 
kinematics of B^ we define a frame indifferent time derivative such that 
any tensor embedded in B must have a vanishing time derivative. To 
start with, let u be a vector field on B with velocity field v. Its time 
derivative with respect to B is defined as: 

d^ d ^ , ^ 
- u . - u - y v ( « ) (8) 

u is embedded in B if its S-derivative vanishes. For any u^ element of 
the dual base we have cj^ (u^) = S^, If u^ is an embedded vector, then: 

Definition 2.4 (B- derivative) Let A be a mixed tensor of the type (p, q) 
on B. The time derivative of A with respect to B is a tensor of the same 
type as A, which stisfies for any p-uplet of vectors (ui, ...,Up) and for 
any q-uplet of 1-forms (cji, ...,0;^); embedded in B, the condition: 

f — A j (ui,...,Up,u;\...,a;^) = —[A(ui, ...,Up,a;\ ...,a;^)] (9) 

For kinematics of a strain gradient continuum, the ;B-derivatives of the 
geometric variables are calculated according to the relationships: 

d^ 
d^"° 

\d^ 
^'- 2dt^ 

. d^.. 
^ ^ = d ^ ^ 

. d^^ 
^-^^"^ ^^H^" < » " 2 * ^ < ' ' " * ' ^ < " " * ' * f'"' 

Non holonomic deformation rate. The expression of the Levi-
Civita connection (7) highlights the influence of non holonomic deforma
tion on the velocity gradient Vv. First terms ^^^ correspond to classical 
holonomic deformation. We now give a mechanical interpretation of ad
ditional terms. For any vector field v on B^ we first define the 1-form 
field v* on B, g-isomorphic of v, by v*(u) = g(u, v) Consider the decom
position Vv* = D -h Jl. The components of the strain rate are denoted 
Cg{ua,ut) = D(ua,U6) = \ [(VuaV*)(u6) + (Vui,v*)(ua)]. In addition 
to classical terms (calculated with the metric connection 7), we obtain 
the non holonomic strain rate projected onto (ui,U2,U3): 

D ^ ^ ( U , , U5) = \ [g'^'gaendh + Z '^e^i^^da) ^c ( H ) 

From the spin rate Q^{\Xa, u^) = \ [(Vu^v*)(ut) - (VutV*)(ua)], there is 
also an additional non holonomic spin rate whose components are given 
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by the relationship: 

n''{Ua,Ub) = \^'oabVc (12) 

Remark 2.2 We remark that the non holonomic strain and spin rates 
D^^ and Jl^^ express a rate of local topology change of the continuum B. 
They are not due to evolution of the metric components gabi'^^t), due 
to the shape change, hut are due to some micro structure rearrangements 
and shear hand at the mesoscopic level 

3. STRAIN GRADIENT PLASTIC MODELS 
Strain gradient continuum. The local motion of B is described by 
gab (x, t), î ^̂  (x, t) and 5ft̂ ^̂  (x, t). For completness, the thermomechanic 
process within B is described by the stress a, Helmholtz free energy (̂ , 
body force ph^ entropy 5, and volumic heating per unit mass r. 

Definition 3.1 ^ strain gradient continuum of the rate type B is defined 
hy the constitutive tensor functions, ^ — {a^(j)^s},: 

S> = §(a;o,g,H,3?,C5,CK,C«) (13) 

Theorem 3 Let B be a strain gradient continuum of the rate type. 
Then the free energy (p defined by (IS) takes necessarily the form (f> = 
4>{oJo,g,'i^,^) and the entropy inequality is written as: 

Jfl : Cs + JK : CK + JsR : CsR > 0 (14) 

Proof : It is shown by applying the method of Coleman and Noll [5] D. 

Discussion on strain gradient dependence. Prom thermody
namics point of view, the Coleman and Noll's method can be applied 
because g and V are independent variables for the present model. A 
problem of thermomechanic consistency arises if these constitutive ar
guments are not independent e.g. [9]. Indeed, the requirement of a posi
tive dissipation at any point of B would induce too restrictive conditions 
for evolution laws and J^ and Jgfj if they are dependent. Prom geometry 
background, consider smooth deformation of )B such that gab = g (Ua, u^) 
are C^. The boundary value problem may be recast into the minimiza
tion of a scalar valued function. In the seek of invariant formulations 
of physical field theories e.g. [10], if we consider a simply connected 
B E R^ and any scalar function 0 (g, Vg, V^g) such as strain energy 
density, assumed to be C"̂ , the invariance of / ^ 0 (g, Vg, V^g) CJQ under 
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proper coordinate transformations x(x) (covariance) implies that there 
does not exist a scalar density 0(g, Vg) which depends solely on the 
metric components gab and its first derivatives -^ [10]. This result is 
related to the smoothness of gab and on the connectedness of B e.g. [3]. 

Continuum vs. discrete crystal plasticity. For microscopic 
crystal plasticity, F = d(p is classically decomposed into elastic and 
plastic parts F == F^F^ e.g. [17]. It implies L = Vv* = L^ + LP, 
Assume that plastic deformation takes place only by dislocation glide 
mechanism along slip directions SQ and slip normal planes niQ. The 
Taylor equation holds L^ = EaT^""^ s(^) (g) m(^) in which s = F^(so) 
and m = F^(mo). 7^̂ ^ denotes the slip rate on the system a. Discrete 
micro-plastic spin and strain rates projected onto (ui,U2,U3) hold: 

nP = j ; ^ l ^ W (4" )mJ" ) -m(" )4" ) ) u«®u^ (16) 
a 

DP = 5;;1^(«) (4")m(°^ + mi-)4"^) u^^u*- (17) 
a 

These microscopic relations are often used to define plastic deformation 
rate. However, it is worth noting that a micro-volume of metal contains 
more than 10^ atoms. Therefore, mixing microscopic and macroscopic 
levels implicitly hes on a strong homogenization assumption. In this 
work, between microscopic and macroscopic decriptions, there are strain 
gradient plastic rates Q^^ and D^^ at the mesoscopic level. Levi-Civita 
connection properties ensure their existence and uniqueness. 

4. CONCLUDING REMARKS 
The present work proposes a geometric approach for strain gradient 

plasticity by accounting for microscopic or mesoscopic deformations. Re
sults show the existence of intermediate plastic spin and plastic strain 
tensor rates which can not be deduced from macroscopic model assum
ing the multiplicative decomposition of dip. We wonder if they could be 
related to the kinematics of grain subdividion in polycrystals elastoplas-
ticity when using multiscale decomposition e.g. [4]. 
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Abstract It is shown that the concept of material forces together with associated 
balance laws, besides the classical laws of linear and angular 
momentum in the physical space, provide a firm theoretical framework 
within which weakly nonlocal (gradient type) models of damage and 
plasticity can be formulated in a clear and rigorous manner. The 
appropriate set of balance laws for physical and material forces as well 
as the first and second law of thermodynamics are formulated in 
integral form. The corresponding local laws are next derived and the 
general structure of thermodynamically consistent constitutive 
equations is formulated. 

Keywords: Physical and material forces, microstructure, defects, weakly nonlocal 
damage and plasticity models 
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1. INTRODUCTION 

In local theories of damage and elastoplasticity published in the literature 
appropriate kinematical variables are considered as internal variables, for 
which evolution laws have to be formulated. Numerical investigations have 
shown that FE solutions based on local theories exhibit a strong mesh-
dependency, if localization in the material space occurs, and that they are not 
able to simulate appropriately size-dependent effects. To overcome these 
difficulties weakly nonlocal (gradient type) and nonlocal models were 
proposed in the literature based either on variational approach (e.g. Fremond 
and Nedjar, 1996; Lorentz and Andrieux, 1999; Nedjar, 2001; Saczuk et al,, 
2003) or on the postulate of additional balance laws for material forces (e.g. 
Makowski and Stumpf, 2001; Stumpf and Hackl, 2003). In the literature the 
non-classical material forces are also denoted configurational forces 
(Maugin, 1993; Gurtin, 2000, Steinmann 2000). The weakly nonlocal model 
for isotropic brittle damage proposed by Fremond and Nedjar (1996) is 
based on a virtual work principle leading to the classical balance law of 
physical forces and an additional balance law for a scalar-valued material 
force associated with isotropic damage. In Nedjar (2001) this isotropic 
gradient-damage model is combined with the classical local theory of small 
strain plasticity. The variational formulation of Lorentz and Andrieux (1999) 
is an internal variable approach without postulating balance of material 
forces. As point of departure a global form of the free energy as functional of 
strain, internal variable and its gradient and a global form of the dissipation 
potential as functional of the rates of the internal variable and its gradient are 
introduced. The second law of thermodynamics is verified for the whole 
structure circumventing in this way the limitations of the Coleman and Noll 
(1963) procedure. 

While the above-described models can be considered as weakly nonlocal 
(Euclidian gradient type) the nonlocal theory of inelasticity and damage 
presented in Saczuk et al. (2003) is based on a Lagrange minimization 
technique, where as underlying kinematics a two-level manifold structure is 
applied, where the deformation gradient is introduced as linear connection 
with macro- and micro-covariant derivatives, what leads to an Euclidian 
space gradient (weakly nonlocal) formulation only under simplifying 
assumptions. 

In Makowski and Stumpf (2001) the microstructure of material bodies is 
modeled by a finite set of directors, where balance of the associated material 
forces is postulated. In Stumpf and Hackl (2003) a weakly nonlocal, 
thermodynamically consistent theory for the analysis of anisotropic damage 
evolution in thermo-viscoelastic and quasi-brittle materials is presented. 
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where balance of non-dissipative and dissipative material forces associated 
with anisotropic damage is postulated. 

The aim of the present paper is to derive a thermodynamically consistent 
weakly nonlocal theory for damage and elastoplasticity at finite strain 
including both the gradient of anisotropic damage and the plastic strain 
gradient, where the anisotropic damage is described by a symmetric damage 
tensor D, referred to the undeformed reference configuration, and the plastic 
deformation by a locally defined plastic deformation tensor F^. 

2. BALANCE LAWS OF PHYSICAL AND 
MATERIAL FORCES 

For the purpose of this paper, the material body may be identified with a 
region B in the physical space, which the body occupies in a fixed reference 
configuration. The motion of the body is then described by a mapping 
X = x(X, t), which carries each material particle whose reference place is 
X into its place x in the spatial configuration of the body at actual time t. 
Once such a mapping is specified, all variables associated with the 
macroscopic kinematics of the body such as velocity, deformation gradient, 
strain tensors, etc., are defined in the standard manner. The basic laws of 
Newtonian mechanics representing the balance of forces and couples in the 
physical space take the form: 

lbdv+^^Tnda = -^l^pdv, (2.1) 

jpXXhdv-\' lpXxTnda=-^lpXXpdv, (2.2) 

The notations used in this paper are standard. In particular, the field 
variables appearing in (2.1) and (2.2) are: 

T(X, t) : physical first Piola-Kirchhoff stress tensor, 
b(X, t) : external physical body force, 
p(X, t) : physical momentum density. 

Moreover, n(X) is the outward unit normal vector to the boundary dP 
of a subdomain P d B occupied by any part of the body in the reference 
configuration. 
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It is well-known that the classical laws of Newtonian mechanics alone 
are insufficient to describe appropriately the microstructural changes in the 
material during an irreversible deformation with damage and plasticity. 
Moreover, the physical mechanisms underlying damage and plasticity of the 
material are essentially different. Accordingly, in order to account for these 
two different mechanisms it is necessary to introduce into the theory two 
additional independent kinematical field variables. In this paper it will be 
assumed that microdefects as microcracks, microvoids responsible for the 
degradation of the material properties are characterized by a second order 
"damage tensor" D(X,0 and the plastic deformation, based on dislocation 
motion in the case of poly-crystalline materials, by a second order plastic 
deformation tensor F^(X,0- It will be also assumed that the evolution of 
D(X,0 and F^(X,0 during the deformation of the material is caused by 
corresponding material forces and stresses, respectively, satisfying their own 
balance laws: one associated with damage indicated by an upper index d, 

J^(-K^ + G ' ) J v + ^^M^'nda = -^ j^P'Jv (2.3) 

and one associated with plastic deformation indicated by an upper index p, 

J^(-KP + GPMV+ l^M^nda = -^ ^F^dv. (2.4) 

The integration of the terms in (2.3) and (2.4) has to be performed over 
the same subdomain P and the boundary surface dP as in (2.1) and (2.2). 
The field variables appearing in (2.3) and (2.4) are: 

K^(X,0, K^(X,0 • second order material stress tensors, 
G^(X, t), G^(X, t) : external influence tensors representing e.g. 

chemical reactions breaking internal material bonds associated with defect 
evolution and plastic deformation, 

IH (X,0 , IH^(X,0 : third-order material stress tensors, 
P (X,0» P^(X,0 ' material momenta associated with evolution of 

damage D and plastic deformation F^. 
Evolving microdefects have no mass but they have inertia. This effect is 

included in the present theory through the material momenta P^ and P^. 
The physical interpretation of the material stress tensors K^, K^ and H , 
H^ becomes obvious in the next section, especially in eqn (3.3). 

Passing in the balance laws (2.1) and (2.2) to the limit of a material point, 
the classical field equations are obtained representing in the local form the 
balance laws of physical forces and couples: 
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DivT + b = p , T F ^ - F T ^ = 0 , (2.5) 

where F(X, t) denotes the physical deformation gradient, F = Vx, and 
the superimposed dot stands for the time derivative. The same procedure of 
locaUzation applied to the balance of material forces (2.3) and (2.4) yields 
the following local field equations 

DivH^ - K ^ ^ C ^ = P^, DivHP - R P +GP = F . (2.6) 

The inertia terms on the right side of the material balance laws (2,6) are 
due to the assumption that dynamically moving defects and dislocations 
have inertia. 

We have to point out that the local laws of physical forces and couples 
(2.5) and material forces (2.6) are valid at all points in the reference 
configuration B of the body provided that the relevant fields are smooth. 
However, the integral form of the corresponding balance laws admits also 
singular surfaces, at which physical and/or material stresses fail to be 
continuous. In this case the corresponding jump conditions at the singular 
surfaces have to be added to the local equations (2.5) and (2.6). This issue 
will not be considered in the present paper. 

3. WEAK FORM OF THE MOMENTUM BALANCE 
LAWS 

As direct implication of the local equations (2.5)i and (2.6) we have 

L((DivT + b - p ) * x + (Div[H^-"K'^+G^-P^)*D 
. . . (3.1) 

+ (DivHP-KP + GP-PP)*FP)jv = 0 

for every part P of the body. Applying the divergence theorem, equation 
(3.1) can be transformed to 

L(c7 + aK)rfv= L(b*x + G^*D + GP*FP)rfv 
; . . (3.2) 

+^^ (Tn • X + H^n • D + M^n • ¥^)da 

with the stress power <J(X, t) defined by 
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C7 = T * F + K^*D + [H^*VD + KP*FP+HP#VFP, (3.3) 

and the stress power (JjcQi^.t) given by 

a-;^=p#x + P^#D + pP«FP. (3.4) 

It is seen that (3.2) with (3.3) and (3.4) represents the global balance laws 
(2.1), (2.3) and (2.4) in the weak form, what is known as the principle of 
stress power. 

The scalar function <T;̂ (X,0 according to (3.4) represents the total 
power of inertia forces including the inertia forces of moving material points 
in the physical space and evolving defects and dislocations in the material 
space. With the assumption that the referential mass density /^(X) is time-
independent so that the balance law of mass is satisfied identically, the total 
power of inertia forces can be derived from the rate of the kinetic energy 
density ^ = Ar(x,D,FP) as function of the rates of the independent 
kinematical field variables, 

CJ;, = ^(x,I),FP). (3.5) 

With the classical assumption that the macromomentum in the physical 
space is given by p = p^k and the additional assumptions that the material 
momenta P and P^ are proportional to D and F^, respectively, the total 
kinetic energy takes the form 

;r = i / ^ x # x + l / ^ / D # I ) + i / : b J | P r * r . (3.6) 

Here / ( X , 0 and J |P (X,0 

are fourth order inertia tensors associated with 
dynamically moving defects (e.g. microcracks and microvoids) and 
dynamically moving dislocations, respectively. These two tensors have to 
satisfy certain symmetry conditions in order to ensure that the kinetic energy 
(3.6) serves as potential for the material momenta P^ and pP. Such 
conditions are satisfied identically, if the inertia tensors J) and J)P are 
symmetric and time-independent. 
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4. BALANCE OF ENERGY AND DISSIPATION 
INEQUALITY 

Besides the balance laws for physical and material forces and couples 
(2.5) and (2.6) it is necessary to formulate the first and second law of 
thermodynamics taking into account the kinetic energy and the mechanical 
power due to the dynamics of the body in the physical space as well as due 
to the evolution of defects, dislocations and heat production and transport in 
the material space. Accordingly, the appropriate form of the first law of 
thermodynamics representing the balance of energy follows from (3.2) as 

4{fp(^ + ^ ¥ v ] = L(b*x + G'^*D + GP*FP)Jv 
^^ (4.1) 

while the second law of thermodynamics representing the principle of 
entropy growth in the form of the Clausius-Duhem inequality reads 

^ I Tjdv > jp e-'rdv - Ĵ ^ e-\ • nda. (4.2) 

The various field variables appearing in (4.1) and (4.2), which are not 
present in the physical and material balance laws (2.1)-(2.4), are: 

^(X, t) : specific internal energy, 
r(X, t) : external body heating, 
q(X, t) : referential heat flux vector, 
7j(X,t) : entropy, 
^(X, t) : absolute temperature (by additional assumption, 
^ ( X , 0 > 0 ) . 

The localization of the balance law of energy (4.1) yields 

£' = <7 + r - D i v q , (4.4) 

provided that the local laws (2.5) and (2.6) hold. Here, the total stress power 
<j(X,0 is given by (3.3). In the case of existing singular surfaces within the 
part P of the material body corresponding jump conditions have to be 
added. 

Finally, the localization of the entropy inequality (4.2) yields the local 
dissipation inequality 

fj - ( r V - D i v ( r ^q)) > 0. (4.5) 
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It should be noted that in the form (4.5) the local dissipation inequality is 
independent of the laws of mechanics and the law of energy balance. 
Introducing the free energy y/(K,t) (measured per unit volume of the 
reference configuration) defined by Xjf^e — Ori, the dissipation inequality 
(4.5) can be rewritten in an equivalent form as 

D^a-\if-rie-e~\^^e>^, (4.6) 

referred to as the reduced dissipation inequality. It represents the second law 
of thermodynamics under the assumption that the balance laws of physical 
and material forces and the balance of energy hold. 

5. GENERAL CONSTITUTIVE EQUATIONS 

The independent thermo-kinematical variables of the theory presented in 
this paper are (F,D,F^,^). Let us denote with £ the following set of 
kinematical variables and with c their rates: 

£ = (F, D, VD, FP, VFP), £ = (F, D, VD, F^, VF^). (5.1) 

Then the set of physical and material stress tensors power-conjugate to (5.1) 
is 

CT=(T,K^[H^K^1HP), (5.2) 

what enables us to rewrite the stress power (3.3) in compact form as 
cr = C F * £ . 

To formulate the constitutive equations, we have to express the free 
energy iff and the stress tensors (5.2) together with the entropy 7] and the 
heat flux vector q as functions of (£,^,£, V^) , 

5̂  = ^^(£,^,£,V^), a = a(£,^,£,V^), 

7 = 7(£,^,£,V^), q = q(£,^,£,V^). 

The general constitutive equations (5.3) have to satisfy the restrictions of 
thermodynamical admissibility and objectivity. The thermodynamical 
admissibility requires that the response functions in the constitutive 
equations (5.3) satisfy the dissipation inequality (4.6). From this requirement 
the following constitutive restrictions are obtained, ^z\j/ — 0 and 3vei^ ~ 0. 
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It means the free energy function can not depend on t and V^ , and the 
constitutive equation for the entropy is determined by the free energy 

y/ = ylr(s, 0), 7j = 7j(s, 6) = -'de\j/{z, 0). (5.4) 

In view of (5.4) the dissipation inequality reduces to the form 

D = (a (£ ,^ ,£ ,V^) -a ,^ (£ ,^ ) )*£- r^q(£ ,^ ,£ ,V^)*V^>0 . (5.5) 

The inspection of this inequality leads to the result that the physical and 
material stresses (5.2) consist each of two parts, a non-dissipative part, 
which can be derived from the free energy potential, dt\j/{z,6), and a 
dissipative part indicated here by a lower asterisk, 

a = a(£,^,£,V^) = ac?^(£,^) + a*(£,6^,£,V^), (5.6) 

where the dissipative parts of the physical and material stresses, 
a* = (T*,K*,[Ht,K^,[H^^) , have to satisfy the dissipation inequality 

Z) = a*(£ ,^ ,£ ,V^)*£-r^q(£ ,^ ,£ ,V^)#V^>0. (5.7) 

The form of the entropy production inequality (5.7) suggests to assume the 
existence of a dissipation pseudo-potential (f) of the form 

(2) = (Z)(£,^,£,V^), (5.8) 

where £ and 9 can be considered as parameters. If such a dissipation 
pseudo-potential exists, the dissipative driving stresses a* and the heat flux 
vector q can be derived from (|) as 

a* = â (Z)(£, e, tVO), 0-^q = -av (̂Z>(£, 0, £, V ̂ ) . (5.9) 

Introducing (5.9)i into (5.6) leads to the constitutive equations expressed by 
two potentials, the free energy l/r and the dissipation pseudo-potential ^ , 

G = d,l/)r(E,0)-^dt(/>(£,0,£y0)^ (5.10) 

Furthermore, with (5.9) the dissipation inequality (5.7) takes the form 

D = ̂ e^{^,0,^,V0)^^-\-^vo(/>i£,0,tyO)^V0>O, (5.11) 
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where the first term is the entropy production due to the dissipative driving 
forces in physical and material space and the second term is the entropy 
production due to the heat flux in the material space. 

6. DYNAMIC GOVERNING EQUATIONS OF 
DEFORMATION AND DEFECT AND PLASTIC 
EVOLUTION 

Within the considered theory, the governing equations to determine the 
deformation of the structure with a damage and plastic evolution inside the 
material body are obtained by introducing the thermodynamically admissible 
constitutive equations of the previous section into the balance laws of 
physical and material forces, obtained in Sect. 2, together with the equation 
of energy balance derived in Sect. 4. The resulting field equations can be 
simplified for isothermal processes leading to 

DivT(£,£) + b = /^x, (6.1) 

DivH^(£,£)-K^(£,£) + G^ = A(J'I))- , ^^2) 

DivHP(£,£)-KP(£,£) + GP = A(JI^F^)'-

Thus, the fields x(X,0, D(X,0 and ¥^{X,t) can be determined as 
solution of the system of equations (6.1) and (6.2) taking into account 
appropriate boundary and initial conditions. The boundary conditions 
consistent with this set of governing equations can be derived in the manner 
shown in Stumpf and Hackl (2003). 

7. CONCLUSION 

The presented weakly nonlocal (gradient type) theory of damage and 
plasticity can be considered as a framework with various gradient and local 
models as special cases. If e.g. it is assumed that for brittle material the 
plastic deformation plays no role the gradient model of anisotropic damage 
of Stumpf and Hackl (2003) is obtained. As it is outlined in that paper a 
further restriction to isotropic damage, isotropic elastic material behavior, 
small strains, quasi-static and isothermal process the elastic damage model 
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of Fremond and Nedjar (1996) is recovered. In that paper also corresponding 
material parameters and numerical applications are presented. 

From the general theory of the present paper a simplest gradient model of 
ductile damage is obtained, if for quasi-static and isothermal process at small 
elastic strains, isotropic gradient damage is assumed, while the plastic 
material behavior is described by the classical local theory of plasticity for 
small plastic strains neglecting gradients of the plastic deformation. This 
leads to the model of Nedjar (2001). 

If both the damage gradient and the plastic strain gradient are assumed to 
be small and can be neglected the dynamical balance laws of material forces 
presented in this paper yield dynamical evolution laws for the corresponding 
field variables. In the case of quasi-static elastoplasticity without damage the 
results of Cermelli et al. (2001) are obtained. 
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