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Preface

In recent years the Internet has become a source of data and information of indisputable
importance and has immensely gained in acceptance and popularity. The World Wide
Web (WWW or Web, for short), frequently named “the nervous system of the informa-
tion society,” offers numerous valuable services leaving no doubt about the significance
of the Web in our daily activities at work and at home. Consequently, we have a clear
aspiration to meet the obvious need for effective use of its potential by making im-
provements in both the methods and the technology applied. Among the new research
directions observable in Web-related applications, intelligent methods from within the
broadly perceived topic of soft computing occupy an important place.

AWIC, the “Atlantic Web Intelligence Conferences” are intended to be a forum for
exchange of new ideas and novel practical solutions in this new and exciting field.
The conference was born as an initiative of the WIC-Poland and the WIC-Spain
Research Centres, both belonging to the Web Intelligence Consortium – WIC
(http://wi-consortium.org/). So far, three AWIC conferences have been held: in Madrid,
Spain (2003), in Cancun, Mexico (2004), and in Łódź, Poland (2005).

The book covers current noteworthy developments in the field of intelligent methods
applied to various aspects and ways of Web exploration. However, a few contributions
go beyond this frame, providing a wider and more comprehensive view on the sub-
ject matter. Originally, about 140 interesting papers were submitted, out of which only
74 contributions, selected in a peer-review process, are presented in this volume. Un-
fortunately, not all high-quality papers could be included in this volume due to space
constraints. The material published in the book is divided into three main parts: papers
presented by keynote speakers, contributions of conference participants, and workshop
materials. Case studies and workshop materials are arranged in alphabetical order ac-
cording to the name of the first author.

We deeply appreciate the efforts of the plenary speakers and thank them for their
presentations. They are Profs. Witold Abramowicz (Poznań University of Economics,
Poland), Jiming Liu (Hong Kong Baptist University, China), Roman Słowiński
(Poznań University of Technology, Poland), and Ning Zhong (Maebashi Institute of
Technology, Japan; President of the WIC). We are indebted to the reviewers for their
reliability and hard work done in a short time. High appreciation is due to the Orga-
nizing Committee of the conference, with particular recognition of Mr. Wiktor Wanda-
chowicz’s (Technical University of Łódź, Poland) contribution to its accomplishments.
Profs. Pilar Herrero, Maria S. Pérez-Hernández and Victor Robles from the Technical
University of Madrid, Spain deserve special thanks for their excellent organization of
the workshop that enriched the program of the conference. True thanks are also given to
the series editor and to the Springer team for their friendly help. The invaluable patron-
age of Prof. Jan Krysiński, President of the Technical University of Łódź is gratefully
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acknowledged. The technical cooperation of the IEEE Computational Intelligence So-
ciety and the Berkeley Initiative in Soft Computing (BISC), USA is highly appreciated.

Our hope is that each reader may find many motivating ideas in this volume.

April 2005 Piotr S. Szczepaniak
Janusz Kacprzyk

Adam Niewiadomski
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Sławomir Zadrożny Systems Research Institute, Polish Academy

of Sciences, Warsaw, Poland
Ning Zhong Maebashi Institute of Technology, Japan
Wojciech Ziarko University of Regina, Canada

Keynote Speakers

Witold Abramowicz Poznań University of Economics, Poland
Jiming Liu Hong Kong Baptist University, Hong Kong, China
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Abstract. The paper discusses the Semantic Web Information Retrieval from the
perspective of classical Information Retrieval paradigms and new research carried
out with the Semantic Web. It is focused on the impact of new Web incarnation on
document indexing, query languages and query resolution, retrieval models and
retrieval performance evaluation. Emerging issues are also mentioned: the role
of semantic information in classical and SW enabled IR, reasoning and ontology
operations necessary for Semantic Web Information Retrieval to function. The
challenges of integration of a distributed knowledge base approach with classical
document indexing techniques as a general framework for tackling Information
Retrieval in new environment are discussed.

1 Background

The article has been written to raise some fundamental questions regarding new ap-
proach towards Information Retrieval in the Semantic Web, and give our outlook for
the potential answers. The Semantic Web is a hot research topic nowadays. Many re-
searches claim that Semantic Web will finally become more intelligent incarnation of
what we know as WWW.

So far, information systems are not able to fully interpret peculiarities of the lan-
guage that we use in a day-to-day life, nor can they transform it into logical structure
with the same meaning. This basic flaw, among the others, makes it impossible to au-
tomatically process vast resources of textual information and use knowledge that lies
in it. However, growing corpus and knowledge resources in a digital form demands
automatic searching and retrieval. Not being able, at this time, to process textual infor-
mation into artificial knowledge structures, we devise information retrieval to assist us
in searching. The classical information retrieval is based on the idea that words reflect
information concepts. Therefore it is assumed that the number of particular words that
occur in a document reflect its informational content. Based on this the document in-
dex is constructed, which may be used in various information retrieval models [2, 12].
These models along with the documents’ representations, user’s queries, and ranking
function, allow for presenting potentially relevant document to the user. However, none
of these models goes beyond the idea of counting word occurrences.

There are other approaches that drop word-concept dependence, which leads to La-
tent Semantic Indexing model. It assumes that concepts are broader than words and
therefore concepts should be indexed, which is argued to improve performance. The

P.S. Szczepaniak et al. (Eds.): AWIC 2005, LNAI 3528, pp. 1–6, 2005.
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concept space obtained by singular value decomposition has significantly fewer dimen-
sions than the space of terms in vector space model. LSI actually has not been widely
accepted due to its impreciseness. Another approach that also is not based on words but
is expected to improve precision is employment of the Semantic Web. This concept is
developed in the remainder of the paper.

2 Semantic Web

The simplest understanding of the term Semantic Web is the following: a web where
information can be ’understood’ by machines. But in fact, as with every new topic,
there is no common understanding about what SW is or what it should be. To be more
precise, there are few notions among researchers that pursue this topic: starting from the
vision introduced by Tim Berners-Lee in [4] and [3] up to current works on ontologies
and web services. These views are accurately analysed in [14]. As authors point out,
the expectations on what the SW should be can be divided into three main areas:

– SW viewed as an enormous digital library - the emphasis is on categorization and
uniform access to resources,

– SW as an ultimate tool for dealing with information overload with agent technology
- this is called "Knowledge Navigator" approach,

– SW as a distributed knowledge base or database - this approach has been recently
chosen by W3C [18]; according to their activity statement "Semantic Web provides
a common framework that allows data to be shared and reused".

The last approach - distributed knowledge base - is the only approach achievable
with current advances in IT. The idea here is to make a first step, namely represent the
data properly. Tim Berners-Lee envisioned early the description of information in the
machine processable manner. His initial idea of utilizing knowledge embedded in vast
Web resources, expressed in [4], is not denied with the current view on the Semantic
Web issues. However putting this idea to life will not be painless. Numerous questions
arise regarding the implementation. Just to name some of them:

– how to deal with inconsistencies in the knowledge base (or database) built upon the
documents (information) from varying sources that use different approaches (on-
tologies). First, the issue of trust for a given source arises. Then there is a problem
of merging numerous ontologies which is widely addressed in current research on
ontologies (for various approaches see: [13], [7], [8], [6]). The outcome of this re-
search is, that so far ontology merging can not be performed without knowledge
engineer assistance.

– there may exist inconsistencies in the information arising from its time aspect. Nu-
merous questions have different answers depending on time when they are asked
(e.g. who is the president of US?) - these can be solved by incorporating time di-
mension into knowledge / data / retrieval models as it happened in data warehouses,

– similar problems to those encountered when trying to use metadata may occur.
Current searching engines mostly ignore metadata as they were misused for com-
mercial or other purposes. The same may happen with semantic information in
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the Semantic Web. Misuse of semantic tags is potentially even more dangerous, as
computer programs are even less capable of assessing the information truthfulness
and information source reliability, than most of the human users. This problem can
be dealt with certain constraints imposed on semantic tagging yet to be devised.

This means that the Semantic Web should be designed for programs to process in-
formation easier but still with human needs in mind.

3 Introducing Semantics

Knowledge resources volume grows faster than knowledge quantity so we should ask
ourselves whether IR for SW should provide answers, like knowledge base systems, or
documents potentially containing the answer, like information retrieval systems? The
problems with obtaining single unified answer from the distributed and heterogeneous
knowledge base were already mentioned, so our idea is that the system should return
document set as an answer, leaving the unavoidable inconsistencies for human user to
deal with.

Some steps have been made in IR for dealing with hidden semantics of phrases -
these approaches used thesauri and clustering techniques. Introduction of ontologies at
least partially solves the semantics issue and addresses three problems that IR had to
face from its very beginning. The first one is the problem of synonyms - usually the
IR system did not return pages that included synonyms for a query term (without the
query term itself). This lowered recall and could be solved by query expansion us-
ing thesauri. The second typical problem is that of homonyms that impaired retrieval
results by lowering precision. The famous problem of ’Jaguar’ (car) versus ’jaguar’
(cat) - can be solved using ontologies (that impose single meaning on concepts appear-
ing within the document) and earlier IR systems tried to solve it by using clustering i.e.
splitting the results into clusters with different semantics. [10] gives a brief overview of
the concept-based techniques used in information retrieval. These techniques relate to
the third problem of the classical IR systems, which is that the same term (with given
meaning - lets assume that we are able to deal with homonyms) may occur in different
contexts, from which only few were relevant for a given query.

Introduction of semantic tagging and, in particular, relationships between concepts,
classes and objects in the SW could partially solve this problem There is ongoing re-
search on the methods for automatic or semi-automatic semantic annotation of web
pages (see for example [5]). Yet, giving promising results, those tools are far from ma-
turity. Assuming that such tools will be available, and the web pages will be annotated,
the introduction of such semantic tagging will have serious impact on the other infor-
mation retrieval system components.

4 Taking Advantages of Semantics

4.1 Reasoning

We propose to explore the hypothesis, which says that search index for Semantic Web
is a specific knowledge base. The Semantic Web requires operations on concepts and
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relations among them and logical reasoning. Such functionality is inherent to knowl-
edge bases. However, such an approach faces some limitations. Documents may con-
tain many facts and some of them may be contradictory. This can be usually resolved
by a human, but poses problems for machines. Information retrieval systems for the Se-
mantic Web become more like knowledge bases. The Semantic Web documents contain
facts, the index of documents in IR system reflects them, the human user understands
them, but numerous inconsistencies may arise in the index, which is not acceptable
for traditional knowledge base. Moreover, such ’knowledge base’ would not answer
the queries, but return the documents, that potentially enclose the answer (the oppo-
site approach is taken for example in [17] - given the unified ontology and a controlled
environment it is possible to return consistent answers instead of documents).

It is important to notice here that with ontological queries any agent (or user) could
use its own ontology for querying as long as the IR system is capable of translating it
into the document index ontology. It would be unreasonable to demand from the users
or agents that they know the ontology of an IR system.

The use of ontologies as a knowledge representation in SW results in the necessity for
reasoning in the information retrieval for Semantic Web. This was obvious from the very
beginning since Berners-Lee mentioned it in the Semantic Web roadmap in 1998 [4].

One may think that building single knowledge base is contradictory to the paradigm of
Internet, which is decentralized in its nature. However, we do not intend to introduce one
knowledgebaseforalldocumentsand therefore itdoesnotmeancentralization.The idea is
to reflect the contents of distributed knowledge bases in one index as Internet cataloguing
and search engines do nowadays.

4.2 Query Resolution

The document indices build up a kind of knowledge base, and the query resolution mech-
anism should adopt reasoning techniques to fully utilize semantic tagging.

One may be tempted to create a single, unified ontology to index all documents stored
in the repository in order to ease document management and query resolution. However,
this is subject to serious obstacles and will be probably impossible in reality:

– the resultinguniversalontologywouldbeverycomplexandhard tomanage; therefore
there are many initiatives/societies that build domain ontologies (see [8] for problems
with ontology management),

– imported documents usually are already annotated with other ontologies and re-
indexing them with own ontology will result in knowledge loss; moreover it requires
additional computation time,

– it is impossible to execute distributed search nor linking to external documents,
– every change in universal ontology may result in a need for re-indexing of all

documents stored in the repository.

TheIRsystemwouldhavetodealwithall theontologiesusedintheindexeddocuments.
Therefore, we need tools for dynamic merging of ontologies. Dynamic means that user
can freely select ontologies that are most appropriate for the given searching task. Usually
they are small, specialized and fine-grained ontologies.

The query resolution subsystem itself could receive query expressed in one of the
known ontologies. For both, indexing and query resolution mechanisms it is essential
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to gather all the ontologies that are used in the documents and user queries. Since the
ontologies are likely to overlap or mismatch it is necessary to perform ontology map-
ping that would allow matching the documents against queries within the single, unified
framework. Therefore we suggest mapping during query resolution instead of mapping
during document indexing, which leads to loss of felxibility.

5 Conclusions and Further Work

In this paper we presented a vision, what advantages for information retrieval may be
expected by introduction of semantics, and what are possible problems to be dealt with.
The semantics is assured by ontologies, which find their application in the Semantic Web.

We argue that the IR system for the SW should be able to:

– deal with large volumes of semantically tagged documents,
– cope with possible inconsistencies in the knowledge represented and in the ontologies

used by various authors,
– address the issue of multiple (possibly overlapping) ontologies,
– adopt knowledge base techniques and reasoning to utilize the semantic tagging to the

largest extent possible.

Whatwereallyexpect fromtheIRsystemsforSW, is the improvementof theprecision,
one of classical measures for effectiveness of information retrieval or filtering. Since in the
Semantic Web a lot of effort will be devoted to proper data and information description it
is assumed that the precision of such result should be better than in the current IR systems.
Such claims are supported by an early research described in [1], where it was found that the
semantics-based search is superior to the keyword-based search in terms of both precision
and recall.

The traditional recall is somewhat of less importance, if we are looking for an answer
for certain questions. Retrieving 1000 documents stating the same as 10 documents would
not improve the user’s knowledge. However the IR for SW system could potentially have
high recall, since it is capable to logically reason about the relevance of each of the indexed
documents and therefore it does not miss any relevant document.
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As proposed and advocated in [1, 8, 9], the next generation Web Intelligence (WI)
will aim at enabling users to go beyond the existing online information search and
knowledge queries functionalities and to gain, from the Web,1 practical wisdoms
of living, working, and playing. The paradigm of Wisdom Web based computing
will provide not only a medium for seamless knowledge and experience sharing
but also a supply of self-organized resources for driving sustainable knowledge
creation and scientific or social development/evolution [1].

The Wisdom Web encompasses the systems, environments, and activities (1)
that are empowered through the global or regional connectivity of computing
resources as well as distribution of data, knowledge, and contextual presence,
and (2) that are specifically dedicated to enable human beings to gain practical
wisdoms throughout their professional and personal activities, such as running
a business and living with a certain lifestyle. It will be able to operationally
perform and demonstrate in the following three aspects:

1. Discovering the best means and the best ends: The Wisdom Web
needs to discover: What are the goals and sub-goals that a user is trying to
attain? What will be the best strategy? What will be the course of actions
for implementation?

2. Mobilizing distributed resources: The Wisdom Web needs to determine:
What resources are relevant? How can distributed resources be coordinated
and streamlined? What are the cost-effective ways to optimally utilize them?
What are the dynamics of resource utilization?

3. Enriching social interaction: The Wisdom Web need to understand:
What is the new form of social interaction to emerge in work, life, and play?
How are certain forms of social norms, values, beliefs, as well as common-
sense knowledge to be promoted and shared? How can a social community
be sustained?

The Wisdom Web can be conceptually regarded as an ecology of world knowl-
edge resources. It contains a vast collection of factual and procedural knowledge
resources. These resources, although maybe represented via the same or similar

1 Here the notion of Web should be taken in a broader sense.
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media, utilize different domain ontologies and/or granularities. The collective
world knowledge on the Wisdom Web may be comparable to the objective and
subjective knowledge that humans use in their real-life communications and
problem solving. Through integrating, interpreting, orchestrating various dis-
tributed knowledge resources [3, 4], practical wisdoms of living, working, and
playing can be generated and communicated.

The Wisdom Web can also be conceived as communities of intelligent entities
[7] (e.g., Wisdom agents) that establish and maintain a vast collection of socially
or scientifically functional/behavioral networks. The dynamic flows of services,
such as information and knowledge exchanges following some predefined pro-
tocols, will allow for the dynamic formation, reformation, and consolidation of
such networks. As a result, networks of common practice or shared markets will
emerge. The process of the dynamic interactions among the agents is a com-
plex one, in which many types of interesting complex emergent behaviors can be
induced and observed.

The Wisdom Web will operate in the realm of the above new conceptual
forms, where Wisdom agents readily perform distributed, networked reasoning.
For instance, through such a functional/behavioral network, new organizations,
opinions, consensus, ontologies, services, and even markets (e.g., supplies and
demands) can be formed.

In a distributed, networked computing environment, services (e.g., contents)
may be found either in a designated registry or via an online process of discovery
and matching. In order to make the latter option possible, individual contents or
services should be developed and written following the syntax and semantics of
a pre-defined Problem Solver Markup Language (PSML). As part of the PSML
representation, a set of domains is also specified as the possible contexts (or
worlds), in which a content/service is supposed to be used. The distributed
services coded in PSML may be regarded as partial solutions (e.g., answers) to
certain specific problems (e.g., queries).

In a PSML document, it should consist of the following components:

1. Properties: A set of properties for describing the identities and contents of
a service (e.g., for semantic query and matching);

2. Contexts: A set of contexts or domains in which a service can be activated
(note: the provision of another service can also become a context);

3. Partners: A set of sub-services, constituting a service, or jointly activated
service(s), which may be updated and partially ordered according to the
constraints given in (5); A set of locations for partner service(s), if they are
known, or alternatively a set of descriptions on the requirements of partner
service(s) (e.g., their properties);

4. Constraints/Conditions: A set of private or publicly known
constraints/conditions on accessing (before), launching (during), and closing
(after) a service;

5. Constraints/Relationships: A set of private or publicly known
constraints/relationships among partner service(s);
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6. Metrics: A set of evaluations (e.g., performance rating, relevance rank, fre-
quency, lifespan, and cost) for describing the usage and quality of a service
and/or their respective criteria (e.g., how the evaluations are calculated and
updated, in relation to components (1)-(5) over time upon invocation).

The Wisdom Web will enable us to readily exploit and explore the new
paradigm of Autonomy Oriented Computing (AOC) [2, 5]. With the Wisdom
Web, it becomes possible for market researchers to predict the potential market
share of a product on-the-fly by performing large-scale simulations of consumer
behavior in real time. The tasks of computing are seamlessly carried out through
a variety of agent embodiments. There is no single multi-purpose or dedicated
machine that can manage to accomplish a job of this nature. The key to success
in such an application lies in a large-scale deployment of Wisdom agents capable
of autonomously performing localized interactions and making rational decisions
in order to achieve their collective goals [6].

In this talk, we will outline a blueprint for the Wisdom Web research and
present some specific research problems as well as challenges. We will elaborate
their interrelationships and the necessity of their solutions in bringing about
several characteristics and requirements of the Wisdom Web. Equally significant
are the discussions on the new paradigm of Autonomy Oriented Computing
(AOC) that can be utilized and exhibited on the Wisdom Web. Throughout our
discussions, we will provide case studies that help illustrate some of our ongoing
research efforts in addressing the Wisdom Web research challenges.
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Abstract. Rules mined from a data set represent knowledge patterns
relating premises and decisions in ‘if . . . , then . . . ’ statements. Premise
is a conjunction of elementary conditions relative to independent vari-
ables and decision is a conclusion relative to dependent variables. Given
a set of rules, it is interesting to rank them with respect to some attrac-
tiveness measures. In this paper, we are considering rule attractiveness
measures related to three semantics: knowledge representation, predic-
tion and efficiency of intervention based on a rule. Analysis of exist-
ing measures leads us to a conclusion that the best suited measures for
the above semantics are: support and certainty, a Bayesian confirmation
measure, and two measures related to efficiency of intervention, respec-
tively. These five measures induce a partial order in the set of rules. For
building a strategy of intervention, we propose rules discovered using
the Dominance-based Rough Set Approach – the “at least” type rules
indicate opportunities for improving assignment of objects, and the “at
most” type rules indicate threats for deteriorating assignment of objects.

Keywords: Knowledge discovery, Rules, Attractiveness measures, Effi-
ciency of intervention, Dominance-based Rough Set Approach.

1 Introduction

Knowledge patterns discovered from data are usually represented in a form of
‘if . . . , then . . . ’ rules, being consequence relations between premise built of
independent variables and decision expressed in terms of dependent variables.
In data mining and knowledge discovery such rules are induced from data sets
concerning a finite set of objects described by a finite set of condition and decision
attributes, corresponding to dependent and independent variables, respectively.
The rules mined from data may be either decision rules or association rules,

P.S. Szczepaniak et al. (Eds.): AWIC 2005, LNAI 3528, pp. 11–22, 2005.
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depending if the division into condition and decision attributes has been fixed
or not. Association rules and decision rules have a double utility:

– they represent knowledge about relationships between dependent and
independent variables existing in data,

– they can be used for prospective decisions.

The use of rules for prospective decisions can be understood, however, in two
ways:

– matching up the rules to new objects with given values of independent
variables, in view of predicting possible values of dependent variables,

– building a strategy of intervention based on discovered rules, in view
of transforming a universe in a desired way.

For example, rules mined from data concerning medical diagnosis are useful
to represent relationships between symptoms and diseases. Moreover, from one
side, the rules can be used to diagnose new patients, assuming that a patient
with particular symptoms will probably be sick of a disease suggested by a rule
showing a strong relationship between the disease and these symptoms. From
the other side, such rules can be seen as general laws and can be considered
for application in course of an intervention which consists in modifying some
symptoms strongly related with a disease, in order to get out from this disease.

While the first kind of prospective use of rules is rather usual, building a
strategy of intervention is relatively new.

Problems related to mining rules from data in view of knowledge representa-
tion and building a strategy of intervention can be encountered in many fields,
like medical practice, market basket analysis, customer satisfaction and risk anal-
ysis. In all practical applications, it is crucial to know how good the rules are for
both knowledge representation and efficient intervention. “How good” is a ques-
tion about attractiveness measures of discovered rules. A review of literature on
this subject shows that there is no single measure which would be the best for
applications in all possible perspectives (see e.g. [1], [6], [7], [12]).

We claim that the adequacy of interestingness measures to different applica-
tion perspectives of discovered rules is dependent on semantics of these mea-
sures. In this paper, we will distinguish three main semantics and for each of
them we propose some adequate measures:

– knowledge representation semantics, characterized by the strength and by
the certainty degree of discovered rules,

– prediction semantics, underlining the strength of support that a premise
gives to a conclusion of a particular rule, known as confirmation degree,

– efficiency of intervention semantics, referring to efficiency of an action based
on a rule discovered in one universe and performed in another universe.

The differences between these semantics make impossible any compensatory ag-
gregation of the corresponding measures for ranking the discovered rules accord-
ing to a comprehensive value. Thus, we postulate to use them all in view of
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establishing a partial order in the set of discovered rules. While this leaves some
rules incomparable, it permits to identify a set of most attractive rules with
respect to preferred application perspective.

Considerations of the present article are valid for both association rules and
for decision rules; however, for the sake of brevity, we speak about decision rules
only.

The paper is organized as follows. In the preliminaries, we introduce some
notation and basic definitions concerning rules. Then, we characterize attrac-
tiveness measures corresponding to the three semantics mentioned above and,
finally, we give an interpretation of the intervention based on monotonic rules
coming from Dominance-based Rough Set Approach (DRSA).

2 Preliminaries

Discovering rules from data is the domain of inductive reasoning. Contrary to
deductive reasoning, where axioms expressing some universal truths constitute
a starting point of reasoning, inductive reasoning uses data about a sample of
larger reality to start inference.

Let S = (U,A) be a data table, where U and A are finite, non-empty sets called
the universe and the set of attributes, respectively. If in the set A two disjoint
subsets of attributes, called condition and decision attributes, are distinguished,
then the system is called a decision table and is denoted by S = (U,C,D), where
C and D are sets of condition and decision attributes, respectively. With every
subset of attributes, one can associate a formal language of logical formulas L
defined in a standard way and called the decision language. Formulas for a subset
B ⊆ A are build up from attribute-value pairs (a, v), where a ∈ B and v ∈ Va

(set Va is a domain of a), by means of logical connectives ∧ (and), ∨ (or), ¬
(not). We assume that the set of all formula sets in L is partitioned into two
classes, called condition and decision formulas, respectively.

A decision rule induced from S and expressed in L is presented as Φ → Ψ ,
and read as “if Φ, then Ψ”, where Φ and Ψ are condition and decision formulas in
L, called premise and decision, respectively. A decision rule Φ → Ψ is also seen as
a binary relation between premise and decision, called consequence relation (see
a critical discussion about interpretation of decision rules as logical implications
in [6]).

Let ||Φ||S denote the set of all objects from universe U , having property Φ in
S. If Φ → Ψ is a decision rule, then suppS(Φ, Ψ) = card(||Φ∧Ψ ||S) is the support
of the decision rule and

strS(Φ, Ψ) =
suppS(Φ, Ψ)

card(U)
(1)

is the strength of the decision rule.
With every decision rule Φ → Ψ we associate a certainty factor, called also

confidence,

cerS(Φ, Ψ) =
suppS(Φ, Ψ)
card(||Φ||S)

, (2)
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and a coverage factor

covS(Φ, Ψ) =
suppS(Φ, Ψ)
card(||Ψ ||S)

. (3)

Certainty and coverage factors refer to Bayes’ theorem:

cerS(Φ, Ψ) = Pr(Ψ |Φ) =
Pr(Ψ ∧ Φ)

Pr(Φ)
, covS(Φ, Ψ) = Pr(Φ|Ψ) =

Pr(Φ ∧ Ψ)
Pr(Ψ)

Taking into account that given decision table S, the probability (frequency) is
calculated as:

Pr(Φ) =
card(||Φ||S)

card(U)
, P r(Ψ) =

card(||Ψ ||S)
card(U)

, P r(Φ ∧ Ψ) =
card(||Φ ∧ Ψ ||S)

card(U)

one can observe the following relationship between certainty and coverage fac-
tors, without referring to prior and posterior probability:

cerS(Φ, Ψ) =
covS(Φ, Ψ)card(||Ψ ||S)

card(||Φ||S)
(4)

Indeed, what is certainty factor for rule Φ → Ψ is a coverage factor for inverse
rule Ψ → Φ, and vice versa. This result underlines a directional character of the
statement ‘if Φ, then Ψ ’.

If cerS(Φ, Ψ) = 1, then the decision rule Φ → Ψ is certain, otherwise the de-
cision rule is uncertain. A set of decision rules supported in total by the universe
U creates a decision algorithm in S.

3 Attractiveness Measures with Different Semantics

3.1 Knowledge Representation Semantics

Decision rules Φ → Ψ induced from some universe U represent knowledge about
this universe in terms of laws relating some properties Φ with properties Ψ .
These laws are naturally characterized by a number of cases from U supporting
them, and by a probability of obtaining a particular decision Ψ considering a
condition Φ. These correspond precisely to the strength form one side, and to the
certainty or coverage factor from the other side. With respect to the latter side,
we saw in the previous section that due to (4), in order to characterize the truth
of the relationship between Φ and Ψ , it is enough to use one of these factors
only; moreover, for the directional character of the statement ‘if Φ, then Ψ ’, it
is natural to choose the certainty factor.

In consequence, we propose to use strength strS(Φ, Ψ) and certainty
cerS(Φ, Ψ) as attractiveness measures of rules, adequate to the semantics of
knowledge representation.

For example, in a data table with medical information on a sample of patients,
we can consider as condition attributes a set of symptoms C = {c1, . . . , cn}, and
as decision attributes, a set of diseases D = {d1, . . . , dm}. In the decision table so
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obtained we can induce decision rules of the type: “if symptoms ci1, ci2, . . . , cih

appear, then there is disease dj”, with ci1, ci2, . . . , cih ∈ C and dj ∈ D. Such
a rule has interpretation of a law characterized as follows (the % is calculated
from a hypothetical data table):

– the patients having symptoms ci1, ci2, . . . , cih and disease dj constitute 15%
of all the patients in the sample, i.e. 15% is the strength of the rule,

– 91% of the patients having symptoms ci1, ci2, . . . , cih have also disease dj ,
i.e. 91% is the certainty factor of the rule.

It is worth noting that strength strS(Φ, Ψ) and certainty cerS(Φ, Ψ) are more
general than a large variety of statistical interestingness measures, like entropy
gain, gini, laplace, lift, conviction, chi-squared value and the measure proposed
by Piatetsky-Shapiro. Bayardo and Agrawal [1] demonstrated that, for given
data table S, the set of Pareto-optimal rules with respect to strength and cer-
tainty includes all rules that are best according to any of the above measures.

3.2 Prediction Semantics

The use of rule Φ → Ψ for prediction is based on reasoning by analogy: an object
having property Φ will have property Ψ . The truth value of this analogy has the
semantics of a degree to which a piece of evidence Φ supports the hypothesis Ψ .
As shown in [6], this corresponds to a Bayesian confirmation measure (see e.g.
[3] and [8] for surveys). While the confirmation measure is certainly related to
the strength of relationship between Φ and Ψ , its meaning is different from a
simple statistics of co-occurrence of properties Φ and Ψ in universe U , as shown
by the following example borrowed from Popper [9].

Consider a possible result of rolling a die: 1,2,3,4,5,6. We can built a decision
table, presented in Table 1, where the fact that the result is even or odd is the
condition attribute, while the result itself is the decision attribute.

Table 1. Decision Table

Condition attribute Decision attribute

(result odd or even) (result of rolling the die)

odd 1

even 2

odd 3

even 4

odd 5

even 6

Now, consider the case Ψ = “the result is 6” and the case ¬Ψ = “the result
is not 6”. Let us also take into account the information Φ = “the result is an even
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number (i.e. 2 or 4 or 6)”. Therefore, we can consider the following two decision
rules:

– Φ → Ψ = “if the result is even, then the result is 6”, with certainty
cerS(Φ, Ψ) = 1/3,

– Φ → ¬Ψ = “if the result is even, then the result is 6”, with certa
inty cerS(Φ,¬Ψ) = 2/3.

Remark that rule Φ → Ψ has a smaller certainty than rule Φ → ¬Ψ . However,
the probability that the result is 6 is 1/6, while the probability that the result is
different from 6 is 5/6. Thus, the information Φ raises the probability of Ψ from
1/6 to 1/3, and decreases the probability of ¬Ψ from 5/6 to 2/3. In conclusion,
we can say that Φ confirms Ψ and disconfirms ¬Ψ , independently of the fact that
the certainty of Φ → Ψ is smaller than the certainty of Φ → ¬Ψ .

From this simple example, one can see that certainty and confirmation are
two completely different concepts.

Bayesian confirmation measure, denoted by c(Φ, Ψ), exhibits the impact of
evidence Φ on hypothesis Ψ by comparing probability Pr(Ψ |Φ) with probability
Pr(Ψ) as follows:

c(Φ, Ψ)

⎧⎨
⎩

> 0 if Pr(Ψ |Φ) > Pr(Ψ)
= 0 if Pr(Ψ |Φ) = Pr(Ψ)
< 0 if Pr(Ψ |Φ) < Pr(Ψ)

(5)

In data mining, the probability Pr of Ψ is substituted by the relative frequency
Fr in the considered data table S, i.e.

FrS(Ψ) =
card(||Φ||)
card(U)

.

Analogously, given Φ and Ψ , Pr(Ψ |Φ) is substituted by the certainty factor
cerS(Φ, Ψ) of the decision rule Φ → Ψ , therefore, a measure of confirmation
of property Ψ by property Φ can be rewritten as:

c(Φ, Ψ)

⎧⎨
⎩

> 0 if cerS(Φ, Ψ) > FrS(Ψ)
= 0 if cerS(Φ, Ψ) = FrS(Ψ)
< 0 if cerS(Φ, Ψ) < FrS(Ψ)

(6)

(6) can be interpreted as follows:

– c(Φ, Ψ) > 0 means that property Ψ is satisfied more frequently when Φ is
satisfied (then, this frequency is cerS(Φ, Ψ)), rather than generically in the
whole decision table (where this frequency is FrS(Ψ)),

– c(Φ, Ψ) = 0 means that property Ψ is satisfied with the same frequency when
Φ is satisfied and generically in the whole decision table,

– c(Φ, Ψ) < 0 means that property Ψ is satisfied less frequently when Φ is
satisfied, rather than generically in the whole decision table.

In other words, the confirmation measure for rule Φ → Ψ is the credibility of the
following proposition: Ψ is satisfied more frequently when Φ is satisfied
rather than when Φ is not satisfied.

not -
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Apart from property (5), many authors have considered other properties of
confirmation measures (see [3] for a survey). Among the desirable properties
there is a kind of symmetry called hypothesis symmetry [2]:

c(Φ, Ψ) = −c(Φ,¬Ψ) (7)

Greco, Pawlak and S�lowiński [6] have formulated yet another desirable property
for confirmation measures of rules mined from data tables – this property is
called monotonicity. It underlines an important difference existing between rules
considered as consequence relations and rules considered as logical (material)
implications.

Using the denotation: a = suppS(Φ, Ψ), b = suppS(¬Φ, Ψ), c = suppS(Φ,¬Ψ),
d = suppS(¬Φ,¬Ψ), the monotonicity property says that c(Φ, Ψ) = F (a, b, c, d),
where F is a function non-decreasing with respect to a and d and non-increasing
with respect to b and c.

While monotonicity of the confirmation measure with respect to a and c
makes no doubt, the monotonicity with respect to b and d needs a comment.
Remembering that c(Φ, Ψ) is the credibility of the proposition: Ψ is satisfied more
frequently when Φ is satisfied rather than when Φ is not satisfied, we can state
the following. An evidence in which Φ is not satisfied and Ψ is satisfied (objects
||¬Φ∧Ψ ||) increases the frequency of Ψ in situations where Φ is not satisfied, so
it should decrease the value of c(Φ, Ψ). Analogously, an evidence in which both
Φ and Ψ are not satisfied (objects||¬Φ ∧ ¬Ψ || ) decreases the frequency of Ψ in
situations where Φ is not satisfied, so it should increase the value of c(Φ, Ψ).

In [6], six confirmation measures well known from the literature have been
analyzed from the viewpoint of the desirable monotonicity property. It has been
proved that only three of them satisfy this property. Moreover, among these three
confirmation measures, only two satisfy the hypothesis symmetry (7); these are:

l(Φ, Ψ) = log
[

cerS(Ψ,Φ)
cerS(¬Ψ,Φ)

]
= log

[
a/(a + b)
c/(c + d)

]
and

f(Φ, Ψ) =
cerS(Ψ,Φ) − cerS(¬Ψ,Φ)
cerS(Ψ,Φ) + cerS(¬Ψ,Φ)

=
ad − bc

ad + bc + 2ac
. (8)

As proved by Fitelson [3], these measures are ordinally equivalent, i.e. for all
rules Φ → Ψ and Φ′ → Ψ ′, l(Φ, Ψ) ≥ l(Φ′, Ψ ′) if and only if f(Φ, Ψ) ≥ f(Φ′, Ψ ′).
Thus, it is sufficient to use one of them, e.g. f(Φ, Ψ).

In consequence, we propose to use confirmation measure f(Φ, Ψ) as at-
tractiveness measure of rules, adequate to the semantics of reasoning by analogy
for prediction.

3.3 Efficiency of Intervention Semantics

The attractiveness measures considered above can be interpreted as characteris-
tics of the universe U where the rules come from, and do not measure the future
effects of a possible intervention based on these rules. In [5], we considered ex-
pected effects of an intervention which is a three-stage process:
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1. Mining rules in universe U .
2. Modification (manipulation) of universe U ′, based on a rule mined from U ,

with the aim of getting a desired result.
3. Transition from universe U ′ to universe U ′′ due to the modification made in

stage 2.

For example, let us suppose a medical rule has been induced from universe U :
r ≡ ‘if absence of symptom Φ, then no disease Ψ ’ whose certainty is 90% (i.e.
in 90% of cases where symptom Φ is absent there is no disease Ψ). On the basis
of r, an intervention may be undertaken in universe U ′ consisting in eliminating
symptom Φ to get out from disease Ψ in universe U ′′. This intervention is based
on a hypothesis of homogeneity of universes U and U ′. This homogeneity means
that r is valid also in U ′ in the sense that one can expect that 90% of sick
patients with symptom Φ will get out from the sickness due to the intervention.

In another application concerning customer satisfaction analysis, the universe
is a set of customers and the intervention is a strategy (promotion campaign)
modifying perception of a product so as to increase customer satisfaction.

Measures of efficiency of intervention depend not only on characteristics of
rules in universe U , but also on characteristics of universe U ′ where the inter-
vention takes place.

Let S = (U,A), S′ = (U ′, A) and S′′ = (U ′′, A) denote three data tables
referring to universes U , U ′ and U ′′, respectively.

In [5], the following reasoning has been applied to measure the effect of an
intervention based on rule Φ → Ψ : if we modify property ¬Φ to property Φ in the
set ||¬Φ ∧ ¬Ψ ||S′ , we may reasonably expect that cerS(Φ, Ψ) × suppS′(¬Φ,¬Ψ)
objects from set ||¬Φ ∧ ¬Ψ ||S′ in universe U ′ will enter decision class Ψ in uni-
verse U ′′. In consequence, the expected relative increment of objects from U ′

entering decision class Ψ in universe U ′′ is:

incrSS′(Ψ) = cerS(Φ, Ψ) × card(||¬Φ ∧ ¬Ψ ||S′)
card(U ′)

(9)

The relative increment (9) can be rewritten as:

incrSS′(Ψ) = cerS(Φ, Ψ) × card(||¬Φ∧¬Ψ ||S′ )
card(||¬Ψ ||S′ ) × card(||¬Ψ ||S′ )

card(U ′) =

= cerS(Φ, Ψ) × cerS′(¬Ψ,¬Φ) × card(||¬Ψ ||S′ )
card(U ′) (10)

where cerS′(¬ψ,¬φ)is a certainty factor of the contrapositive rule s ≡ ¬Ψ → ¬Φ
in U ′. Taking into account that card(||¬Ψ ||S′)/card(U ′) is a fraction of all objects
having not property Ψ in universe U ′, the remaining part of (10) is just expressing
the efficiency of the intervention:

eff SS′(Φ, Ψ) = cerS(Φ, Ψ) × cerS′(¬Ψ,¬Φ). (11)

Assuming that the condition formula Φ is composed of n elementary conditions
Φ1 ∧ Φ2 ∧ . . . ∧ Φn, we consider rule r ≡ Φ1 ∧ Φ2 ∧ . . . ∧ Φn → Ψ , with certainty
cerS(Φ, Ψ). Using this rule, one can perform a multi-attribute intervention which
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consists in modification of attributes with indices from each subset P ⊆ N =
{1, . . . , n} on all objects from U ′ having none of properties Φi, i ∈ P , while
having all properties Φj , j 	∈ P , and having not property Ψ . In this case, the
relative increment (10) takes the form:

incrSS′(Ψ) = (12)

=
∑

∅⊂P⊂N

⎡
⎣cerS(Φ, Ψ) × cerS′

⎛
⎝¬Ψ,

∧
i∈P

¬Φi ∧
∧
j �∈P

Φj

⎞
⎠
⎤
⎦× card(||¬Ψ ||S′)

card(U ′)

where cerS′

(
¬Ψ,

∧
i∈P

¬Φi ∧
∧

j �∈P

Φj

)
is a certainty factor of the contrapositive

rule sP ≡ ¬Ψ → ∧
i∈P

¬Φi ∧
∧

j �∈P

Φj in U ′, for P ⊆ N . From (12) it follows that

the efficiency of the multi-attribute intervention is equal to:

eff SS′(Φ, Ψ) = cerS(Φ, Ψ) ×
∑

∅⊂P⊂N

cerS′

⎛
⎝¬Ψ,

∧
i∈P

¬Φi ∧
∧
j �∈P

Φj

⎞
⎠ . (13)

Using calculations analogous to calculation of the Shapley value in terms of
the Möbius transform of the Choquet capacity, one can assess a contribution of
each particular elementary condition Φi, i ∈ N , in the efficiency of the whole
intervention [5].

Remark that relative increment incrSS′(Ψ) and efficiency of intervention
eff SS′(Φ, Ψ) have a meaning analogical to knowledge representation measures,
i.e. strength strS(Φ, Ψ) and certainty factor cerS(Φ, Ψ), respectively; they
refer, however, to intervention in another universe than that of the knowledge
representation.

3.4 Partial Order of Rules with Respect to the Five Measures of
Attractiveness

A set of rules can be partially ordered using the five attractive measures proposed
in this section. These are:

– rule strength strS(Φ, Ψ) (1),
– certainty factor cerS(Φ, Ψ) (2),
– confirmation measure f(Φ, Ψ) (8),
– relative increment due to intervention incrSS′(Ψ) (12),
– efficiency of intervention eff SS′(Φ, Ψ) (13).

Such a partial ranking supports an interactive search in which the user can
browse the best rule according to preferences related to a specific application:
representation, prediction or intervention. Remark that it also makes sense to
use these measures in a lexicographic procedure, ordering first the rules with
respect to the most important measure, then, ordering a subset of best rules
using the second-most important measure, and so on.
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4 Interpretation of the Intervention Based on Monotonic
Rules

Let us complete our considerations by interpretation of the intervention based
on monotonic rules coming from the Dominance-based Rough Set Approach
(DRSA) [4], [10].

Considering decision table S = (U,C,D), where C is a finite set of attributes
with preference-ordered domains Xq (q ∈ C), and D is a finite set of decision
attributes partitioning U into a finite set of preference-ordered decision classes
Cl1, Cl2, . . . , Clk (the higher the index the better the class), DRSA permits to
mine two kinds of decision rules:

– “at least” rules
if xq1 
q1 rq1 and xq2 
q2 rq2 and . . . xqp 
qp rqp, then x ∈ Cl≥t ,
where for each wq, zq ∈ Xq, “wq 
q zq” means “wq is at least as good as
zq”, and x ∈ Cl≥t means “x belongs to class Clt or better”,

– “at most” rules
if xq1 �q1 rq1 and xq2 �q2 rq2 and . . . xqp �qp rqp, then x ∈ Cl≤t ,
where for each wq, zq ∈ Xq, “wq �q zq” means “wq is at most as good as
zq”, and x ∈ Cl≤t means “x belongs to class Clt or worse”.

The rules “at least” indicate opportunities for improving the assignment of
object x to class Clt or better, if it was not assigned as high and its evaluation
on q1, q2, . . . , qp would grow to rq1, rq2, . . . , rqp or better.

The rules “at most” indicate threats for deteriorating the assignment of
object x to class Clt or worse, if it was not assigned as low and its evaluation
on q1, q2, . . . , qp would drop to rq1, rq2, . . . , rqp or worse.

In the context of these two kinds of rules, an intervention means either
an action of taking the opportunity of improving the assignment of a subset
of objects, or an action of protecting against threats of deteriorating the
assignment of a subset of objects.

For example, consider the following “at least” rule mined from a hypothetical
data set of customer satisfaction questionnaires:

‘if (q1 ≥ 5) ∧ (q5 ≥ 4), then Satisfaction 
 High’

Suppose that an intervention based on this rule is characterized by
incrSS′(High) = 77%; this means that increasing q1 above 4 and increasing
q5 above 3 will result in improvement of customer satisfaction from Medium or
Low to High for 77% of customers with Medium or Low satisfaction.

Now, consider the following “at most” rule:

‘if (q2 ≤ 4) ∧ (q4 ≤ 4) ∧ (q6 ≤ 4), then Satisfaction � Medium’

In this case, incrSS′(Medium) = 89% means that dropping q2, q4 and q6 below
5 will result in deterioration of customer satisfaction from High to Medium or
Low for 89% of customers with High satisfaction.
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In practical applications, the choice of rules used for intervention can also be
supported by some additional measures, like:

– length of the rule chosen for intervention (the shorter the better),
– cost of intervention on attributes present in the rule,
– priority of intervention on some types of attributes, like short-term attributes

or attributes on which competing firms perform better.

Remark that intervention based on rules shows some similarity with an interest-
ing concept of action rules considered by Tsay and Raś [11], however, action
rules are pairs of rules representing two scenarios for assignment of an object:
one desired and another unsatisfactory, and the action consists in passing from
the undesired scenario to desired one, by changing values of so-called flexible
attributes. Action rules are characterized by support and confidence only.

5 Conclusions

In this paper, we considered attractiveness measures of rules mined from data,
taking into account three application perspectives: knowledge representation,
prediction of new classifications and interventions based on discovered rules in
some other universe. In order to choose attractiveness measures concordant with
the above perspectives we analyzed semantics of particular measures which lead
us to a conclusion that the best suited measures for the above applications
are: support and certainty, a Bayesian confirmation measure, and two measures
related to efficiency of intervention, respectively. These five measures induce a
partial order in the set of rules, giving a starting point for an interactive browsing
procedure. For building a strategy of intervention, we proposed rules discovered
using the Dominance-based Rough Set Approach – the “at least” type rules
indicate opportunities for improving assignment of objects, and the “at most”
type rules indicate threats for deteriorating assignment of objects.
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6. Greco, S., Pawlak, Z., S�lowiński, R.: Can Bayesian confirmation measures be useful
for rough set decision rules? Engineering Applications of Artificial Intelligence, 17
(4) (2004) 345–361

7. Hilderman, R.J., Hamilton, H.J.: Knowledge Discovery and Measures of Interest.
Kluwer Academic Publishers, Boston (2001)

8. Kyburg, H.: Recent work in inductive logic. [In]: K.G. Lucey and T.R. Machan
(eds.), Recent Work in Philosophy. Rowman and Allanheld, Totowa, N.J., (1983)
89–150

9. Popper, K. R.: The Logic of Scientific Discovery. Hutchinson, London (1959)
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Web Intelligence (WI) is a new direction for scientific research and development
that explores the fundamental roles as well as practical impacts of Artificial
Intelligence (AI)1 and advanced Information Technology (IT) on the next gen-
eration of Web-empowered systems, services, and environments [1, 8, 9]. In our
previous paper [6], we gave perspectives of WI research:

WI may be reviewed as applying results from existing disciplines (AI and
IT) to a totally new domain; WI introduces new problems and challenges
to the established disciplines; WI may be considered as an enhancement
or an extension of AI and IT.

In this paper, we give a new perspective of WI research: Web Intelligence meets
Brain Informatics.

Brain Informatics (BI) is a new interdisciplinary field to study human infor-
mation processing mechanism systematically from both macro and micro points
of view by cooperatively using experimental brain/cognitive technology and WI
centric advanced information technology. In particular, it attempts to under-
stand human intelligence in depth, towards a holistic view at a long-term, global
field of vision, to understand the principle, models and mechanisms of human
multi-perception, language, memory, reasoning and inference, learning, problem-
solving, discovery and creativity [12].

New instrumentation (fMRI etc) and advanced IT are causing an impending
revolution in WI and Brain Sciences. This revolution is bi-directional:

– The WI based portal techniques will provide a new powerful platform for
Brain Sciences.

– The new understanding and discovery of the human intelligence models in
Brain Sciences will yield a new generation of WI research and development.

The first aspect means that WI techniques provide an agent based multi-database
mining grid architecture on the Wisdom Web for building a brain-informatics

1 Here the term of AI includes classical AI, computational intelligence, and soft com-
puting etc.
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portal [10, 12]. A conceptual model with three levels of workflows, corresponding
to the grid with three-layers, namely data-grid, mining-grid, and knowledge-grid,
respectively, is utilized to manage, represent, integrate, analyze, and utilize the
information coming from multiple, huge data sources. Furthermore, the Wisdom
Web based computing will provide not only a medium for seamless information
exchange and knowledge sharing, but also a type of man-made resources for
sustainable knowledge creation, and scientific and social evolution. The Wisdom
Web will rely on grid-like agencies that self-organize, learn, and evolve their
courses of actions in order to perform service tasks as well as their identities and
interrelationships in communities [1, 8]. The proposed methodology attempts to
change the perspective of brain/cognitive scientists from a single type of ex-
perimental data analysis towards a holistic view at a long-term, global field of
vision.

The second aspect of the new perspective on WI means that the new gen-
eration of WI research and development needs to understand multiple natures
of intelligence in depth by studying integrately the three intelligence research
related areas: machine intelligence, human intelligence and social intelligence. A
good example is the development and use of a Web-based problem-solving sys-
tem for portal-centralized, adaptable Web services [1, 5, 8, 9]. The core of such a
system is the Problem Solver Markup Language (PSML) and PSML-based dis-
tributed Web inference engines, in which the following support functions should
be provided since this is a must for developing intelligent portals based on WI
technologies.

– The expressive power and functional support in PSML for complex adaptive,
distributed problem solving;

– Performing automatic reasoning on the Web by incorporating globally dis-
tributed contents and meta-knowledge automatically collected and trans-
formed from the Semantic Web and social networks with locally operational
knowledge-data bases;

– Representing and organizing multiple, huge knowledge-data sources for dis-
tributed Web inference and reasoning.

In order to develop such a Web based problem-solving system, we need to bet-
ter understand how human being does complex adaptive (distributed) problem
solving and reasoning, as well as how intelligence evolves for individuals and
societies, over time and place [4, 5, 7].

More specifically, we will investigate ways by discussing the following issues:

– How to design fMRI/EEG experiments to understand the principle of human
inference/reasoning and problem solving in depth?

– How to implement human-level inference/reasoning and problem solving on
the Web based portals that can serve users wisely?

We will describe our endeavor in this direction, in particular, we will show that
grid-based multi-aspect analysis in multiple knowledge and data sources on the
Wisdom Web is an important way to investigate human intelligence mechanism,
systematically.
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Abstract. This paper describes an agent-based ambient intelligence ar-
chitecture able to deliver personalized services on the basis of physical
and emotional user status captured from a set of biometric features. Ab-
stract representation and management is achieved thanks to two markup
languages, H2ML and FML, able to model behavioral as well as fuzzy
control activities and to exploit distribution and concurrent computation
in order to gain real-time performances.

1 Introduction

Computational Intelligence (CI) represents the effort in achieving “smart” solu-
tions, by using hardware and software conceived to work in imperfect domains
too complex to be solved effectively. CI differs from traditional Artificial Intel-
ligence (AI) approaches by using successful methodologies and techniques, such
as Fuzzy Logic, Artificial Neural Network, Genetic Computation, and Machine
Learning. Often, the combination of the above-mentioned approaches, results
in framework particularly suitable for extracting generalized expert knowledge
necessary to automate decision-making tasks for problems difficult to model,
ill-defined, with large solution space (see [1] and [2] for CI impact in several
domains of applications). This “hybrid” paradigm, based on merging different
theories and techniques are often the winning strategy to develop efficient Intel-
ligent Systems. There are many practical situation where this appears evident,
one of this is the Ambient Intelligence (AmI) scenarios [6]. AmI provides a wide-
ranging vision on how the Information Society will evolve, since the goal is
to conceive platforms for seamless delivery of services and applications making
them effectively invisible to the user. This is possible by gathering best prac-
tices from Ubiquitous Computing, Ubiquitous Communication, and Intelligent
User Friendly Interfaces areas. This convergence will lead to smart environments
that surround people in pro-active way: the environment reacts autonomously to
people by using intelligent intuitive interfaces (often invisible) that are embed-
ded in all kinds of chip-enriched objects (furniture, clothes, vehicles, roads and
other smart materials). This means that computing and networking technology
is everywhere, embedded in everyday objects in order to automate tasks or en-
hance the environment for its occupants [4]. This objective is achievable if the
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environment is capable to learn, build and manipulate user profiles considering
from a side the need to clearly identify the human attitude (AmI is known to
work for people not for users) and from the other the ubiquity of the possible
services. Of course, this involves several research trends:

– new generation of devices, sensors, and interfaces;
– new generation of processors and communication infrastructures;
– new intelligence empowerment, provided by software agents embedded in the

devices [3].

This paper proposes an ambient intelligence architecture able to distribute
domotic services personalized on the basis of physical and emotional user status
captured from a set of biometric features, and modelled by means of a web
oriented language based on XML. Our AmI architecture integrates different
approaches, such as mark-up languages, fuzzy control, distributed and mobile
computation and biometric techniques, into a multi-layer framework. Each layer
serves to accomplish specific tasks by satisfying the needs of abstraction and
flexibility thanks a fuzzy control markup language, namely FML [7]. FML al-
lows designer to achieve transparency and efficiency in customizing the fuzzy
control implementation on specific devices plugged in web-level architecture [8].

2 The System Architecture

The proposed system architecure is organized in several layers, as depicted in
figure 1. In the first layer from top, Ambient Intelligence Environment,
a set of sensors and actuator wired via a domotic protocol is used to gather
data about current user status (temperature, gait, position, facial expression,
etc.). Part of information gathered at this stage are handled by Morphological
Recognition Subsystems (i.e.: Facial Recognition Subsystem) resulting in a
semantic description. These information, together with the remaining informa-
tion retrieved in the environment, are organized in a web oriented hierarchical
structure based on XML technology in order to create a new markup language,
called H2ML (Human to Markup Language). H2ML is a new approach to model
human information allowing a transparent use in different intelligent frameworks.
The next layer, Multilayer controller, based on hierarchical fuzzy control,
represents the core designed to distribute appropriate services related to the in-
formation contained in H2ML representation. Each fuzzy controller used in our
architecture is coded in FML in order to achieve hardware transparency and to
minimize the fuzzy inference time.

2.1 Ambient Intelligence Environment

The Ambient Intelligence Environment can be defined as the set of actuators and
sensors composing the system together with the domotic interconnection proto-
col (Lontalk+IP in our case). The AmI environment is based on the following
sensors and actuators: internal and external temperature sensors and internal
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temperature actuator, internal and external luminosity sensor and internal lu-
minosity actuator, indoor presence sensor. Moreover, the system relies on a set
of color cameras to capture information about gait and facial expression, and a
infrared camera to capture thermal images of user.

2.2 H2ML - Human to Markup Language

In last years, different languanges have been developed to model the human as-
pect. Virtual Human Markup Language(VHML) [11], Avatar Markup Language
[12] and Multi-Modal Presentation Markup Language [10] are examples of lan-
guages proposed to simplify the human-computer interaction through a virtual
Web Assistant. While the above mentioned languages are based on a high level
description of human status (i.e. happy and fear face concepts) H2ML is fo-
cused on detailed, low level description of physical human features (i.e. closed
and opened eyes or mouth). In order to define language lexicon we have to de-
scribe a human in terms of morphological features. The H2ML implementation
is based on tags referring to different nodes of human representation tree. Each
tag can use two different attributes: value and status. The value attribute is
used to represent human feature by a numeric continuous range, while, status
attribute is used to model information through a discrete set of labels. Start-
ing from the root, the <INDIVIDUAL> tag corresponding to the root tag of
a H2ML program, is created. Each child of this tag represents a specific struc-
tured biometric descriptor. In particular, the following set of tags are introduced:
<PHYSICAL>, <FACE>, <THERMAL>, <SPEECH> and <GAIT>.

The <PHYSICAL> tag refers to the height, weight and build fea-
tures of represented individual through corresponding tags <HEIGHT>,
<WEIGHT>, <BUILD> and the related attributes value and status. Simi-
larly, it is possible to model face, thermal, speech and gait features.

2.3 Multiple Hierarchical Fuzzy Control

The system uses a hybrid configuration composed by a hierarchical fuzzy con-
troller and mobile agent technology based on FML language. The transparency
and abstraction provided by H2ML allow to use different intelligent hybrid con-
figurations (Neural Networks, Genetic Algorithms, etc.) to control the domotic
environment.

The hierarchical structure of the proposed fuzzy controller is suited to apply
a divide et impera strategy to the controlled system. Main goals are decomposed
into sub-goals by partitioning the input space into a finite number of regions each
ones featuring a specific sub-controller.

The divide et impera strategy leads to two different kinds of fuzzy rulebase
distribution: vertical and horizontal distribution.

2.4 Vertical and Horizontal Fuzzy Distribution

By “vertical fuzzy distribution” we mean a collection of dependent control blocks
each ones represented by a single fuzzy controller or a set of horizontally dis-
tributed fuzzy controllers. The dependency relationship between control blocks is
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Fig. 1. Ambient Intelligence Architecture

defined as follows: given a finite set of control block CB1, CB2,. . . ,CBi,. . . ,CBn

the output returned from the CBi control block depends from the output com-
puted from CBi−1 control block and so on. The aim of proposed vertical fuzzy
distribution scheme is to separate fuzzy concepts not semantically related em-
phasizing the fuzzy reasoning properties.

Through the “horizontal fuzzy distribution” we can parallelize inferences on
different hosts, splitting a large semantically related rulebase by mobile agent
technology, thus minimizing the fuzzy inference time.

3 Experimental Results

Our scheme of fuzzy distribution allows to separate the fuzzy variables related
to human behavior from those related to domotic devices (vertical distribution).
This distinction is thus used to parallelize the fuzzy inference applied to domotic
controllers (horizontal distribution). More precisely, the first control block (ver-
tical wise), named Behavioral Fuzzy Controller, is a Mamdani controller [5] (im-
plemented in FML) which, basically, (1) operates on H2ML program, (2)parses
it, and (3) infers information about human status. The system adopts singleton
fuzzy variables to model the behavioral concepts in fuzzy terms. Sleeping, Work-
ing and Relaxing are only some examples of singleton behavioral fuzzy variables,
the following rules are examples of behavioral rules.

IF velocity is LOW AND leftEye is CLOSED AND RightEye is CLOSED AND Speech is LOW AND Position is
BED THEN SLEEPING is ON

IF velocity is LOW AND leftEye is OPENED AND RightEye is OPENED AND Speech is LOW AND Position
is Desk AND Acceleration is HIGH THEN UserStatus is WORKING is ON
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IF Velocity is LOW AND leftEye is OPENED AND rightEye is OPENED AND Speech is LOW AND Position
is not BED THEN RELAXING is ON

The information inferred at this stage will be used in the next level to control
the actuator devices.

The second control block (vertical wise) is a set of semantically related con-
trollers distributed using horizontal scheme. At this hierarchical level the system
uses classic Mamdani fuzzy controllers coded in FML. In particular, we code a
whole fuzzy Ambient Intelligence controller distributing the related rules (for
instance: HVAC rules or lighting system rules) on different hosts by means of
mobile agent technology. In this way we achieve high parallelism and a remark-
able minimization for inference time [9].

Some examples of devices control distributed fuzzy rules are shown below:

IF Temperature is LOW AND Sleeping is ON THEN MotorHVACspeed is High

IF inLuminosity is LOW AND Working is ON THEN actLuminosity is High

It is simple to note that information related to behavior, inferred from root
layer of hierarchic intelligence scheme, is used merely to cut the fuzzy set compos-
ing the consequent part of rules in order to influence the devices operation. An
example of H2ML representation used to control services distribution is showed
in figure 2.

Fig. 2. H2ML-based Fuzzy Services Distribution

4 Conclusion

The combination of FML and H2ML in a multi-layered architecture represents a
strong improvement for abstraction representation and efficient control manage-
ment for real hardware AmI implementation (Echelon Lonworks, X10, Konnex,
etc.) . Moreover, the FML layer allows to distribute fuzzy controller components
on different hosts thus providing a simple platform for real ubiquitous computing
system.
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Abstract. This paper explores the feasibility of a multilingual question
answering approach based on the Web redundancy. The paper introduces
a system prototype that combines a translation machine with a statistical
QA method. The main advantage of this proposal is its small dependence
to a given language. The experimental results, obtained from a test set of
165 factual questions, demostrated the great potential of the approach,
and gave interesting insights about the redundancy of the web and the
online translators.

1 Introduction

The documents accessible from the Web may satisfy almost every information
need. However, without the appropriate access mechanisms all these documents
are practically useless. In order to solve this dilemma several text processing
approaches have emerged. For instance: information retrieval and question an-
swering (QA). The goal of a QA system is to retrieve answers to questions rather
than full documents to general queries [4]. For example, given a question like:
“where is the Amparo Museum located?”, a QA system must respond “Puebla”
instead of just returning a list of documents related to the Amparo Museum. In
recent years, due to the Web growth, there has been an explosive demand for
better multilingual information access approaches. Multilingual QA systems are
one example [3]. These systems allow answering a question based on a set of doc-
uments from several languages. In this paper we present our first experiment on
multilingual question answering on the Web. This experiment considers answer-
ing English questions using Spanish Web documents and vice versa. The system
architecture that we propose is different from the traditional approaches [4]. It
is based on the use of online translation machines and simple pattern match-
ing methods, rather than on sophisticated linguistic analyzes of both questions

� The present work was partially financed by the CONACYT (Project 43990A-1 and
the scholarship No. 184663) third author thanks to the Secretara de Estado de
Educacin y Universidades, España.
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and documents. In some degree, the purpose of this paper is to analyze the
performance of automatic online translators, as well as, to study the impact of
the incomplete and wrong translations over the answer precision. The rest of
the paper is organized as follows. Section 2 introduces a statistical QA system
for the Web. Section 3 proposes a general architecture for a multilingual QA
system. Sections 4 show the experimental results. Finally, section 5 draws our
conclusions and future work.

2 Statistical QA on the Web

This section describes the general architecture of a statistical QA system that
allows finding answers to factual questions from the Web. It consists of three
major modules: (i) query reformulation, (ii) snippets recollection, and (iii) an-
swer extraction. The architecture is supported on the idea that the questions
and their answers are commonly expressed using the same words, and that the
probability of finding a simple (lexical) matching between them increases with
the redundancy of the target collection [1]. It was originally adapted to Spanish
[2], however it is general enough to work with questions in other languages that
share some morpho-syntactic characteristics of the Spanish, such as: English,
Italian, French, Portuguese and Catalan.

2.1 Query Reformulation

Given a question, this module generates a set of query reformulations. These
reformulations are expressions that were probably used to write down the ex-
pected answer. We performed several experiments in order to determine the most
general and useful reformulations. The following paragraphs present those with
the best results. All the cases are illustrated for the question: “Who received the
Nobel Peace Prize in 1992?”.

First Reformulation: “Bag of Words” This reformulation is the set of non
stop-words of the question. For instance, “received Nobel Peace Prize 1992”.

Second Reformulation:“Verb Movement” One of our first observations
after checking a list of factual questions was that the verb is frequently right
after the wh-word. We also know that in order to transform an interrogative
sentence into a declarative one is necessary to eliminate the verb or to move it
to the final position of the sentence. The resultant sentence is expected to be
more abundant in the Web that the original one. In order to take advantage of
this phenomenon, but without using any kind of linguistic resource, we propose
to build a set of query reformulations eliminating or moving to the end of the
sentence the first and second words of the question. Two examples of these kinds
of reformulations are:“the Nobel Peace Prize in 1992 received” and “Nobel Peace
Prize in 1992”.

Third Reformulation: “Components” In this case the question will be di-
vided in components. A component is an expression delimited by prepositions.
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Therefore, a question Q having m prepositions will be represented by a set of
components C = {c1, c2, , cm+1}. Each component ci is a sub string of the origi-
nal query. New reformulations will be defined combining them. Some examples
of this kind of query reformulations are: “received the Nobel Prize” “of Peace”
“in 1992”, and “in 1992 received the Nobel Peace Prize”.

2.2 Snippets Recollection

Once the set of reformulations has been generated, this module sends them to a
search engine (currently we are using Google), and then it collects the returned
snippets.

2.3 Answer Extraction

From the snippets collected from the Web we compute all the n-grams (from
unigrams to pentagrams) as possible answers to the given question. Then, using
some statistical criteria the n-grams are ranked by decreasing likelihood of being
the correct answer. The top five are presented to the user. The method for the
n-gram extraction and ranking is as follows:

1. Extract the twenty most frequent unigrams satisfying predefined typographic
criterion. Currently we are selecting only the words starting with an upper-
case letter, the numbers and the names of the months.

2. Determine all the n-grams, from bi-grams to pentagrams, exclusively con-
taining the frequent unigrams.

3. Rank the n-grams based on their compensated relative frequency. The rela-
tive frequency of a n-gram g(n) = (w1wn) is computed as follows1: P

Px(n) =
1
n

n∑
i=1

n−i+1∑
j=1

fx̂j(i)∑
y∈Gi

fy(i)
(1)

4. Show to the user the top five n-grams as possible answers.

Applying this method we obtained these answers to the example question:
Rigoberta Menchu, Rigoberta Menchu Tum, Menchu, Rigoberta Menchu Recibio,
Rigoberta.

3 Multilingual QA Prototype

A multilingual QA system enables the users to formulate a question in a lan-
guage different from the reference corpus. Most common multilingual systems
work with two languages, one for the question and another for the target collec-
tion. However, a full multilingual QA system would allow searching for answers

1 We introduce the notation x(i) for the sake of simplicity. In this case x(i) indicates
the i-gram x, Gi is the set of all i-grams, and j(k) represents the k-gram x contained
in n-gram x(i) at the position j.



Towards a Multilingual QA System Based on the Web Data Redundancy 35

on documents from several languages. Our proposal for a multilingual QA sys-
tem for the Web consists of two main modules: (i) a translation machine, and
(ii) a language-independent statistical QA system. The main advantage of this
prototype is it small dependence to the target language, which allows using the
system in a full multilingual scenario. On the other hand, one of the main dis-
advantages of this architecture is it high dependence to the quality of question
translations, and also to the Web redundancy in the target language.

4 Experiments

The experimental evaluation considered a set of 165 factual questions. These
questions were taken from the English training corpus of CLEF 20032 . The
answers for these questions were of four types: names of persons, organizations,
locations and dates. We probed with 3 different online translators: Google, Free-
translation and Webtranslation3. Tables 1-3 compare the results using the dif-
ferent translation machines and applying the different reformulations techniques
(refer to section 2.1). The mean reciprocal rank (MRR)4 and the precision5 are
indicated for each experiment.

Table 1. MRR/Precision using the “bag of words” reformulation

Query Translator

Webtranslation Freetranslation Google
Date 0.086/0.389 0.003/0.111 0.006/0.138
Location 0.330/0.461 0.275/0.442 0.085/0.134
Organization 0.167/0.185 0.106/0.185 0.012/0.037
Person 0.152/0.372 0.126/0.353 0.030/0.196

4.1 The Influence of Data Redundancy

It is well known that English is the most representative language on the Web
(68% in accordance with the last report of Global Reach6). In order to analyze
the effect of data redundancy on our multilingual QA approach, we made an
experiment with Spanish questions using English Web documents as data repos-
itory. In this experiment we considered the same set of questions that in the

2 The Cross-Language Evaluation Forum (CLEF) http://clef-campaign.org/
3 www.google.com, www.freetranslation.com and www.imtranslator webtranslation.

paralink.com respectively.
4 An individual question received a score equal to the reciprocal of the rank at which

the first correct response was returned, or 0 if none of the responses contained a
correct answer. The score for a sequence of queries is the mean of the individual
query’s reciprocal ranks.

5 precision = number of found answers / number of total questions.
6 http://www.glreach.com
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Table 2. MRR/Precision using the “verb movement” reformulation

Query Translator

Webtranslation Freetranslation Google
Date 0.120/0.25 0.037/0.055 0.037/0.055
Location 0.183/0.307 0.061/0.096 0.077/0.096
Organization 0.104/0.259 0/0 0/0
Person 0.149/0.352 0.27/0.137 0.076/0.137

Table 3. MRR/Precision using the “bag of words” reformulation

Query Translator

Webtranslation Freetranslation Google
Date 0.071/0.111 0.004/0.056 0.048/0.086
Location 0.138/0.154 0.023/0.057 0.019/0.019
Organization 0.015/0.074 0.003/0.037 0/0
Person 0.016/0.137 0.004/0.019 0.009/0.039

previous case, and we employed the Google search engine. We used the Web-
translation machine to translate the questions from Spanish to English. The
answer extraction process was leaded by the “bag of words” reformulation. Ta-
ble 4 shows the results.

Table 4. Spanish-English experiment

Question MRR Precision

Date 0.091 0.444
Location 0.264 0.596

Organization 0.148 0.444
Person 0.169 0.314

4.2 Results Discussion

The best results were obtained using Webtranslation, which produced the best
question translations. This situation is clear enough when we analyzed the re-
sults from the tables 2 and 3, where a syntactically well-formed question is re-
quired. As we expected, the best results were obtained using the “bag of words”
reformulation. This fact indicates that online translators tend to produce ac-
curate word-by-word translations (using the frequent senses of the words), but
they tend to generate syntactically incorrect questions. An interesting observa-
tion from the experiment was that sometimes the translation machines produce
better translations that those manually constructed. This is because they use
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common words. For instance, the question “Which is the name of John Lennons
wife?” was manually translated to Spanish into “Cuál es el nombre de la mu-
jer the John Lennon?”, while the automatic translation by Webtranslation was
“Cmo se llama la esposa de John Lennon?”. The noun “mujer” (woman), used
in this context, is less frequent than “esposa” (wife). Another relevant fact is
that sometimes the wrong translations facilitate the QA process (i.e., they favor
some kind of reformulations). For instance, the question “Who is the President
of the Roma football team?” was manually translated to “Cómo se llama el pres-
idente del equipo de fétbol de Roma?”, and automatically translated to “Cómo
se llama el presidente de la Roma de Fútbol?”. Although incorrect, the auto-
matic translation preserves the main concepts of the question, and allows to the
system easily find the answer. In addition, our results indicate that the Web
redundancy has great influence on the system response. The precision for the
Spanish-English experiment was 8(compare table 4 with the second column of
the table 1). However, we notice that the MRR was greater on the initial exper-
iment. This indicates that correct answers in Spanish are easily identified. We
believe this is because there is less noisy information on Spanish than in English.
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Abstract. This paper proposes an algorithm for detecting web transac-
tions through web page classification. The algorithm is implemented over a
generalised regression neural network and detects e-commerce pages clas-
sifying them to the respective transaction phase according to a framework,
which describes the fundamental phases of commercial transactions in the
web. Many types of web pages were used in order to evaluate the robustness
of the method, since no restrictions were imposed except for the language
of the content, which is English. Except from revealing the accomplished
sequences in a web commerce transaction, the system can be used as an
assistant and consultative tool for classification purposes.

1 Introduction

The techniques most usually employed in the classification of web pages use
concepts from the field of information filtering and retrieval [1] and [2]. Neural
networks are chosen mainly for computational reasons, since once trained, they
operate very fast and the creation of thesauri and indices is avoided [3],[4]. In
addition, the use of evolution-based genetic algorithms, and the utilization of
fuzzy function approximation have also been presented as possible solutions for
the classification problem [5]. Finally, many experimental investigations on the
use of neural networks for implementing relevance feedback in an interactive
information retrieval system have been proposed [6].

2 The Web Transactions Framework

This paper describes a system that classifies e-commerce web pages under the
concepts of Business Media Framework-BMF [7]. According to this framework,
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an e-commerce model can be analysed into a series of concurrent sequences,
while these sequences are implemented by elementary transactions [7],[8],[9],[10].
In addition, four phases distinguish an e-commerce transaction. The knowledge
phase, the intention phase, the contract phase and the settlement phase. Table 1
presents the four phases and the amount of the collected web pages, which were
used as the training material. The total sample set consists of 3824 e-commerce
pages, which were collected and validated by experts according to BMF. As a
result, each web page depicted in Table 1 corresponds to one e-commerce type
and one transaction phase. However, a respective training sample that consist
of 2134 web pages and do not describe commercial transactions (web pages ir-
relative to web commerce transac-tions), was collected automatically using a
meta-search engine tool. This tool collects randomly web pages from specified
search engine directories and its functions are described in [11].

Table 1. Transaction phases and types of e-commerce pages according to the BMF

Transaction
Phase - PT

e-commerce page type web pages
(per type)

web pages
(per PT)

Knowledge

Query engines homepages 322

1305
Directory pages 339
Product information pages 365
Registration pages 279

Intention
Product catalogue pages 372

777
Order – Payment pages 405

Contracting Terms and conditions pages 387 387

Settlement

Settlement monitoring pages 313

1355
Digital delivery pages 364
Contact and complaint forms 358
After sales support pages 320

3 Feature Selection

This section describes the feature extraction procedure for the training sample.
The training sample consists of five classes from which, four of them correspond
to the four BMF transaction phases and one class correspond to web pages that
do not offer commercial services. Common information filtering techniques such
as stop lists, character filters and suffix-stripping methods were initially used
for reducing the large amount of the indexed terms. However, the Information
Gain (IG) technique was adopted for feature selection. This technique measures
the statistical dependence be-tween a term and the categorised class based on
the entropy. Thus, terms with small information gain are discarded [12]. Rather
than evaluating the entropy of a term distribution among a set of documents
as is done for the signal-to-noise ratio technique, in the specific technique the
entropy of the class distribution taken under consideration.
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With the help of the IG technique 432 terms were finally selected in order to
compose the vector that represents web pages (Web Page Vector WPV). The
WPV characterise a web page by assigning a unique profile of weight values that
depend on the im-portance of each term in the tested web page. In other words,
weights are assigned to terms as statistical importance indicators. If m distinct
terms are assigned for content identification, a web page is conceptually repre-
sented as an m-dimensional vector, named WPV. Equation 1, highlights the lnc
formula used for the weighting mechanism, which is based on the SMART system
as described in [13]. Web Page Vector is defined as WPVi = {wi1, wi1, ..., wik },
while the weight of term k in the ith web page is normalized using the cosine
length of the vector, where l equals to 432 and corresponds to the total amount
of the used terms.

wWPV
ik = (log(tfik) + 1) · (

∑
k=1

[log(tfik) + 1]2)−1/2 (1)

4 System Architecture

Generalised Regression Neural Networks (GRNNs) have the special ability to
deal with sparse and non-stationary data whose statistical properties change over
time. Due to their generality, they can be also used in various problems where
non-linear relationships exist among inputs and outputs. The addressed problem
can be considered to belong in this category since it is a document-mapping
problem. A GRNN is designed to perform a non-linear regression analysis. Thus,
if is the probability density function of the vector random variable x and its scalar
random variable z, then the GRNN calculates the conditional mean of the output
vector. The joint probability density function (pdf) is required to compute the
above conditional mean. GRNN approximates the pdf from the training vectors
using Parzen windows estimation, which are considered as Gaussian functions
with a constant diagonal covariance matrix according to Equation 2.

E(z\x) =

∞∫
−∞

z · f(x, z)dz

/ ∞∫
−∞

f(x, z)dz , (2)

where fp(x\z) = ((2πσ2)(N+1)/2)−1 · P−1
P∑

i=1

(
e

−D2
i

2σ2 · e−(z−xι)2

2σ2

)

In the above equation P equals to the number of sample points xı, N is the
dimension of the vector of sample points, Dı is the Euclidean distance between

x and xı calculated by Di = ‖x − xi‖ = (
N∑

i=1

(x − xi)2)
1
2 , where N is the amount

of the input units to the network. Additionally, is a width parameter, which
satisfies the asymptotic behaviour as the number of Parzen windows becomes
large according to Equation 3 where S is the scale. When an estimated pdf is
included in E(z\x), the substitution process defines Equation 4 in order to com-
pute each component zj .

432
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lim
P→∞

(PσN (P )) = ∞ and lim
P→∞

σ(P ) = 0, when σ =
S

PE/N
, 0 ≤ E < 1 (3)

zj(x) = (
P∑

i=1

ci)−1
P∑

i=1

zi
jci, where ci = e

−D2
i

2σ2 (4)

A clustering procedure is often incorporated in GRNN, where for any given
sample xı, instead of computing the new Gaussian kernel kı at centre x each time,
the distance of that sample to the closest centre of a previously established kernel
is found, and the old closest kernel (k − 1)ı is used again. Taking into account
this approach, Equation 4 is transformed to Equation 5.

zj(x) = (
P∑

i=1

Bi(k)ci)−1
P∑

i=1

Ai(k)ci, 1 ≤ j ≤ M, (5)

where Ai(k) = Ai(k − 1) + zj , Bi(k) = Bi(k − 1) + 1

The topology of the proposed neural network is 432-5958-5-5. The input layer
consists of 432 nodes, which correspond to the number of the WPV terms. The
second layer is the pattern layer consisting of 5958 that correspond to the train-
ing patterns. It follows the summation/division layer, which consists of 5 nodes
that feed a same amount of processing elements in the output layer representing
the 5 classes to be recognised. From the input to the pattern layer a training/test
vector X is distributed, while the connection weights from the input layer to the
kth unit in the pattern layer store the centre Xı of the kth Gaussian kernel. In
the pattern layer the summation function for the kth pattern unit computes the
Euclidean distance Dk between the input vector and the stored centre Xı and
transforms it through the previously described exponential function cı. After-
wards, the B coefficients are set as weights values to the remaining units in the
next layer. Finally, the output layer receives inputs from the summation/division
layer and outputs are estimated conditional means, computing the error on the
basis of the desired output.

The generalised regression algorithm was implemented in C++ and trained
in a Pentium IV, 2.4 GHz, 1024 MB RAM. The time needed for the completion of
the training epoch, was approximately 3.1 minutes. During the training period,
the beta coefficient for all the local approximators of the pattern layer, which was
used to smooth the data being monitored, was set to 100 (β = 1/2σ2 = 100). In
addition, the mean and the variance values of the randomised biases were equal
to 0 and 0.5 respectively.

The values inside the parentheses in Table 2 correspond to the confusion
matrix of the training epoch in percentage values. This matrix is defined by la-
belling the desired classification on the rows and the predicted classifications on
the columns. Since the predicted classification has to be the same as the desired
classification, the ideal situation was to have all the exemplars end up on the
diagonal cells of the matrix. Therefore, the training confusion matrix displays
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Table 2. Confusion Matrices: training (percentage values) / testing - absolute values

Class assigned by the system
P (%)

C1 C2 C3 C4 C5

Actual
class

C1 (98,72)
1752

(1,01)
118

(0)
33

(0,09)
149

(0,19)
151

79,53

C2 (1,31)
123

(98,63)
1025

(0)
18

(0,05)
77

(0)
64

78,42

C3 (0,04)
43

(0)
17

(99.83)
501

(0.13)
34

(0)
23

81,07

C4 (0,01)
185

(0)
78

(0)
23

(99,66)
1966

(0,33)
131

82,50

C5 (0,36)
215

(0)
76

(0,723)
29

(0,24)
146

(96,86)
3197

87,28

values, where each one corresponds to the percentage effect that a particular
input has on a particular output. The proposed information system was tested
with 10174 web pages Values not included in parentheses in Table 2 form the
testing confusion matrix between the tested classes. The diagonal cells corre-
spond to the correctly classified web pages for each class respectively (absolute
values), while the other cells show the misclassified pages. In every row, the
systems ability in terms of correct classification over an a priori known type of
web pages is tested. The overall performance of the system outlines the ability
to correctly classify the tested web pages in respect to the sample set for all the
tested classes. Therefore, it is derived from the total amount of the correctly
classified web pages residing in the diagonal cells, versus the total amount of
the sample set (overall performance = 0.83). Generally, the implemented GRNN
presents a high level of accuracy in testing most of the classes.

5 Conclusions

This paper proposes a generalised regression algorithm, which is implemented
over a four layer Generalised Regression Neural Network and scopes to high-
light and classify web commerce transactions. The classification is based on a
well-known e-commerce framework according to which, an e-commerce model
can be analysed into a series of concurrent sequences, while these sequences
are implemented by elementary transactions. Except for classification purposes,
the system can be exploited in many practical or research areas of e-commerce.
This is due to the fact that using the proposed intelligent system commercial
transactions can be quantified. Thus, the system can be either used locally in
commercial servers for monitoring customer behaviour directly through local in-
formation or it can be launched independently to a portal, in order to survey
and measure commercial activities, services and transactions on the web.
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Abstract. This paper presents an approach for applying inductive logic
programming to information extraction from HTML documents struc-
tured as unranked ordered trees. We consider information extraction
from Web resources that are abstracted as providing sets of tuples. Our
approach is based on defining a new class of wrappers as a special class
of logic programs – logic wrappers. The approach is demonstrated with
examples and experimental results in the area of collecting product infor-
mation, highlighting the advantages and the limitations of the method.

1 Introduction

The Web was designed for human consumption rather than machine processing.
This hinders the task of extracting useful information from it. Therefore the
problem of automating information extraction (IE hereafter) from the Web has
received a lot of attention in the last years ([1, 3, 6, 4, 11, 9]).

This paper deals with automating IE from HTML documents using inductive
logic programming (ILP hereafter). IE is concerned with locating specific pieces
of information in text documents including HTML and XML. A program that
is actually used for performing the IE task is called a wrapper ([7]). ILP studies
learning from examples within the framework provided by clausal logic.

IE from HTML uses two document models: a linear or string-based model
and a tree-based model. It is appreciated that tree-based wrappers are more
expressive than string-based wrappers ([11, 9]). In our work we consider HTML
documents modeled as unranked ordered trees. IE approaches that adopted tree-
based models were also reported in [6, 11, 3]. Recently, [9] proposed the combi-
nation of string and tree wrappers to yield more powerful wrappers.

The paper is a follow-up of our previous work reported in [1, 2]. In [1] we
presented a methodology and experimental results on applying ILP to IE from
HTML documents that represent printer information. The task was to extract
single fields. In [2] we enhanced the original approach by enriching the target
document representation and using an explicit set of negative examples, rather
that treating all non-positive examples as negative examples.
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In this paper we adopt a relational data model of the information resources
and we are focusing on the task of tuples extraction. Many Web resources can be
abstracted in this way, including: search engines result pages, product catalogues,
news sites, product information sheets, a.o. Their content is presented to the
human user as HTML documents formatted using HTML tables or lists. We
consider two problems: extracting tuples from a rectangular table and extracting
tuples from a nested table with the imformation organized hierarchically.

Our paper is structured as follows. Section 2 contains some background on IE,
tree-based document representations using logic programming and ILP. Section
3 contains a discussion of the problems addressed in our experiments and some
experimental results. Section 4 concludes and points to future work.

2 Background

This section contains background on: IE, relational representation of XHTML
documents, logic wrappers and the use of ILP for IE. More details are in [1].

2.1 The IE Process

We propose a generic IE process structured into the following sequence of stages:
i) Collect HTML pages of interest using Web browsing and crawling and down-
load them to a local repository; ii) Preprocess and convert the documents from
HTML to XHTML; iii) Manually extract a few items and annotate accordingly
the XHTML documents; iv) Parse the annotated XHTML documents and gen-
erate the input for the learner; v) Apply the learning algorithm and obtain the
wrapper; vii) Compile the wrapper to an XML query language; viii) Apply the
wrapper to extract new information from other documents.

Note that this IE process is parameterized according to the following dimen-
sions: number of documents used for manual IE (stage iii), the learning technique
(stages iv and v) and the IE engine (stages vii and viii).

2.2 L-Wrappers for IE from HTML

The idea of representing documents and wrappers using logic programming is
not entirely new ([4, 5, 8, 12]). All of these approaches assume that the target
document is represented as a list of tokens with features. We propose a relational
representation of an XHTML document seen as an unranked ordered tree.

The structure of an XHTML document consists of a set of document nodes
that are nested in a tree like structure. Each node has assigned a specific tag
from a given finite set of tags Σ. There is a special tag text ∈ Σ that designates
a text node.

The content of an XHTML document consists of the actual text in the text
elements and the attribute-value pairs attached to the other document elements.

We assign a unique identifier (an integer) to each node of the document tree.
Let N be the set of all node identifiers.
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The structure of an XHTML document is represented using three relations:

i) child ⊆ N ×N , (child(P,C) = true) ⇔ (P is the parent of C).
ii) next ⊆ N ×N , (next(L,N) = true) ⇔ (L is the left sibling of N).
iii) tag ⊆ N × Σ, (tag(N,T ) = true) ⇔ (T is the tag of node N).

We introduce two sets to represent the content component of an XHTML
document tree: the set S of content elements, which are the strings attached to
text nodes and the values assigned to attributes, and the set A of attributes.
The content of an XHTML document is then represented using two relations:

i) content ⊆ N × S, (content(N,S) = true) ⇔ (S is the string contained by
the text node N).

ii) attribute value ⊆ N ×A×S, (attribute value(N,A, S) = true) ⇔ (S is the
string value of the attribute A of the node N).

Based on our experimental results reported in [2], we found useful to enhance
the representation of the document structure with two new relations:

i) first ⊆ N , (first(X) = true) ⇔ (X is the first child of its parent node).
ii) last ⊆ N , (last(X) = true) ⇔ (X is the last child of its parent node).

This representation allows the definition of L-wrappers (i.e. logic wrappers).

Definition 1. (L-wrapper) An L-wrapper is a logic program defining a relation
extract(N1, . . . , Nk) ⊆ N × . . .×N . For each clause, the head is extract(N1, . . . ,
Nk) and the body is a conjunction of literals in a set R of relations.

Every tuple of relation extract is extracted by the wrapper. Note that relation
content is used to find the content of the extracted tuples. attribute value could
also be used in the clause bodies to check additional constraints on attributes of
extracted nodes. Note also that in our case R = {child, next, tag, first, last}.

The manual writing of L-wrappers is a tedious and error-prone process re-
quiring a careful analysis of the target document. Fortunately, it is possible to
learn L-wrappers with a general purpose learning program.

2.3 Learning L-Wrappers Using ILP

ILP is a combination of inductive machine learning with representation of the-
ories as logic programs. In our experiments we have used FOIL – First Order
Inductive Learner, an ILP program developed by J. R. Quinlan at the beginning
of the ’90s ([10]). In what follows we assume that the reader has some familiarity
with FOIL. For a detailed description see [10].

We mapped our training data as input for FOIL. We assumed that in the
training stage the user selects a single training document and performs a few
extraction tasks on it. FOIL’s input is split in three parts:

i) The definition of the relations arguments types. We used a single type that
represents the set N of all the nodes found in the training document.
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ii) The extensional definition of the target relation extract. The positive exam-
ples are the tuples manually extracted by the user. If negative examples are
not provided explicitly then they are automatically generated by FOIL using
the closed world assumption (i.e. all the other tuples that are not postive
examples).

iii) The extensional definitions of the background relations child, next, tag, first
and last. For convenience, we have replaced the relation tag with a set of
relations rσ, for all σ ∈ Σ, defined as rσ = {N |tag(N,σ) = true}.

3 Experiments and Discussion

We performed experiments of learning L-wrappers for extracting printer infor-
mation from Hewlett Packard’s Web site. The information is represented in two
column HTML tables (see figure 1). Each row contains a pair (feature name,
feature value). Consecutive rows represent related features and are grouped in
feature classes. For example there is a row with the feature name ’Print technol-
ogy’ and the feature value ’HP Thermal Inkjet’. This row has the feature class
’Print quality/technology’. So actually this table contains triples (feature class,
feature name, feature value). Some triples may have identical feature classes.

In what follows we consider two experiments: i) tuples extraction from flat
information resources, examplifying with pairs (feature name, feature value); ii)
coping with hierarchical information by extracting pairs (feature class, feature
name). We have used the same test data as in [1], only the learning tasks were
changed. We used examples from a single training document with 28 tuples.

Fig. 1. An XHTML document fragment and its graphic view
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3.1 Tuples Extraction from Flat Information Resources

We performed an experiment of learning to extract the tuples containing the
feature name and feature value from HP printer information sheets. The exper-
imental results are reported in table 1, row 1.

Because the number of tuples excedes the size of FOIL’s default tuple space,
we explicitly set this size to a higher value (300000) and we used a random
sample representing a fraction of the negative examples in the learning process.

Table 1. Experiments with tuples extraction

Ex.no. No.pos.ex Frac.neg.ex Prec. Rec. No.lit.

1 24, 28 20 % 0.959 1 14
2 24, 28 20 % 1 1 15

The L-wrapper learnt consisted of a single clause:
extract(A, B) ← tag(A, text) ∧ tag(B, text) ∧ child(C, A) ∧ child(D, B)∧

child(E, C) ∧ child(F, E) ∧ child(G, D) ∧ child(H, G) ∧ child(I, F )∧
child(J, I) ∧ next(J, K) ∧ first(J) ∧ child(K, L) ∧ child(L, H).

This rule extracts all the pairs of text nodes such that the grand-grand-grand-
grandparent of the first node (J) is the first child of its parent node and the left
sibling of the grand-grand-grand-grandparent of the second node (K).

3.2 Tuples Extraction from Hierarchical Information Resources

The idea of modeling nested documents using a relational approach and building
wrappers accordingly to this model is not entirely new; see [7].

In this section we present an experiment of learning to extract pairs (feature
class, feature name) from printer information sheets. Note that because we may
have many features in the same class, the information is hierarchically structured.
The experimental results are reported in table 1, row 2.

The L-wrapper learnt consisted of a single clause:
extract(A, B) ← child(C, A) ∧ child(D, B) ∧ tag(C, span) ∧ child(E, C)∧

child(F, E) ∧ next(F, G) ∧ child(H, G) ∧ last(E) ∧ child(I, D) ∧ child(J, I)∧
child(K, J) ∧ child(L, K) ∧ next(L, M) ∧ child(N, M) ∧ child(H, N).

There is one difference from the flat case – how examples are collected. In
this case, some examples will share the feature class. Moreover, in the general
case, some fields will need to be selected repeatedly during the manual extraction
process (like the feature class in the printer example). This can be avoided by
designing the graphical user interface that guides the example selection such that
the tuple previously selected is always saved and thus its fields may be reused
in the next selection.

3.3 Discussion

In our experiments we used the closed world assumption to generate the negative
examples. This means that each tuple not given as positive example, automat-



Tuples Extraction from HTML Using Logic Wrappers 49

ically counts as negative example. Let d be the size of the training document
(i.e. the number of nodes) and let k be the tuple arity. The number of negative
examples is proportional with dk, i.e. it is exponential in the tuple arity. For
example, our documents had about 1000 nodes. This means that for tuples of
arity 3, the total number of negative examples is about 109.

For this reason we had problems with learning to extract tuples of arity
greater than 2. Because the number of negative examples exceded the mem-
ory available, we were forced to use for learning a random sample represent-
ing a very small fraction (less than 0.1 %) of the total number of the neg-
ative examples. This had the effect of producing wrappers with a very low
precision.

4 Conclusions

In this paper we have shown the advantages and limitations of applying ILP
to learn L-wrappers for tuple extraction from HTML documents structured as
trees. As future work we have in mind the investigation of the possibility to
automatically translate our L-wrappers to an XML query language and to find
clever methods to reduce the number of negative examples needed.
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Abstract. In this paper, an improved model of the immune system to
handle constraints in multi-criteria optimization problems has been pro-
posed. The problem that is of interest to us is the new task assignment
problem for a distributed computer system. Both a workload of a bot-
tleneck computer and the cost of machines are minimized; in contrast, a
reliability of the system is maximized. Moreover, constraints related to
memory limits, task assignment and computer locations are imposed on
the feasible task assignment. Finally, an evolutionary algorithm based
on tabu search procedure and the immune system model is proposed to
provide task assignments.

1 Introduction

Evolutionary algorithms (EAs) have to exploit a supplementary procedure to
incorporate constraints into fitness function in order to conduct the search cor-
rectly. An approach based on the penalty function is the most commonly used
to respect constraints. Similarly, the penalty technique is frequently used to
handle constraints in multi-criteria evolutionary algorithms to find the Pareto-
suboptimal outcomes. However, penalty functions have some familiar limitations,
from which the most noteworthy is the complicatedness to identify appropriate
penalty coefficients.

The homomorphous mappings have been proposed as the constraint-handling
technique of EA to deal with parameter optimization problems in order to
avoid some impenetrability related to the penalty function. Then, a constrained-
handling scheme based on a model of the immune system have been designed to
optimization problems with one criterion.

In this paper, we propose an improved model of the immune system to han-
dle constraints in multi-criteria optimization problems. Both a workload of a
bottleneck computer and the cost of machines are minimized; in contrast, a re-
liability of the system is maximized. Moreover, constraints related to memory
limits, task assignment and computer locations are imposed on the feasible task
assignment. Finally, an evolutionary algorithm based on tabu search procedure
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and the immune system model is proposed to provide task assignments to the
distributed systems.

2 Immune System

The immune system can be seen as a distributed adaptive system that is ca-
pable for learning, using memory, and associative retrieval of information in
recognition. Many local interactions provide, in consequence, fault tolerance,
dynamism and adaptability [2]. A model of primary response in the attendance
of a trespasser was discussed by Forrest et al. [7]. Besides, the model of secondary
response related to memory was assembled by Smith [12]. Both detectors and
antigens were represented as strings of symbols in the first computer model of
the immune system by Farmer et al. [6].

The model of immune network and the negative selection algorithm are major
models in which most of the current work is based [8]. Moreover, there are others
used to simulate ability of the immune system to detect patterns in a noise
environment, aptitude to discover and maintain diverse classes of patterns and
skill to learn effectively, even when not all the potential types of invaders had
been previously presented to the immune system [5].

Differential equations to simulate the dynamics of the lymphocytes by calcu-
lation the change of the concentration of lymphocytes’ clones has been applied
by Jerne [9]. Lymphocytes work as an interconnected network. On the other
hand, the negative selection algorithm (NSA) for detection of changes has been
developed by Forrest at el. [7]. This algorithm is based on the discrimination
principle that is used to know what is a part of the immune system and what is
not [8].

The NSA can be used to handle constraints by isolating the contemporary
population in two groups [2]. Feasible solutions called “antigens” create the first
cluster, and the second cluster of individuals consists of “antibodies” – infeasible
solutions. For that reason, the NSA is applied to produce a set of detectors that
determine the state of constraints.

We assume the fitness for antibodies is equal to zero. Then, a randomly
chosen antigen G− is compared against the σ antibodies that were selected
without replacement. After that, the distance S between the antigen G− and
the antibody B− is calculated due to the amount of similarity at the genotype
level [2]:

S(G−, B−)
M∑

m=1

sm(G−, B−), (1)

where

– M - the length of the sequence representing the antigen G− (the length of
the antibody B− is the same),

– sm =
{

1 if G−
m is a matching to B−

m at position m,
0 in the other case. m = 1,M ;
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The fitness of the antibody with the highest matching magnitude S is in-
creased by adding its amount of similarity. The antibodies are returned to the
current population and the process of increasing the fitness of the winner is re-
peated typically tree times the number of antibodies. Each time, a randomly
chosen antigen is compared against the same subset of antibodies.

Afterwards, a new population is constructed by reproduction, crossover and
mutation without calculations of fitness. Above process is repeated until a con-
vergence of population or until a maximal number of iterations is exceeded.
Then, the final population of the NSA is returned to the external evolutionary
algorithm.

The measure of genotype similarity between antigen and antibody depends
on the representation. The measure of similarity for the binary representation
can be re-defined for integer representation:

S ′ (G−, B−) =
M∑

m=1

|G−
m − S−

m|. (2)

The negative selection algorithm is a modified genetic algorithm in which
infeasible solutions that are similar to feasible ones are preferred in the current
population. Although, almost all random selections are based on the uniform dis-
tribution, the pressure is directed to improve the fitness of appropriate infeasible
solutions. Ranking procedure for the NSA has been described in [1]

3 Task Assignment

Let the negative selection algorithm with the ranking procedure be called NSA+.
To test its ability to handle constraints, we consider a multicriteria optimization
problem for task assignment in a distributed computer system [1].

Finding allocations of program modules may decrease the total time of a pro-
gram execution by taking a benefit of the particular properties of some worksta-
tions or an advantage of the computer load. An adaptive evolutionary algorithm
has been considered for solving multiobjective optimization problems related to
task assignment that minimize Zmax– a workload of a bottleneck computer and
F2 – the cost of machines [1]. The total numerical performance of workstations
is another criterion for assessment of task assignment and it has been involved
to multicriteria task assignment problem in [1]. Moreover, a reliability R of the
system is an additional criterion that is important to assess the quality of a task
assignment.
In the considered problem, both a workload of a bottleneck computer and the
cost of machines are minimized; in contrast, a reliability of the system is max-
imized. Moreover, constraints related to memory limits, task assignment and
computer locations are imposed on the feasible task assignment.

A set of program modules {M1, ...,Mm, ...,MM} communicated to each others
is considered among the coherent computer network with computers located at the
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processing nodes from the set W = {w1, ..., wi, ..., wI}. A set of program modules
is mapped into the set of parallel performing tasks {T1, ..., Tv, ..., TV } [13].

Let the task Tv be executed on computers taken from the set of available com-
puter sorts.

∏
= {π1, ..., πj , ..., πJ}. The overhead performing time of the task Tv

by the computerπj is represented by an item tvj . Letπj be failed independently due
to an exponential distribution with rate λj. Computers can be allocated to nodes
and tasks can be assigned to them in purpose to maximize the reliability function
R defined, as below:

R(x) =
V∏

v=1

I∏
i=1

J∏
j=1

exp(−λjtvjx
m
vix

π
ij), (3)

where

– xπ
ij =

{
1 if π−

j
is assigned to the wi

0 in the other case.

– xm
vi =

{
1 if task Tv is assigned to the wi

0 in the other case.

– x = [xm
11, ..., x

m
1I , ..., x

m
vi, ..., x

m
V I , x

π
11, ...x

π
1J , ..., xπ

ij , ..., x
π
I1, ..., x

π
Ij , ..., x

π
IJ ]T .

The workload Zmax(x) of the bottleneck computer for the allocation x is pro-
vided by the subsequent formula:

zmax(x) =
max

i ∈ 1, I

⎧⎪⎨
⎪⎩

J∑
j=1

V∑
v=1

tvjx
m
vix

π
ij +

V∑
v=1

[
V∑

u=1
u�∈v

][
I∑

i=1
k �∈i

]
I∑

k=1

τvuikxm
vix

m
uk

⎫⎪⎬
⎪⎭ , (4)

– where τvuik –the total communication time between the task Tv assigned to the
ith node and the Tu assigned to the kth node.

Let the following memories z1, ..., zr, ..., zR be available in an entire system and
let djr be the capacity of memory zr in the workstation πj . We assume the task
Tv reserves cvr units of memory zr and holds it during a program execution. Both
values cvr and djr are nonnegative and limited.

The memory limit in a machine cannot be exceeded in the ith node, what is
written, as bellows:

V∑
v=1

cvrx
m
vi ≤

J∑
j=1

djrx
π
ij , i = 1, I, 1, R. (5)

The other measure of the task assignment is a cost of computers [1]:

F2(x) =
I∑

i=1

J∑
j=1

KjX
π
ij , (6)

where Kj corresponds to the cost of the computer πj .
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4 Tabu-Based Adaptive Evolutionary Algorithm Using
NSA

Let (X,F, P ) be the multi-criterion optimization question for finding the represen-
tation of Pareto-optimal solutions. It is established, as follows:

1. X - an admissible solution set

X = x ∈ BI(V +J)|
V∑

v=1

cvrx
m
vi <

J∑
j=1

djrx
π
ij , i = 1, I, r = 1, R;

I∑
i=1

xm
vi = 1, v = 1, V ;

J∑
j=1

xπ
ij = 1, i = 1, I

where B ={0, 1}
2. F - a quality vector criterion

F : X → R3, (7)

where R–the set of real numbers,
Fx = [−− Rx, Zmax(x), F2(x)]T for x ∈ X,
R(x), Zmax(x), F2 (x) are calculated by (3), (4) and (6), respectively

3. P - the Pareto relation [9].

An overview of evolutionary algorithms for multiobjective optimization prob-
lems is submitted in [3, 4]. An analysis of the task assignments has been carried out
for two evolutionary algorithms. The first one was an adaptive evolutionary algo-
rithm with tabu mutation AMEA+ [1]. Tabu search algorithm [13] was applied as
an additional mutation operator to decrease the workload of the bottleneck com-
puter.

BetteroutcomesfromtheNSAaretransformedintoimprovingofsolutionquality
obtained by the adaptive multicriteria evolutionary algorithm with tabu mutation
AMEA*. This adaptive evolutionary algorithm with the NSA (AMEA*) gives bet-
ter results than the AMEA+. After 200 generations, an average level of Pareto set
obtaining is 1.4% for the AMEA*, 1.8% for the AMEA+. 30 test preliminary pop-
ulations were prepared, and each algorithm starts 30 times from these populations.

5 Concluding Remarks

The tabu-based adaptive evolutionary algorithm with the negative selection algo-
rithmcanbeapplied forfindingPareto-optimal taskallocations ina three-objective
optimization problem with the maximization of the system reliability. In this prob-
lem, the workload of the bottleneck computer and the cost of computers are
minimized.
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The negative selection algorithm can be used to handle constraints and improve
a quality of the outcomes obtained by an evolutionary algorithm. Our future works
will concern on a development the NSA and evolutionary algorithms for finding
Pareto-optimal solutions of the multiobjective optimization problems.
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Abstract. In this paper, we propose a new ant–based searching algo-
rithm called AntSearch. We describe a process of stigmergy and dif-
fusion of pheromone, leading to a degree of self–organization brought
about through the independent actions and iterations of its individual
agents. We use it in the construction in our continually evolving system,
AntSearch. We discuss some of the issues raised and attempt to explain
some of its success as well as account for its failings. We analyze the
main characteristics of the algorithm and try to explain the influence of
parameters value on the behavior of this system.

1 Intoduction

This paper introduces AntSearch, a novel approach to the adaptive searching in
the Internet. AntSearch is a distributed, mobile agents system that was inspired
by recent work on the ant colony metaphor. This paper is organized as follows:
the section 2 gives a detailed description of stigmergy. The section 3 describes
the main principles and adaptations of ACS of different optimization problems.
The section 4 presents the AntSearch algorithm. In the section 5, we present
some of the results that have been obtained during the searching process. The
last section concludes and discusses future evolutions of AntSearch.

2 Ant Colony Optimization

The foraging behavior of ants [4, 5, 8] has inspired a novel approach to distributed
optimization, Ant Colony Optimization (ACO). Most of current ACO [2, 7] appli-
cations are either in combinatorial optimization or in communications networks
routing. Ant System (AS), the first ACO algorithm, was applied to the traveling
salesman problem (TSP). Although it had limited success from a performance
standpoint it opened up the road to improvements and new applications. Ant
colony System (ACS), a modified version of AS that extends AS and includes
local search routines, exhibits top performance on asymmetric TSPs. A whole
family of ACO algorithms is now applied to many different combinatorial op-
timization problems ranging from the quadratic assignment problem and the
sequential ordering problems to vehicle routing and graph coloring problems.
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ACO algorithms for routing in communication networks, also called ant routing
algorithms, have been particularly successful. This success is probably due to the
dynamic nature of the routing problem which is well matched to the distributed
and adaptive characteristics of ACO algorithms.

3 AntSearch System

AntSearch takes inspiration from previous work on artificial ant colonies tech-
niques to solve combinatorial optimization problems [6]. The core ideas of these
techniques are:

– the use of repeated and concurrent simulations carried out by a population
of artificial agents called “ants” to generate new solutions to the problem

– the use by the agents of stochastic local search to build the solution in an
incremented way

– the use of information collected during past simulations to direct future
search for better solutions [3].

Overall, the effect of ants on the network is such that nodes (sites) which
are visited frequently by predecessors will be favored nodes when building paths
to route new links. This has the effect links close to the ant source node get
higher reinforcement that are far away. There is a strong and complex inter-
play among routing nodes, routing of ants, updating the pheromone table. A
schematic representation of these relationships is given in Fig.1.

Fig. 1. The schematic representation
of ants’ net

No of

experim.

No of relevant

nodes

% of all

nodes
Completeness

Cost of

retrieval

Type of net: 538 nodes, 9639 edges. High thematic cohesion

1 40 7.435 % 52 % 11.7 %

2 14 2.6 % 57.1 % 9.85 %

3 17 3.159 % 82,3 % 25.4 %

Type of net: 542 nodes, 7655 edges. Low thematic cohesion.

4 45 8.3 % 53,3 % 8.3 %

5 19 3.5 % 100 % 6.08 %

6 6 1.017% 83.3 % 12.5 %

Type of net: 563 nodes, 6382 edges. High thematic cohesion

7 36 6.39 % 88 % 23.9 %

8 5 0.88 % 100 % 7.9 %

9 16 2.84 % 68.7 % 16.3 5

average 76.08 % 13.55 %

Fig. 2. Results

The idea presented in this article is similar to the Bilchev and Parmee ap-
proach [1]. Authors suggest considering a finite set of regions (initial links) at
each iteration of the algorithm: agents are send to these regions, from which
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they explore random–proportionally selected directions within a coefficient of
exploration and range of ant. Agents reinforce their paths according to their
performance and coefficient of similarity/correlation. Trails evaporate and cre-
ate a new region for exploration. This algorithm operates of three different levels:

– individual search strategy of individual agents
– the cooperation between ants using pheromone trails to focus on searching

serendipitous and receptive neighborhood (cumulative coefficient RNRM)
– the exchange of information between different regions performed by some

kind of “diffusion” similar to a crossover in a genetic algorithm. We define
the ant range dedicated to the special part of the network (nodes). When
some nodes will not be accepted as a “tastiest morsels” by the ant algorithm,
so that the path leading to it will soon decay.

Search and optimal foraging decision–making of ants can be compare with
bacterial swarm foraging behavior [9], where we observe the chemical attractant
evaporation concerning the environment and another communication medium–a
slime trail. We may observe the similar process of diffusion after chemotactic
steps of presented simulations.

In order to design a more global approach and to avoid inefficient searching
we introduce the following parameters:

– the initialization of the pheromone trail use the value depending on the
Minimal Ant Trail — MAT

– we establish the value of pheromone for non–visited nodes on the value equal
to Clear Node Trail — CNT. It makes an opportunity to create new regions

– the parameter NOA establishes the number of ants. Ants use the classical
strategy of searching depending on the parameter EE (exploration/exploita-
tion)

– agents use local pheromone updating rule exploiting the idea of evaporation
— PD

– the ant range — AR parameter allows agents to route into unknown areas
– the evaluation function for document d (node) in our network is determine

by the correlation between this document Td and the query Tk. We add this
value whenever it keeps within the value of parameter CWL.

Ant Search combines the quality, effectiveness of searching process as well as the
synergetic effect obtains by pheromone changes. So the mechanism of diffusion
the cumulative values of pheromone use the standard evaporation process:

1. when an agent visits a node, algorithm cumulates the value according to the
validation of this document

2. this cumulative value will be diminished according to the discount factor
(Storage Discount — SD)

3. the process of diffusion depends on the Storage Range factor (SR)
4. in case of relevant documents we have an opportunity to increase weights of

the appropriate nodes (via the parameter RNRM ∈ 〈1, 10〉)
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The following equation shows how the evaluation function is computed:

fo(d, k) = (card(Tk ∩ Td) + fkc(Tk, Td)) · R (1)

where:

fkc(Tk, Td) =
card(Tk)∑

i=0

card(Td)∑
j=0

STCij

STC is a partially similarity function:

STCij =
{

fpt(Tki
, Tdj

) when fpt(Tki
, Tdj

) > CWL
0 otherwise

where fpt(Tki
, Tdj

) is equal to a number of the same characters within terms
Tki

, Tdj
and CWL is a correlation threshold.

R =
{

RNRM when card (Tk ∩ Td) = card(Tk)
1 otherwise

where Tk and Td are the terms of a query and a document.
The local updating rule is performed as follows:

τd(t + 1) = τd(t) +
MAT
Ld

(2)

where Ld indicates the number of visitors of node d.
The global pheromone updating rule is executed as follows:

card(P )∑
i=0

Δτdi
= PD · τdi

+
MAT

Ldi
+ card(P ) − i

(3)

where:

– Ldi
indicates the number of visitors of node di

– MAT is a minimal ant trail
– card(P) is the number of nodes belonging to path P

We consider a population of NOA ants. Ants are located in nodes of the
highest rank values and they try to find the areas of their interest. The regions
created during the search process correspond to the nodes (sites) which have the
greater values of pheromone. The number of visitors and the correlation process
corresponds to these values.

4 Experiments

To evaluate the performance of AntSearch, we have run experiments with follow-
ing information networks: firstly we analyze Web site “Wirtualny Wszechswiat”
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A) B)

Fig. 3. Two examples of the search processes

(www.wiw.pl/astronomia) consists on 538 nodes and 9639 edges between these
nodes. It is an example of a data set with a high thematic cohesion, so the results
obtained during the search process should be optimistic. In AntSearch there are
a number of parameters that need to be set. We set the following values: MAT =
0.2, CNT = 0.1, PD = 0.888, AR = 1.0, NOA = 6, CWL = 0.5, SR = 0.768, SD
= 0.883, EE = 0.06, RNRM = 3. Secondly we explore the another type of data
set: Polish BBC information service (www.BBC.pl) contains 542 nodes joining
up with 655 edges. This network may be characterized by a high differentiation,
without thematic cohesion. We establish the following values of the AntSearch
parameters: MAT = 0.2, CNT = 0.172, PD = 0.798, AR = 1.0, NOA = 6, CWL
= 0.5, SR = 0.768, SD = 0.833, EE = 0.06, RNRM = 3.

We have tested these networks with different sets of parameters. The final
parameter settings have been determined by first optimizing the parameters
on each of these examples of data networks separately and then averaging the
parameters over the three different queries.

Fig.3 a) presents an example of a search process for a query: “A sphere in
a planetary system”. The number of a relevant nodes : 17–3.159% of a whole
network. We analyze the first data set. As it shown in Fig.3 a), in the first steps
of the performance of AntSearch agents could not find relevant documents, but
after 200 iterations we obtain the completeness of searching process equal to
82.3% with the cost of the exploration this network — 25.4%. Fig.3 b) presents
an example of search process for query: “50 years of Queen Elisabeth reign”.
Now we analyze a network with 19 relevant nodes that constitute only 3.5%
of its total number of nodes. It occurs in the second data set, concerning BBC
news. In this case algorithm shows really good performance. The completeness
of the search process is higher than in the previous experiment. Now we obtain
100% of completeness with the cost of exploration — 6.08%. This good result
obtained in this case we can explain by the fact, that this information is located
in only one region and the query is formulated with a satisfying precision.

The conclusions below can be drawn from the tests we have performed, but
the reader should keep in mind that these conclusions are limited to the tested
networks. The number of ants in AntSearch does not seem to be a critical param-
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eter in the case of a sequential implementation. The distribution of ants depends
on the network size. Two properties of this approach seem to be crucial: the value
of parameters: SR and SD are really important in the performing of the diffusion
process. In addition, the values of parameters: CNT and PD guarantee fruitful
communication between agents and they are quite important for the location of
profitable regions. The lack of comparison in this phase of experimental study
can be explained by the fact that we analyze a specific polish characteristics
concerning search process. All in all, the experiments performed when testing
the web sites suggest that the effectiveness (about 80%) is satisfying (see Fig.2).
Preliminary tests of AntSearch on different queries seem to indicate that this
algorithm can achieve robust performance for all the tested networks.

5 Conclusion

In this paper, we have proposed a new search algorithm inspired by the behavior
of real ants. This algorithm has many features such as multiple local search pro-
cesses concentrated around multiple regions, a strategy of pheromone diffusion
sensitive to the success of evaluated nodes and the number of ants. Now we are
using techniques of evolutionary biology to design information systems. These
systems are designed to cooperate and interact with other memberships of the
multi–agent system. AntSearch mimic natural systems use of stigmergy. We ob-
tain the effectiveness of the searching process by the traveling through stigmergic
medium–pheromone. Experimental studies suggest that AntSearch may achieve
interesting results. We plan in the future to evaluate AntSearch with larger data
sets and with several web sites to validate our approach.
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Abstract. We have developed content-aware request distribution al-
gorithm called FARD which is a client-and-server-aware, dynamic and
adaptive distribution policy in cluster-based Web systems. It assigns each
incoming request to the server with the least expected response time. To
estimate the expected response times it uses the fuzzy estimation mecha-
nism. The system is adaptive as it uses a neural network learning ability
for its adaptation. Simulations based on traces from the 1998 World
Cup show that when we consider the response time, FARD can be more
effective than the state-of-the-art content-aware policy LARD.

1 Introduction and Related Work

Cluster-based Web systems are commonly used in locally distributed architec-
ture for Web sites. Web servers in a cluster work collectively as a single Web re-
source. Typical Web cluster architecture includes a Web switch that distributes
user requests among Web servers. Our contribution is to propose and evalu-
ate a fuzzy-neural based content-aware request distribution mechanism which
minimizes request response time. Our algorithm is called FARD (Fuzzy Adap-
tive Request Distribution) [2]. To the best of our knowledge, no other works
in the area of Web clusters use such approach to request distribution. Here we
show new results concerning the performance evaluation of FARD using simula-
tion. FARD assigns each incoming request to the server with the least expected
response time, estimated at the moment for that individual request based on
current knowledge on server state. It uses the fuzzy estimation mechanism with
client and server awareness and employs a neural network for learning and adap-
tation. Due to learning model of collecting information needed for dispatching
decisions, FARD-based Web switch learns itself the changes in cluster as well as
in the workload.

The survey [4] presents the state-of-the-art of Web cluster technologies and re-
search perspectives in the field. The authors conclude that the area of content-
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aware Web switch architectures needs further research, and new adaptive policies
combining effectively client and server information have to be developed. There is
also urgent need for quality-oriented request distribution strategies, more sophisti-
cated but yet acceptable for implementation. The usage of AI methods is expected
[1, 9], especially in context of content-aware switches that make use of request in-
formation, such as URL. We propose to use fuzzy and neural networks approaches
to the problem solving [9]. Fuzzy approach may be especially profitable when a
small amount of uncertain and imprecise information about system under consid-
eration is provided whereas neural networks have learning and adaptive capabil-
ities. These system modeling approaches have been widely used in studying sev-
eral decision-making systems, also for computer networks and distributed systems,
but not yet in Web switch design. For example, [5] proposes a quality-provisioning
neural fuzzy connection admission controller for multimedia high-speed networks
and [6] presents a fuzzy-decision based load balancing system for distributed ob-
ject computing. The rest of this paper is organized as follows. Section 2 presents
FARD mechanism. Section 3 shows the performance of FARD vs. RR and LARD
algorithms. Section 4 includes final remarks.

2 FARD Distribution Policy

We consider two-way architecture of cluster-based Web system where all user re-
quests arrive through the Web switch and the resulting resources are sent back also
through theWeb switch.Wewant to optimize the server response time as it is recog-
nized and measured by the Web switch - it is the time between opening and closing
of the TCP session that is established between the Web switch and a target Web
server to get a resource. The requests are directed by FARD-based Web switch to
the server that is expected to provide the fastest response time. We assume that the
resources are fully replicated on all servers and each server can handle each request.

Fig. 1a shows the major components of FARD architecture: Executor, MIN and
Model of Server modules. Each server has its own corresponding Model of Server
(Fig. 1b). We propose to evaluate the server load by the combination of three inde-
pendently observed load indexes: CPU load c, disk load d and LAN link load a (the
number of activeTCPconnections).The server load is describedby the triplet (c, d,
a). The values of first two elements of this index are expressed in percentage terms,
the third one is discrete. They are represented in the load table as the triples (Acl,
Adm, Aan), where Acl, Adm and, Aan are fuzzy sets. Five fuzzy sets were defined
for processor load, two for disc load and twelve for LAN link load. The crisp values
for the first two inputs are given as percentage values. The membership functions
for outputs are singletons (one element fuzzy sets), for which the membership de-
gree is 1. Figures 1c, 1d and 1e show the membership functions. The requests xi,
i=1,. . . , are serviced independently in the order of their arrival. When xi request
arrives, each Model of Server calculates its own estimator of the response time t∗s

i ,
s = 1, .., S assuming that this request is to be serviced by the given server, andmak-
ing use of current server load information (c, d, a)s, s = 1, .., S and the knowledge
about the request xi (type and size of the object). First, the request xi is classified
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Fig. 1. FARD: (a) Architecture; (b) Model of Server module; (c), (d) Membership func-
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systems

to the k-th class using the classification function Φ(x i). After then, the estimation
mechanism determines the expected response time t∗s

i on the basis of the set Δikj

of elements in the k -th row of the load table for the s-th server, where Δikj={tikj},
for given i, k and for fired j’s , j∈J ∗, J∗ ⊂ J , where J={1, . . . , 120} is the set of
indexes of rules defined in the rule base with 120 if-then rules. J∗ is the set of in-
dexes of rules in the rule base that are fired by a current crisp value of server load
(c, d, a)s (i.e. such that μRj(c, d, a)s >0). Next, the MIN module determines the
target server as the one for which the estimated response time is minimal. Our esti-
mation mechanism is based on a fuzzy-neuro model and follows Mamdani’s model
[8]. The fuzzification block and the rule base are constructed like in typical fuzzy
models, whereas in the deffuzification block we propose to use the artificial neuron.
Each neuron works for a single rule. We have K*S estimation mechanisms because
weneed tohave an individual estimationmechanism for each class of objects in each
Model of Server module. When the request is completed by the target server, then
theExecutormeasures the response time, anduses as the observedvalue of response
time t̃ s

i for request xi in the learning algorithm to recalculate the set Δ(i+1)kj of
new values of the response times, where Δ(i+1)kj ={t(i+1)kj}, for given i, k and for
fired j’s , j∈J ∗. Set Δ(i+1)kj refines the old values stored in the k-th row of the load
table of the s-th server. To teach the network we use traditional error back prop-
agation algorithm. Distinct phases of learning and working that would be typical
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of neural networks are not present here. The system continuously adapts to the
changes in the workload and Web cluster characteristics. Information about server
loads is collected independently of request handling. Simultaneously, every τ sec-
onds, the system refines server load information. Information about c and d is sent
by each Web server to its Model of Server module whereas information about all
a′s is collected and distributed centrally by the Executor.

3 Simulation

The model of a cluster-based Web system used in our simulation is shown in Fig.
1f. We assumed that both the Web switch and local area network were fast enough
anddid not introduce significant delay thatmight influence results. Themain delay
in request servicing was assumed to be introduced by Web servers. Our simulator
runs using the same assumptions about CPU speed, amount of memory, number
of disks and other parameters as described in [8]. The processing costs are calcu-
lated for Pentium II 300 MHz PC with FreeBSD 2.2.5. Connection establishment
and teardown costs are set at 145 μs of CPU time each, while transmit processing
incurs 40 μs per 512 bytes. Disc costs are the following: reading a file from disk has a
latency of 28 ms, the disk transfer time is 410 μs per 4 KByte. Additionally, for files
larger than 44 KBytes, an additional 14 ms (seek plus rotational latency) is charged
for every 44 Kbytes of file length in excess of 44 KBytes. The Least Recently Used
(LRU) cache replacement policy is used, however files with a size of more than 500
KB are never cached. The total memory size used for caching is 85 MB. For compar-
ison reasons, we consider two well known dispatching policies: Round Robin (RR)
[4] and Locality Aware Request Distribution (LARD) [8]. RR is content-blind base-
line policy that allocates arriving requests based on a round robin discipline. LARD
is known to be the best content-aware dynamic policy that is aimed to partite files
among servers and increase RAM cache hit rate. We evaluate our algorithms via
trace-driven simulation using real trace data from the 1998 World Cup Soccer web
site. We use two data sets from June 26, 1998, both including about 4 800 000 re-
quests. The first data set W1 (Fig. 2a) is taken from 15:34 to 16:18 and features the
significant increase in the number of requests in a piece of time. The second data
set W2 (Fig. 2b) is taken from 19:51 to 20:43 and is characterized by a balanced
arrival of requests.

In the first simulation we used W1 workload and measured the average response
times versus number of Web servers used in the cluster (Fig. 2c). It was shown that
FARD outperforms LARD for small number of servers (up to 5 servers). Such con-
figurations are representative for a two-layer Web switch global architecture where
at the higher layer we have a content-blind switch distributing requests among
several lower layer content-aware switches where each such switch supports a few
servers only [4]. In case of RR policy our simulation showed that the response time
for RR policy for 3, 4, 5 servers is more that 5, 4, 3 times worse than FARD, re-
spectively. Fig. 2d shows the convergence characteristic of FARD for a cluster with
four servers underW1workload.The experiment showed the relative response time
estimation error to vary from 20% to 70%, stabilizing at 20% after about 15 000
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Fig. 2. (a),(b) Workload profiles; (c) Average response time v. # servers; (d) Estimation

error v. # requests; (e) Average response time v. n; (f) LBM request index v. n

requests. The convergence time was not long even though this sudden increase in
the number of requests.

The second simulationwasperformed for four-server cluster configurationusing
W2 workload. The inter-arrival time between two consecutive requests was calcu-
lated using the following formula: (the arrival time of current request minus the
arrival time of the previous request)*n, where parameter n was taken from [0.7,
1.3]. Fig. 2e presents how FARD substantially outperforms LARD. The difference
inperformance in the context of average response timebetweenFARDandLARDis
up to 20% for heavy load. RR is comparatively very poor policy because it achieves
the average response time almost 16 ms for n=0.7 and 6 ms for n=1.3. Fig. 2f il-
lustrates that unfortunately FARD is not a good policy in the context of load bal-
ancing. As the load balancing measure we used the Load Balance Metric (LBM) [3]
calculated for the load expressed by the number of requests serviced by the server.
The LBM can range from 1 to at most the number of servers (i.e. 4). Small values
of the LBM indicate better load balancing performance, i.e. smaller peak-to-mean
load ratios, than large values - the optimal value is 1.However one should remember
that the load balancing is not a primary aim of FARD as it optimizes the response
time.

Content-aware distribution mechanisms introduce processing overhead at the
Web switch that may cause severe throughput bottleneck. To evaluate this we de-
veloped the software Web switch (but still without proper optimization) equipped
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with all algorithmsunder consideration, andperformed the stressing tests in a four-
server Web cluster. The peak throughput achieved by RR and LARD was about
110 000 requests/sec, while FARD was able to process up to 90 000 requests/sec
on the same hardware platform (Pentium 4 3GHz). The work in [4] shows that a
throughput of 20 000 requests/sec is acceptable for good Web switches. Therefore,
processing overhead introduced by FARD can be neglected.

4 Conclusions

We evaluated our Web request dispatching algorithm FARD. We showed that it
is possible to creatively apply a neuro-fuzzy method when designing the content-
awareWeb switch.FARDoptimizes request response timeusing the combination of
individual load indexes as a single index to reflect the server load. Such approach is
a newcontribution in the context ofWeb clusters. FARDoutperforms substantially
RR policy. When considering the response time FARD can be more effective than
LARD, the state-of-the-art content-aware Web switch policy.
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Abstract. There are many service systems (especially in reservation
systems, electronic commerce, in tasks synchronized directly with the
Internet), where each task has to be executed in some fixed range of
time. Exceeding the term is disadvantageous and causes additional penal-
ties. Therefore, it is necessary to establish optimal sequence of tasks
(which minimizes penalties) and its starting times. It amounts to some
job scheduling problem with earliness and tardiness. Because usually
tasks are received in the distributed system (in the web), so to solve the
presented problem we propose a parallel coevolutionary algorithm based
on the Lamarck evolution and the island model of migration.�

1 Introduction

There are some types of manufacturing systems, called Just In Time (JIT ),
where costs are connected not only with executing a job too late, but also too
early. Such a situation takes place especially when tasks are connected directly
with the Web, e.g. routing, agents, similarity classification, etc. This induces
formulating many optimization problems with goal functions, where there is a
penalty for both tardiness and earliness of a job. The problem of scheduling with
earliness and tardiness (total weighted earliness/tardiness problem, TWET ) is
one of the most frequently considered in literature. In this problem each job from
a set J = {1, 2, ..., n} has to be processed, without interruption, on a machine,
which can execute at most one job in every moment. By pi we represent the
execution time of a job i ∈ J , and by ei and di we mean an adequately demanded
earliest and latest moment of the finishing processing of a job. If a scheduling
of jobs is established and Ci is the moment of finishing of a job i, then we call
Ei = max{0, ei − Ci} an earliness and Ti = max{0, Ci − di} a tardiness. The

� The work was supported by KBN Poland, within the grant No. T11A01624.
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70 W. Bożejko and M. Wodecki

expression uiEi + wiT is a cost of execution a job, where ui and wi (i ∈ J) are
nonnegative coefficients of a goal function. The problem consists in minimizing
a sum of costs of jobs, that is the function

∑n
i=1 (uiEi + wiTi). Such a problem

is represented by 1||∑ (uiEi + wiTi) in literature and it belongs to a strong NP-
hard class (if we assume ui = 0, i = 1, 2, ... , n, we will obtain a strong NP-hard
problem 1||∑wiTi - Lawler [6] and Lenstra et al. [7]). Baker and Scudder [1]
proved, that there can be an idle time in an optimal solution (jobs need not be
processed directly one after another), that is Ci+1−pi+1 ≥ Ci, i = 1, 2, ... , n−1.
Solving the problem amounts to establishing a sequence of jobs and its starting
times. Hoogeven and van de Velde [5] proposed an algorithm based on a branch
and bound method. Because of exponentially growing computation’s time, this
algorithm can be used only to solve instances where the number of jobs is not
greater than 20. Therefore in practice almost always approximate algorithms are
used. The best of them are based on artificial intelligence methods. Calculations
are performed in two stages:

1. Determining the scheduling of jobs (with no idle times).
2. Establishing jobs’ optimal starting times.

There is an algorithm in the paper of Wan and Yen [9] based on this scheme. To
determine scheduling a tabu search algorithm is used.

In this paper we consider a TWET problem additionally assuming that the
machine begins execution of jobs in time zero and it works with no idle (TWET-
no-idle problem). We present a parallel genetic algorithm (called coevolution-
ary), in which a part of a population is replaced with adequately local minima
(so-called Lamarck evolution). The property of partitioning a permutation into
subsequences (blocks) was used in an algorithm of determining local minima.
This method decreases the size of a neighborhood to about 50% in a local op-
timization algorithm, it improves the solution’s values and significantly speeds
up computations.

Sections 2 contains a description of a genetic algorithm and local optimization
algorithm. Subsequent sections describe computer simulations of sequential and
parallel algorithms.

2 Evolutionary Algorithm Method

The evolutionary algorithm is a search procedure, based on the process of natu-
ral evolution following the principles of natural selection, crossover and survival.
The method has been proposed and developed by Holland [4]. In the beginning,
a population of individuals (solutions of the problem, for example permutations)
is created. Each individual is evaluated according to the fitness function. Indi-
viduals with higher evaluations (more fitted, with a smaller goal function value)
are selected to generate a new generation of this population. So, there are three
essential steps of the genetic algorithm: (1) selection – choosing some subset
of individuals, so-called parents, (2) crossover – combining parts from pairs of
parents to generate new ones, (3) mutation – transformation that creates a new
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individual by small changes applied to an existing one taken from the population,
(4) succession – determining of the next population. New individuals created by
crossover or mutation replace all or a part of the old population. The process of
evaluating fitness and creating a new population generation is repeated until a
termination criterion is achieved.

Let P0 be an initial population, k – number of iteration of the algorithm, Pk

– population. Let P ′
k be a set of parents – subset of the most fitted individuals

of the population Pk. By the mechanism of crossover, the algorithm generates a
set of offsprings P ′′

k from the set P ′
k. Next, some of the individuals from the set

P ′′
k are mutated. Succession operation consists in reducing P ′′

k to the size |P0|,
forming the new population Pk+1. The algorithm stops after a fixed number of
iterations. Of course the complexity of the algorithm depends on the number of
iterations and the size of the population.

All operations in a coevolutionary algorithm (selection, crossover and suc-
cession) are executed locally, on some subsets of the current population called
islands. It is a strongly decentralized model of an evolutionary algorithm. There
are independent evolution processes on each of the islands, and communication
takes place sporadically. Exchanging individuals between islands secures diver-
sity of populations and it prevents fast imitating of an individual with a local
minimum as its goal function. Additionally, the so-called Lamarck model of evo-
lution is applied to intensify the optimization process. In each generation some
part of the population is replaced by “their” local minima. From the current
population some subset is drawn. Each individual of this subset is a starting
solution for the local optimization algorithm. Therefore on each island a hybrid
algorithm is applied, in which an evolutionary algorithm is used to determine
the starting solutions for the local search algorithm.

Evolutionary algorithm
Number of iteration k :=0; P0 ← initial population;
repeat

P ′
k ←Selection(Pk); {Selection of parents}

P ′′
k ←Crossover(P ′

k); {Generating an offspring}
P ′′

k ←Mutation(P ′′
k );

A ←RandomSubSet(P ′′
k ); {Subpopulation}

P ′′
k ←P ′′

k ∪LocalMinimumSet(A);
Pk+1 ←Succession(Pk, P ′′

k ) {A new population}
k := k + 1;

until some termination condition is satisfied;

The RandomSubSet procedure determines a random subset A of elements of
the current population P ′′

k , and the LocalMinimumSet procedure calculates a
subset of local minima.

Because in the coevolutionary algorithm subpopulation develops on the is-
lands independently, so calculations can be executed in the distributed web.
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Parallel coevolutionary algorithm
The parallel algorithms based on the island model divide the population into
a few subpopulations. Each of them is assigned to a different processor which
performs a sequential genetic algorithm based on its own subpopulation. The
crossover involves only individuals within the same population. Occasionally,
the processor exchanges individuals through a migration operator. The main
determinants of this model are: (1) size of the subpopulations, (2) topology of
the connection network, (3) number of individuals to be exchanged, (4) frequency
of exchanging.

The island model is characterized by a significant reduction of the commu-
nication time, compared to previous models. Shared memory is not required, so
this model quite flexible.

Local Search Method
The local search (LS ) method is a metaheuristic approach designed to find a
near-optimal solution of combinatorial optimization problems. The basic version
starts from an initial solution x0. The elementary step of the method performs,
for a given solution xi, a search through the neighborhood N(xi) of xi. The neigh-
borhood N(xi) is defined by a move performed from xi. The move transforms
a solution into another solution. The aim of this elementary search is to find
in N(xi) a solution xi+1with the lowest cost functions. Then the search repeats
from the best found solution, as a new starting one (see Glover and Laguna [3]).

Local search algorithm
Select a starting point: x; xbest := x;
repeat

Select a point y ∈ N(x) according to a given criterion
based on the value of the goal function F (y);
x := y;
if F (y) < F (xbest) then xbest := y;

until some termination condition is satisfied;

A fundamental element of the algorithm, which has a crucial influence on the
quality and time of computation, is the neighborhood. The neighborhood is
generated by the insert moves in the best local search algorithms with the per-
mutation representation of the solution. Let k and l (k �= l) be a pair of positions
in a permutation. Insert move (i-move) ikl , consists in removing the element from
the position k and next inserting it in the position l.

For the TWET-no-idle problem, each schedule of jobs can be represented by
permutation π = (π(1), π(2), ... , π(n)) of the set of jobs J . Let S(n) denote the
set of all such permutations. The total cost π ∈ S(n) is F (π) =

∑n
i=1 fπ(i)(Cπ(i)),

where Cπ(i) is completed time of the job π(i), Cπ(i) =
∑i

j=1 pπ(j). The job
π(i) is considered early if it is completed before its earliest moment of finishing
(Cπ(i) < eπ(i)), on time if eπ(i) ≤ Cπ(i) ≤ dπ(i), and tardy if the job is completed
after its due date (i.e. Cπ(i) > dπ(i)).
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Each permutation π ∈ S(n) is decomposed into subpermutations (subse-
quences of jobs) Ω = [B1, B2, ... , Bv] called blocks in π, each of them contains
the jobs, where:

1. Bi = (π(ai), π(ai + 1), ... , π(bi − 1), π(bi)), and
bi = ai−1 + 1, 1 ≤ i ≤ v, a0 = 0, bv = n.

2. All the jobs j ∈ Bi satisfy the following condition:
ej > Cπ(bi), or (C1)
ej ≤ Cπ(bi−1) + pj and dj ≥ Cπ(bi), or (C2)
dj < Cπ(bi−1) + pj . (C3)

3. Bi are maximal subsequences of π in which all the jobs satisfy either Con-
dition C1 or Condition C2 or Condition C3.

By definition, there exist three types of blocks implied by either C1 or C2 or
C3. To distinguish them, we will use the E-block, O-block and T-block notions
respectively. For any block B in a partition Ω of permutation π ∈ S(n), let

FB(π) =
∑

i∈B (uiEi + wiTi).

Therefore, the value of a goal function

F (π) =
∑n

i=1 (uiEi + wiTi) =
∑

B∈Ω FB(π).

If B is a T -block, then every job inside is early. Therefore, an optimal sequence
of the jobs within B of the permutation π (that is minimizing FB(π)) can be
obtained, using the well-known Weighted Shortest Processing Time (WSPT )
rule, proposed by Smith [8]. The WSPT rule creates an optimal sequence of
jobs in the non-increasing order of the ratios wj/pj . Similarly, if B is an E-
block, than an optimal sequence of the jobs within can be obtained, using the
Weighted Longest Processing Time (WLPT ) rule which creates a sequence of
jobs in the non-decreasing order of the ratios uj/pj .

Partition Ω of the permutation π is ordered, if there are jobs in the WSPT
sequence in any T -block, and there are jobs in the WLPT sequence in any
E-block.

Theorem 1. [2] Let Ω be an ordered partition of a permutation π ∈ S(n) to
blocks. If β ∈ S(n) and F (β) < F (π), so at least one job of some block of π was
moved before the first or after the last job of this block in permutation β.

Note that Theorem 1 provides the necessary condition to obtain a permutation
β from π such, that F (β) < F (π).

Let Ω = [B1, B2, . . . , Bv] be an ordered partition of the permutation π ∈ S(n)
to blocks. If a job π(j) ∈ Bi (Bi ∈ Ω), therefore moves which can improving goal
function value consists in reordering a job π(j) before the first or after the last
job of this block. Let N bf

j and Naf
j be sets of such moves (N bf

j = ∅ for j ∈ B1 and
Naf

j = ∅ for j ∈ Bv). Therefore, the neighborhood of the permutation π ∈ S(n),



74 W. Bożejko and M. Wodecki

N(π) =
n⋃

j=1

N bf
j ∪

n⋃
j=1

Naf
j . (1)

As computational experiments show, the neighborhood defined in (1) has a half
smaller size than the neighborhood of all the insert moves.

3 Computational Experiments

We have tested the proposed algorithm on a set of randomly generated problems
on a Sun Enterprise 4x400MHz using Ada95 language. For each job i, an integer
processing time pi was generated from the uniform distribution [1, 100] and
integer weights ui and wi were generated from the uniform distribution [1, 10].
Let P =

∑n
i=1 pi. Distributions of earliness ei and deadline di depend on P

and two additional parameters L and R, which take on values from 0.2 to 1.0
in increments of 0.2. An integer deadline di was generated from the uniform
distribution [P (L − R/2), P (L + R/2)]. Earliness ei was generated as an integer
from the uniform distribution [0, di]. Obtained solutions was compared to the
well-known Earliest Due Date (EDD) constructive algorithm.

Table 1. Percentage relative deviation of parallel coevolutionary algorithm’s solutions

compared to the solutions of the EDD constructive algorithm

n
number of processors

1 2 4

40 -87.46% -86.80% -87.74%
50 -87.03% -86.47% -85.91%
100 -87.60% -83.16% -83.18%

The computational results can be found in Table 1. The number of iterations
was counted as a sum of iterations on processors, and was permanently set to
500. For example, 4-processor implementations make 125 iterations on each of
the 4 processors, so we can obtain comparable costs of computations. As we can
see, parallel versions of the algorithm keep the quality of the obtained solutions,
working in a shorter time. Because of small cost of the communication, the
speedup parameter of the parallel algorithms is almost linear.

4 Conclusions

We have discussed a new approach to the single scheduling problem based on
the parallel asynchronous coevolutionary algorithm. Compared to the sequential
algorithm, parallelization shortes computation’s time, keeping the quality of the
obtained solutions.
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Abstract. Proposed method of clustering is based on modified fuzzy
c-means algorithm. In the paper features of input data are considered
as linguistic variables. Any feature is described by set of fuzzy numbers.
Thus, any input data representing a feature is a fuzzy number. The mod-
ified method allows finding the appropriate number of classes. Moreover,
it uses improvements introducing in conventional fuzzy c-means algo-
rithm increasing its robustness to the influence of outliers.

1 Introduction

The idea of fuzzy approach to clustering problems was proposed by Bellman,
Kalaba and Zadeh. Now, clustering methods has been developed and used in dif-
ferent areas as electronics, astronomy, biology, medicine, information retrieval,
and marketing. Good introduction and comparative study on the clustering top-
ics can be fined in the works of Kaufmann and Rousseeuw [5], Everitt [8], Gordon
[10], Jain et al. [4], Gao and Xie [9]. One of most popular methods used in clus-
tering is fuzzy c-means method (FCM). The fuzzy c-means method was proposed
by Dunn [3]. It was a modification of a technique introduced by Ball and Hall [1],
the ISODATA process, called now hard c-means clustering (HCM). The method
FCM allows crisp data elements to belong to several clusters in varying mem-
bership levels. In the conventional c-means clustering and also in fuzzy c-means
clustering algorithms the number of clusters is constant. The number of clusters
must be declared at the beginning. One problem with HCM is that it tends to
stop in local minimum of the objective function and does not properly identify
the cluster centers. FCM uses very similar technique to HCM, but is better than
HCM because it is more robust to the local minima.

1.1 Conventional Fuzzy C-Means Algorithm

Consider a set of data xi, i = 1, ..., N . Any data xi represents a vector. Assume
that data form c clusters. The membership of a data xi in cluster cj , j = 1, .., c
is denoted by uij ∈ [0, 1]. Thus, set of uij forms a membership matrix U . Each
data xi satisfies requirements

c∑
j=1

uij = 1 (1)
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0 <

N∑
i=1

uij < N (2)

The FCM algorithm minimizes the objective function

J(U, V ) =
N∑

i=1

c∑
j=1

uij
mdij

2 (3)

where dij =‖ xi − vj ‖ is Euclidean distance between data xi and center vj of
cluster cj . Value m is the weighting exponent. For m=1 and discrete values of
uij FCM is transformed into conventional HCM. Staring with arbitrary choused
number c of clusters, called sometimes exemplars, and initial membership uij

new cluster centers are calculated

vj =
∑N

i=1 uij
mxi∑N

i=1 uij
m

(4)

New membership matrix U is calculated using equation

uij =

[
c∑

k=1

(d(xi, vj)
d(xi, vk)

) 2
m−1

]−1

(5)

This procedure is repeated iteratively.

2 Robust FCM with Fuzzy Data

Consider input data set X = (X1, ..., XN ) where any data Xi is described by a
vector Fi = (fi1, ..., fiL) of fuzzy features fil. Any feature fil represents a lin-
guistic variable. Let any linguistic variable takes real numeric values. Thus, any
feature is described by set of fuzzy numbers rilk with membership functions μilk.
Suppose that in considered situation the values of rilk and μilk are known and
they represent the fuzzy input data in actual situation. Therefore, for simplicity
index k may be omitted. From other side consider set C = (C1, ..., Cc) of fuzzy
clusters. Denote unknown centers of clusters as v1, ..., vc. Any data Xi can be-
long to any cluster Cj with unknown membership uij . The goal of robust fuzzy
c-means (RFCM) algorithm is to find optimal number of clusters and centers of
clusters to minimize objective function J(U, V ).

In the paper following procedure is proposed. Firstly, centers of fuzzy numbers
are found. Any defuzzification procedure can be applied. Here, in simulation
experiments trapezoidal fuzzy numbers with parameters a1i, a2i, a3i, a4i are used.
Thus, the centers are calculated as xi = (a1i +a2i +a3i +a4i)/4. Next, sufficient,
surely to great number cmax of clusters is supposed and matrix of membership
U. For example, without any previous knowledge uij can be equal to 1 or 0.5. To
reduce impact of outliers (data placed vary far away from the cluster centers)
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the procedure proposed by Kersten [6] [7] who modified RFCM algorithm of
Choi and Krishnapuram [2] is considered here to application. They proposed
reduction of outliers using Huber function

ρ(x) =
{

x2/2 if | x |≤ 1
| x | if | x |> 1 (6)

Huber function is applied to distance measure d(xi, vj) between data Xi and
cluster Cj . In this paper is proposed another idea. Influence of outliers will be
reduced after in other way using weighting factor. The function ρ(x) has another
goal. It fastens the searching for far big clusters. It has the form of

ρ(x) =
{

x2/2 if | x |≤ 1
x2 − 1/2 if | x |> 1 (7)

New objective function is equal

J(U, V ) =
N∑

i=1

c∑
j=1

uij
mρ(d(xi, vj)/γ) (8)

where γ is a scaling constant. The value of γ can be found experimentally or
calculating standard deviation or median of distance. The choice of γ was not
very critical.
The matrix of membership is updated in the following way

uij =

[
c∑

k=1

( ρ(d(xi, vj)/γ)
ρ(d(xi, vk)/γ)

) 1
m−1

]
(9)

Now, influence of outliers can be reduced using weighting function

w(x) =
{

1 if | x |≤ 1
1/x2 if | x |> 1 (10)

The weighting function proposed above is somewhat similar to Huber weighting
function defined as w = ρ

′
(x)/x. For | x |≤ 1 the weight w = 1 and for | x |> 1

w = 1/ | x |. Applying inversely Huber definition ρ
′
(x) = w(x)x to proposed

weighting function it is possible to fined appropriate ρ(x) as integral

ρ(x) =
{

x2/2 if | x |≤ 1
ln(| x |) + 1/2 if | x |> 1 (11)

However, using this definition of ρ(x) the results obtained by simulation are
not good. From this reason definitions (7) and (10) were accepted for proposed
clustering algorithm. New centers of clusters are calculated as follows

vj =
∑N

i=1 uij
m w(d(xi, vj)/γ)xi∑N

i=1 uij
m w(d(xi, vj)/γ)

(12)
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Now, there are two possibilities - center of cluster can be crisp or fuzzy. More
interesting is fuzzy center, because it may represent fuzziness of data belong-
ing to the cluster. If membership function of the data have identical type it is
reasonable to use the same type of membership for cluster center. In simula-
tion experiments it was trapezoidal fuzzy number. Support of this number was
calculated as weighted mean

aj1 =
∑N

i ai1uij∑N
i uij

aj4 =
∑N

i ai4uij∑N
i uij

(13)

and similarly for the points aj2, aj3 for α-cut equal to 1. It is not necessary
to calculate these values during iteration. They can be found at the end of
optimization procedure.

3 Merging Clusters Procedure

RFCM algorithm requires declaring maximal number of clusters. During any
iteration merging procedure can diminish the number of clusters if the distance
between their centers is small. Several method for merging procedure are pro-
posed in literature. Here, merging criterion is based on conceptions of variation,
cardinality, and compactness. Variation of the cluster Cj is defined in [11] as the
weighted mean square of distance

σj =
N∑

i=1

uij d 2(xi, vj) (14)

Fuzzy cardinality is a measure of the cluster size and is equal

nj =
N∑

i=1

uij (15)

Compactness of the cluster is a ratio

πj =
σj

nj
(16)

Taking in consideration weighting constant m and modified distance definition
(7) compactness must be change to the form of

πj =
∑N

i=1 uij
m ρ(d(xi, vj)/γ)∑N
i=1 uij

m
(17)

Separation between two clusters Cj , Ck can be defined as Euclidean distance
d(vj , vk) between cluster centers vj , vk. Decision about merging two clusters is
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taking with help of validity index. Validity index proposed in [11] is defined as
ratio

ωjk =
d(vj , vk)

πj
(18)

This definition is not symmetric on account of Cj , Ck. It seems that more rea-
sonable definition is

ωjk =
d(vj , vk)√

(πjπk)
(19)

This formula requires somewhat grater computing effort. Using modified distance
definition the validity index take form of

ωjk =
ρ[d(vj , vk)/γ]√

(πjπk)
(20)

During every iteration the validity index is calculated for any pair of clusters
Cj , Ck and if ωjk < α then merging procedure is initiate. The value α = 1
corresponds to situation when distance between clusters is equal to geometric
mean of the cluster compactness. In practice the values in the range [0.1,0.35]
work well. The center vl of new cluster Cl is located in the weighted middle

vl =
vjnj + vknk

nj + nk
(21)

Two old clusters are eliminated after merging. Membership values are recalcu-
lated and the RFCM procedure repeats. In the paper Euclidean distance is used,
but generally the Minkowski distance can be applied.

4 Simulation Experiments

In the paper input data have probabilistic nature. Every data Xi is two di-
mensional vector of fuzzy trapezoidal numbers xi = (ai1, ai2, ai3, ai4), and yi =
(bi1, bi2, bi3, bi4) on the plain (x, y) = 640 × 480 pixels. Three kinds of proba-
bilistic distributions were used: uniform, triangle, and circular. First, the values
a1, b1 were generated with uniform [0,1] distribution. The values ai1, bi1 with
triangle density functions were generated using formulas of the type:
if 2 ≤ c ≤ 4 then for j := 1 to c do begin a1 := 10 + (j − 1) ∗ 600/c + (300/c) ∗
(1 + sign ∗ sqr(a1)); b1 := 10 + 220 ∗ (1 + sign1 ∗ sqr(b1)); end.
The values sign and sign1 equal to 1 or -1 were changed during generation to
obtain symmetrical probabilistic density. Other parameters of fuzzy numbers
were obtained using formulas
a2:=a1+4+Random(5); a3:=a2+4+Random(5); a4:=a3+4+Random(5);
b2:=b1+3+Random(5); b3:=b2+3+Random(5); b4:=b3+3+Random(5);
For circular distribution uniform density was used for radius and angle. Every

time 5% or 15 % of data were generated as outliers with uniform distribution
on hole plain. Following values were used N = 250, 500 or 1000, real number of
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Fig. 1. Two examples of clustering results where starting value cmax = 5

5 Conclusion

Generally, the algorithm works well. For number N = 1000 of fuzzy data, cmax =
5, and c = 1..3 it finds correct number of clusters and their centers very fast, after
10 to 20 iterations. Only for small ε ≤ 0.001 the number of iterations rises, but
exact value (geometrical position on the plain) not differs practically. It can be
seen that cluster centers are something moved to neighbor clusters from ’visual’
centers, because of cluster fuzziness.
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presented in the Fig. 1. Gray and black circles show actual number of clusters
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Abstract. An architecture for online discovery quantitative model of
distributed service management based on genetic programming (GP) was
proposed. The GP system was capable of constructing the quantitative
models online without prior knowledge of the managed elements. The
model can be updated continuously in response to the changes made
in provider configurations and the evolution of business demands. The
GP system chose a particular subset from the numerous metrics as the
explanatory variables of the model. In order to evaluate the system, a
prototype is implemented to estimate the online response times for Oracle
Universal Database under a TPC-W workload. Of more than 500 Oracle
performance metrics, the system model choose three most influential
metrics that weight 76% of the variability of response time, illustrating
the effectiveness of quantitative model constructing system and model
constructing algorithms.

1 Introduction

Along with the growing acceptance of the web services, an evident trend [1] in
service delivery is to move away from tightly coupled systems to structures of
loosely coupled, dynamically bound distributed systems structure. In order to
assure provided service quality, primary tasks to distributed service management
are such as health monitoring to determine if the system in a safe operating
region, early detection of service level agreement(SLA) violations, and on-going
optimization of configurations to ensure good performance. All of these tasks
require quantitative insights, preferably quantitative models that predict SLA
metrics such as response time.Therefore, we first present a important concept in
the research of quantitative model for distributed service management.

Definition of a quantitative model: In service management, for predicting
important SLA parameter y, we select several (m) variables ( x1, x2, ..., xm in
general) from a set of candidate variables {x1, x2, ..., xn}, and establish the quan-
titative relation model between y and x1, x2, ..., xm . This model is called quan-
titative model. And the process is called the construction of the quantitative
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model. We refer y as the response variable and xi(1 ≤ i ≤ m) as the explanatory
variables and xi(1 ≤ i ≤ n) as the candidate variables.

However, not only construction of these models requires a skilled analyst
who understand the measurement data, configuration, and workloads, but also
changes in any of these or the relationships between them mean that the model
has to be reconstructed. Therefore, this paper presents the on-line discovery
of quantitative models for service management based on genetic programming
(GP)[2, 3]. The approach can construct the quantitative models on-line without
prior knowledge of the managed elements, and it should be generic in that it
discovers the explanatory variables to use.

2 Construction of Quantitative Models

Traditional solution for the construction of quantitative models is to find deriva-
tives with formal equation group which is so called data imitation in Mathemat-
ics. But it is complicated in computing process, enormous in operation amount
and not very accurate for higher-degree polynomial and multi-independent-
variable (i.e., multidimensional space). The linear regression method also can
be used here, but there is a premises that the linear correlation must exist
between response variables and explanatory variables, so that it’s not suitable
when we don’t know the correlation between two kinds of variables. In this paper,
we construct the quantitative models with bintree coded genetic programming.
Taking full advantage of wide searching space and only paying attention to the
target function information of heredity algorithms, we can get the global optimiz-
ing solutions without deducing. At the same time, making use of the structure
characteristics of bintree, the complexity and amount of operation are reduced
greatly, so that it’s suitable for on-line automatic quantitative models, and the
models constructed have higher precision.

2.1 Coding Manner

Coding is the work first done by a heredity algorithm, that is transform the
solution space of a problem with doable solutions to the searching space treated
by the algorithm. This is the key to affect the other steps of the algorithm. Here
we adopt bintree coding and make use of the characteristic of the bintree that
it corresponds to the function expression one by one according as specific going
through method. We take a random bintree met certain conditions as a solution
to express a kind of function relation between response variables and explanatory
variables. The bintree meets the requirement that each node is either an operand
or an operator.
Operators: unitary operators : fabs, exp, log, atan, sin, cos;

binary operators: +, -, *, /.
Operands: candidate variables,x1, x2, ..., xn

Constants: random real number produced randomly.
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2.2 Fitness Function

The heredity algorithm searches by each unit of the seed group only according
to fitness function but not with any other exterior information, so that it’s ex-
tremely important to select a suitable fitness function. For our topic, the smaller
the difference between the values forecasted by the model and the measured
values, the better the model is. Therefore, we take the sum of the squares of the
differences between the forecasted values by models and the measured values as

the fitness function, i.e.
{∑

i (f(xi1, xi2, ..., xin) − yi)
2
}−1

, where f presents the
function corresponding to the bintree; yi presents measured value of ith sample
response variable; xij(j = 1, 2, ..., n) presents measured value of ith sample ex-
planatory variable; and f(xi1, xi2, ..., xin) presents value of the response variable
forecasted by the model. Obviously, the more accurate is the quantitative model,
the bigger the fitness value.

2.3 Design of the Selector

The selector adopt roulette selecting method. First, it finds the fitness value for
every bintree, and sorts ascending the units of the bintree array according to their
fitness values. Then, it finds the selected probability and cumulative probability
of each bintree according to its fitness values. The selected probability of ith
bintree is Pi = fi∑M

i=1 fi
, where M represents the scale of the seed population

and f(i) is the fitness value of ith bintree. The cumulative probability of ith
bintree is acc[i] =

∑
1≤j≤i acc[j] . Finally, it determines all the selected bintrees

according to cumulative probabilities. For selecting cross individual, multi-round
choice is needed. Each round a symmetrical random number r in [0,1] is produce,
which is used as the selecting pointer to determine the selected individual. If
acc[i − 1] < r < acc[i] ( acc is the array to store cumulative probabilities, and i
is the position number of the current bintree in the array), then ith bintree is
selected. After the selecting process, produced new group may include the same
bintree, displaying that the eugenic individual has the stronger survival ability
in the evolvement process.

2.4 Design of the Crossover

Crossing means genes recombined. It replaces and recombines part structures of
two father individuals producing a new individual. (1)Selecting of crossing trees:
First, assigning a random number in [0,1] to each bintree, if the number is smaller
than the crossing rate, then corresponding bintree is selected. Then every pair of
bintrees that border upon each other crosses in first-in-first-out sequence. If only
one tree remains last, then itwill be lost. (2)Crossing process of two bintrees: Cross-
ing points are selected randomly for two bintrees (It can be any node of the bintree).
Two new bintrees that the roots are the crossing points are exchanged each other;
if crossed bintree exceed layer level, then it will be truncated, and the nodes on the
layer level will be replaced by random operands. If the fitness value of above pro-
duced bintree is not existent or smaller than Fmin, then this tree will be lost, and a
suitable random bintree will be produced as the substitute.
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2.5 Design of the Mutation

Selecting the mutation tree: Assigning a random number in [0,1] to each bintree,
if the number is smaller than the mutation rate, then corresponding bintree is se-
lected, and it will be mutated. Mutation process: The mutation point is selected
randomly (it can be any node of the bintree). Disposing of mutation point: (1) If
the mutation point selected randomly is a leaf, the we can randomly select one of
the following two ways to process it: replacing it with any operand, or replacing it
with a bintree produced randomly. (2) If the mutation point selected randomly is a
ramification, then it is processed randomly according to its type. If the ramification
is a monadic operator then it will be replaced with a randomly different monadic
operator. If the ramification is a binary operator, then it will be replaced with a
randomly different binary operator. The left and right subtrees that the roots are
the mutation point will be mutated. If the fitness value of the mutation bintree is
not existent or smaller than Fmin , then this tree will be lost, and a suitable random
bintree will be produced as the substitute.

3 Prototype and Performance

In this paper, the managed element is based on the WBEM[4] (Web-Based Enter-
prise Management) framework leaded by DMTF (Distributed Management Task
Fore), its kernel part is CIM (Common Information Model) standard. The ele-
ment in the prototype is the Oracle9i database management system running on a
Linuxplatform, and the response variable is response timemeasured by an external
probe[5]. The TPC-W[6] is used as the workload generator. The characteristics of
the workload are modulated by varying the number of emulated browsers (EB) and
also the workload mixes. For observing the prediction performance of GP experi-
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ments results, we continued capturing the average value of fitness
function ,it is shown in figure. For the final quantitative model, from more than 500
Oracle metrics, we choose 3 as the explanatory variables. The model
produced is:

ResponseTime = 1.34 ∗ ApplsExccutingInDBCurrently+
8.68 ∗ 10−5 ∗ TotalBufferpoolReadTime+
8.96 ∗ 10−7∗TotalBufferpoolWriteTime

To evaluate data imitation veracity of the regression models, we employ the
widely used r2 metric . r2 = 1 −

∑
1≤i≤s (yi − ỹi)2

/∑
1≤i≤s (yi − y)2 , where s is

the number of the samples, ỹi(1 ≤ i ≤ s) is the observed value of the ith sample
response variable, yi(1 ≤ i ≤ s ) is the estimated value of the response variable,
y is the average value of y. Metric r2 quantifies the accuracy of the model through
computing response viriable explained by the model. The domain of r2 is [0,1].r2 =
0 expresses that there isn’t any linear correlation between explanatory variables
and response variables. r2 = 1 means that the optimal model explaining capability.

We can find that for our model r2 = 0.76, showing that the model established
imitates 76% of the variability in the data, that is a fine imitation degree. Since the
workload variation is mainly caused by varying the number of emulated browsers,
the ApplsExecutingInDBCurrently metric is identified as most important. The
other two are also relevant because reading/writing to bufferpools is often where
most of the delay in the database occurs when processing queries. The relative im-
portanceof thesemetrics is consistentwiththe expectationsofexperienceddatabase
administrators.

4 Conclusion and Future Work

Quantitative models have considerable value in distributed service performance
management. This paper propose an approach to on-line discovery of quantitative
models without prior knowledge to managed elements. The metrics of the man-
aged elements were built based on CIM. A subset of these metrics were selected
as the explanatory variables through GP, then the quantitative model was built.
The system taken Oracle database systems, which has the most quotient in mar-
ket, as examples. Of the approximately 500 metrics available from the database
system performance monitor, our system chooses 3 to construct a model that pro-
vides very good estimates of response times, and we demonstrated the approach
through estimating the response times with TPC-W workload.

While our initial results are encouraging, much work remains. Currently, the re-
sponse variable (e.g., response time, throughput) must be known when the Model
Builder is invoked.Weare extendingourarchitecture to include extracting response
variables from a service level agreement specification. Another direction is to adapt
the model on-line, such as when there are changes in workloads and/or configura-
tion (which may require change-point detection).Last, we want to scale our tech-
niques to address multi-tiered eCommerce systems.
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Abstract. Users with same interests can be classified by making use of
clustering technology, based on the access path of users, the page access
time of users, the resident time at page and URL of linking to the page
in a web site. A new clustering algorithm is proposed by using access
interests of users in the paper, in which the new interest degree, simil-
itude degree, and clustering center will be defined. A true experiment
has been completed making use of log files in the www.ty.sx.cn web site.
Experiment results are successful.

1 Introduction

Internet is changing our life gradually and the future is a web world. How to
attract more users and improve the users’ browsing interest has been becoming
the major work of web sites. At the same time, the higher demands have been
put on the design and function of the web sites, in other words, web sites should
have intelligence, ability to find out the required information quickly and ex-
actly, ability to provide various service, to allow the users to customize the page
according to their needs, to provide the information of product selling strategy
for users, and so on. It is difficult to achieve all the function completely, and
it needs to have great progress in some technology fields, for example, artificial
intelligent and natural language understanding. An efficient way to solve the
problem is to make use of the technology of web data mining to get the useful
information.[2]

Data mining technology relates to structural data. However, web is an incom-
pact distributed system, which has no central control, no uniform structure, no
integrated restriction, no transaction management, no standard query language
and data model, and can be extended unlimitedly.[3] In theory, it is difficult to
mine useful information, and the information from web is also unascertainable.
Whereas the log of web server have ideal structure, when users access the web
sites, their browsed pages, access time and ID of users, etc, will be recorded into
the log. Analyzing the web log, catching the delicate relations in the users’ log,
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finding out the common action of users’ skimming through the web sites, mining
the useful information, and then making use of these measures on web designs,
will have great significance to improve the access count, to develop the market
and carry out intelligent design of web.[4]

Log mining is to analyze and deal with server logs by making use of the idea
of data mining. With the help of server log files, we can know the users’ access
pattern. It can help us analyze and investigate the rules of log records exteriorly,
and improve web’s structure and function, thereby construct adaptive web sites.
It also can increase personality service and find out potential user colony by
statistics and associated analysis.[6]

We need to analyze a data set, but we don’t know the kind of partition. In
this case, clustering is the better way. By clustering, we can identify district, and
find out different users’ characters from the path of users’ access, thereby find
unitary distributing model and interesting connection among the data attributes.

It’s very important for the sequence of users’ browse page to manage the web
sites. From the view of the web sites managers, they always hope to have the
consistency between users’ browsing and page’s hyperlink design.[7] The paper
will introduce a new clustering algorithm based on access interest of users, and
paying attention to access time, lasting time and source link. When the users
browse every page, a superset of users’ query transaction can be formed including
all of the users’ access path.

The minimal information we can collect from the users is users’ access link
stream, access time and staying time. Other information can be derived from
known information.

2 Path Clustering Algorithm

Before clustering, you should preprocess the web site logs at first, and identify
the users’ transaction. First of all, data cleaning is completed, that is, logs should
be turned into the credible and precise data, which are adapted to data mining,
and the irrelevant items are deleted. Log records include users’ IP address, users’
ID, URL of users’ request, request method, access time, transport protocols,
transmission byte count, error code, etc. But users IP address, URL of users’
request and access time are only relevant, other attributes can be taken out.
There is always some assistant information, for example, image, sound, video,
etc. in the URL except the straight matter of users’ attention.

The aim of mining logs is to find out the users’ common access pattern. If
the records of assistant information are useless they can be deleted. It can be
achieved by checking the suffixes of URL. All of gif, jpeg, cgi, etc. suffixes can be
taken out if they are irrelevant. Of course, if pictures are main web contents, they
have to be dealt with in other ways. Session identification is a kind of method
at least.[1]

Session is a page stream of users’ continue request. Different users’ browse
pages belong to different sessions.[8] If the same users’ browse pages take longer
time, it can be considered that users’ access time is not only once, and timestamp
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timeout can be used. If the interval of users’ browse page exceeds the timeout,
it may be thought that a new user session begins. We can identify the users’
transaction basing on it.

For data mining, users’ session looks rough and is not accurate enough. It
needs to turn session into the transaction having certain semantics. The paper
adopts the most advanced URL to define transaction. As for every user’s session,
the beginning page is regarded as the starting point, and every most fronted
path is as a kind of transaction. Finally all of the access transactions in the time
sequence constitute transaction set, which can be used for mining.

Definition 1. Users access transaction

S = (l1, . . . , ln) (1)

Here:
n denotes the most length of this transaction.
li denotes the page i that some user browsed in this transaction (1 ≤ i ≤ n)

Definition 2. Supposed that a user u, his access transaction is Su=(l1,. . . ,ln),
corresponding staying time is Tu = (t(l1), . . . , t(ln)), frequency of access page
is Fu = (f(l1), . . . , f(ln)), so the user’s access transaction can be denoted as a
triplet:(Su : Tu : Fu)

After data cleaning, session identification and transaction identification, clus-
tering transaction set has been formed. Every user’s access transaction is a path
during the course of accessing web sites. The users’ access transaction set is an
access path set of all of the users to the web site during a period of time. After
finding out users’ access transaction set, we can go on clustering according to
the path.

There is an interesting relation in users’ access to web sites. The relation
reflects the users’ access interest. That is to say, these colony users’ access in-
terest and their access sequence have greater relativity. However, in the cause
of the design of web sites, users’ access transaction reflects their access interest
naturally after considering the staying time and access frequency.[1]

Definition 3. Interest degree (user interest to the page in the transaction), it
can be expressed as follows:

Il = (n − l + 1) × t(l) × f(l) (2)

Here:
n denotes transaction length
l denotes this page’s position in the transaction
t(l) denotes this page’s staying time
f(l) = seel

seeall
denotes this page’s browsing frequency in detected time

seel denotes access times of the page l in detect time
seeall denotes the total access times of all of the pages



In this transaction, if URL appears repeatedly, this page’s interest degree
needs to be accumulative, and only needs to keep down the address appeared in
the first time.

Definition 4. Supposed two transactions Si and Sj, their similitude degree can
be defined as follows:

sim(Si, Sj) = cos(θ(Si,Sj)) =
< Si, Sj >

(< Si, Si >)
1
2 (< Sj , Sj >)

1
2

(3)

Here:
< Si, Sj >=< (Si : Ti), (Sj : Tj) >=

n∑
k=1

Iik
Ijk

=
n∑

k=1

(ni − lik
+ 1) × t(lik

) × f(lik
) × (nj − ljk

+ 1) × t(ljk
) × f(ljk

)) (4)

Definition 5. Mapping the users’ access transaction into vector

V = (v1, · · · , vn) (5)

Here: vl = Il = (n − l + 1) × t(l) × f(l)

In order to calculate expediently, turn the uncertain length into certain length

V = (v1, · · · , vn, 0, · · · , 0) (6)

Definition 6. Mapping the users’ access transaction into vector and forming
matrix.

A(m,n) =

⎛
⎜⎜⎜⎜⎝

V1

.

.

.
Vm

⎞
⎟⎟⎟⎟⎠ (7)

Here:
Vi denotes the vector defined by the formula (6) defined.(1 ≤ i ≤ n)
n denotes transaction length
m denotes the count of all the transaction

Definition 7. Clustering count k = r(A), it is order of the matrix A(n,c)

Definition 8. Clustering center C = (c1, . . . , cn)
Here: ci denotes the page of the max interest degree of dimension in trans-

action of the clustering. Maybe the path represented by the transaction does not
exist, but it stands for the natural center of this clustering.
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The algorithm divides matrix A(m,n) into k clustering and makes the total
similitude degree minimize between all of transactions of every clustering and
this clustering center. The minimizing process can be expressed as follows:

1. Choosing the radix of A(n,c) as the first clustering center: C1,. . . ,Cn

2. According to formula (3), counting the total similitude degree of clustering
set, and distributing it. If there is no space vector to be chosen, the algorithm
is end.

3. Adjusting clustering center, return to 2.

3 Experiment

The experiment makes use of www.ty.sx.cn logs as experimental object. The data
include three day’s data. The total data is 488M. We random access continuous
100000 data. Timeout is set as 15 minutes. At the same time, we have a con-
trastive experiment when staying time and access frequency is considered or not.
We also consider that web sites need to attract users’ access. So the experiment
takes out the first page. The results are shown as Table 1.

Table 1. The results of the experiment

Experiment times 1 2 3

Users’ access time 2004-05-12
06:29:33-
2004-05-12
07:22:16

2004-05-12
07:22:17-
2004-05-12
07:46:56

2004-05-12
08:11:45-
2004-05-12
08:36:00

Records’ count af-
ter log cleaning

5856 5939 6187

Users’ transaction
count

213 200 157

Average transac-
tion length

3.0 6.0 10.0

Considering

Clustering count 27 26 35
Average length of
clustering center

7.0 6.0 15.0

Average offset
times of clustering
center

28.0 25.0 30.0

Unconsidered

Clustering count 24 25 33
Average length of
clustering center

5.0 5.0 10.0

Average offset
times of clustering
center

45.0 42.0 62.0



Experiment indicates: clustering count increased 7.5% averagely, it is useful
to classify access users better; the average length of clustering center increased
37%, it is useful to classify web site’s context better; the average offset times
of clustering center reduced 59% averagely, it reduced clustering waste highly.
Clustering effect is obvious. Web sites access time has great influence to the
result of clustering, and has obvious clustering effect to access users of different
time. With the increasing of clustering count, the average length of clustering
center has increased obviously, so we can rather classify the access users, and
satisfy the personality service. The average offset times of clustering center has
reduced obviously. The algorithm efficiency is higher.

4 Conclusion and Future Work

The path clustering method the paper put forward is a kind of interested clus-
tering means. It considers the interest of users’ access path to web sites chiefly,
which can help web sites improve their structure and content according to the
analyzed results, at the same time, can lighten the users’ burden by avoiding
users’ input and go on personality design exteriorly. The traditional viewpoint
thinks that the page is a single information stream sending by server to client
under the B/S structure, even if under the dynamic condition, it also can collect
users’ information by users’ input, (for example, users’ login information), we did
not consider the client’s buffering problem[5], and our imagination is to establish
a proxy at client for dealing with this job, and to send this kind of information
to server, which will be our next work.
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Abstract. A novel request-based object consistency algorithm for Con-
tent Distribution Network (CDN) is proposed to ensure that locally
cached data is consistent with that at the server. Interesting rate is pro-
posed to indicate access rate of object, replica server polls Web server
periodically and pull changes to object whose interesting rate equals to
1. Dynamic slip-window method is used to enable adjusting the size of
refresh window according to request and modify rate in previous window.
In order to make refresh interval more accuracy, object request clustering
algorithm is proposed to optimize the basic algorithm. Simulated results
show that this algorithm can take advantage of Content Distribution
Network and significantly reduce the traffic generated as well as ensure
object fidelity.

1 Introduction

An important problem in CDN (Content Distribution Network) is to maintain
the freshness of cached objects that is to employ object consistency mechanisms
that ensure replica servers are in-sync with Web server. Commonly used consis-
tency mechanisms include: server-based ”push” mechanisms and replica-based
”pull” mechanisms.

A sever-based mechanism can offer high fidelity for rapidly changing data.
However, it incurs a significant computational and state-space overhead resulting
from a large number of open push connections. Thus, replica-based mechanism
is widely used in CDNs. Most of such mechanisms adapt polling frequency to the
rate at which objects change at Web server. However, a replica-based mechanism
does not offer high fidelity when the data changes rapidly. Moreover, the replica-
based mechanism generates significant levels of unnecessary traffic if objects
are seldom accessed. In this paper, we propose a novel Request-based Object
Consistency Algorithm (ROCA) that generates less polling traffic, in addition
the introduction of clustering algorithm in our mechanism improve fidelity of
objects.

2 Request-Based Object Consistency Algorithm (ROCA)

The purpose of object consistence algorithm is to ensure that users do not receive
stale object from the replica server. To formally define consistency semantics,
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let sa
t andpa

t denote the version of object a at the Web server and replica server,
respectively at time t. In such a scenario, a cached object is said to be strongly
consistent with that at the server if ∀t, P a

t = Sa
t . However, it is impossible

to achieve strong consistency due to the existence of network delay. Nearly all
consistency mechanism can only maintain Δ-consistency which means a cached
object is never out-of-sync by more than Δ with the copy at the server. That is,

∀t, ∃r, 0 ≤ r ≤ Δ, P a
t+r = Sa

t (1)

Interesting rate (IR) is defined to indicate access rate of object, Table 1
depicts two-level IR mechanism and its related consistency policy.

Table 1. Interesting rate of object

IR Access rate Refresh policy Server to return object Consistency degree

1 High Refresh by TTR Replica server Δ−Consistency

0 Low Do not refresh Web server Strong consistency

Fig. 1 depicts the flowchart of ROCA. The most important issue in ROCA
is to adapt the TTR value (and thereby, the polling frequency) dynamically to
the rate of update and request of the object.

Fig. 1. Flowchart of ROCA

TTRmin and TTRmax represent lower and upper bounds on the TTR values.
There are two main factors when determine the TTR value: update rate of Web
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server and request rate of client. Pc indicates the amount of request in last
polling window, and Ps indicates whether the object be modified in last polling
window.

After each poll, the algorithm updates TTR value based on the following
cases:

Case 1 Pc = 0, then TTR = TTR×2w−1 .
Where w is the amount of no-request polling window. Consequently, the TTR

of an object that hasn’t been accessed for a long period increases to TTRmax
rapidly.

Case 2 Pc�=0 and Ps=0, then TTR = TTR+ε.
Where ε>

=0, by choosing an appropriate value of ε, the algorithm can increase
the TTR slightly or keep it unchanged.

Case 3 Pci−1 �=0 and Psi−1 =1, then TTR =TTR × m, 0 < m <1.

3 Using Clustering Algorithm to Optimize ROCA

Although ROCA can ensure fidelity with lower cost, to adapt the value of TTR
has a problem of delay. We introduce clustering algorithm to optimize ROCA,
which can cluster weblog data of replica servers to discover groups of similar
access patterns. We use concept hierarchy method to design dissimilarity of
object that is depicted in Fig. 2.

root(/)

comcn

ibm sunedu com...

xjtu pkusjtu

/index.asp /newscenter
...

News1.html
... Newsn.html  

Fig. 2. Hierarchical Concept of object

Definition 1 (Property value) Suppose O ={O1, O2,. . . , Om} is the set of
object property, Oi is property of object i, dom(O i) is set of possible value of
Oi.o[Oi]is the projective of object o at Oi, that is the value of Oi.

Definition 2 (Concept hierarchy) The tree Ti that construct based on the ele-
ments of dom(O i)is defined as concept hierarchy. Suppose h is the depth of Ti,
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the layers are named as 1,2,. . . ,h. If the dissimilaritybetweenlayer i and layer i+1
is Wi,i+1, then ∀x ∈ dom(Oi), the layer of x is denoted as l(x).

Definition 3 (Dissimilarity of object) Suppose δ(Oname,Oname’) is dissimilar-
ity of object name and δ(Pc,Pc’) is dissimilarity of access rate for object oando′,
then the dissimilarity of these two object is define as:

δ(o, o
′
) = (|δ(Oname, Oname

′
)|)α + (|δ(Pc, Pc

′
)|)β 0 ≤ α, β ≤ 1 (2)

Definition 3.1 Dissimilarity of object name is defined as:

δ(Oname,Oname
′
) = 1 − min(1,

|Po ∩ Po′|
max(1, max(|Po|, |Po′|) − 1)

)

Where Po indicates the path from root to o at the tree that shown in Fig.
2.Po indicates the length of the path or the number of links among the path.

Definition 3.2 Dissimilarity of access rate is defined as:

δ(Pc, Pc
′
) =

{
1 − Pc

Pc′ , Pc′ ≥ Pc

1 − Pc′
Pc , Pc′ < Pc

Where Pc Pc’ are the access rate of object o and o′.

Definition 4 (Class mode) Suppose X is the set of a classification group, the
property value set denotes as O = O1, O2,. . . ,Om. The mode of X is a vector
Q = [q1, q2, ..., qm] ∈ Ω that makesD(Q,X) =

∑n
i=1 δ(Xi, Q)be minimum.

Definition 5 (Object access clustering problem) Given a object access dataset
D and an integer value k which is the number of clusters to be created. The
clustering problem is to define a mapping: D → {D1, ..., Dk} where D = ∪k

i=1Di

andDi ∩ Dj = φ,i �= j. If the mode of Di is Mi, then the objective function of
clustering is:f =

∑k
i=1 D(Di,Mi), the purpose of clustering is to minimize the

value of f .
According to the characteristic of object consistency algorithm, we design an

Object Access Clustering Algorithm OAKM, the algorithm is illustrate as:
1. Select an initial mode for each class;
2. Repeat
3. Put object o in the class to which the dissimilarity is minimum;
4. Update class modes depending on all objects belong to the class;
5. Re-caculate the dissimilarity of each object to all class modes, and put in

the nearest class mode;
6. Until termination criteria is met.

The above OAKM algorithm is executed periodically. The clustering results
are used to optimize ROCA in following steps.
1. Calculate the average TTR value of objects TTRave in each class;
2. Using formula (3) to amend the TTR value of each object.

TTRnew = (a × TTRave) + ((1 − a) × TTRold) (3)

Where TTRnew and TTRold are TTR value after and before amend. 0≤a≤1,
is adjustable value to determine the similarity of TTR among the same class.

,
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4 Performance Evaluation

Our ROCA algorithm is evaluated using the following metrics: Request Fidelity
(RF) and Bandwidth Consumption (BC) for useless polls.

RF = 1- Number of violations/Number of requests (4)

BC = Number of useless polls/Number of polls (5)

To generate the workload for our experiments, we use traces from NLANR[1].
Each request record in the trace provides information such as the time of re-
quest, the requested URL, the size of the object etc. Determining when objects
are modified is crucial to consistency mechanisms. We employ an empirically de-
rived model to generate synthetic write requests (use [2] for reference). Based on
observations in [3], we divide objects into three types that Image almost never
changed, while application objects changed quit often and for text/html, slightly
over half the resources never changed, and most of the rest changed on each
access after the first.

When select different value of a, we use clustering algorithm OAKM to op-
timize ROCA, the experimental results are show in Fig. 3. In our experiment
we choose text/html object, the update interval of object is set to 900s. In Fig.
3, the TTR values which upper than TTRmax are filtered due to the clustering
algorithm will not amend TTR value that upper than TTRmax. From Fig. 3
we can see that the values of TTR are more consistent with update rate after
optimization.

0

200

400

600

800

1000

1200

1400

1600

1800

2000

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53

Sample Number

Origin TTR TTR(a=0.6) TTR(a=0.8)

Fig. 3. The optimize results of clustering algorithm

Using evaluation factors that defined by formula (4) and (5), we compare
ROCA with other approach, the results are depicted in Table 2. From Table
2 we see our ROCA has better performance in request fidelity and bandwidth
consumption.
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Table 2. comparison of different approach

Approach ROCA Using OAKM to optimize Webserver “push”
Ignore network delay

Periodic polling
(Interval: 3600s)

RF 0.81 0.89 ≈ 1 0.7

BC 0.2 0.17 0.78 0.85

(a)Image

Approach ROCA Using OAKM to optimize Webserver “push”
Ignore network delay

Periodic polling
(Interval: 3600s)

RF 0.78 0.85 ≈ 1 0.69

BC 0.36 0.31 0.61 0.75

(b)Text/html

Approach ROCA Using OAKM to optimize Webserver “push”
Ignore network delay

Periodic polling
(Interval: 3600s)

RF 0.97 0.96 ≈ 1 0.76

BC 0.81 0.78 0.97 0.96

(c)Application

5 Conclusion and Future Work

One of the key issues in CDN is how to manage the consistency of content at
replicas with the origin server. In this paper, we proposed a novel approach in
which the replica server determines consistency policy based on access rate of
clients for each object. We explored clustering algorithm on TTR adjustment
process by which we can determine the TTR value more accurately. Future
work is expected to continue in optimize algorithm to adapt TTR according to
bandwidth consumption and server workload.
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Abstract. The development of network systems and the widespread ac-
cess to the Internet generate the need for efficient tools of information
retrieval. The globalisation of the Internet doesn’t mean the unification
of the languages used there even if we observe the dominance of En-
glish. Much information is accessible in other national languages which,
however, for good understanding of the text, require the use of language
specific characters, diacritical marks and/or accents. The results of test-
ing the effectiveness of retrieval to queries expressed in Polish language
using words with diacritics are presented. Then the influence of Polish
local characters on the number of items retrieved by search engines is
analysed and the reasons for using or not using diacritics is examined.

1 Introduction

The main value of an information retrieval system lies not in computer applica-
tions responsible for storing and retrieving relevant documents but in the amount
and quality of information gathered in the system collections. These collections
are changing in structures and formats. In the 70-ies the texts were stored using
simple code tables, so that all text characters were capital letters. Language spe-
cific characters appeared much later. They are necessary not only for practical
reasons but also for better understanding of the text. Furthermore, the use of
local characters has a great influence on the system effectiveness. On the other
hand, the search engines don’t discriminate the texts accessible in the Internet
according to the language used.

The analyses of Internet pages have shown that the great majority, more than
70% [8] of Internet information is in English. But the percentage of Internet users
whose native language is English is much lower, only 35,2%. Only about 0,35%
of Internet pages are in Polish, while Internet users who speak Polish account
for 1,2% of the Internet population [13]. Even if the above numbers are only
estimated, it is evident that non-English language pages and users cannot be
ignored. The capabilities of search engines for non-English languages (Russian,
French, Hungarian and Hebrew) were examined in [8]. The problem arises to
what extent the national languages and specific local characters and words with
diacritics influence the Internet search engine effectiveness.

P.S. Szczepaniak et al. (Eds.): AWIC 2005, LNAI 3528, pp. 101–106, 2005.
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We can assume that a web or local system user is not interested in retrieval
cost and other functional parameters of a computer application. The retrieval time
can be neglected within reasonable limits, if the user needs relevant information
so much that he is ready to wait even several minutes to get it. The only thing he
strongly expects and demands is the information he needs. So, in this case the only
measures of a system evaluation are measures reflecting the ability of the system
to retrieve relevant information. The most important parameter of the retrieval
process is its effectiveness expressedby standardmeasures, recall andprecision [10]:

RECALL R =
RR

ER
and PRECISION P =

RR

SR
(1)

where RR - the number of retrieved relevant items, ER - the number of all existing
relevant documents and SR - the number of items in a system response.

Recall measures the proportion of relevant documents retrieved in response to
a given query (i.e. the number of retrieved relevant documents divided by the total
number of relevant documents contained in the collection, in the Web), whereas
precision expresses which portion of retrieved documents is relevant for the user
(i.e. the number of retrieved relevant documents divided by the total number of
retrieved documents).

2 Recall Evaluation

The precision is easy to calculate, because we always know all the needed parame-
ters and that is the reason why it is commonly used. But the other measure, recall,
so fundamental for retrieval system evaluation creates some problems [3][4][5][7].
The cause is that we do not know how many relevant documents are stored in a
system collection or how many relevant pages are accessible in the Internet. In ex-
perimental tests with small experimental collections this number is always known,
but in a real situation it is impossible to re-examine the whole collection or all pages
in the Web. This is the reason why even in present Web search engine evaluations,
presented in computer magazines, this fundamental measure is not used. In a sci-
entific approach, however, we cannot ignore it, even if some new measurements for
search engine evaluation are proposed [12].

To establish the number of all relevant items in a huge collection (i.e. in the
WWW net), the following strategies can be used:

– In local document collections sampling methods are very useful. In such a sam-
pling process the main problem is to define a representative sample of a given
collection. Such a technique is used for example in public opinionpolls andmar-
ket soundings. Such an approach is rather not possible to be applied in a Web
environment.

– The other procedure consists in the application of test queries, prepared on
the basis of selected documents introduced then to the collection. In a retrieval
evaluation process only so ”marked” documents are taken into account. This
procedure is not possible to be applied in a Web environment either.



Testing the Effectiveness of Retrieval to Queries 103

– The next possible method consists in a precise definition of the desired system
response that should include known documents, identified or retrieved by an-
other process, evenwithoutusing computer retrieval system(paper catalogues,
other private means of communication etc.).

– If in a given tested system there is more than one retrieval procedure, we can
use them for comparing evaluations.

– The next method takes into account the inclusive nature of retrieval systems.
Then the query should be generalised, so that it leads to retrieving a rather
great number of items, but we hope that this numerous response contains al-
most all searched relevant documents which should be retrieved to the initial,
precise query.Thisneighbourhood inadocument spacedefinedbyageneralised
query is assumed to be representative for the whole collection.

– The last procedure is very useful in a Web environment. The Internet can be
browsed by several independent search engines. Their responses enable us to
better evaluate the total number of relevant items in the Internet. To some ex-
tent, meta search engines can be applied. But in such a case we do not have an
opportunity to choose a preferred search engine. Moreover, an additional anal-
ysis of response is necessary to avoid repetitions of items because of a generally
low effectiveness of response aggregation.

3 Comparative Test Results

The last presented method was used to compare the effectiveness of 3 search en-
gines very popular in Poland and oriented on Polish Web sides: ALTAVISTA, NE-
TOSKOP (not functioning yet, the page serves the results obtained by Netsprint
search engine) and ONET PL. The sum of relevant items retrieved in several other
search engines was assumed as the number of all relevant items. Sometimes the
queries were also generalized if a response was very small.

In the tests 8 queries in Polish language were used. The queries were totally dif-
ferent, but rather specific, so that the number of retrieved items was not limited
by the system itself. That is, the queries were chosen in such a way that the sys-
tem response contained less than 500 items and the users agreed to examine and
evaluate the relevance of every item. The queries were formulated using all known
techniques accessible in the information retrieval languages of the tested search en-
gines, with the hope to get the optimum response. The results were averaged using
macroprecision and they are presented in Fig.1 in the form of a Cranfield graph for
20 levels of recall (every 0.05), finally in the form of a continuous recall-precision
graph.

The recall-precision graph shows that the effectiveness of Web search engines
is relatively low and does not vary with different search engines. The main effort of
search engine administrators is to ensure an adequate ranking of retrieved items,
mainly in the first portions of retrieved items presented on the computer screen.
For example the Onet search engine limits the system response only to the first
500 items.
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Fig. 1. Comparative results in the form of a Cranfield graph

4 Polish Diacritics

In Polish language there are several local characters with diacritic symbols, such
as: a̧ćȩ�lńóśżź. A diacritic is a symbol that does not occur independently, but always
occurs with a character and is visually positioned in relation to another character,
usually above or below. Diacritics are also sometimes referred to as accents. Polish
diacritics come with such letters as: a, c, e, l, n, o, s, and z. There’s the acute above
c, n, o, s and z, the tail below a and e, the character l can be barred, and the dot
could be put above z. Those diacritics represent concrete sounds of Polish.

In consequence, diacritics have the influence on the recall of the search. This
problem has been already observed for Polish language [11], as well as for other
languages using diacritics [1][2][6][8].

The number of items retrieved by the Web search engines varies (Tab. 1) de-
pending on the use or non-use of diacritics. At the beginning, the moderators and
strategists of search engines, which were not specially oriented on the Polish Inter-
net made an assumption that the queries with and without local characters should
lead to the same retrieval results. On one hand this assumption leads to the im-
provement of system recall, but on the other hand to the important increase in in-
formation noise. The meanings of words with and without diacritics are different.
Moreover, if we omit a diacritic in a Polish word it can be mistakenly treated as
a completely different word from another language. Therefore a change has been
noticed [14] in the way the Google handles diacritics. In the past, words with no
diacritics would match those with them and vice versa. Since 2001 we should use
all diacritic variants of the word if we expect a high recall.

In theGoogle, which serves at present (as ofDec. 14, 2004) an enormous number
8,058,044,651 of indexed pages from all over the world, Polish words without dia-
critics are mistaken with other words in foreign languages. For example my name
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Table 1. Numbers of the Internet pages retrieved for words with and without diacritics

AltaVista Google Netsprint Onet / Onet Pl

Choroś 601 1,560 850 341 / 269
Choros 96,300 103,000 230 21,059 / 87
dźwiȩk 540,000 1,110,000 140,000 117,643 / 67,037
dzwiek 60,000 57,200 31,000 12,892 / 12,190
go�loledź 1,620 4,210 750 825 / 241
gololedz 71 321 93 36 / 27
�Lódź 1,240,000 2,240,000 440,000 269,600 / 132,690
Lodz 766,000 2,950,000 260,000 168,159 / 33,311
Wroc�law 1,700,000 3,210,000 620,000 374,233 / 148,809
Wroclaw 795,000 1,860,000 270,000 175,532 / 38,049

withoutadiacritic becomes rather commonGreekword ’choros’,whichmeans choir
(chorus), although the etymology of my name has no connection with this Greek
meaning.

WhydoPolishwordswithoutdiacritics appearalso in thePolish Internet?There
are several reasons for that. Many people using the Internet don’t use local char-
acters, because they are not used to using them. They have worked with computer
systems for a long time and for a long time these systems have not offered them
the local characters. Sometimes it is recommended to use a specific transcription if
local characters are not available to avoid this kind of misunderstanding. For exam-
ple in the Polish orthographic Internet dictionary prepared by the most respected
editorial board Państwowe Wydawnictwo Naukowe [9], the Polish local characters
could be transcribed by the use of the additional character (‘), so we should then
write: choros‘, dx‘wie‘k, gol‘oledx‘, L‘o‘dx‘ and Wrocl‘aw.

Many young people consciously don’t use the local characters, having such a
clumsy style, sometimes it is simply laziness or haste, because the use of local char-
acters needs the simultaneous use of two keyboard keys or using additional keys.
The analysis of the results shows that the important part of retrieved items without
diacritics are the funny pages with jokes and private blogs. But not only laziness
causes such a situation. Some very official Internet portals, for example of national
journals, offer twokinds of their pageswith andwithout diacritics. Somepeople, us-
ing old version of Internet browsers, or having troubles to configure their operating
systems in an adequate way cannot display pages with diacritics correctly.

There is also another reason for not using the local characters, that is the names
of computer files. The local characters were admitted in file names only recently.
So, many computer users are used to not using such characters, mainly to avoid
trouble on their computers or in file exchange in the network.

Finally, Polish words in foreign Internet services or journals are in general de-
prived of diacritics. Even it is recommended by the editors to avoid diacritics.
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5 Conclusions

One of the reason for the low effectiveness of Internet search engines is the lack
of consistency in using words with or without diacritics. There are many Internet
services which offer us the information in national languages with or without local
characters. The strategy to neglect these characters leads, however, to an increase
in informationnoise, because thewords innational languages aremistaken for other
words in other languages.

There is also no consistency in using these local characters not only in official in-
formation services but mainly on rather free style private information pages, blogs,
chats, forums, Internet discussions, commentaries etc.

The indexing procedures should take into account these facts. On the other
hand, the Internet search engine users should be aware that the text containing the
most relevant information could bewithout local characters.As a consequence, this
information could be not retrieved or could be ranked low in a system response if
we use the diacritics.
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Pınar Çivicioğlu

Erciyes University, Civil Aviation School,
Department of Aircraft Electrics and Electronics, Kayseri, Turkey

civici@erciyes.edu.tr

Abstract. This paper introduces a novel approach for denoising the im-
ages corrupted by Impulsive Noise (IN) by using a new nonlinear IN sup-
pression filter, entitled t-nearest neighborhood pixels based Adaptive-
Fuzzy Filter (t-AFF). The proposed filter is based on statistical impulse
detection and nonlinear filtering which uses Adaptive Neuro-Fuzzy In-
ference System as a missed data interpolant over the t-nearest neighbor
pixels of the corrupted pixels. The impulse detection is realized by using
the well-known Edgington’s goodness-of-fit test which yields a decision
about the impulsivity of each pixel. To demonstrate the capability of
t-AFF, extensive simulations were realized revealing that the proposed
filter achieves a better performance than the other filters mentioned in
this paper in the cases of being effective in noise suppression and detail
preservation, even when the images are highly corrupted by IN.

1 Introduction

Today WEB-TV broadcasting continues to grow exponentially causing the trans-
mission quantity of images to increase. Images are often degraded by Impulsive
Noise (IN) because of the errors caused by noisy sensors or transmission chan-
nels (i.e., WEB), thus suppression of IN is one of the most important issues in
image and video restoration systems [1], [2]. In image denoising, a compromise
has to be achieved between noise reduction and preserving significant image de-
tails. IN removal is an important task of image processing applications in many
research and application areas such as TV-Radio broadcasting, Radar Imaging,
Astronomy, Avionics, Aerial Navigation and Remote Sensing. In the last years,
nonlinear approaches based on fuzzy systems [3] and artificial neural networks [4]
have emerged as attractive alternatives to classical noise suppression techniques
due to their advanced features and adaptive functionality. An important advan-
tage of the fuzzy paradigm is knowledge representation and its ability of handling
imprecise and inconsistent real-world data. A fuzzy system typically represents
information in the form of rules that emulate human thinking and decision mak-
ing whereas the key feature of artificial neural networks is knowledge acquisition.
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Therefore, a combination of the fuzzy and neural systems can play a very impor-
tant role in information processing. In this paper, a novel approach is presented
for the restoration of IN-corrupted images by the application of ANFIS [5] to
nonlinear filtering. The task of impulse detection is a simple classification prob-
lem and in this paper, the Edgington’s goodness-of-fit test (EGT ) [6] has been
used to check each pixel in order to detect whether it is distorted or not. Then,
the proposed nonlinear filtering scheme is achieved for the distorted pixels, while
the noise-free pixels are left unaltered. The t-AFF, proposed in this paper,
differs from the other IN removal filters by performing the restoration of de-
graded images with no blurring even when the images are highly corrupted by
IN [7], [8], [9], [10]. In order to test the success of the proposed filter, the perfor-
mance of t-AFF is compared with the performances obtained by using Progres-
sive Switching Median Filter (PSM) [7], Yüksel’s Fuzzy Filter (YÜKSEL) [8],
Recursive Adaptive-Center Weighted Median Filter (ACWMR) [9], and Russo’s
if-then-else fuzzy reasoning filter (RUSSO) [10].

2 Statistical Analysis of Impulsive Behavior of Pixels

Statistical tests are beneficial in the analysis of impulsive behavior of pixels,
therefore, in this paper, impulsive behavior of the image pixels has been investi-
gated with the use of statistical tests. Extensive simulations exposed that each
intensity level within the real images possesses at least one best-fitted statisti-
cal distribution model. The statistical analysis has revealed that the well-known
Normal Distribution (ND) [6], [11] appears to be the best statistical distribu-
tion model for the sample of intensity data, which are derived from [32x32] pixels
sized unoverlapping blocks (bins) [12]. In this paper, The EGT has been used
in order to statistically analyze the residuals of ND [6], [11]. The ND has been
used to find out the pixels, which are suspected to be corrupted intensity levels
in distorted image. In order to statistically analyze impulsive behavior [13] of
the intensity levels, the image surface is divided into [32x32] pixels sized unover-
lapping subimages. Extensive simulation results expose that [32x32] pixels sized
bins are ideal for EGT test. For each intensity level, a numerical set denoting
the number of the pixels, which possess this intensity level within the subim-
ages, has been determined. This numerical set has been used for investigating
the EGT value of an intensity level. It is observed empirically that the intensity
levels, whose EGT is greater than the threshold 10.000 ± 2.000 belong to the
corrupted pixels, respectively. The value of ±2.000 denotes the deviation from
the thresholds for EGT value, when a deviation from ND occurs. It is observed
empirically that a deviation from the ND that is greater than the given thresh-
old value indicates corruption. Therefore, the pixels whose EGT significance
probability values are greater than the related thresholds are considered as cor-
rupted pixels. The value of the threshold has been validated by the experimental
results realized using almost 50 different real-world images under different im-
pulsive noise densities. The noise detection procedure can be summarized as the
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decision rule of if EGT (g) ≥ 10.000 ± 2.000 for an intensity level, (g), then the
pixels possessing (g) are considered as corrupted.

3 Adaptive Neuro- uzzy Inference System (ANFIS)

An ANFIS, is a fuzzy inference system implemented in the framework of adap-
tive networks [5]. An adaptive artificial-network is a superset of all kinds of
feed-forward neural networks with supervised learning capability. ANFIS serves
as a basis for constructing a set of fuzzy if-then-else rules with appropriate mem-
bership functions to generate the stipulated input-output pairs. In the proposed
method, a combination of least-squares and backpropagation gradient descent
methods have been used at the training phase of the fuzzy structures, in order to
compute the parameters of the membership functions, which were used to model
given set of inputs (x, y) and single-output g where (x, y) and g denote the spatial
positions and intensity values of the pixels, respectively. The parameters of the
ANFIS structures have been obtained for each of the t-nearest neighbor pixels of
a corrupted pixel by training the ANFIS structures with 20 epochs. All the fuzzy
structures have two triangular curve membership functions at their inputs and
one linear membership function at their output. The computational structure of
ANFIS is not mentioned in this paper in detail because many studies have been
realized on ANFIS [5], [8].

4 Proposed Method

The computational algorithm of the t-AFF is given below step-by-step:

– Find the image coordinates, (x, y), of the corrupted pixels, which were de-
termined by using EGT over the residuals of ND fitting.

For each corrupted pixel perform the following steps,

– Find out the spatial positions of the t-nearest neighbor uncorrupted pixels
for the related corrupted pixel.

– Use the spatial coordinates and gray values of the t-nearest neighbor uncor-
rupted pixels in order to train an ANFIS structure.

– Use the trained-ANFIS structure in order to make an estimation for the gray
value of the corrupted pixel.

– Update the gray value of the corrupted pixel value with the value estimated
in the previous step.

5 Experiments

A number of experiments were realized in order to evaluate the performance
of the proposed t-AFF in comparison with the recently introduced and highly

f

f
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Fig. 1. The restored images of the Zelda Image for the Noise Density of 75%: (a)

Original Image, (b) Corrupted Image at the noise density of 75%, (c) t-AFF (t=10),

(d) t-AFF (t=15), (e) PSM, (f) YÜKSEL, (g) ACWMR, (h) RUSSO

Fig. 2. The restored images of the Parrots Image for the Noise Density of 75%: (a)

Original Image, (b) Corrupted Image at the noise density of 75%, (c) t-AFF (t=10),

(d) t-AFF (t=15), (e) PSM, (f) YÜKSEL, (g) ACWMR, (h) RUSSO

approved IN suppression filters. The experiments were carried out on the well-
known test images; The Zelda and The Parrots, which are 256x256 pixels sized
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and 8 bit per pixel. The test images were corrupted by IN at various noise den-
sities ranging from 15% to 75%. The restoration results of test images for the
noise density of 75% are illustrated in Fig.s 1-2, where it is clearly seen that, the
noise suppression and detail preservation are satisfactorily compromised by us-
ing the proposed t-AFF even if the noise density is high (i.e. 75%). Restoration
performances are quantitatively measured by the Mean-Squared-Error (MSE).
The filters of PSM, YÜKSEL, ACWMR and RUSSO have been simulated as well
for performance comparison with the proposed filter. The major improvement
achieved by the proposed filter, t-AFF, has been demonstrated with extensive
simulations of the mentioned test images corrupted at different noise densities.
The experiments have been conducted for both t=10 nearest neighbor pixels
and t=15 nearest neighbor pixels. As it is seen from the tables, the restoration
performance of the proposed filter rises with t. Experimental studies show that
10≤ t≤20 supplies best restoration results. It is obviously seen from Tables 1-2
that t-AFF provides a substantial improvement compared with the simulated
filters, especially at the high noise densities. The IN removal and detail preser-
vation are best compromised by the t-AFF. Robustness is one of the most im-
portant requirements of modern image enhancement filters and the Tables 1-2
indicate that the proposed t-AFF provides robustness substantially across a
wide variation of noise densities.

Table 1. Comparison of the restoration performances of the mentioned
methods in MSE for The Zelda test image

Method Noise Density
15% 30% 45% 60% 75%

Corrupted Image 2706.60 5343.10 8052.90 10741.00 13442.00
t-AFF (t=10) 5.11 17.66 97.546 163.71 233.91
t-AFF (t=15) 4.97 11.29 23.02 42.11 58.06
PSM 14.94 37.63 236.81 1713.40 6835.10

YÜKSEL 33.73 75.61 179.61 380.78 719.09
ACWMR 24.39 94.41 298.35 766.10 2476.90
RUSSO 28.70 151.87 665.67 2028.60 5084.00

Table 2. Comparison of the restoration performances of the mentioned
methods in MSE for The Parrots test image

Method Noise Density
15% 30% 45% 60% 75%

Corrupted Image 3048.60 6129.20 9343.40 12152.00 15491.00
t-AFF (t=10) 13.47 40.30 81.61 138.45 300.02
t-AFF (t=15) 11.28 26.96 47.64 81.59 168.37
PSM 84.25 175.08 497.65 1925.00 7482.30

YÜKSEL 156.31 273.58 535.32 966.35 1716.20
ACWMR 77.44 209.07 516.83 1255.70 3652.00
RUSSO 112.70 361.38 1035.30 2528.70 6171.00

f
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6 Conclusions

In this paper, a simple-structured, high performance filter is proposed for the
suppression of IN. It can be seen from the Tables 1-2 that the proposed t-AFF
gives absolutely better restoration results and a higher resolution in the restored
images when compared with the IN suppression filters mentioned in this paper.
The effectiveness of the proposed filter in processing different images can easily
be evaluated by appreciating the Tables 1-2 which demonstrate the restoration
results of t-AFF and the comparison filters for images degraded by IN. The
MSE values of the proposed t-AFF is smaller than the MSE values of compar-
ison filters for all of the test images. In addition, the proposed t-AFF supplies
more pleasing restoration results aspect of visual perception and also provides the
best trade-off between IN suppression and image enhancement for detail preser-
vation as can be seen from Fig.s 1-2. In order to reduce the computational cost,
fuzzy structures in the proposed method use only four rules for each corrupted
pixel.
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Abstract. XML document is applied in WEB application more and
more. Because users can find what they need in numerous XML doc-
uments, technology of information retrieval based on XML document
becomes a hot topic in information retrieval field now. Traditional tech-
nology of information retrieval based on XML document need define
retrieval unit and retrieval result unit of the retrieval beforehand, and
the dividing granularity is either too big or too small. In this paper we
propose a retrieval method, which can dynamically partition informa-
tion units in terms of the structure and semantic information of XML in
vector space model. Therefore it reduces calculating workload efficiently
and improves running efficiency of the entire retrieval system. The re-
trieval efficiency of this method is proved than the traditional one when
they have the same accuracy. Finally, the results have been testified by
experiment.

1 Introduction

As a standard document form, XML (eXtensible Markup Language) is more
and more widely used in every field. Using unified method to present different
structured data, XML makes the transform between different fields possible. We
can see that, in the near future, there will be many kinds of document presented
in XML. In order to provide user with the convenience of information retrieval
in XML documents, XML documents information retrieval has became a hot
research point. As a structured text document, XML has the same structure and
delamination with its structure in physical organization, and the logic semantic
present is contained in its text and structure too. Web information retrieval
system can use the tag of the element to ensure its structure, and then ensure
retrieval in the part needed, not like html, in which we treat it as a line in general
and ignore its structure information. In order to use the information of semantic
and structured XML documents, ensure the fit able retrieval and retrieval result
unit, realize XML information retrieval based on key words, we need to know
how to decide the size of the information unit using present technology and
how to compute the similarity between the information unit and the query. In
this paper, we present a retrieval method based on Vector Space Model for XML
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documents, with which the system can decide the information unit automatically.
This method is based on Vector Space Model, it can use the structured and
semantic information of XML documents well, and decide the granularity of
information unit and compute the similarity between the information unit, to
reduce the waste of system running resource and prompt the speed of information
retrieval.

2 The VSM

Professor Salton had started the study on information retrieval, and proposed
the classical computing model in field of information retrieval - Vector Space
Modelshorted as VSM[1].

The expression of Vector Space Model is to extract character vectors from text
terms, and give weight to them by a certain rule, e.g. we can present document d
as d(t1, t2, . . . , tn) , in which tk is term. We can use weight to qualify them, and
present document d as d(t1, w1, t2, w2, . . . , tn, wn) , shorted as d(w1, w2, . . . , wn)
, the weight of term tk is wk, 1 ≤ k ≤ n .

For a given document d(t1, w1, t2, w2, . . . , tn, wn), w1, w2, . . . , wnis an n di-
mensional space vector, d(w1, w2, . . . , wn) is called as the Vector Space Model
of document d. Then a text can be presented as a vector. We use a function
sim(di, dj) to present the similarity between the document di and dj as the
relativity between them. We give the formula is:

Sim(Di, Dj) = cos θ =

n∑
k=1

wik · wjk√(
n∑

k=1

w2
ik

)(
n∑

k=1

w2
jk

) (1)

In which, tfik is the frequency of tk appeared in Di, log(N/nk + 0.01) is the
presentation of the set of retrieval unit (N is the number of documents, nk is
the number of documents in which tk appears); the denominator is to standard
all of the ponderances to ensure the weight of term tk is in [0, 1].

3 XML Retrieval Based on Vector Space Model

In this section, we discuss our method in detail. First introduce the definition of
information unit. Second, give the calculation method of the similarity between
the information unit and the query.

3.1 The Definition of Information Unit

We need to define information unit, which is meaningful for users before we
start information retrieval. Some traditional information retrieval methods deal
with a whole document as a retrieval unit; the retrieval result unit is a set of
documents that are suitable for query request [4]. It can provide users full-scale



information; but for the large scale of the retrieval units, there would be too much
information that users would not concern about, and then it leads to inaccurate
retrieval results and information redundancy. The others deal with an element
as a retrieval unit; the retrieval result unit is a set of elements that contain the
information the query want most [6]. It can improve the retrieval precision, but
for the large number and small scale of the retrieval units, it need consume too
much system resource and cannot provide users enough information.

Here, we introduce a method which could automatically decide the informa-
tion units suitable for the XML document retrieval based on the semantic and
structure of the XML document. First, we convert a xml document to a logic
structure. Then, we give the definition of information unit and result unit.

The Logic Structure Model of XML Document. A XML document can be
converted to a tree structure with the relationship of hiberarchy and containing
among elements. In this paper, we can convert the attribute to the parent/child
relationship, and then describe as a vector tag graph, in which the parent nodes
have several edges towards children nodes and the heading of the edge tells. Fig.1
showed an example of one XML document tree.

The Definition of Retrieval Unit. As shown above, a XML document is a
structured semantic document, its structure character not only appears on its
tags, also appears in the tag name. Afigure XML document to a XML document
tree. Based on the analysis above, we define the re can be transferred trieval
unit below:

Information retrieval system analyses the XML document with XML gram-
mar parser, build XML document tree and pick-up the content in the element
tags. When there is user inputting query to the system, it first matching the
keywords to the content of the tag:
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1. If matching succeeds, find out the highest node in them; treat all of its
contained nodes as the retrieval unit of the document.

2. Else, if fail, define child nodes which have the most nodes in the XML struc-
ture tree as the retrieval result unit.

The Definition of Retrieval Result Unit. The retrieval result unit is the
result provided to the user, it needs to be have the suitable size and serve enough
information, not only a fragment of the XML document or XML document self.
So, we define the retrieval result unit as follow:

1. For above case 1 of retrieval unit definition. The retrieval result unit is itself;
2. For above case 2 of retrieval unit definition. The retrieval result unit is the

node which is on the way the retrieval node to the root node and have same
element tag in its delamination (not include the retrieval node); if they are
not exist, the retrieval result unit is the root node.

Using this method, we can get retrieval and retrieval result unit automatically
from the XML document. The number of the retrieval unit does not larger
than the number of the leaf node for every retrieval unit contains at least one
leaf node; this resolved the problem of too many retrieval units in information
retrieval. The number of the retrieval result unit does not larger than the number
of the retrieval unit and have the suitable size for information retrieval, for
every retrieval result unit contains at least one retrieval unit, they are the more
meaningful result unit for the user to search. This resolved the problem of too
large retrieval result unit scale and semantic redundancy or lack. At the same
time it avoids to compute similarity between every leaf node and the query, save
the running time, prompt the system running efficiency.

3.2 The Similarity Between the Information Unit and the Query

In order to computing the similarity between the document and the query, we
need to compute the similarity between the retrieval unit and the query, map it
to the tree structure and then compute the similarity between the retrieval result
unit and the query, finally provide the users the retrieval result in descending
order.

The Similarity Between Retrieval Unit and Query. For every retrieval
unit, we abstract its entire containing context as text to get the vector of the
document. When we input query to the system, a vector is generated.

Considering ei, the information retrieval system computes the frequency all of
the terms appear in the XML document, using the VSM method said in section
2 to get the vector of retrieval unit ei is Di = (wi1, wi2, . . . , win).

When user input keywords to the information retrieval system as a query, the
system generates a query vector Q = (q1, q2, . . . , qn). If tk is appears in query key
words, then qk = 1; else, qk = 0. Using formula (1), we can get their similarity
method:



Sim(Di, Dj) = cos θ =

n∑
k=1

wik · qk√(
n∑

k=1

w2
ik

)(
n∑

k=1

q2
k

) (2)

The Similarity Between Retrieval Result Unit and Query. Every re-
trieval result unit contains at least a retrieval unit, so we need to use the struc-
ture reflecting relation between retrieval unit and retrieval result unit to get the
similarity between retrieval result unit and query using the similarity between
retrieval unit and query. We can get the similarity using the formula below:

Sim(Dn, Q) = f(Sim(Dc1 , Q), Sim(Dc1 , Q), . . . , Sim(Dcm
, Q)) (3)

In which, c1, c2, . . . , cm is the children of node n, Sim(Dck
, Q) is the similarity

between subtree ck and the query. In this paper we define function is:

f(s1, s2, . . . , sm) = 1 −
(

(1 − s1)p + (1 − s2)p + . . . + (1 − sm)p

m

) 1
p

(4)

For example, when a user input query keyword ”information retrieval”, we can
use the above method, the document with the structure showed in Fig.1, the
retrieval systems first pick-up the element tag content of the XML document, and
compare with the query keywords. Since the four degree of the tree has the most
number of element nodes, we tread every nodes of its parent as a retrieval unit.
Then we can get document fragment including node3, node6, node11, node14,
node21; get its retrieval result unit including node2, node10. Using formula (2),
we can get the similarity between d3, d6, d11, d14, d21 and query Q; using formula
(3) and (4), get the similarity between d2, d10 and query Q . Finally, the results
in descending order give the user the most related information.

Experiments and Method Analyses In the process above, for a certain
XML document, all Di is computed once, so during a retrieval process, the main
computation is the similarity between Di and Q. In our method, since there is
a pretreatment before retrieval, we can get suitable retrieval unit and retrieval
result unit for the query, the similarity computing is only between retrieval unit
and retrieval result unit , we can compute similarity between every retrieval unit
and query Q using formula (2), and then get similarity between every retrieval
result unit and query Q using formula (3) , and the number of retrieval and
retrieval result unit are much less than the number of leaf notes, so we can
avoid much computing for similarity and improve the efficiency of the system.
At the same time, we can confirm suitable retrieval result unit for the query, and
compute dynamically suitable query result, which can improve the satisfaction
of users. It is showed in the experiment that our method can define information
unit automatically, reduce the consummations of system resource, and improve
the efficiency of information retrieval.
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4 Conclusions

XML retrieval has become one of the hot research points now. In this paper,
we do research work on the technology of XML information retrieval based on
VSM, and prompt a method that can define suitable retrieval unit in XML
documents dynamically. This method uses XML document structure and realizes
the XML information retrieval using VSM and keywords with unique retrieval
technology. Based on the analysis of XML structure and semantic information,
compared with the traditional XML retrieval technology, this method define
information unit automatically, reduce the waste of system resource, and improve
the efficiency of information retrieval.

In future, we will be dedicated to improve the precision of the whole system
with good efficiency.
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Abstract. In the paper we present a new operation called fuzzy pro-
jection that extends flexible querying languages. It consists in fuzzifica-
tion of tuples for all linguistic variables defined on domains of attributes
specified in a query. In result, tuples with linguistic variables, instead of
original values, are displayed. On the basis of fuzzy projection a specific
fuzzy group-by operation is introduced. These two operations are imple-
mented as a part of SQLf j language based on SQLf introduced by Bosc
and Pivert.

1 Introduction

Classical queries to database systems assume Boolean-logic based conditions.
Such an approach requires from the user precise information about what she/he
is looking for. Most common situation is that the query conditions are imprecise.
A useful approach to handle imprecision is fuzzy set theory introduced by Zadeh
[8]. The application of fuzzy sets in the area of databases systems has been widely
addressed in the literature, see for example [1, 2, 4, 5, 6, 7].

There are some different proposals of fuzzy querying languages. For example,
SQLf introduced by Bosc and Pivert [1] and SummarySQL [5] are straight-
forward extensions of the classical SQL, the most popular language of relational
databases. The main feature of them is that they allow using fuzzy conditions
in place of Boolean ones. Moreover, SummarySQL follows a popular concept of
linguistic summaries in sense of Yager [6].

In the paper, we introduce a new operation called fuzzy projection. It consists
in fuzzification of tuples, i.e. checking in what extent an attribute value belongs
to all linguistic variables defined on domains of attributes specified in a query.
As the result, tuples with linguistic variables, instead of original values, are dis-
played. On the basis of fuzzy projection we introduce a specific fuzzy group-by
operation. It allows grouping tuples by linguistic variables. These two operations,
fuzzy projection and fuzzy group-by, are implemented as a part of SQLf j lan-
guage (based on SQLf). Command-line application for processing SQLf j queries
is written in Java and built upon MySQL Server [3]. It can be applied in Internet
services such as Amazon or eBay.

The paper is constructed as follows. In the section 2, the basic features of
SQLf j are presented. The section 3 contains description of fuzzy projection and
fuzzy group-by. The paper is concluded in the last section.
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2 Features of SQLf j

Let us explain main features of SQLf j using an illustrative example. Assume
that there is a job agency that maintains data about applicants (see Table 1).
Fuzzy queries to this database will help to find the best workers. The example
and the data are taken from [7].

Table 1. Workers

FName LName Age Job Type Expertise Salary

Bob McLedon 23 Academic AI 2200

Rob Mucker 27 Industry Expert Systems 3800

Nancy McCay 40 Management Statistics 3500

John Hunt 55 Management Robotics 6500

The imprecision in queries is represented using two approaches: a similarity-
based and a possibility-based. The similarity-based approach uses linguistic
terms (e.g. domain values of attributes Job Type or Expertise). The impre-
cision of these terms is characterized by a similarity matrix, which records the
degree of similarity between pairs of linguistic terms in a domain (see Table 2).
Similarity-based approach was first introduced by Buckles and Petry [2]. The
second possibility-based approach, requires changing the data representation to
a representation of fuzzy attribute values. For example, if we have an attribute
Age in a database, then originally this attribute will have numeric values. Fol-
lowing natural language we can introduce terms like Young, Middle-aged, Old
that are characterized by corresponding linguistic variables such as those defined
in Fig. 1. These two elements, similarity matrixes and linguistic variables, have
to be defined by the user and stored in the system.

The attributes with linguistic variables defined on their domains and at-
tributes associated with similarity matrixes (e.g. ’Age’ and ’Expertise’) are
called f- and s-attributes, respectively. Such attributes are denoted with pre-
fixes ’~’ or ’#’. The set of linguistic variables defined on f -attribute is denoted
as D(∼Name), and similarly, the set of linguistic terms defined on s-attribute
is denoted as D(#Name), where Name is an attribute’s name. The original
domain of an attribute is denoted by D(Name).

The result of a fuzzy query is a fuzzy relation. It means that each tuple t
in the fuzzy relation, say R, is associated with its membership degree, denoted

Table 2. Similarity matrix for a domain of attribute Expertise

Robotics Expert Systems AI Statistics

Robotics 1.0 0.6 0.6 0.2

Expert Systems 0.6 1.0 0.9 0.2

AI 0.6 0.9 1.0 0.2

Statistics 0.2 0.2 0.2 1.0



122 K. Dembczyński, M. Hapke, and D. Przyby�l

Fig. 1. Possibilistic distribution of linguistic variables on attribute Age

μR(t), that evaluates to what degree the tuple satisfies the query. Fuzzy relation
is usually presented as a list of tuples ordered by decreasing membership degrees.
Tuples with membership degree equal to 0 are not included to this list. The num-
ber of returned tuples may be limited by specifying a threshold for membership
degree or a number of top t tuples with highest membership degree.

Let us present a typical query formulated in SQLf j. Assume that the user is
looking for middle-aged workers specialized in artificial intelligence. The query
could be seen as follows:

SELECT THRESHOLD 0.2 LName, Age, Expertise FROM Workers
WHERE ~Age IS ’Middle-aged’ AND #Expertise IS ’AI’;

where ’~’ and ’#’ before attribute’s name means that the condition concern f -
and s-attribute, respectively. Such condition is referred to as fuzzy condition.
The membership degree for each tuple t from the table Workers is computed as:

μR(t) = μMiddle−aged(t[Age]) ⊗ μAI(t[Expertise]) =
= min(μMiddle−aged(t[Age]), sim(’AI’, t[Expertise])).

where t[Name] denotes the original value of t on corresponding attribute, μL(x)
is a membership function, where L ∈ D(∼Name) and x ∈ D(Name), sim is
a function that returns the similarity degree between linguistic terms by taking
it from the similarity matrix and ⊗ denotes t-norm (as default min operator is
used) that is used for conjunction of fuzzy conditions.

In the example query, the threshold of membership degree is given by spec-
ifying it after keyword THRESHOLD. In result the user obtains applicants that
are middle-aged and expertised in domains similar to ’AI’ with degree at least
0.2. Similarly, if the keyword TOP was used, then top t workers satisfying fuzzy
conditions would be returned. Results are presented in Table 3 (left). Remark
that McLedon is to young to be included in the results.
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Table 3. Results of basic SQLf j query (left) and fuzzy projection (right)

LName Age Expertise degree

Hunt 55 Robotics 0.60

Mucker 27 Expert Systems 0.35

McCay 40 Statistics 0.20

LName Age ~Age degree

Hunt 55 Middle-aged 1.00

McCay 40 Middle-aged 1.00

McLedon 23 Young 0.85

McLedon 23 Middle-aged 0.15

Mucer 27 Young 0.65

Mucer 27 Middle-aged 0.35

3 Fuzzy Projection in SQLf j

The projection of attributes is one of the main operation in relational databases.
It returns all tuples, but only with attributes listed after keyword SELECT. The
returned values are the same as those within original table. Taking into account
fuzzy extensions of databases, it would make sense to obtain tuples with lin-
guistic variables instead of original values and to retrieve an information about
membership to every linguistic variable defined on the attribute’s domain. In
other words, we define an operation that proceed fuzzyfication for each tuple to
every linguistic variable. It will be called fuzzy projection.

We distinguish two types of fuzzy projection. The first one concerns f -
attributes. While the original domain of these attributes is numeric fuzzy pro-
jection exposes a tuple’s membership degree to every linguistic variable defined
on the attribute’s domain. The second fuzzy projection is applied to s-attributes.
Here the fuzzy projection exposes a tuple’s similarity degree to every linguistic
term defined on the attribute’s domain. In other words, the fuzzy projection of
both types is a transformation of a tuple with no-fuzzy values to several tuples,
with the information of membership degree, that contain linguistic variables or
terms instead of original values.

The attributes that are fuzzy projected are denoted using a prefix ’~’ (in the
case of f -attributes), or a prefix ’#’ (in the case of s-attributes). Let us consider
the following query, results of which are presented in Table 3 (right):

SELECT LName, Age, ~Age FROM Workers ORDER BY LName;

Consider the first tuple in the Table 1. The original values on attributes
LName and Age are {McLedon,23}. In result of the fuzzy projection, this tuple
is transformed to three fuzzy tuples containing linguistic variables defined on
the domain of attribute Age. These new tuples are: {McLedon, 23, Young},
{McLedon, 23, Middle-aged}, {McLedon, 23, Old}. The membership degree
is computed as μR(t) = μL(t[Age]), where L ∈ D(∼Age). From the results one
can easily read that McLedon belongs to young workers in degree 0.85, and to
middle-aged workers in degree 0.15. Note that only tuples with membership
function greater than 0 are presented. That is why the fuzzy tuple that defines
McLedon’s degree of membership to old workers is not shown.
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Table 4. Results of multiple fuzzy projection (left) and fuzzy group-by (right)

LName ~Age #Expertise degree

McLedon Middle-aged AI 0.15

McLedon Middle-aged Expert Systems 0.15

McLedon Middle-aged Robotics 0.15

McLedon Middle-aged Statistics 0.15

McLedon Young AI 0.85

McLedon Young Expert Systems 0.85

McLedon Young Robotics 0.60

McLedon Young Statistics 0.20

#Expertise count(*)

AI 2

Expert Systems 2

Statistics 1

Robotics 1

Not only one attribute may be projected in this way. Consider the query
below:

SELECT LName, ~Age, #Expertise FROM Workers
WHERE LName = ’McLedon’ ORDER BY ~Age, #Expertise;

The original tuple is fuzzificated to all conjunctions of linguistic variables and
terms defined on attributes Age and Expertise, respectively. The membership
degree is computed then as μR(t) = μL(t[Age]) ⊗ μS(t[Expertise]), for each L ∈
D(∼Age) and S ∈ D(#Expertise). Results of the query are presented in Table 4
(left). Note that the tuples are sorted by linguistic variables and terms. The
clause ORDER BY may involve the f - and s-attributes, but only in the case when
the same attributes occur also in the fuzzy projection.

The fuzzy projection does not forbid fuzzy conditions. These two elements
may occur together. The tuples satisfying the fuzzy conditions are then fuzzifi-
cated (or otherwise). The membership degree is computed as a t-norm (for exam-
ple, using min operator) of membership degrees resulting from fuzzy projection
and fuzzy conditions.

The fuzzy projection allows to define a simple fuzzy group-by operation. Con-
sider the following query that returns all workers and for each of them her/his
original and similar expertises with minimal degree 0.9:

SELECT THRESHOLD 0.9 LName, #Expertise FROM Workers;

Notice that the tuples being a result of the query could be grouped by the
attribute ’#Expertise’. The result of such grouping answers how many workers
can be hired as experts in particular domain (e.g. AI) taking into account the
fact of similarities between domains. The fuzzy group-by query is formulated as
follows:

SELECT THRESHOLD 0.9 #Expertise, count(*) FROM Workers
GROUP BY #Expertise;

It is easy to check that with respect to threshold 0.9, two persons may work in
the area of artificial intelligence or expert systems, and only one in robotics or
in statistics. Results of this query contains exactly this information (see Table 4,
right).
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4 Conclusions

The fuzzy projection and fuzzy group-by are useful extension of flexible query-
ing languages. These two features are implemented and work. The command-line
application that proceeds SQLf j queries is written in Java. It contains a parser
module and a transformation module that translate SQLf j queries into sophis-
ticated SQL queries. In other words, the transformation algorithm allows to
“simulate” the fuzzy queries in the relational database system. The application
may be used as a middle-tier in Internet services such as Amazon or eBay. In
this implementation MySQL Server is exploited in database system layer, but
in general, any relational database system with JDBC support can be used. The
presentation layer may be designed in such a way that it would support the user
in many ways to construct fuzzy queries compatible with SQLf j.

The prototype of Internet application for real estate office have been created.
Next to classic queries like, e.g. “retrieve apartments which price ≤ 150000 Euros
and size ≥ 100 m2”, the utilization of fuzzy queries is desirable. Then, the user
may obtain not so restrictive results and the query can be formulated in more
natural way, e.g. “retrieve big, low-priced apartments”. Such possibility gives
much bigger liberty to compose our preferences.
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Abstract. Knowledge based approaches to text information retrieval
are aimed at increasing the precision of retrieval. In this paper we show
that query enhancement through the use of domain ontological structures
can enhance the quality of retrieval to a large extent. We have presented
a formal framework for extending user queries with domain ontological
structures. The query-expansion mechanism has been implemented as a
client-side query processor which can use any efficient search engine like
Google or Alta Vista at the back end. The approach offers substantial
performance gains. We have established the effectiveness of the approach
experimentally through the use of single and multiple ontologies.

1 Introduction

The idea of semantic web [1] encourages the use of knowledge-rich structures to
disambiguate world knowledge on-line. Presently, ontologies are providing the
backbone for sharing domain knowledge among distributed users and applica-
tions and represent inter-relationship among domain concepts in a structured
way and hence can be used for enhancing user queries to include more related
concepts.

In this paper we have presented a formal mechanism to exploit ontologi-
cal structures for extracting relevant information from unstructured web docu-
ments.The proposed system is based on a query expansion mechanism where on-
tological knowledge from one or more ontologies is used to expand original user
queries with semantically related concepts. We have also presented a method
to compute the relevance of the documents with respect to the original query.
The proposed intelligent query-processing system accepts user queries through
a graphical user interface, performs query expansion and extension using knowl-
edge from one or more relevant ontology. The relevance of ontology is judged
by semantic equivalence of query concepts and ontological concepts through the
use of WordNet [3]. The transformed query is then passed on to google search
engine and retrieved documents are ranked according to a new relevance com-
putation function. It is observed that the retrieval precision is much more for
the transformed query than the original query.
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The rest of the paper is organized as follows. In section 2 we have reviewed
some related work in knowledge-based query processing. In sections 3 and 4 we
have proposed a formal specification for ontology-based query enhancement and
document grading. Section 5 presents results and performance analysis of our
system.

2 Related Work

[9] proposed a general framework for retrieving relevant documents by using
domain-specific semantic net of concepts and WordNet. [4] propose the use of
part-of-speech patterns to reduce query ambiguity by considering the roles these
words can assume and the role the user might be interested in. [6] proposed the
integration of web-based and corpus-based techniques for question answering. [5]
proposed annotation of the semantic web using natural language. [7] proposed
ontology based information retrieval in which the meaning of a concept depends
not only on its name but also on its properties and on its semantic relations
with other concepts in an ontology. Since it is only natural that each ontology
specifically describes a partial view of the world, integration of multiple knowl-
edge is a key area of research. [8] proposes a system called OBSERVER which
uses multiple pre-existing real-world domain ontologies and uses mechanisms
to incrementally enrich answers by substituting original query terms with new
terms mined through inter-ontological relationships like synonyms, hypernyms
and hyponyms and it also estimates loss of information. Castano et al. proposed
H-MATCH [2] an algorithm for dynamically matching ontologies in peer-based
systems. [7] describes a linguistic based scheme for matching local ontologies
and uses WordNet when a concept has multiple senses associated with it. In the
next few sections, we describe our proposed system which aims at successfully
integrating the use of ontologies for on-line information access.

3 Ontology Based Query Enhancement

To enhance a query with semantically related concepts, it is necessary to estab-
lish the semantic mappings by considering the overlap or equivalence of concepts
present in the query and the ontological structures. Let the query-processing
schema be represented by Q.

Definition 3.1. The query processing schema Q is defined by a system (L, O,
M) where

L – is the global lexicon defining the vocabulary. This consists of all terms
that can be present in the query. For our work, we have used Word Net as the
general purpose Thesaurus. Any word recognized by Word Net is acceptable in
query.



128 L. Dey et al.

O - defines a set of ontologies whose locations are known to the system. Word
Net is one of the ontologies which is set as a default. Besides, we have used other
standard ontological structures like Wine ontology and Plant ontology, described
in OWL, which can be linked to the system. Each ontology Oi in this set defines
a set of concepts Ciand a set of relations Ri. Ci may consist of terms present
in L, but may also contain new terms. Ri is a set of relations defined in the
ontology Oi. These relations include all defined relations for the OWL language
like class-subclass, class-property, union-of-property-values etc. M defines a set
of mapping between entities (concepts) in query and ontological entities. We
define a set of atomic mappings Ma = {⊆, ⊇, ∅, ≡, =, ≈}. These mappings
correspond to the sub-class, super-class, not-related, synonymous, equal to and
overlapping relations respectively.

There are two steps in our query-extension mechanism. The first step con-
sists of concept approximation and the second step is that of concept extension.
Concept approximation refers to the process of identifying similar concepts in
the query and an underlying ontology. Concept extension refers to the process
of enhancing the query with semantically close concepts to enlarge the target
concept space. To accommodate different terminological relationships with vary-
ing degrees of affinity between concepts we define ρ -approximation to a target
concept, where ρ is a specified terminological relationship.

Definition 3.2. The ρ - approximation to a target concept c* within an identified
ontology O is defined as the set of all concepts which are related by the relation
ρ to c*, where ρ ∈ M.

Thus ρ - approximation to c* in O = {c | c ∈ O, ρ ∈ M and c ρ c* holds}. The
most commonly used ρ - approximations are those of equality and synonymy, in
that order. Thus given a query and a specified domain, for each target concept
in query, our system first identifies the concepts in the underlying ontologies.
If these are found the corresponding nodes in the ontology structures act as
starting points for the query-extension mechanism. If the target concepts are
not found in the ontology, then concepts which are synonymous to the target
concepts, are identified using the WordNet.

After identifying related concepts in the query and ontological structures, the
next step is to extend the query with terminologically related concepts extracted
from the ontology. Again, depending on the relationships between different con-
cepts, different kinds of concept extensions can be obtained.

Definition 3.3. A β-extension of a concept c* in ontology Oi is defined as the set
of concepts c ∈ Oi, which are β-related to c*, where β ∈ Ri.

According to the definition of relations defined over R as specified in the
earlier section, β may be a simple or a composite relation. Since concept affin-
ity cannot be uniform for different kinds of terminological relationships, it is
required to define the degree of affinity for the different semantic extensions. In
our application we have assumed the degree of affinity between two concepts to
be inversely proportional to the distance between them. Finally, we associate the
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concept of a threshold for a concept to be in the target query. For a given user
query, the final expanded query is produced as per the following definition.

Definition 3.4. For a given user query q, the final expanded query q′ is generated by
includingallontologicalconceptsc′whichareβ-extensionsoforiginalqueryconcepts
c or their ρ -approximations, and are within semantic distance δ from them.

The query that is fed to the search engine is the final expanded query q′.
Algorithm Enhance query is used to build the enhanced query. The activation
values of the concepts are used during document grading.

Algorithm Enhance Query (Q, O)
Input: Query Q, Ontology tree O
Output: Activation levels of various concepts in enhanced query.
Let S ={s1,s2,. . . ., sm} be the set of synonyms of each concept qi present in query Q, along
with concepts present in Q.
Let d[i] be the minimum distance of each concept Ci from a fully activated node (having
activation value 1.0) in ontology O.

For each concept Ci ∈ O
Cj = parent(Ci) /* Cj is parent of Ci*/
if Ci ∈ S then d[i] =1.0, act value[i]=1.0
else if(Rij=intersect with || Rij=disjoint with || Rij=equivalent class )

/*considering different relations in ontology */
then act value[i]=act value[j];/* same activation value as parent */
else if (Rij=subClassOf) then
if it has fully activated ancestor node
act value[i]=1.0/d[i]
else act value[i]=0.0
elseif (Rij==unionOf) then
act value[i]=act value[i]/(total number of children of Cj with unionOf property)
else act value[i]=0.0; /*we don’t bother with other properties like complementOf */
Append Ci and act value[i] to A
End For
Append all synonyms which are not already present with activation value 1.0 to A.
Sort A alphabetically.
Return A.

End Algorithm

4 Grading the Retrieved Documents

Though the documents retrieved with the enhanced query are far more relevant,
the arrangement of the documents is not perfect. Our system re-computes the
relevance of a document as a weighted function of the distance between document
concepts and concepts in the β-extension of the original query concepts. Thus
similarity computation uses all concepts which are contextually related to the
query concepts. Let | E | denote the total number of concepts in the expanded
query and Eidenote those concepts which are at distance i from the given query.
Let D denote the set of all concepts(words) present in a document. | Ei ∩ D |
denotes an intersection of concepts which are common between expanded query
and the document. The final relevance of a document with respect to the original
query is given by the following weighted sum.

|E|∑
i=1

|Ei ∩ D|
|E| ∗ 1

i
μ (1)
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5 Experimental Results

In this section, we will present some results obtained with queries in the domains
of wine ontology and plant ontology. We collected the top most two urls (www.
hhmi.org/research/investigators/morrison.html, www.sirinet.net/∼jgjohnso/
revchap31.html) retrieved by google with the original query “stem cell func-
tions”,and another two urls (www.ag.arizona.edu/pubs/garden/mg/botany/
plantparts.html, www.plantphys.info/plants human/stems.html) retrieved by
“stem cell functions plant”, without using any ontology, the document retrieved
with our ontology-based expanded query and a document that was retrieved
with the enhanced query but ranked 4th by Google and 1st by our mechanism.
The last two are better than the earlier two, and could be obtained because of
the semantically related scientific terms that could be appended to the original
query using the ontology.

Figure 1 presents consolidated results on precision of retrieval obtained by
evaluating the relevance of top 10 documents for 20 queries in the domain of
“Wine” ontology (left) and 20 queries for plant ontology (right), in the form
of area covered under each curve. The lightly shaded area corresponds to the
precision of documents retrieved with enhanced query and the darker area is for
the documents retrieved with original query without enhancement.

The average precision for wine domain increased from 45.5% for the original
query to 67.5% for the enhanced query and from precision increase was 27.5% to
69% for plant domain. The accuracy of the relevance computation mechanism
was found to be 87.5%.

Fig. 1. Precision of retrieval with original and enhanced queries in (left) Wine (right)

Plant domains

We have also used the query expansion technique to merge concepts from
more than one ontology. This is done by merging the extended concept spaces
identified from different ontologies along with all terminologically related con-
cepts of the original query concepts i.e. merging the β-extension of query con-
cepts over multiple ontologies. For example, given a query “Part of Alfalfa af-
fected by Rust”, the query is processed and enhanced using knowledge from two
ontologies . “Rust is a kind of plant disease” is gathered from plant-disease ontol-
ogy which stores information about parts of plants affected by various diseases.
That Alfalfa is a kind of legume is gathered from plant taxonomy ontology.
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Fig. 2. Retrieval with merger of multiple ontologies (left) sample document (right)

precision increase from 38 to 66.5%

Average precision was observed to increase from 38% to 66.5% for such queries
and is shown in Figure 2 along with a snapshot of the relevant page retrieved by
our system.

6 Conclusions

In this paper,we have proposed the design and implementation of an ontology-
based text retrieval system. Ontology helps in the specification of context of
a user query in a formal way. We have shown how query expansion within a
controlled context approximation can lead to the retrieval of better documents
even through the popular search engines. The retrieved documents are re-ranked
by our system to compute the relevance of the documents with the original query
concepts.
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Abstract. Nowadays, humans and machines do not use the same format
of knowledge representation. This gap is a serious problem in the human-
machine interaction. More specifically, comprehension of text and images
plays a key role in the process underlying Web navigation. This fact aim
us to explode the aplication of intelligent methods that minimize the gap
between the information that is showed to users and what they are able
to understand and use, in a per-site and per-user basis.

1 Introduction

Providing information with explicit and formal descriptions of meaning about
data structures, proceses, devices, and networks is not only needed for machine-
use but also for human-consumption. However, current fundamental Semantic
Web technology is computation-centered and uses mechanisms base on descrip-
tion logic, theorem proving, situation calculation, planning and so on. Since these
technologies do not pay attention to humans who actually create and use Web
contents, the high-quality and the widespread of this technology may not be
guaranteed. In order to bring out real benefit for humans of the Semantic Web,
we need to develop human-centered technologies that will bridge the gap be-
tween the human use and the computation-centered mechanisms. In this paper
we are exploding methods to minimize this gap. We display knowledge used by
machines in a specifically and personalized way to different users.

Information Visualization [6] is a new and rapidly growing research area
which aims to provide visual depictions of very large information spaces. It cov-
ers interdisciplinary areas such as Information Retrieval [2, 4] or Human Com-
puter Interaction [9]. One of the most active and promising application area for
visualization is related to the visualization of semantics because the semantic
contents of a web site can be used more advantageously for the visualisation of
its information, since we already have the knowledge about the meaning and the
existing relations between the concepts used in it. Therefore, the key is not to
look for contents directly but to look for descriptions of contents.

� The work presented in this paper has been partially supported by UPM project
ERDM - ref 14589.
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Traditionally, conceptual modeling provides the basis to formally identify the
concepts that represents information needs of users. Database systems have been
applying the concept of subschemas to provide multiple views of the same under-
lying information. However, the development of Web-based information systems
differs from traditional software in several directions. Firstly, Web engineering
has to take into account navigational and cognitive aspects that traditional soft-
ware does not support. Thus, application of theories and models from basic
cognitive research [11, 12] must play a key role in web development [12]. Sec-
ondly, Web development process requires visual models and a more standarized
notation for this visualization.

Therefore, visualizing the Worl Wide Web requires new front-end tools to
aid navigation and search interfaces that follows the structure of information.
[1] presents tools to navigate through a set of documents that are clustered
for different user needs and where each cluster is labelled with related words.
The Atlas of Cyberspace [7] exposes an atlas showing the best maps and graphic
representations of the Internet, WWW and Cyberspaces. In order to improve the
organization of search results [8] proposes present hierarchical faceted metadata
in an appealing and understandable way to general users. There have been several
proposals where navigation have a peer role as, for instance, UWE [10]. More
recently and joined to the advent of the Semantic Web some approaches as [5]
and MoSeNa [3], are looking for semantic navigation structures modeling.

Research on personalization has led to development of systems that adapt
themselves to the characteristics of their users. Case-Based Reasoning (CBR) [13]
is an Artificial Intelligence method based on the idea of reusing past experience
in a domain-specific library of problem-solution descriptions, known as cases.
Usually, cases are represented as user stereotypes [14].

2 Web Contents Visualization Framework Objectives

Our proposal to improve Web usability is to provide a procedure to deploy web
interfaces in an unified way, that caters both humans and machines, combining
data and treatment exhibition in a per-site and per-user basis. The next list
shows the main goals of the proposed architecture:

– Dynamic organization of web site structure based on metadata about users
(per-user) and contents (per-site)

– Provide dynamically specialized interfaces combining both textual and non
textual metaphors

– Support interactive browsing of contents by appropriate visualization of
metadata about categories and relations related to organization of the site
contents

– Possibility for users to interactively define new descriptions and annotations
about contents

– Filter descriptions have to be provided by the system.. Users could choose
a partial view and needs to know the available filters to select the most
semantically significant contents
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In order to be able to exchange the semantics of information distributed and
shared among many users, the first requirement is to agree on how to explicitly
model it. Therefore, we are going to define a two-layer framework named Web
Contents Visualization Framework (WCVF) where symbols embedded in web
contents are automatically deployed. The proposed architecture consists of two
layers: Data Visualization Conceptual Model, DVCM, (only for human use) and
Visualization Formal Model, VFM, (a machine directed layer).

2.1 DVCM: Modeling to Knowledge Visualization

Starting at the top level of the WVF architecture we propose an independent
domain model to define visualization resources. Not to waste time searching for
the right icon to represent specific information or activities. Given the frequency
with which we encounter these interface design elements, we suppose that exist
a common visual vocabulary that could aid in user comprehension. In fact, there
are a few iconic symbols that have already achieved web convention status. This
conceptual model defines these contents including the context where they are
used. The basic assumption of the presented architecture is that the visualization
of these semantics together with a personalized presentation is key to the success
of users doing tasks at the site. Thus, each object on the navigator’s screen that
is a meaningful unit or a target for action must be included into the DVCM.
Therefore, main features of DVCM are given following:

– DVCM describe objects as seen for site users but ignoring that features, such
as colors or sizes

– structure and behaviour of the system are integrated
– simplicity: The symbol set of DVCM is reduced for readability
– human-oriented

Therefore, the main components of a DVCM diagram are:

– Navigational Schemas (NS): NSs reflect what task users do at a site, accord-
ing to an already known navigational pattern extracted by web mining or
obtained by domain experts recomendation

– Visualization Objects (VO): The basic elements of any DVCM diagram. VOs
are represented as a rectangle with a name (see fig 2) and, optionally, a URI

– Visualization Attributes (VA): Attributes represent any possible feature of
VOs. VA are usually represented with a circle inside the rectangle (see
figure 1)

– Visualization Events (VE): Events can be triggered by VO, state changes or
external actions. VE are represented by a triangle

– Visualization Rules (VR): Rules in a DVCM diagram define the organization
(structure) and the interactions (behavior) among the elements in the model

– Visualization Schemas (VS): VS are subsets of DVCM diagrams. Users scan
pages constructing schematic representations to leverage the complexity of
them. Thus, VS normally reflects that top-level schematic collections of VOs
such as navigation bars, menus and window controls. Of course, several dif-
ferent VS can share VO, VA, VR, VE or all of them
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Fig. 1. Structural Rules

Visualization Objects (VO). At the Visualization Conceptual layer the in-
formation contained in a web site is like a geographic environment with a variety
of representational objects and views: perspective, illustrative or diagrammatic,
static or dynamic, etc. We are interested in how abstractions and representa-
tional conventions can be used to enhance sites usability. In this scenario VO
would be classified in atomic VOs and compound VOs, content dependent (con-
textual) and independent, asociative, structural, specific or general and so on.
Therefore, any VO will have a VA to indicate what kind VO is.

Fig. 2. Task and Event Rules

Visualization Rules (VR). VR can be of two main kinds:

– VO-VA Rules. These rules define the set of attributes that characterize a
Visualization Object. They are represented both explicitely as a thin line or
implicitely locating an inner circle into the VO

– VO-VO Rules. We distinguish between structural and procedimental:
• structural VO-VO: rules that reflect structural relations among VO such

as participation, specialization, metaphors, content association or meton-
imies. These rules are represented (see figure 1) as directed arcs from the
source VO to the target VO and ended with a single edge

• procedural VO-VO are intended to show behaviour representation and
can be transformation rules (exploding/imploding VO, VO’s state or
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features change, etc.), enabling rules and connection rules. Both of them
can be applied to tasks or events as in figure 2:

Visualization Schemas (VS). VS are important because users scan visually
related regions rather than read site contents. There is not relation with web
page concept so VS can exist at one page or one VS can extend to several pages.

2.2 VFM: Deconceptualization of Visualization Resources

The main goal of this layer is to build a formal model to represent and process the
visualization resources defined in the DVCM. This step transforms the existing
deconceptualization of objects to their perceptual sense. Therefore, VFM layer
captures the perceptual structure of web site contents to simulate how visual
attention is schedule among information stimuli. We choosed a stereotype-based
user model because stereotype mimics intuitive human reasoning. In fact, one
important advantage is that before knowing a new user in a detailed way, the
system can make early assumptions about him.

User stereotypes require two types of information: captured properties and
events or behavior that implies a particular stereotype. Both of them are ele-
ments of DVCM that we will translate in this layer. Therefore, VFM Stereotypes
correspond to VS at DVCM and describe the ’information interests’ of user which
will be assigned to the prototypical stereotype.

VFM stereotypes are represented in the form of a frame containing slots and
links between them:

– Slots correspond to VOs, VEs and hosts description values in facets. Facets
represent VAs (simple or compound) defined at the DVCM level. Moreover,
all facets have a weight which value indicates the relative degree of interest
for the facet into the slot. The weight of the whole slot results of the sum of
the weights of the facets

– Links represent rules, mostly VO-VO structural, defined at the DVCM level

VFM incorporate automatic learning using machine learning methods to help
stereotypes to handle user.

Users are represented in the form of frames divided into header and body.
Header contains some user’s personal data and a list of matching stereotypes.
The body is a collection of slots and links that allows for the creation and
maintenance of facet’s semantic networks.

User modelling process begins when an user description is available. This
description is obtained by means of a form that is presented to the user when
accesses the system for the first time. So, this description will be formed by
a pattern of weights that results from each slot of the preliminary sterotype
selected for the user from a case library and according to a specific metric.
The number of weights in the pattern is the same as the number of slots in
the stereotype. The case library contains the old stereotypes obtained primarily
from Navigational Schemas (NS) and confirmed mining annotated web logs.
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Basically, a classification of the user is performed in this preliminary phase. The
classification algorithm assigns to the user a stereotype that most resembles their
visualization preferences.

After the initial stereotype is assigned to the user begins the refine phase. One
basic assumption of the proposal architecture is that users navigation is carried
out selecting contents that they perceive as the most similar to the semantic
representation of their current goal. We say that contents related in a some
personal way belongs to the same context. Therefore, users can specify if the
corresponding object supports the browsing process and the support degree.

3 Conclusions

In this paper we present WCVF, a visualization-centric architecture to improve
web usability. Our framework unifies human and machine representations of
knowledge modeling and the static and dinamyc aspects of web contents visu-
alization. Moreover, this paper presents the principles of context-aware mech-
anisms to enable the application of intelligent methods to assist personalized
navigation for different human users.

Future work will proceed in both theoretical and practical ways. The the-
ory will focus on producing an initial specification that covers other important
knowledge and system representation aspects. The practical work will confirm
the advantages of our platform and guide future development.
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Abstract. The requirement of a web Crawler that downloads most rel-
evant pages is still a major challenge in the field of Information Retrieval
Systems. The use of link analysis algorithms as page rank and other
Importance-metrics like back link count have shed a new approach in
prioritizing the URL queue for downloading higher relevant pages. In this
paper, the combination of these metrics along with a new metric called
association-metric, which brings the use of Ontology for Crawling has
been proposed and implemented. The use of domain dependent Ontol-
ogy brings into effect the both semantic and link nature of the URL and
its page .The association-metric estimates the semantic content of the
URL based on the domain dependent ontology, which in turn strength-
ens the metric that is used for prioritizing the URL queue. In addition,
after downloading the page, the association metric plays important role
in estimating the relevancy of the links in that page. This new metric
solves the major problem of finding the relevancy of the pages before the
process of crawling, to an optimal level. The crawler developed based on
the Association metric has shown encouraging results.

Keywords: Web Crawler, Ordering-metric, Importance-metrics, Associ-
ation-metric, and Ontology.

1 Introduction

The worldwide web, having over millions of pages, continues to grow rapidly
at a million pages per day and it also changes rapidly. This rapid growth of
the worldwide web poses unprecedented scaling challenges for general-purpose
crawlers and search engines. The increase in the number of accessible web pages
by Internet users imposes the need for a technique to get only the relevant
information. Crawler, which is a main component of a search engine, is a program
that retrieves Web pages or a Web Cache [3]. Roughly, a crawler starts off with
the URL for an initial page P0. It retrieves P0, extracts any URLs in it, and
adds them to a queue of URLs to be scanned. Then the crawler gets URLs
from the queue (in some order), and repeats the process. Every page that is
scanned is given to a client that saves the pages, creates an index for the pages,
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or summarizes or analyzes the content of the pages. The design of a good crawler
presents many challenges [4]. The most prominent challenge faced by the current
web crawlers is to select important pages for downloading. The crawler cannot
download all pages from the web. It is important for the crawler to select the
pages and to visit “important” pages first by prioritizing the URLs in the queue
properly. Other challenges are the proper refreshing strategy, minimizing the
load on the websites crawled and parallelization of the crawling process. This
paper deals with the challenge of prioritizing the URL queue for crawling more
relevant pages based on the domain dependent ontology. This paper explores
the possibility of merging the present prioritizing algorithms with the semantic
nature of the URL, which has been obtained from the ontology through the
association-metric. The following section 2 discusses the related work done so
far on this challenge. Section 3 gives detailed description on the working of a
web crawler and, various prioritizing algorithms. Section 4 deals with our work
on this challenge and on the new prioritizing algorithm that is based on the
ontology. System overview of developed crawler is described in section 5. Section
6 deals with the discussion of proposed Ordering metric.

2 Related ork

There has been considerable work done on prioritizing of the URL queue for
efficient crawling. The performance of the existing prioritizing algorithms for
crawling does not suit the requirements of the various kinds and levels of the
users. The use of link analysis algorithms has solved the problem partially. The
best-known example of such link analysis is the Page rank Algorithm success-
fully employed by the Google Search Engine [5]. The HITS algorithm proposed
by Kleinberg [1] relies on query-time processing to deduce the hubs and author-
ities that exist in a sub graph of the web consisting of both the results to a
query and the local neighborhood of these results. But page rank suffers from
slow computation due to its recursive nature of its algorithm. The main draw
back of Kleinberg’s HITS algorithm is its query-time processing for crawling
pages [1].

The recent work by Junghoo Cho et al., claims that the evaluation of the
importance of the page P as I(P) using some metrics solves to certain extent.
These metrics are discussed in section 3 [3]. But these metrics’ efficiency is af-
fected by many factors like page rank, is less effective at start of the crawl
process. Back link metric is proved to be less effective for Small domains. Sim-
ilarity metric done by them evaluates only the textual similarity between the
crawled pages with the driving query based on only few key words. The other
approach for crawling higher relevant pages was by the use of neural networks [1].
Even this approach has not been established as the efficient crawling technique
till now.

All these approaches solve the problem only partially .The combination of
important metrics has not been explored explicitly [3].

W
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3 Fundamentals

This section describes the basics of a web crawler and various importance metrics.

3.1 Web Crawler

WebCrawler receives a list of URLs to be downloaded and simply returns the full
content of the HTML page or any errors, while trying to get the pages. The crawlers
will process one URL from the queue at a time. The queue is prioritized based on
the importance metrics discussed in the next section. The queue will be reordered
according to the importance metric used after the downloading of each web page.
All the pages may not be of equal interest to the client. So the pages should be
associated with the importance of the page based on the metrics given below.

3.2 Importance Metrics

Given a Web page P , the importance of that page, I(P ), can be evaluated in one of
the following ways:

1. Similarity to a Driving Query Q . Based on a query Q which drives the
crawling process IS(P) is defined to be the textual similarity between
P and Q.

2. Backlink Count . The value of IB(P) is the number of links to P that appear
over the entire Web. Intuitively, a page P that is linked to by many pages is
more important than one that is seldom referenced. A crawler may estimate
the number of links to P that have been seen so far which is IB’(P) .

3. PageRank . The PageRank back link metric, IR(P), recursively defines the
importance of a page to be the weighted sum of the back links to it. PageRank
is described in much greater detail in [3, 5].

(a) Forward Link Count . A metric IF (P) counts the number of links that
emanate fromP .Under thismetric, a pagewithmanyoutgoing links is very
valuable, since it may be a Web directory. This metric can be computed
directly from P.

(b) Location Metric. The IL (P) importance of page P is a function of its
location, not of its contents. If URL u leads to P , then IL (P) is a function
of u. URLs ending with ”. com” or URL containing the string ”home” may
be deemed more useful.

4 Our Work

We have brought a new method of ordering the URL queue by combining both the
link structure of the web and its semantic nature. Our work towards this challenge
can be divided into following phases:
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4.1 Combination Importance Metric:

The Importance metrics described in the previous section were combined to get
a better composite metric. The simple combination of any two metrics obeys the
results as published in [2]. The importance metric are evaluated for the Crawled
pages, with this score the importancemetric score for theURLu,O(u) is evaluated.
The combination Importance metric is denoted by CI(p) where p is the page
to be crawled.

This can be defined as follows:
CI (p) = a1 IR(p) + a2 IB(p) + a3 IL(p) +a4 IF(p) Where a1, a2, a3, a4

are real constants that can be set properly to get an efficient CI (p). CI’ (p) is de-
finedas themetric evaluated for thedownloadedor crawledpagep.CI’ (p1,p2. . . .pn)
is evaluated for all the crawled pages p1,p2. . . .pn.This Composite Importance met-
ric is used with association metric for URL ordering.

4.2 Association metric

The use of the semantic nature of the web particularly the URL throws a new light
in the URL ordering scheme. The Association metric is more like the similarity
metric but it takes the semantic nature of the URL by the use of ontology.

4.2.1 Why Ontology? Ontology is one of the increasingly popular ways to
structure information. Ontologies are also called graphs of concepts. Evaluation of
association metric with the aid of the ontology that may be generic or domain de-
pendent will surely give more relevant Results. The task can be achieved through
the maintenance of a reference Ontology based on subject hierarchies may be col-
lected from directories like yahoo and Open Directory Project. The Reference On-
tology thus created will have the following associations like “is a”, “part of”, “has”
relationships. The proposed metric evaluates the metric for the URL and the web
pages crawled is discussed in section 6.The semantic metric for the URL u is eval-
uated based on its relevancy with the reference ontology. Once the page p of the
URL u is downloaded the semantic metric for this page p is also calculated and
maintained, as it will be a parent page for many links to be crawled. This calcula-
tion of the metric for the parent page helps in evaluating the relevancy of the link
to be crawled or not even before the association metric for the link is calculated.
AS (p) is same for all links from that page p but it differs for the links not extracted
from this page. Hence we calculate two association metrics:

– Association metric for the URLs u1 to un to be scanned
– Association metric for the downloaded parent page p0.

The Association metric for URL u is denoted by AS(u) and the Association metric
for page p crawled is denoted by AS(p).
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4.3 Ordering Metric O(u)

The Ordering Metric O(u) used for reordering the URL queue in our crawler is
a composite metric defined as follows:

O(u)= b1 CI’(p) + b2 AS(u) + b3 [AS(p1) + AS(p2) + AS(p3) + .. +
AS(pn)] , piis the ith Parent page ofURLu to be crawled.Where b1, b2, b3 are real
constants to be evaluated from the results of our crawl. By varying these constants
different results may be obtained. This O(u) metric is bound to give higher effi-
ciency than all the priority algorithms as it combines both semantic and page-links
nature of the web.

4.4 Pseudo code of Our Prioritizing Algorithm:

/*
enqueue (url queue, starting url);
While (not empty (url queue))
{url = dequeue(url queue);
page = crawl page(url);
enqueue (crawled pages, (url, page));
url list = extract urls (page);
For each page p in crawled pages
If [ page p has semantic associations with the keyword w in body or in

title]
AS(p)= weighted association value
End loop
For each u in url list
enqueue (links, (url, u));
If [u not in url queue] and [(u,-) not in crawled pages]
enqueue (url queue, u);
If [url u has semantic associations with the keyword w]
AS(u)=weighted association value
CI(u)= pagerank[u]
O[u]= b1 CI(u) + b2 AS(u) + b3 [AS(p1) +AS(p2) +. . . ..+AS(pn)]

where p1,p2 . . . pn are the parent pages to this url u
reorder queue(url queue); //based on O[u] }*/

5 System Overview

– ImportanceMetricEvaluator: ImportanceMetricEvaluatormodule is the
important alteration that has been brought to the current crawling system.
This module evaluates the importance of the pages to be crawled according to
proposed Importance metric. In this module, the prioritizing algorithm based
on the proposed Importance metric – Association Metric is implemented.
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Fig. 5.1

– URL Filter: URL filter module is another new module not present in many
crawling systems. Here the importance of the page for the current URL is cal-
culated i.e. the ordering metric O(u) is calculated for the URL u based on the
Importance metric value provided for u from the Importance metric evaluator

6 Implementation of the Ontology

InThisSection the Implementationof ourOntologybasedCrawler is presentedThe
Ontology used is similar to the hierarchical directory structure of google directory.

The Ontology structure is as follows:

Fig. 6.1

The working of the algorithm devised has been discussed in this section with
Password Recovery as a start title. Our crawler based on the association metric
is to crawl web pages related to Password Recovery, a topic under network se-
curity. The ontology used here has a node for security, which comes under com-
puters as shown fig 6.1. Before crawling, the ontology tree is traversed to the node
pointing to password recovery. This forms the knowledge-path for our current
crawl.TheOntology in ourCrawler is currently based on thedomain-Computers.
It is a pure hierarchy based on the subject hierarchies for the Computers domain
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in ODP project http://www.dmoz.org//Computers The Open Directory Project
(ODP) http://www.dmoz.org has been used because as it is an open source and
has a less commercial bias. To implement this Ontology Structure, two text files
are used. The first text file Ontology.txt establishes the parent-child Relationships
i.e. “is a”, “part of” relations of the Ontology in a simple way. To get the Asso-
ciated Scores for each node in the Knowledge-Path, Score.txt is used. This text
file gives integral scores for each node based on the depth it is present in the On-
tology Structure. For Instance, Security is set 1 , which is at level 1 from the root
http://www.dmoz.org//Computers and Hackers which is a child of Security gets
the score 2 in the same way.

Security Computers Security 1
Hackers Security Hackers 2
Cryptography Hackers Cryptography 3
Password Recovery Cryptography Password Recovery 4
Fig 6.2 Illustration of Ontology.txt Fig 6.3 Illustration of Score.txt The

initial parameters for the crawler namely number of pages to be crawled,
the current topic of crawl - Password Recovery and the seed URL -
http://www.dmoz.org//Computers are set before crawler starts. The Crawl and
Stop model is followed .In this Crawler before it starts to crawl the Knowledge-
Path for the current crawl is constructed based on the Ontology stored. The On-
tology.txt is traversed to get the path for the current crawl -PasswordRecovery.
The path is thus established: Computers-Security-Hackers-Cryptography-
Password Recovery. This path decides and restricts the crawler’s path for the
current crawl. Also before the Crawling starts, the Scores for different keywords
in the Knowledge-Path are calculated using Score.txt file. The scores thus estab-
lished are as follows: Security =1, Hackers=2, Cryptography=3, Password
Recovery=4. The Crawler is ready to crawl based on this Knowledge-Path.

The seedURL is downloadedfirst - http://www.dmoz.org//Computers and the
new links are extractedandadded to thequeue.ThesenewURLsare checked for the
associations with the Knowledge-Path, if present the URL u is given the score
based on the Keyword score that was evaluated before crawling. The crawler re-
stricts to the Knowledge –Path by following this URL Path:
http://www.dmoz.org//Computers, http://www.dmoz.org/Computers/Security,
http://www.dmoz.org//Computers/Security/Hacking,
http://www.dmoz.org//Computers/Security/Hacking/Cryptography,
http://www.dmoz.org/Cmputers/Security/Hacking/Cryptography/Password

7 Experiments and Results

The various algorithms were run on this crawler and the pages were downloaded.
The crawler is written in Java. A Crawl and Stop model of crawler has been fol-
lowed. The test bed is taken as the Open Directory Project. The comparison of
various metrics is done based on the number of relevant and irrelevant pages and
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Fig. 7.1 Relevancy of Downloaded Pages Topic Wise

Fig. 7.2 Precision of Various Metrics

Fig. 7.3 Precisions of the Metrics with Association

the precision of the crawl. All these graphs establish the Associative metric has
higher precision and relevancy than other metrics.
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Fig. 7.4 Relevancies of Crawled Pages for same topic -security

8 Conclusion

The Web Crawler based on Importance-metrics developed has combined the se-
mantic and link nature of the web for crawling. The new Ordering Metric proposed
- Association metric which is based both on the semantic content of the URL u
and all its parent pages along with the importance metric sheds a new method for
prioritizing the URL queue for crawling by taking account both the semantic and
link structure of the web. This new algorithm has the ability to solve the major
problem of crawling relevant pages. This novel idea of bringing the ontology na-
ture to the URL has never been explored so far. This proof-of-concept web crawler
based on Importance-metrics has been developed successfully. This novel work is
bound to bring a new dimension to the existing IR systems like search engine where
crawling is purely based on the link structure of the web and keyword matching.
The encouraging results shown by this crawler makes it more adept in the area of
Focused Crawling. By making this crawler distributed, bringing in more relation-
ships in the reference Ontology and updating the Ontology dynamically, it can be
scaled to a powerful, generic web crawler. The scalability advantage for this crawler
is bound to revolutionize the current crawling systems and the search engine archi-
tecture of having large storage structures. This crawler is a new leaf in the semantic
web concept.
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Abstract. An important aspect of scheduling data mining applications
on Grid is the ability to accurately determine estimation of task com-
pletion time. In this paper, we present a holistic approach to estimation
that uses rough sets theory to determine a similarity template and then
compute a runtime estimate using identified similar task. The approach
is based on frequencies of attributes appeared in discernibility matrix.
Experimental result validates our hypothesis that rough sets provide an
intuitively sound solution to the problem of scheduling tasks in Grid
environment.

1 Introduction

A key aspect of scheduling data mining applications on Knowledge Grid [1]
is the ability to accurately estimate their computation times. Such techniques
can improve the performance of scheduling algorithms. For example, the Knowl-
edge Grid provides a specialized broker of Grid resources for PDKD computa-
tions: given a user request for performing a Data Mining analysis, the broker
takes allocation and scheduling decisions, and builds the execution plan, es-
tablishing the sequence of actions that have to be performed in order to pre-
pare execution, actually execute the task, and return the results to the user.
The execution plan has to satisfy given requirements and constraints. Once
the execution plan is built, it is passed to the Grid Resource Management
service for execution. Clearly, many different execution plans can be devised,
and the RAEM service has to choose the one which maximizes or minimizes
some metrics of interest. In its decision making process, this service has to ac-
curately estimating applications computation times so as to improve the per-
formance of scheduling algorithms.

Application runtime prediction algorithms operate on the principle that ap-
plications with similar characteristics have similar runtimes. Thus, we maintain
a history of applications that have executed along with their respective runtimes.
To estimate a given application’s runtime, we identify similar applications in the
history and then compute a statistical estimate of their runtimes. We use this as
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the predicted runtime. The fundamental problem with this approach is the defi-
nition of similarity; diverse views exist on the criteria that make two applications
similar. For instance, we can say that two applications are similar because the
same user on the same machine submitted them or because they have the same
application name and are required to operate on the same size data. Thus, we
must develop techniques that can effectively identify similar applications. Such
techniques must be able to accurately choose applications’ attributes that best
determine similarity. Having identified a similarity template, the next step is to
estimate the applications’ runtime based on previous, similar applications. We
can use statistical mean measures [2] to compute the prediction.

In order to accurately estimate the computation times of applications for im-
proving the performance of scheduling algorithms, we propose to include in the
Knowledge Grid service dynamic information about actual status of the Grid,
the location of data sources, and the applications’ attributes over specific data
sources and so on. This information can be added as additional meta data as-
sociated with datasets, and collected by monitoring previous runs of the various
software components on the specific datasets.

In this paper, we present a holistic approach to estimation that uses rough
sets theory to determine a similarity template and then compute a runtime
estimate using identified similar applications. We tested the technique on Grid-
like. The rest of this paper is organised as follows: In section 2 we discuss the
suitability of rough sets for identifying similarity templates to predict application
run times. In section 3 we present our reduct algorithm and application runtime
estimation algorithm. In section 4 we present some preliminary experimental
results. Finally, in section 5 conclude this paper.

2 Rough Set Based Computation Times Estimation

Rough sets theory as a mathematical tool to deal with uncertainty in data pro-
vides us with a sound theoretical basis to determine the properties that define
similarity. The history represents an information system in which the objects
are the previous applications whose runtimes and other properties have been
recorded. The attributes in the information system are these applications’ prop-
erties. The decision attribute is the application runtime, and the other recorded
properties constitute the condition attributes. This history model intuitively fa-
cilitates reasoning about the recorded properties so as to identify the dependency
between the recorded attributes and the runtime. Thus, we can concretize sim-
ilarity in terms of the condition attributes that are relevant and significant in
determining the runtime. Thus, the set of attributes that have a strong depen-
dency relation with the runtime can form a good similarity template. Rough
sets operate entirely on the basis of the data that is available in the history and
require no external additional information. Having cast the problem of applica-
tion runtime as a rough information system, we can examine the fundamental
concepts that are applicable in determining the similarity template.
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The objective of similarity templates in application runtime estimation is to
identify a set of characteristics on the basis of which we can compare applica-
tions. We could try identical matching, i.e. if n characteristics are recorded in
the history, two applications are similar if they are identical with respect to all n
properties. However, this considerably limits our ability to find similar applica-
tions because not all recorded properties are necessarily relevant in determining
the runtime. Such an approach could also lead to errors, as applications that
have important similarities might be considered dissimilar even if they differed
in a characteristic that had little bearing on the runtime.

A reduct consists of the minimal set of condition attributes that have the
same discerning power as the entire information system. A similarity template
should consist of the most important set of attributes that determine the runtime
without any superfluous attributes. In other words, the similarity template is
equivalent to a reduct that includes the most significant attributes. Finding a
reduct is similar to feature selection problem. All reducts of a dataset can be
found by constructing a kind of discernibility function from the dataset and
simplifying it. Unfortunately, it has been shown that finding minimal reduct or
all reducts are both NP-hard problems. Some heuristics algorithms have been
proposed. Hu gives an algorithm using significance of attribute as heuristics [3].
Some algorithms using genetic algorithm are also proposed. Starzyk use strong
equivalence to simplify discernibility function [4]. However, there are no universal
solutions. It’s still an open problem in rough set theory.

Rough sets theory has highly suitable and appropriate constructs for identify-
ing the properties that best define similarity for estimating application runtime.
A similarity template must include attributes that significantly affect the run-
time and eliminate those that don’t. This ensures that the criteria with which
we compare applications for similarity have a significant bearing on determin-
ing runtime. Consequently, applications that have the same characteristics with
respect to these criteria will have similar runtimes. In this paper, we propose
a simple but useful heuristic reduct algorithm using discernibility matrix. The
algorithm is based on frequencies of attributes appeared in discernibility matrix.

3 Heuristic Reduct Algorithm and Application Runtime
Estimation Algorithm

In this section, we present the reduct algorithm and application runtime esti-
mation algorithm.Detail description of the rough set theory can be found in [5].

3.1 Heuristic Reduct Algorithm

The heuristic comes from the fact that intersection of a reduct and every items
of discernibility matrix can not be empty. If there are any empty intersections
between some item where cij with some reduct, object i and object j would be
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indiscernible to the reduct. And this contradicts the definition that reduct is the
minimal attribute set discerning all objects.

In order to find reduct, a simple yet powerful method is to sort the discerni-
bility matrix according to |cij |. As we know, if there is only one element in cij ,
it must be a member of the reduct. We can image that attributes in shorter and
frequent |cij | contribute more classification power to the reduct. After sorting,
we can first pick up more powerful attributes and more likely get optimal reduct.

The sort procedure is like this. First, all the same entries in the discernibility
matrix are merged and their frequency is recorded. Then the matrix is sorted
according to the length of every entry. If two entries have the same length, more
frequent entry takes precedence.

When generating the discernibility matrix, the frequency of every individual
attribute is also counted for later use. The frequencies are used in helping picking
up attribute when it is needed to pick up one attribute from some entry to insert
into the reduct. The idea is that a more frequent attribute is more likely to be
a member of the reduct. The counting process is weighted. Similarly, attributes
appeared in shorter entry get higher weight. When a new entry c is computed, the
frequency of the corresponding attribute f(a) is updated as f(a) = f(a)+|A|/|c|,
for every a ∈ c; where |A| is total attribute of information system.

Fig. 1 is a heuristic reduct algorithm written in pseudo-code. In line 2, when
a new entry c of M is computed, count(ai) is updated. count(ai) := count(ai)+
n/|c| for every ai ∈ |c|. In line 3, the same entries are merged and M is sorted
according to the length and frequency of every entry. Line 4-9 traverses M and
generates the reduct.

Input: an information system (U, A ∪ {d}), where A = ∪ai, i = 1, · · ·, n.
Output: a reduct Red.
01. Red = Φ, count(ai) = 0, for i = 1, · · ·, n;
02. Generate discernibility matrix M and count frequency of every attribute count(ai);
03. Merge and sort discernibility matrix M ;
04. For every entry m in M do
05. If (m ∩ Red == Φ)
06. select attribute a with maximal count(a) in m
07. Red = Red

⋃{a}
08. Endif
09. EndFor
10. Return Red

Fig. 1. Heuristic Reduct Algorithm

3.2 Application Runtime Estimation Algorithm

Let’s now look at the estimation algorithm as a whole. Its input is a history
record of application characteristics collected over time, specifically including
actual recorded runtimes, and a task T with known parameters whose runtime
we wish to estimate. Fig. 2 offers a formal view of the estimation algorithm. As
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we explained previously, the entire process of identifying similarity templates and
matching tasks to similar tasks is based on rough sets theory, thereby providing
an appropriate solution with a strong mathematical underpinning.

Input: History of tasks=H, Current task for which the runtime has to be estimated=T .
Output: Estimated runtime EST .
1. Partition H such that the runtime is the decision attribute and all the other recorded
characteristics are the condition attributes.
2. Apply the rough set algorithm to the history and generate a similarity template ST .
3. Let HT = H + T , where H and T are union compatible.
4. Compute equivalence classes of HT with respect to ST .
5. Identify the equivalence class EQT to which T belongs.
6. Compute the mean of the recorded runtimes EST in H for all objects in EQT .

Fig. 2. Application Runtime Estimation Algorithm

4 Rough Set Based Tasks Scheduling and Some
Preliminary Results

We adopted the MCT(Minimum Completion Time)[6]+rough set approach to
validate that our hypothesis is feasible and efficient. The mapper does not con-
sider node multitasking, and is responsible for choosing the schedule for compu-
tations involved in the execution of a given task, but also of starting tasks and
checking their completion. The MCT mapping heuristics is very simple. Each
time a task is submitted, the mapper evaluates the expected ready time of each
machine. The expected ready time is an estimate of the ready time, the earliest
time a given resource is ready after the execution of jobs previously assigned to
it. Such estimate is based on both estimated and actual execution times of all
the tasks that have been assigned to the resource in the past. To update resource
ready times, when computations involved in the execution of a task complete, a
report is sent to the mapper. The mapper then evaluate all possible execution
plans for other task and chooses the one that reduce the completion time of the
task. To evaluate our MCT scheduler that exploits rough set as a technique for
performance prediction, we designed a simulation framework that allowed us to
compare our approach with a Blind mapping strategy, which does not base its
decisions on performance predictions at all. Since the blind strategy is unaware
of predicted runtime, so it scheduled tasks according the principle of FCFS (first
come first serve).

The simulated environment is composed of fifteen machines installed with
GT3. Those machines have different physical configurations, operating systems
and bandwidth of network. We used histories with 500 records as the condition
attributes for estimation applications runtime. Data Ming tasks to be scheduled
arrive in a burst, according to an exponential distribution, and have random
execution costs. Datasets are all of medium size, and are randomly located on
those machines. Fig. 3 shows the improvements in makespans obtained by our
technique over the blind one when the percentage of heavy tasks is varied.



Rough Set Based Data Mining Tasks Scheduling on Knowledge Grid 155

 

Fig. 3. Preliminary Experimental Results

5 Conclusion

Accurately estimating the computation times of applications is a key component
of successful scheduling. The rough set theory provides a formal framework for
data mining. It has several favorite features such as representing knowledge in a
clear mathematical manner, deriving rules only from facts present in data and
reducing information systems to its simplest form, etc. Our experiments showed
that a rough sets based approach has good results for scheduling tasks in a
grid environment. Such technique can improve the performance of scheduling
algorithms and help estimate queue times.
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Abstract. We envision that an application or service of the evolving
web is emerged from a collection of distributed and autonomous web
entities. These entities follows a single set of behavior rules (e.g. migra-
tion, reproduction, and death) and implements a functional component
related to its web service. To better understand the effect of migration
behaviors on service emergence, we establish a mathematical model for
the global migration behavior of web entities. By analyzing the model,
we bring to light that some interesting properties of stable distribution
of web entities. We also find out the relation between the migration rates
and the number of web entities in the stable distribution. These conclu-
sions provide us with an effective measure to improve the global quality
of emergent services. The study in this paper also benefits the future
deployment of an Internet-scale agent system that holds thousands of
agents, hosts, and migratory movements of agents.

1 Introduction

The web, once solely a repository for text and images, is evolving into a world-
wide integrated platform for computing, data storage, communication, enter-
tainment, e-business, and so on [1]. The applications of the evolving web are
expected to be autonomous, self-evolutionary, and adaptable to dynamic web
environments. Such a web application can be looked upon as a dynamic service
integrator, which knits a number of initially distinct web entities into a complex
service bundle for offering a new service.

In our previous work [2, 3], we have applied some principles and mech-
anisms of biological systems (such as ecosystems and immune systems) to
build the bio-network architecture and a novel middleware platform. The plat-
form achieves built-in mechanisms to support desired requirements such as
self-organization, adaptability, and self-evolution of complex web applications
and services. We believe that the solution can provide the evolving web with
the abilities to cope with its complexity including scalability, robustness and
inherently adaptability.

P.S. Szczepaniak et al. (Eds.): AWIC 2005, LNAI 3528, pp. 156–162, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In the bio-network architecture, a web application or service can emerge from
a collection of distributed and autonomous web entities (mobile agent) that like
the creatures living in a large biological system. We call these web entities as bio-
entities. Each bio-entity follows a simple set of behavior rules (e.g. migration,
reproduction, mutation, and death) and implements a functional component
related to its web service. These bio-entities can interact with each other to
provide a useful service. We have introduced credit mechanism (which plays a
role as that currency does in economy or energy does in ecology) to control and
manage the behaviors of a bio-entity [2, 3].

To better design behavior rules of the bio-entities to emerge a desired appli-
cation or service, it is necessary to study the effect of bio-entity behaviors from
a global and macro aspect. Moreover, in the near future, Internet-scale agent
systems will appear with vast numbers of agents that communicate, manipulate
objects, and move across machines [4]. To aim at tackling these aspects, some
exploring researches have been done, such as to solve agent migration between
non-identical platforms [5]. However, to deal with an agent system that is geo-
graphically dispersed across a wide-area network, it is also a beneficial work to
study the macro dynamic distribution of mobile entities between locations.

In this paper, we establish a mathematical model to discuss the global sta-
bility mainly affected by migration behavior of the bio-entities, and analyze the
relation between bio-entity migration rates and global distribution of the bio-
entities. The rest of this paper is organized as follows. Section 2 gives out a
brief overview of the bio-network architecture. In Section 3, after proposing the
global migration model, we also give out the model analysis from two aspects: (1)
the global stable distribution of the bio-entities and (2) the effect of bio-entity
migration rates on global stability. Finally, this paper concludes our efforts.

2 The Bio-network Architecture

From the top down, the layered bio-network architecture includes Bio-entity Sur-
vivable Environment, Bio-network Core Services, Bio-network Low-level Func-
tional Modules, Java Virtual Machine, and a heterogeneous distributed system
established in a network node for deploying wide-area web applications.

(1) Bio-network Survivable Environment layer is runtime environment for
deploying and executing the bio-entities. Technically, such a bio-entity is a com-
bination of a Java object, an execution thread, a remote interface for a net-
work communication, and a self-description. (2) The Bio-network Core Service
layer provides a set of general-purpose runtime services that are frequently used
by bio-entities. They include naming service, community niche sensing service,
bio-entity migration service, evolution state management service, credit-driven
control service, and so on. These services alleviate the bio-entities from low-level
operations and also allow the bio-entities to be lightweight by separating them
from routine work. (3) In Bio-network Low-level Functional Modules layer, lo-
cal resource management modules manage resources of networks and systems.
The ideal situation would place a bio-network platform on every device as a
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network node. Bio-network Low-level Functional Modules are just a bridge to
maintain access to local resources. However, the bio-network platforms require
a fair amount of common resources such as CPU power and memory, so they
currently run on desktop-sized computers or more advanced computers.

Some nodes can form a community niche that refers to a logically defined
area where the bio-entities can learn from their surrounding environment. A bio-
entity may sense which bio-entities are in the community niche, what services
they perform, and which resources it can access. This helps a bio-entity create
a new application or join an existing community. Physical proximity among
network nodes is used to define a community niche in this paper.

The bio-network platform provides the Bio-entity Migration Service, which
implements the functionalities necessary to support the migration behavior of
the bio-entities. The migration behavior involves determining where and when to
migrate by considering the cost/benefit tradeoff of migrating towards an adjacent
community niche. The migration will be used to find useful partner bio-entities,
near the source of service requests, and acquire new relationships.

3 The Global Migration Model of Bio-entities and Its
Stability Analysis

3.1 The Global Migration Model

In this paper, we study the bio-entities that provide the same or similar type of
service. These bio-entities are distributed in different community niches. Assume
that the total number of community niches is n, the initial time is t0, and
the time interval is Δt. At tk time, the number of bio-entities in Niche i is
xi(tk), where tk = t0 + k · Δt, i = 1, 2, . . . , n and k = 0, 1, 2 . . .. Thus, X(tk) =
[x1(tk), x2(tk), . . . , xn(tk)] is called as community niche distribution vector for
the number of bio-entities at tk time.

In the bio-network architecture, to deal with the users’ requests effectively,
an excellent bio-entity can be copied through the replication behavior or a child
bio-entity can be produced by two parent bio-entities through the reproduction
behavior. In addition, bio-entities may die because of old age or lack of credit
value. If they have enough credit units, they will exist longer and even produce
a new bio-entity to provide satisfying services. On the contrary, the bio-entities
who own few credit units will die quickly. The users’ requests in each community
niche are relatively unvarying. So, the bio-entities in the same community niche
have the same birth rate and death rate. Assume that the birth rate and the
death rate of bio-entities in Niche i are respectively bi and di. So, in Niche i, the
natural increase rate ci = bi − di(i = 1, 2, . . . , n). When the service requests are
sufficient, the bio-entities will keep active and ci will not be less than 0. Due to
the difference of community niches, such as the number of service requests, the
bio-entities in different community niches have different natural increase rate.

We assume the migration rate from Niche i to Niche j is mij(0 ≤ mij ≤ 1).
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When i = j, mij stands for the stay rate. Obvious, we have
n∑

j=1

mij = 1.

Thus, at tk+1 time, the number of bio-entities in Niche i can be expressed as
follows:

xi(tk+1) = (1 + c1)m1ix1(tk) + (1 + c2)m2ix2(tk) + . . . (1 + cn)mnixn(tk) (1)

where i = 1, 2, . . . , n and k = 0, 1, 2 . . .. The community niche distribution vector
for the number of bio-entities at tk+1 time is

X(tk+1) = [x1(tk+1), x2(tk+1), . . . , xn(tk+1)] (2)

From Equation (1) and (2), we can obtain

X(tk+1) = L · X(tk) (3)

where L = [(1 + cj)mji]n×n (j = 1, 2, . . . , n, cj ≥ 0 and mji > 0).
We can iterate Equation (3) and obtain X(tk+1) = L·X(tk) = L2 ·X(tk−1) =

. . . = Lk+1 · X(t0)), namely,
X(tk) = Lk · X(t0) (4)

where X(t0) is the initial community niche distribution vector.
In real deployment, the migration modes of the bio-entities, the network

topologies, and the distribution of service requests are diversified, so we attempt
to propose a general model from a global and macro aspect to study the distri-
bution of the bio-entities. In the next section, we will discuss the Equation (4)
for obtaining interesting results.

3.2 Global Stable Distribution of the Bio-entities

In Equation (4), L ∈ �n×n is a nonnegative matrix whenever each (1+ cj)mji ≥
0(each cj ≥ 0 and mji ≥ 0 ). According to Ferron-Frobenius Theory of Nonneg-
ative Matrices [6], there exists a unique positive eigenvalue λ1 with the corre-
sponding eigenvector ξ1 = (α1, α2, . . . , αn)T in Equation (4). In addition, λ1 has
the greatest absolute value of any other eigenvalue (real or complex).

Suppose that n distinct eigenvalues of L are λ1, λ2, . . . , λn and their corre-
sponding eigenvectors are ξ1, ξ2, . . . , ξn . Let P = (ξ1, ξ2, . . . , ξn), because the
columns of P are independent, P is invertible and we can diagonalize L as
L = Pdiag(λ1, λ2, . . . , λn)P−1. Thus, 1

λk
1
X(tk) = 1

λk
1
Lk · X(t0)

= 1
λk

1
Pdiag(λk

1 , λk
2 , . . . , λk

n)P−1X(t0) and then we obtain the following equation:

1
λk

1

X(tk) = Pdiag(1,
λk

2

λk
1

, . . . ,
λk

n

λk
1

)P−1X(t0) (5)

Due to λ1 > |λ2| ≥ |λ3| ≥ . . . |λn|, lim
k→∞

( λi

λ1
) = 0 (i = 2, 3, . . . , n). So,

from Equation (5), we can obtain lim
k→∞

1
λ1

X(tk) = Pdiag(1, 0, . . . , 0)P−1X(t0)

= (ξ1, ξ2, . . . , ξn)diag(1, 0, . . . , 0)P−1X(t0). We define the vector P−1X(t0) to
be P−1X(t0) = (e, ∗, . . . , ∗). Inserting this result in the above equation,
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lim
k→∞

1
λ1

X(tk) = (ξ1, ξ2, . . . , ξn)diag(1, 0, . . . , 0)(e, ∗, . . . , ∗) (6)

where e is a constant. When tk is great enough, Equation (6) is expressed as:

X(tk) ≈ λk
1eξ1 (7)

or

X(tk) ≈ λ1X(tk−1) (8)

From Equation (7) and (8), we can come to some interesting conclusions:

(i) With the increase of time, the community niche distribution for the num-
ber of bio-entities X(tk) tends to a stable status. Its stable distribution vector
is ξ1 = (α1, α2, . . . , αn)T .

(ii) With the increase of time, the total increase rate for the number of bio-
entities at the time is also tends to a stable status. The limitation of total increase
rate is (λ1 − 1). When the eigenvalue λ1 > 1, the total number of bio-entities
increase. When λ1 = 1, the total number of bio-entities does not vary. When
λ1 < 1, the total number of bio-entities decrease.

(iii) Being standardized, each sub-vector of ξ1 can act as a measurement,
standing for the attraction of each community niche to an individual bio-entity.

(iv) If c1 = c2 = . . . = cn = c, i.e., the variation of the number of bio-entities
is the same in each community niche, thus, L = [(1 + cj)mji]n×n = (1 + c)M

(where M = (mji)n×n). Due to 0 ≤ mij ≤ 1 and
n∑

j=1

mij = 1, it is easy to prove

that the greatest eigenvalue of M is 1. So, greatest eigenvalue of L is 1 + c, that
is, λ1 = 1+c. At this time, with the increase of time, the variation of the number
of the bio-entities is a constant c. It is also the meaning of natural increase rate.

3.3 Effect of Bio-entity Migration Rates on Global Stability

If the migration rate mfi ≥ mfj(f = 1, 2, . . . , n), there exists xi(tk+1) =
n∑

f=1

(1+

cf )mfixf (tk) ≥
n∑

f=1

(1 + cf )mfjxf (tk) = xj(tk+1).

According to Conclusion (i), when tk → ∞, X(tk) tends to a stable distribu-
tion ξ1 = (α1, α2, . . . , αn). So, there exists αi > αj .

Thus, we arrive to the following conclusion:
(v) If the bio-entity migration rate to a community niche is greater, the num-

ber of bio-entities in this community niche is greater in the stable distribution.
Besides, from Equation (1) and (2), the sum of bio-entities in all community

niches at tk+1 time S(tk+1) =
n∑

i=1

xi(tk+1)

=
n∑

i=1

(
n∑

f=1

(1 + cf )mfixf (tk)) =
n∑

f=1

[(1 + cf )(
n∑

i=1

mfi)xf (tk)] (9)
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Because
n∑

i=1

mfi = 1, Equation (9) can be expressed as

S(tk+1) =
n∑

f=1

(1 + cf )xf (tk) (10)

Equation (10) demonstrates that,
(vi) during Δt, the variation of the number of global bio-entities is composed

of each variation of the number of bio-entities in each community niche.
According Conclusion (v) and (vi), increasing the bio-entity migration rate

to a beneficial community niche (with greater natural increase rate ci) can make
the sum of bio-entities in all community niches S(tk) greater.

4 Conclusions

We build a mathematical model for the global migration behavior of web enti-
ties. By analyzing the model, we bring to light that the total increase rate and
the distribution for the number of bio-entities will finally reach a stable status.
Some interesting properties of global stable distribution for the bio-entities are
also revealed. We also find out the relation between the migration rates and the
number of bio-entities in the stable distribution. The conclusion that increas-
ing the migration rate to a beneficial community niche helps increase the total
number of bio-entities, can provide us with an effective measure to improve the
global quality of services. The study presented in this paper not only favors the
design of composite application in the bio-network architecture, but also benefits
the future deployment of an Internet-scale agent system that holds thousands of
agents, hosts, and migratory movements of agents.
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Abstract. Data privacy becomes more and more important in data
mining models designing. The concept of privacy preserving when per-
forming data mining in distributed environment assumes that none of
the databases shares its private data with the others. In our paper we
analyze efficiency of two algorithms of privacy association rule mining
in distributed data base. The algorithms are: HPSU (Horizontal Parti-
tioning Secure Union) using horizontally partitioned database and VPSI
(Vertical Partitioning Secure Intersection) using vertically partitioned
database. To protect private data, HPSU uses secure union, and VPSI
uses secure intersection. We implemented a system automatically per-
forming analyses of these two algorithms using the same data. We point
out possibilities of modifying the algorithms and discus the impact of
these modifi-cations on the data privacy level.

1 Introdution

Nowadays every corporation uses knowledge hidden in its huge databases [6].
The quality of analyzed data has a big impact on the results. The better quality
of analyzed data the better benefit gained. However, the data collected in a
single database describes only part of the entire business process. In most cases
the company collaborates with other companies. The databases of these firms
contain data related to the company. The best known example is the Ford and
Firestone case [3]. The issue was that in some cars the tires cracked at high
speed. Neither company pleaded guilty; the solution assuming sharing private
data was not accepted.

The solution in such cases is to conduct the privacy preserving data mining
process. The implemented algorithms, partially designed by us and basing on
the FDM algorithm [4], discover association rules in a distributed database of
transactions and preserve private data leakage.

These algorithms are applicable for web mining, where a customer can be
much better identified by many internet companies than in real world. With
these algorithms, internet sellers and web searching companies are able to make
much better forecast of the customer’s behavior, without disclosing private data.
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2 Association Rule Mining

An association rule is an expression A ⇒ B , where A and B are itemsets.
The support of the itemset is the percent of transactions in DB that contain the
itemset. The support of the association rule is the support of the (A∪B) itemset.
The confidence of the association rule is equal to a conditional probability σ(A∪
B)/σA. The association rule is strong when its support exceeds the minimal
support threshold, and is confident, when its confidence exceeds the minimal
confidence threshold.

3 Hiding Data Methods

Commutative encryption [1] - Both algorithms use encryption and decryption
of item-sets. Additionally, VPSI uses encryption of tid-lists. These operations
are handled by Pohlig-Hellman’s encryption algorithm. The crucial feature of
the algorithm is the commutation which assures that the result does not depend
on the order of encryption or decryption: D1D2E1E2(x) = x, where En is the
encryption by the site n, a Dn is the decryption by the site n.

3.1 Secure Sum

The goal of this method [2] is to securely calculate the following expression:

S =
∑l

i=1
xi

where l is a number of the sites, xi is the value of a site i. If none of xi is revealed
to the other sites, the data privacy is preserved.

3.2 Secure Union

The goal of this method is to securely calculate an union of sets:

U =
⋃l

i=1
zi

where l is a number of the sites, zi is the set of the a site i. If none of zi is revealed
to the other sites, the data privacy is preserved. Furthermore, the number of sites
containing particular unencrypted item is hidden.

3.3 Secure Intersection

This method, like previous ones, bases on circuit computation. It securely com-
putes the size of the intersection of sets, but unlike secure union, it uses only
encryption. The goal is to calculate the following expression:

C =
∣∣∣∣⋂l

i=1
zi

∣∣∣∣
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where l is a number of the sites, zi is the set of the a site i. If none of zi is
revealed to the other sites, the data privacy is sustained.

4 HPSU Algorithm

The HPSU (Horizontal Partitioning Secure Union) [1] discovers association rules
in horizontally partitioned database of transactions, with secure union of item-
sets. All globally large itemsets are discovered and all strong and confident as-
sociation rules are evaluated. The algorithm uses the bottom − up method to
form sets of candidates in each iteration, starting from 1-itemsets. In the next
iterations, Apriori property [5] is used to prune not large itemsets in early phase.
Instead of exact support and exact confidence, the algorithm determines if the
value exceeds the threshold or not.

5 VPSI Algorithm

The VPSI (Vertical Partitioning Secure Intersection) uses vertically partitioned
database and secure set intersection. Like HPSU, the VPSI discovers all frequent
itemsets and all strong and confident association rules. It also uses Apriori prop-
erty and the bottom − up method to form candidates. In opposite to the HPSU,
algorithm, the VPSI computes the exact support of the itemsets and the exact
confidence of the association rules. It uses secure intersection of lists of transac-
tions in order to compute the count of the itemset.

6 Tests

In our tests we used four PC servers. Each server ran an Oracle database. The
machines were connected by the 100MB/s Ethernet network. The configuration
of each server was as follows: Windows XP, Oracle 10i, 512Mb RAM, Athlon XP
2000+.

Our goal was to measure the execution time and the amount of transferred
data dur-ing the execution. Four databases of transactions were used; each con-
taining the following number of transactions: 300k, 600k, 900k, 1200k. Each
transaction contained at most 30 items.

Figures 1 and 2 present the execution times of both algorithms in function
of a minimal support. The times are roughly proportional to the number of
transitions, hence the algorithms are scalable with respect to the number of
transactions. As shown in the graphs, the execution time of the HPSU algorithm
is much greater than the execution time of the VPSI algorithm. The reason is
the necessity of transferring tid-lists in the VPSI. The big amount of transferred
data is not an issue though. The most time consuming operations are tid-lists
generation from the databases, tid-lists encryption and tid-lists intersection.
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Figure 3 presents the impact of the data balancing on the HPSU algorithm
execution time. The time increases with the standard variation. The estimation
of the standard variation is based on the number of transactions in the particular
nodes. The time increase is a result of the synchronization in the algorithm.
Some operations can not be started until the previous operation was finished in
all nodes. If the execution time of the previous operation strongly depends on
the number of transactions, the slowest node delays the next operation.

Figure 4 presents the impact of the data balancing on the VPSI algorithm
execution time. In this case the estimation of the standard variation is based on
the number of items in particular nodes. The total execution time decreases as
the stan-dard variation increases. The number of itemsets, created from the items
located in one site, increases with the standard variation. For these itemsets, it
is not need to compute the support with secure set intersection. The support is
estimated locally in one node only. Hence the execution time decreases.

Figure 5 presents the amount of transferred data of HPSU. The value does not
depend on the number of transactions. It depends only on the number of analyzed
sets, because only objects of itemsets are transferred. In VPSI, figure 6, the total
amount of transferred data strongly depends on the number of transactions. He
reason is the need of sending transaction object, for each transaction, in process
of global support evaluation. This is the main drawback of VPSI. As in case of
execution time, HPSU outperforms VPSI with respect to amount of transferred
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data. The amount of data transferred in the VPSI algorithm is much greater
than in the HPSU algorithm. Although, such a big amount of data doesn’t have
a significant impact on the algorithm efficiency.

7 Conclusions, Modifications and Open Problems

The user may not use some data privacy preserving methods in order to improve
the efficiency.

The method using non-itemsets is rather time-consuming when there is a lot
of items. This tradeoff improves the execution of the encryption and decryption.
But it is important to notice that execution time of performing encryption and
decryption is shorter than the time of local pruning. The bigger profit can be
gained in the VPSI case. The algorithm extends the generated tid-lists to ran-
domly chosen size from the range of the actual size to the number of transactions.
When the itemsets have gener-ally low support, the execution time can strongly
increase.

Another optimization of the VPSI algorithm is an early detection of not large
item-sets. The operation of secure set intersection is partitioned. The entire
transaction list is divided into hunks. Each partition of tids is processed as
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described in the paper. It’s possible to detect early that the itemset will not be a
globally large itemset. The profit depends on the minimum support parameter.
For instance, the execution time would be decreased approximately by half for
the minimum support of 50.

The HPSU algorithm was proved to be more efficient than the VPSI algo-
rithm with respect to the execution time and the amount of transferred data.
Unfortunately, the algorithms depend on data partitioning. The main advantages
are the scalability with respect to the number of transactions and the number
of globally large itemsets. The algorithms work with any number of sites. The
VPSI algorithm outperforms the HPSU algorithm in terms of estimation of the
exact support of an itemset and exact confi-dence of a given association rule.

Although the algorithms are scalable and they are applicable for analyses on
very large databases, there is a lot of unsolved problems. The most important
concerns adapting the algorithms to the other secure computation models. The
current considered model assumes there is no collusion and every site provides
correct input data and follows the protocol consequently. The other algorithms
consider input data replacement, collusion or protocol interruption.
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Abstract. This paper presents an idea of collecting and then processing
a differential data obtained from heterogeneous systems via OpenDAP.
Special attention was concentrated on case when obtained data, if col-
lected into consolided, one big set becomes an incomplete dataset (e.g.
because of absention of some data in particular asked database) - in such
case application of neural networks for processing was proposed. In this
paper a basic information about Data Access Protocol are presented too.

1 Introduction

Nowadays there is no problem with access to information - the main problem is
even not to find them - a problem is to filter it, because in response to our query
to the search engine we get links to many websites of specialized institutions, but
to web pages of ordinary users, too. Solving problems with excessive information
can be distinguished into two main trends. One is working out new algorithms
and methods of classification, grouping, searching and filtering information. The
second one refers to different kinds of utilization existing network infrastructure
through developing new methods, exchanging and sharing distributed in the net-
work information with taking advantage of existing mechanisms - protocols and
known and friendly to users frontends. Almost all of today used databases are well
specified and developed. There are clear methods and rules of using them, spe-
cial languages to define a query (e.g. SQL). All those tools are effective when data
are stored in one physical place, e.g. on one machine, or on several machines but
connected together, e.g. arrays or cluster of servers. In many sciences, information
about objects of studies are stored in many small, local institute’s databases. It is
clear that to carry out deep examination, as many as possible information about
an object or structure will be desired. It can be done in a situation when insti-
tutes and universities will be able to gain access to the other institutes database.
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In the past years, when network was not so wide-spread, all institutions have been
making databases for its own use, with his own solution. Assortment of offerable
and available solution as a database engines, as well as operating systems was
the reason for such heterogeneous environment, too. All of that make problems
of interoperating among all already made databases ”a little” complex.

2 Background and Motivation

As a computer scientist, we had been asked for advice for accessing many
databases in one turn, and then, when the suitable data were retrieved, how to
make them in a form of one, useful set of data - with minimal human effort. The
considered problems were: to gain data form different meteorogical stations, and
basing on them forecasting of heavy rains which can cause a landslides which
can be dangerous to people. The second one was similar to the previous one,
but system should gain data from geophysical stations and helps to forecast
earthquakes. The third and fourth differ from previous ones: at present there
are many researches carried out in problem on decode the human genome. The
forth is about collection of different kinds of images, especially images that are
from tomography, RTG, NMR [7]. In such case there is a need to freely search
and access classified with specified diseases images. All those problems can be
reduced to one situation shown in Fig. 1. Usually every client computer can use
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MySQL Client  3

Database  1
Windows 2003

MsSQL

Client  1

Database  2 
( Other )

Client  2
Database  4

Solaris
ORACLE

Client  4

Location 1 – North Americs Location 2 –  Europe

Location 4 – AsiaLocation 3-  Australia

Fig. 1. Generalization of all problems - schema

only database of its own, but does not have access to other resources on other
locations. The key is that we have heterogeneous environment physically con-
nected via WAN (Internet). The submitted problems make us to start thinking
how to solve them. The first two systems should automatically and continuously
gain data from measuring points in different locations, process them and - when
special conditions appear - to generate something alike alarm - to the appropri-
ate man on duty, which then should examine the situation in more details. The
advantage of that solution is that computer can continuously analyze data in
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that same way, with the same precision 24 hours a day, for the whole years. It
should work as a kind of decision support system, but it should be a self-learning
system and should have the ability to generalize data, moreover - it should work
in the realtime. These two problems required us to think about both transfer-
ring and exchanging data, and a problem of processing them later. The third
and fourth problem requires different approach - here, the only problem was to
solve interoperation among databases.

3 Data Access Protocol

First of all we start to investigate what have been done in distributed data
or database systems fields. We found an OpenDAP project [1]. OpenDAP is
a framework for scientific data networking and provides free software, which
makes possible retrieving data from remote databases regardless of local storage
format. It allows to make your data accessible to other scientists too. A tool for
transforming existing applications into OpenDAP clients is also provided. In this
project a DAP (Data Access Protocol), which specification [3] was published as
RFC (with category of proposed community standard) was used. DAP is a data
transmission protocol which was specifically designed for transferring a science
data (both C++ and Java implementation of DAP are available). This protocol
has been used by DODS (Distributed Oceanographic Data System a part of
National Virtual Ocean Data System [2]) since 1995 and from this time was
suited to the other fields in Earth Sciences. DAP was developed in such a way to
hide the implementation details in database systems in different organizations -
this should allow clients to be free from taking into consideration of what data are
stored and where they are stored, regardless of the format and type of database
- and of the size of the database. The only (may be difficult to someone) thing
to do to provide exchanging data using DAP is the necessity of installing and
configuring special programs, a kind of service - DAP server and DAP client,
because this protocol corresponds to HTTP and MIME standard and works with
”client-server” method: client makes request of the server, server responds with
some information. Both requests and responses are send via HTTP, so DAP is
a stateless protocol, as a HTTP is. Requests and responses used by DAP are
outlined in Table 1. However, the server may support additional request-response
pairs, and may provide additional functions considered useful for clients. Data
representation may be one of the following type [3]:

– Atomic variable:
• Integer : Byte, Int16, UInt16, Int32, UInt32;
• Floating Point : Float32, Float64;
• String : String, URL;

– Constructor Variable:
• Array;
• Structure;
• Grid;
• Sequence.
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Table 1. Requests and responses used by DAP [3]

Request Response

DDS DDS or Error - Dataset Description Structure
DAS DAS or Error - Dataset Attribute Structure
DataDDS DataDDS or Error - Data Dataset Descriptor Structure
Server version Version information as text
Help Help text discribing all request-response pairs

Additionally, any data attributes can be either atomic or constructor type,
but may not be a multidimensional array. A variable name must contain only
US-ASCII characters (a-z, A-Z, 0-9, ,! ,˜ ,* ,’ ,- ,” ). Selection of the data
is making DAP selectional operators. Operators are: < ’less than’, <= ’less
than or equal’, > ’greater than’, >= ’greater than or equal’, = ’equal’, !=
’not equal’, =˜ ’regular expressions match’. Possibility of using a certain op-
erator depends on data type. As shown above, DAP provides very flexible
structure for data type definition, so we can freely decide what datatype def-
inition will be appropriate for our needs. These definitions can be completely
independed from datatype and structure used in local database systems. This
flexible method for datatype definitions makes DAP useful either in exchang-
ing a numerical data [statistics, measurements with wide range of precisions,
alike a string or symbolic - in for example defined grammar in a special lan-
guage [7]. In that way a problem of retrieving data from different and dis-
tributed databases looks to be solved.

4 Processing an Incomplete Data

Next problem to solve, was how to process dataset obtained as a result of com-
piled answers from querying the databases into one comprehensive database.
assuming that we want to query each database about 3 objects, each charac-
terized by 5 attributes, respectively. In reality we often work with hundreds or
thousands of objects and with hundreds attributes. When we are lucky - we
obtain a complete and coherent dataset which can be processed in a known way
and standard database methods. Even when we do not have ’a priori’ depen-
dences between parameters, we can use e.g. artificial neural networks [4], [5], [6].
If we are less lucky - we have a dataset with duplicated data. After application of
some filters and deletion excessive data, we can work with that database as with
the previous one - using known tools and methods. In more complex or wide
areas of investigations, as a final dataset we can obtain dataset in a form shown
in Fig. 2. In case of making query to the database, an answer may be incomplete
or falsified - and then thought out as useless. In that case we cannot directly
apply any of standard methods of automatically processing the data. We should
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Fig. 2. Dataset obtained as a result of querying different database

remember that processing was required in the first and the second examples -
and the system should work all the time without human interaction or action. It
requires choosing such method which will allow on it. We know [8], [9], [10] that
suitable, properly trained artificial neural network (e.g. multilayer perceptron
with backpropagation algorithm) is able to predict some parameters basing on
such kind of data. In [10] it was presented in details how to prepare such kind
of dataset and how different neural networks, trained with different algorithms
work with datasets of forms showed in figure. Exemplary effect - which shows
the difference between real and predicted values, is shown in Figure 3. As seen
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network trained on incomplete dataset [10]

as in figure 3 differences are acceptable, and this is why we recommend such
solution for usage in that situation (incomplete data).

5 Conclusions

After that considerations we know how to gain data form different platforms
(heterogeneous environment) through the network, and we know what method
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can be used to process data - even in a least comfortable situation when
dataset is incomplete. After compiling them into a one, big dataset, the two
things remain to be done: the first - to apply the proposed by us (and de-
scribed above) solution in testing environment and check out how it works
in practice, e.g. what about network load, about reliability, what is the re-
quired bandwidth for comfortable use. It is interesting to test to use this
solution via GPRS connection (mobile phone or smartphone with PDA to-
gether). It should be useful if you want to have access to data if you are in
the field. Another questions are about possibility of utilization and cooper-
ation of proposed method with existing databases - GIS (getting data from
GIS databases based on GPRS position, and next connecting with the closest
database in measuring point to gain the most recent and appropriate data).
So we now can state that exchanging and accessing data among universities
and research centers using existing internetwork infrastructure and protocols
is possible form technical point of view. It does not depend on environment
used for building databases and network environment. Additionally, process-
ing an incomplete data (obtained as a compiled from different sources set of
data) is possible with usage of neural networks.
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Abstract. A general similarity-based algorithm for extracting ontologies from
data has been provided in [1]. The algorithm works over arbitrary approximation
spaces, modeling notions of similarity and mereological part-of relations (see,
e.g., [2, 3, 4, 5]). In the current paper we propose a novel technique of machine
learning similarity on tuples on the basis of similarities on attribute domains. The
technique reflects intuitions behind tolerance spaces of [6] and similarity spaces
of [7]. We illustrate the use of the technique in extracting ontologies from data.

1 Introduction

Ontologies are considered essential to the semantic web, where meaningful information
retrieval requires ontology-based search engines. Many ontologies are being prepared
by domain experts, who apply the existing tools (for an overview see, e.g., [8]). On
the other hand, the construction of ontologies is a difficult and time-consuming task
and there is a need for automated extraction of ontologies from available data sources
(see, e.g., [9, 10, 11, 12]). The existing approaches mainly focus on extracting ontolo-
gies from sources like texts, folder/database structures, XML schemas or URLs saved
in a bookmark list, with the main emphasis on text analysis. However, ontologies can
also be extracted on the basis of the existing database contents. For example, one might
expect to obtain useful ontologies for e-commerce analyzing huge databases of clients’
behavior patterns.

One of the important techniques for extracting ontologies is based on incorporating
known or machine learned similarities between complex objects and sets of objects.
A basis for the approach of this paper is an abstract algorithm for generating ontolo-
gies, working over arbitrary domains, which has been proposed in [1]. More precisely,
in [1] it is assumed that the underlying approximation spaces are given. Approxima-
tion spaces have frequently been considered in the literature (see, e.g., [2, 3, 4, 5]) as
a tool for modelling similarities, approximations and mereological part-of relationships
between sets and relations. In most approaches based on approximation spaces one ben-
efits due to abstracting from particular similarity measures. On the other hand, one faces
here a more general problem of obtaining well-behaved similarity measures on complex
structures, based on similarities defined on more elementary domains, like domains of
simple attributes or sensor measurements (see, e.g., [13, 14, 15, 16, 17]). Of course, it is
relatively easier to provide or machine learn similarities on elementary domains.
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In [1] the general approach is exemplified by tolerance spaces, as defined in [6], where
the similarity relation is reflexive and symmetric. Tolerance spaces are also useful in
the context of heterogenous perceptual capabilities of agents, as shown in [18, 19].

In the current paper we propose a technique for machine learning similarities on
complex structures. The starting point is the notion of similarity spaces of [7], which
are a direct generalization of tolerance spaces. On the basis of similarity spaces on
elementary domains, one can machine learn similarity spaces on tuples as well as ap-
proximation spaces, which make the algorithm of [1] applicable. Here we assume that
similarity spaces for base domains are given. The base domains can be simple, like
numbers, or complex, like tuples or sets. What we require is that a notion of similarity on
elements of those domains is provided, e.g., obtained by recursively using the technique
we propose. Then we construct a model for machine learning similarity spaces for tuples
over elementary domains, based on solving corresponding optimization problems. For
simplicity we focus on the case, where attributes are weighted (for related approaches
see, e.g., [14, 15, 16]) and lead to linear models.1 On the basis of the machine learned
similarities one can construct a lattice of concepts, using the algorithm of [1].

The paper is organized as follows. In Section 2 we first recall notions related to
similarity spaces and approximation spaces. Next we provide a construction of approx-
imation spaces based on similarity spaces. In Section 3 we introduce a novel technique
for machine learning similarities on tuples and sets. In Section 4 we briefly recall the
basic algorithm of [1]. Section 5 provides an example of extracting ontologies from data
using the introduced machine learning techniques in conjunction with the algorithm
of [1]. Finally, Section 6 concludes the paper.

2 Similarity Spaces and Approximation Spaces

Similarity spaces, considered in [7] generalize the concept of tolerance spaces, as defined
in [6].

Definition 1. By a similarity function on a set U we mean any function
σ : U ×U −→ [0, 1]. A similarity space is defined as the tuple S = 〈U, σ, p〉, consisting
of a nonempty set U , called the domain of S, a similarity function σ, and a similarity
threshold p ∈ [0, 1]. By a similarity neighborhood of u ∈ U wrt S, denoted by nS(u),
we understand the set {v ∈ U | σ(u, v) ≥ p}. �

Approximation spaces are substantial in the approach to ontology generation of [1].

Definition 2. By an approximation space we understand any tuple 〈U, I, ν〉, where:

– U is a nonempty set of objects, called a domain
– I : U −→ 2U is an uncertainty function
– ν : 2U × 2U −→ [0, 1] is an inclusion function. �

1 It should, however, be emphasized that linear models might be too restricted for large data sets,
where non-linear similarity functions might be required. Our technique for machine learning
weights and similarity thresholds can easily be adopted to non-linear cases, however, with a
risk of a substantial increase of the complexity of the approach.
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The intuitive meaning of I(u) is the set of objects “similar”, in some sense, to u,. The
inclusion function ν(U1, U2) provides a degree of inclusion of U1 in U2.

Approximation spaces can be constructed using similarity spaces. Such a construction
allows us to formulate a model for machine learning similarities on complex structures,
based on similarities on simpler structures.

Definition 3. Let S = 〈U, σ, p〉 be a similarity space. By a canonical approximation
space induced by S we understand the approximation space 〈U, I, ν〉, where, for any

u ∈ U , I(u) def= nS(u) and for any U1, U2 ⊆ U ,

ν(U1, U2)
def=

⎧⎨
⎩

|{u1 ∈ U1 : ∃u2 ∈ U2[u1 ∈ nS(u2)]}|
|U1| if U1 �= ∅

1 otherwise,

where |.| denotes the cardinality of a set. �

3 Machine Learning Similarities on Tuples

Consider k-tuples over U1 × U2 × . . . × Uk, where U1, U2, . . . , Uk are arbitrary sets
(domains of given attributes, which can also consist of arbitrary complex structures).
Using notation t̄, where t̄ ∈ U1 × U2 × . . . × Uk, we assume that t̄ = 〈t1, t2, . . . , tk〉.

Let us assume that similarity spaces S1 = 〈U1, σ1, p1〉, S2 = 〈U2, σ2, p2〉, . . .,
Sk = 〈Uk, σk, pk〉 on domains U1, U2, . . . , Uk are given.

Suppose that an expert has classified chosen tuples to belong to similarity neighbor-
hoods N1, . . . Nr, assuming that N1, . . . Nr are pairwise disjoint. The goal is to find
a similarity space S = 〈U1 × U2 × . . . × Uk, σ, p〉 , satisfying conditions:

(a) for any 1 ≤ i ≤ r and tuples t̄, t̄′ ∈ Ni,
we have that σ(t̄, t̄′) ≥ p
(i.e., S identifies t̄ with t̄′)

(b) for any 1 ≤ i �= j ≤ r and tuples
t̄∈Ni, t̄

′∈Nj , we have that σ(t̄, t̄′)<p
(i.e., S distinguishes t̄ from t̄′).

In general, one would like to build σ
def= Γ (S1, S2, . . . , Sk), for some operator Γ ,

suitably parameterized. Then requirements (a) and (b) lead to the following optimization
problem, where parameters of Γ together with p are to be found and p is required to be
minimal, maximal, or user-chosen number from interval [0, 1]:

(a’) for all 1 ≤ j ≤ r and t̄, t̄′ ∈ Nj , Γ (S1, S2, . . . , Sk)(tl, t′l) ≥p
(b’) for all 1≤ i �=j≤r and t̄ ∈ Ni, t̄

′ ∈ Nj , 0 ≤ Γ (S1, S2, . . . , Sk)(tl, t′l)<p.

Observe that the similarity threshold p, proposed as a substantial part of tolerance spaces
in [6] and similarity spaces in [7], plays a crucial role in the proposed models. The
maximal value of p provides us with the smallest similarity neighborhoods while the
minimal value of p provides us with the largest similarity neighborhoods. Of course,
one can accept any threshold between the minimal and maximal value of p. However,
parameters have to be recomputed for each such threshold.
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In what follows, for simplicity, we concentrate on looking for a suitable σ which is
a weighted (linear) combination of similarities on attributes, σ(t̄, t̄′)=

∑
1≤l≤k

wlσl(tl, t′l).

We then search for w1, w2, . . . , wk as well as maximal and minimal 0≤p ≤1 satisfying:

(a”) for all 1 ≤ j ≤ r and t̄, t̄′ ∈ Nj ,
∑

1≤l≤k

wlσl(tl, t′l) ≥ p

(b”) for all 1≤ i �=j≤r and t̄ ∈ Ni, t̄
′ ∈ Nj , 0 ≤

∑
1≤l≤k

wlσl(tl, t′l) <p.

Such optimization problems are linear, which makes them solvable in deterministic
polynomial time wrt the size of the model. The resulting similarity spaces are then given
by (with pm being maximal, minimal or user-chosen p, respectively),

〈
U1 × U2 × . . . × Uk,

∑
1≤l≤k

wlσl(tl, t′l)

∑
1≤l≤k

| wl |
,

pm∑
1≤l≤k

| wl |

〉
.

4 The Algorithm for Extracting Ontologies

The following algorithm of [1] generates an ontology from an approximation space,
where the domain of individuals in the approximation space is viewed as the initial data
set. Observe that the standard inclusion serves to generate partial ordering on concepts
(interpreted as “to be more specific/general than”).

– Input: an approximation spaceAS =〈U, I, ν〉
– Output: an ontology O = 〈U, C,⊆〉
– Algorithm:

1. C := {I(u) | u ∈ U};
i := 0; ASi := AS; Ci := C;

2. while new concepts are added to C do
begin

ASi+1 := 2ASi ; Ci+1 := ∅;
for all u ∈ Ci do
begin
C := C ∪ flat(Ii+1(u));
Ci+1 := Ci+1 ∪ Ii+1(u)

end;
i := i + 1;

end;
3. C := C ∪ {∅, U}.

Notation:

For AS = 〈U, I, ν〉, let 2AS def
=

〈
2U , I ′, ν′〉,

where

– I ′(S)
def
= {T ∈ 2U | ν(S, T ) > 0}

– ν′ is defined by analogy with Definition 3.

Pi(U)
def
=

{
U when i = 0

2Pi−1(U) when i > 0

A flat representation of a finite set X∈Pn(U),
denoted by flat(X), is defined inductively:

flat(X)
def
=

⎧⎨
⎩

{u} for X = u ∈ U⋃
Y ∈X

flat(Y ) for X ∈ Pn with n > 1.

For example,
flat({{{4}}, {{3}, {4, 5}}}) = {3, 4, 5}.
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5 An Example

Consider the data set of [20].2 The conditional attributes:

– age of the patient (‘age’): young (y), pre-presbyopic (pp) presbyopic (p)
– spectacle prescription (‘presc’): myope (m), hypermetrope (h)
– astigmatic (‘ast’): false (f ), true (t)
– tear production rate (‘tear’): reduced (r), normal (n).

Table 1. Training data and similarities on attribute values

nr age presc ast tear dec nr age presc ast tear dec similarities
1 p m t n 1 5 pp m f n 2 σage(y, pp) = 0.7, σage(y, p) = 0.3
2 pp m t n 1 6 y m f n 2 σage(p, pp) = 0.8
3 y h t n 1 7 p h f r 3 σpresc(m, h) = 0.4
4 p h f n 2 8 y m f r 3 σast(f, t) = 0.0, σtear(r, n) = 0.5

The decision attribute (dec) values, representing expert’s decisions, are [20]: hard contact
lenses (1), soft contact lenses (2) and no contact lenses (3). For simplicity we consider
only training data and similarities on attribute values3 gathered in Table 1.We then
consider the following set of inequalities, where p ≥ 0:

(1, 2) σage(p, pp)w1 + σpresc(m, m)w2 + σast(t, t)w3 + σtear(n, n)w4 ≥ p
(1, 3) σage(p, y)w1 + σpresc(m, h)w2 + σast(t, t)w3 + σtear(n, n)w4 ≥ p
(2, 3) σage(pp, y)w1 + σpresc(m, h)w2 + σast(t, t)w3 + σtear(n, n)w4 ≥ p

. . .
(6, 7) 0 ≤ σage(y, p)w1 + σpresc(m, h)w2 + σast(f, f)w3 + σtear(n, r)w4 < p
(6, 8) 0 ≤ σage(y, y)w1 + σpresc(m, m)w2 + σast(f, f)w3 + σtear(n, r)w4 < p

Assuming accuracy 0.01, we obtain:

−the maximal p is 1.0 for w1 = 0.0, w2 = 0.0, w3 = 0.04, w4 = 0.96 (1)

−the minimal p is 0.12 for w1 = 0.0, w2 = 0.0, w3 = 0.04, w4 = 0.08. (2)

Table 2. Further data for ontology extraction

nr age presc ast tear nr age presc ast tear nr age presc ast tear nr age presc ast tear
9 y m t n 13 p h t n 17 pp h f r 21 pp m t r
10 pp h f n 14 p m f r 18 pp h t r 22 y h f r
11 y h f n 15 p m f n 19 pp h t n 23 y h t r
12 p h t r 16 p m t r 20 pp m f r 24 y m t r

The resulting ontology generated on the data set presented in Tables 1 and 2 is (with
tolerance threshold for the similarities on sets equal to 0.96):

2 For the full description see also ftp://ftp.ics.uci.edu/pub/machine-learning-databases/lenses/.
3 We assume reflexivity (σ(x, x) = 1) and symmetry (σ(x, y) = σ(y, x)), too.
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– for the maximal p (case (1)), we have concepts C0 = ∅, C1 = {1, 2, 3, 9, 13, 19},
C2 = {4, 5, 6, 10, 11, 15}, C3 = {7, 8, 14, 17, 20, 22}, C4 = {12, 16, 18, 21, 2, 24},
C5 = C1 ∪ C2, C6 = C3 ∪ C4, C7 = {1, 2, . . . , 24}, ordered by inclusion (here
the ontology reflects the domination of attribute ‘tear’ over other attributes)

– for the minimal p (case (2)), we have C0, C1, C2, C3, C4, C5, C7 and C8 = C2 ∪ C3,
C9 = C1 ∪C4 , also ordered by inclusion (here ‘ast’ is more substantial than above).

6 Conclusions

In the current paper we have shown a novel technique for machine learning similarities
on tuples on the basis of similarities on base domains. We have shown an application of
the method to extracting ontologies from data, using the algorithm of [1]. However, due
to the page limit, we have restricted our considerations to crisp concepts, linear models
based on weighting attributes and to a simple but illustrative example. Also the problem
of machine learning similarities on sets deserves further attention. We plan to address
these problems in a full version of this paper.
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Abstract. Query expansion has been extensively studied as a technique
for increasing information retrieval performance. However, due to the
volume of documents available on the web, many of the techniques that
have been successful in traditional information retrieval systems do not
scale well to web information retrieval. We propose a new technique
based on conceptual semantic theories, in contrast to the structuralist
semantic theories upon which other techniques are based. The source of
the query expansion information is the concept network knowledge base.
Query terms are matched to those contained in the concept network, from
which concepts are deduced and additional query terms are selected. In
this paper, we describe the theoretical basis for this in-progress research,
along with some preliminary results.

1 Introduction

Query expansion is a technique for dealing with the word mismatch problem
in information retrieval systems. In general, the word mismatch problem is a
result of different terms being used in reference to a single concept, both in the
documents and in the user queries[1]. Query expansion is the process of adding
additional terms to the original query in order to improve retrieval performance
[2]. Through query expansion, the effects of the word mismatch problem are
reduced, resulting in a higher ratio of relevant documents in the retrieval results
(precision) and a higher ratio of the relevant documents from the collection that
are retrieved (recall).

Recent studies have shown that users have difficulties choosing good terms
to add to their query, even when presented with a list of potentially good terms
[3]. Therefore, we focus on automatic query expansion techniques. The general
process for automatic query expansion begins with matching the terms from the
user query to a knowledge base. From this knowledge base, the best new terms
are added to the query automatically, and the expanded query is then used.

A number of different techniques for automatic query expansion have been pro-
posed in recent years. In work by Qiu & Frei [4], a similarity thesaurus was con-
structed based on the similarity of term pairs across the complete document col-
lection.Newterms tobe addedwerebasedon similarity to all rather than individual
query terms. InVoorhees’ system [5], thequerieswere expandedusing the termrela-
tionships encoded in theWordNet thesaurus [6], a lexical-semantic knowledgebase.
The relationships used were the synonym, hypernym/hyponym and meronym/
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holonymrelationships amongnouns.Xu&Croft [7] used the top rankeddocuments
returned by the original query as the knowledge base for the query expansion. In
this technique, the co-occurrence of terms was calculated using only the passages
that contained the query terms, rather than the whole document.

Information retrieval of web documents poses a number of problems for these
query expansion techniques. Due to the extremely large volume of documents on
the web, analysis of the entire collection (e.g. [4]) is not feasible. In addition, web
queries are very short, often consisting of only two or three words [8]. Techniques
that have reported success with longer queries (e.g. [7]) may not prove to be
very effective with short queries. A third difficulty is that the collection of web
documents is very general, necessitating a very general knowledge base. However,
a knowledge base which is too general (e.g. [5]) can result in terms being added to
the query that are not actually related to the user’s query terms in the document
collection.

Our approach is to use a concept network to generate a conceptual query ex-
pansion for web information retrieval. This is ongoing research being conducted
as part of a larger research project consisting of meta-searching, clustering, and
visual representations of the search results based on the concepts intended by
the user’s queries, rather than just the specific terms in the query.

Briefly, a concept network is a bipartite graph consisting of two classes of
nodes: concepts and phrases. Such a concept network can be constructed through
the statistical analysis of concept-phrase co-occurrence in a concept hierarchy
such as the Open Directory Project [9]. Within the concept network, weighted
edges between the concepts and the phrases represent the degree to which the
phrase has shown to be a good indicator of the concept. Query expansion is
performed by selecting additional phrases from those that are connected to the
same concepts as the user’s query phrases. Weight thresholds ensure that only
concepts that are strongly connected to the user’s query phrases are selected,
and only phrases that are strongly connected to these concepts are included in
the expanded query.

By basing the construction of our concept network knowledge base on a
human-reviewed subset of the entire collection of web documents (i.e, the Open
Directory Project), we avoid the complications introduced by the size of the web,
and the generality of the collection. The short queries that are common in web
information retrieval remain a problem; there may not be enough evidence in
a short query to clearly indicate a single concept. Our larger research project
addresses this problem by allowing users to interactively refine their query in a
visual manner.

2 Theoretical Basis for the Concept Network

Semantics, the study of the meanings of words in a language, provides many
theories that attempt to explain the meaning of a word or phrase. Of interest
for query expansion are the structuralist theories of meaning and the conceptual
theories of meaning [10].
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The structuralist theories hold that in order to understand the meaning of
a word, one has to understand how it functions together with, and in contrast
to, other related words. The meaning of a word consists of the relationships
it has with other words in the language (i.e., synonyms, homonyms, polysems,
antonyms, etc.). In order for two people to communicate, they must have a
similar understanding of how the words they use are related to other words in
the language [10].

In the conceptual theories, the meaning of a word is the concept in the mind of
the person using that word; communication is possible via a shared connection
between words and concepts. That is, there is a mapping between the set of
words in the vocabulary and the set of concepts in the minds of the users. While
there will not be a single unique mapping that all users of a language share,
the individual mappings must be similar to one another with respect to the
vocabulary used in order for communication to occur [10].

Both of these theories infer the meanings of words used by an individual with
respect to other objects. That is, the semantics of words are not provided by
definitions, reference to instances, or their use, as we are normally accustomed;
rather the meaning of words are provided by their relationship to other objects.
These theories differ in the type of objects to which words are related (i.e.,
other words in the structuralist theories, higher-level concepts in the conceptual
theories). We note that with the conceptual theories, one can infer a relationship
between a pair of words if there is a concept which they have in common. The
level of detail of this common concept provides a clue to the degree to which the
terms are related: terms linked through a high-level (general) concept may have
a weak relationship, whereas terms linked through a low-level (specific) concept
may have a strong relationship.

Previous work on query expansion, both those that rely on a general thesaurus
as the basis for the query expansion [5], and those that rely on the construction
of a specialized thesaurus from the text of the corpus being searched [4, 7], follow
the structuralist theories. Queries are expanded to include additional terms that
are related to the original terms in the thesaurus. The success of these tech-
niques varies depending on whether the query expansion is manually chosen or
automatic, as well as the specificity of the thesaurus used.

Other theoretical approaches for formally specifying concepts in terms of in-
tensions and extensions, such as formal concept analysis [11], have a basis in the
conceptual theories. For example, applying formal concept analysis to informa-
tion retrieval, the intension of a concept is the set of terms that are present in all
the documents that represent the extension of the concept. Terms do not have
a direct relationship to one another; they have an implied relationship through
a common concept. However, such approaches are vulnerable to the word mis-
match problem, and the size of the collection of documents in web information
retrieval.

In this research, we hypothesize that the mappings between words and con-
cepts proposed by the conceptual theories provides a more effective connection
between words (via a common concept) than the thesaurus-based approach of
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the structuralist theories. Basing the query expansion on such a mapping re-
sults in a conceptual query expansion where the basis for the expansion are the
concepts intended by the original query.

3 The Concept Network

We define a concept network as a weighted bipartite graph that links concept
nodes to phrase nodes. More formally, a concept network CN = {C,P,E} con-
sists of a set of concept nodes C, a set of phrase nodes P and a set of edges
E = {ci, pj , wij}, where ci ∈ C, pj ∈ P , and ci and pj are related with a weight
wij . The weight wij of an edge in the concept network represents the degree to
which the phrase represents the intension of the concept.

While hand-crafting a concept network is possible, it is only feasible for a
small set of concepts and phrases. However, given a well defined set of concepts,
and a set of documents assigned to these concepts, a concept network can be
automatically constructed as shown below. During this process, a bag-of-words
approach is used to count the occurrences of noun phrases within each document.
The noun phrase frequency is used to calculate the weight values wij .

For example, consider the set of documents Di = {di1, . . . , din} which are a
subset of the extension of the concept ci ∈ C. For each document dik, the set of
phrases used in this document is Pik = {p1,ik, . . . , pm,ik}. We define a function
f(dik, pj) as the occurrence count of phrase pj in document dik. The value for
the edge weight between concept ci and phrase pj is given by:

wij =

∑n
k=1

f(dik,pj)∑m
l=1 f(dik,pl,ik)

n

After all the concepts for which we are given document sets have been anal-
ysed, we normalize the edge weights from each phrase in the concept network. For
a phrase pi that is connected to r concepts whose index is given by the relation
f(x), x = 1 . . . r, the normalization is performed via the simple calculation:

wij =
wij∑r

k=1 wif(k)

Using the normalized average noun phrase frequency rather than a simple to-
tal of the noun phrase occurrences reduces the impact of the different document
sizes and different numbers of documents that represent a concept in the calcu-
lation of the weight values. In particular, without this calculation, a single large
document could provide phrase weights that overshadow the weights provided by
a number of smaller documents; a similar situation is avoided for concepts that
have a large number of documents. Further, without the normalization, common
phrases that are included in many documents for many concepts would have a
very high weight value, even though these phrases are of little value in describing
the concept. With normalization, the weights for these common terms will be
significantly reduced.
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We note that the automatic construction of a concept network represents the
training phase of this system. In our preliminary research, we used subsets of the
Open Directory Project as the training data to construct preliminary concept
networks automatically.

4 Conceptual Query Expansion Using the Concept
Network

Given a concept network CN = {C,P,E}, and a query Q = {q1, . . . , qn} con-
sisting of query phrases qi, the process of constructing a query expansion is as
follows:

1. Match the query phrases qi to the phrase set P to obtain a P ′ ⊆ P .
2. Obtain the set of concepts C ′ ⊆ C which are connected to the phrases in P ′.

We use two parameters to control this operation: a weight threshold we, and
an phrase ratio PR. First, all the concepts that are connected to the phrases
in P ′ with a weight greater than we are chosen as candidate concepts in
C ′. Each of these concepts are then evaluated to determine the ratio of the
phrases in P ′ to which they are connected with a weight greater then we. If
this ratio is less than PR, the candidate concept is dropped from C ′.

3. Obtain the set of phrases P ′′ ⊆ P which are connected to the concepts
C ′. We use a weight threshold parameter wd to control this operation. All
phrases that are connected to the concepts in C ′ with a weight greater than
wd are chosen as the phrases in P ′′.

4. Perform a union of the original query phrases and the new set of phrases to
obtain the query expansion: QE = Q ∪ P ′′.

For example, consider the concept network in Figure 1, which was constructed
automatically from a subset of the Open Directory Project, as described in the
previous section. In this figure, the concepts are represented by the shaded boxes,
and the phrases are represented by the ovals. In the interest of clarity, distance
is used to represent the edge weights, rather than displaying the weight values;
phrases with very low weights (i.e., very common phrases that are used in the
documents of many concepts) are excluded from this figure. Suppose we are
given a user query Q ={“information”, “visualization”, “problems”, “software”,
weight thresholds we = 0.05 and wd = 0.1, and phrase ratio of PR = 75%.

In the first step, this user query is matched to the phrases in the concept
network to arrive at P ′ ={“information”, “visualization”, “software”}. In the
second step, we follow only the edges that have a weight greater we to obtain
our set of candidate concepts C ′ ={“computer graphics”, “distributed comput-
ing”, “artificial intelligence”}. The candidate concept “computer graphics” is
connected to 100% of the phrases with a weight greater than we; “distributed
computing” is connected to 33%; and “artificial intelligence” is connected to
66%. Since these last two concepts have phrase ratios less than our phrase ra-
tio parameter PR, they are dropped from the set, resulting in C ′ ={“computer
graphics”}.
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Fig. 1. A sample concept network constructed automatically from a subset of the Open

Directory Project

In the third step, we follow the edges that have a weight greater than
wd to obtain our phrases that are related to the concepts in C ′, resulting in
P ′′ ={“computer”, “model”, “visualization”}. In the final step, we merge the
original query and these concept phrases, giving us QE ={“information”, “vi-
sualization”, “problems”, “software”, “computer”, “model”}.

The end result is a query expansion that has included phrases only from the
concepts that the system decided were related to the original query. Such a query
will be much more specific to the deduced concepts than the original query. We
anticipate that this query will result in a set of documents that are more relevant
to the actual information need of the user. Research regarding the effectiveness
of this system, along with determining appropriate settings for the parameters
we, wd, and PR under various conditions, is ongoing.

5 Conclusion

In this paper, we presented an overview of our ongoing research on the use of
a concept network as the knowledge base for inducing a query expansion based
on the concepts deduced from the original query terms. We acknowledge that
the quality of this conceptual query expansion depends on the quality of the
concept network; we are working towards the automatic construction of a large,
high quality concept network using the Open Directory Project as the source of
concept extensions.

Future work includes determining appropriate initial values for the parame-
ters that control the conceptual query expansion process, measuring the perfor-
mance of conceptual query expansion using test collections such as the TREC
Web Track collections [12], using conceptual query expansion in a meta-search
and clustering system, and using the concept network as a basis for the visual-
ization of search results.
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Abstract. In this paper, inspired by a unified probabilistic model of in-
formation retrieval, we propose a general framework of targeted market-
ing by considering three types of information, namely, the customer pro-
files, the product profiles, and the transaction databases. The notion of
market value functions is introduced, which measure the potential value
or profit of marketing a product to a customer. Four sub-models are ex-
amined for the estimation of a market value function. Based on market
value functions, two targeted marketing strategies, namely, customer-
oriented targeted marketing and product-oriented targeted marketing,
are suggested. This paper focuses on the conceptual development of the
framework. The detailed computation of a market value function and the
evaluation of the proposed framework will be reported in another paper.

1 Introduction

Targeted marketing typically involves the identification of a relative small group
of potential buyers from a huge pool of customers, or the identification of a
relative small set of items from a huge pool of products [7]. It is an important
area of application for data mining [10] and a crucial area of Web Intelligence
for e-business portals [9, 11]. Data mining techniques are often used to achieve
the goal of targeted marketing [10]. For example, using transaction database, we
can find the associations between items purchased together. According to the
discovered association, when a customer has purchased one set of items, we can
recommend the associated items as the targeted products [4]. This application of
items association is simple and effective. However, its effectiveness is limited due
to a lack of consideration of the customer features and product characteristics.

For a more complete and realistic model of targeted marketing, one needs
to consider at least three types of information and knowledge. They are the
customer features represented by customer profiles, the product characteristics
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represented by product profiles, and the transaction data that link customers
and products. Together, they provide useful and necessary information for Cus-
tomer Relation Management (CRM). Typically, customer profiles are used for
the purpose of personalization; the product profiles are used for stock manage-
ment; and transaction table is used for recommendation [1]. There does not exist
a common framework that combines the three types of information in a unified
manner.

The main objective of this paper is to propose a general framework of tar-
geted marketing by using all three types of information. The model is inspired by
a probabilistic model of information retrieval developed by Robertson et al. [6].
However, instead of using the concept of the probability of relevance, we intro-
duce the notion of market values. A market value function measures the degree
of connection of a product and a customer with respect to their potential value
or profit. Based on the general model of Robertson et al., we can also identify
four sub-models for targeted marketing. The four models describe relationships
between a class of products and a class of customers, between a class of cus-
tomers and a single product, between a single customer and a class of products,
and between a single product and a single customer, respectively.

We introduce two targeted marketing strategies: the customer-oriented tar-
geted marketing and the product-oriented targeted marketing. Given a product
or a group of products, the customer-oriented strategy ranks a set of customers
based on the market value function. On the other hand, given a customer or a
group of customers, the product-oriented strategy ranks a set of products. The
two strategies are complementary to each other, and serve the common goal of
achieving more profits through targeted marketing.

In this paper, due to space limitation, we only deal with the conceptual
development of the model. The detailed computation of market value function
and the evaluation are under way and will be reported in future publications.

2 The Formulation of the Model

There are many issues and steps to be considered in targeted marketing [1]. For
the formulation of our framework, we consider three related issues, the collec-
tion of data and information sources stored as information tables, the analysis
of multiple information tables (i.e., constructing models for estimating market
value functions), and the application of the results from analysis for targeted
marketing (i.e., designing targeted marketing strategies according to a market
value function).

2.1 Information Sources

There are at least three types of information and knowledge for targeted market-
ing. They are the customer features represented by customer profiles, the prod-
uct characteristics represented by product profiles, and the transaction data. For
customer profile, there are two kinds of information. One is demographic infor-
mation which is given explicitly by customers. The other is implicit information
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derived from transaction data, for example customers’ preference. For product
profile, generally, it is related to inherent properties of a product. For transaction
data, it represents customers’ options about products. On the one hand, options
can be given explicitly. For example, we know whether a customer has bought a
product from purchase records. On the other hand, options can also be derived
from implicit information such as Web log, cookies by using Web usage mining
approach.

Formally, the three types of information can be represented as information
tables. The rows of the tables correspond to objects of the universe, the columns
correspond to their attributes, and each cell is the value of an object with re-
spect to an attribute. Take a movie database as an example [12]. An alternative
solution of processing the database as follows. Customer profile table shows in-
formation about age, gender, education. etc. of customers. Product profile table
shows properties of movies, such as title, genre, and so on. Transaction table
shows customers’ options about movies which are made on a 5-star scale. In
this example, options are represented as “0” or “1”, where “0” denotes that the
customer has not bought the movie while “1” denotes that the customer has
bought the movie. Let c1, c2... denote customers and m1,m2... denote movies.
The relationship among the three tables is shown in Figure 1. From Figure 1, we
can see that customer profile table and product profile table represent informa-
tion about customers and movies in transaction table, respectively, and on the
other hand, transaction table links customer profile table and product profile
table. Together, they provide useful information for targeted marketing.

Product profile table 

 m1 m2 … 

c1 1 0 … 

c2 0 1 …

… … … …

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 age gender occupation …

c1 26 male academic/educator …

c2 30 female programmer …

 … … … …

 title genre … 

m1 Toy Story Animation/Comedy … 

m2 Waiting to Exhale Comedy/Drama …

… … … …

Customer profile table 

Transaction table 

Fig. 1. An Example of Information Source for Targeted Marketing
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2.2 Models for Estimating Market Value Functions

For the purpose of targeted marketing, we can analyze the available multiple
information tables from various aspects. Although different types and forms
of knowledge can be obtained, we suggest the use of market value functions
(mvf) as a representation of the results of such an analysis. A market value
function can be in different forms, depending on the assumption of a particular
model. In general, it is a two place function taking customer and product as
its arguments. The market values can be interpreted by more familiar concepts,
such as risk, cost, value, profit, understandability, actionability, etc., and they
compute the potential market gains from marketing a particular product (or a
group of products) to a particular customer (or a group of customers).

In order to study market value functions, we adopt an information retrieval
model proposed by Robertson et al. [6], which consists of four sub-models as
shown in Figure 2. In this figure, let c be a single customer, C a class of cus-
tomers, p a single product and P a class of products. On the one hand, given a
product, we may group together customers according to the customers profile or
their transaction, then estimate market value mvf(C, p) by using model1. The
underlying assumption is that similar type of customers tend to have similar
preferences. On the other hand, given a customer, we may group product to-
gether according to their properties, then estimate market value mvf(c, P ) by
using model2. Alternatively, we can cluster customers and products respectively,
and then estimate market value mvf(C, P ) by using model0. Based on the above
three models, we can estimate market value mvf(c, p) by using model3 which
describes the relationship between a given customer c and a given product p.

 

Model3 

mvf (c, p) 

Model2 

mvf (c, P) 

Model1 

mvf (C, p) 

Model0 

mvf (C, P) 

Fig. 2. The targeted marketing model

The applicability of each sub-model depends on the available information. If
transaction data and customer profile are available, we can estimate mvf(C, p)
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by using model1. If transaction data and product profile are available, we can
estimate mvf(c, P ) by using model2. If all of the above three types of information
are available, we can obtain the information of each class of customers and each
class of products and estimate mvf(C,P ) by using model0. We can combines
all of the information for estimating mvf(c, p) by using model3.

2.3 Two Targeted Marketing Strategies

Based on the proposed model, we can estimate market value which measures
the degree of the connection of a particular customer (or a group of customers)
and a particular product (or a group of products) with respect to their potential
value or profit. According to a market value function, we can rank customers
based on their market values for a given product (or a group of products). On
the other hand, we can also rank products for a given customer (or a group of
customers). The former marketed targeting strategy is called customer-oriented
targeted marketing and the latter is called products-oriented targeted marketing.

Customer-oriented targeted marketing We can rank customers one by one
by using mvf(c, p) for a given product, or rank customers group by group
by using mvf(C, p) and mvf(C, P ) for a given product and a given group of
products, respectively, or rank customers one by one by using mvf(c, P ) for
a given group of products. A cut-off point of the ranked list may be chosen
based on various criteria such as financial constraints. We can select top
customers before the cut-off point as targeted customers for promotion.

Product-oriented targeted marketing The ranked list of products for a
given customer and a given group of customers can be obtained by using
mvf(c, p) and mvf(C, p), respectively. The ranked list of groups of products
can also be obtained by using mvf(c, P ) and mvf(C, P ) for a given customer
and a given group of customers, respectively.

3 Relationship to Existing Work

There is a close relationship between our model and three basic approaches,
namely, collaborative filtering, content-based filtering and demographic-based fil-
tering. Collaborative filtering is to recommend new products to a given customer
based on what both the customer and like-minded customers have bought [2].
Content-based filtering is to recommend products which are similar to what
a given customer has bought [3]. Demographic-based filtering is to use demo-
graphic customer information to identify potential customers [5]. Obviously, col-
laborative and content-based recommendation are products-oriented targeted
marketing and demographic-based recommendation is customers-oriented tar-
geted marketing. Hybrid recommender systems which combine these three ap-
proaches have been used to deal with more information and knowledge avail-
able [3, 5]. Our model describes a general framework for targeted marketing,
covering these existing approaches. In addition, explanation-oriented data min-
ing uses customer features and product characteristics to search for an expla-
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nation for the association discovered from transaction table [8]. It provides an
alternative solution for explaining the existence of the patterns.

4 Conclusions

Targeted or direct marketing is an important profit-driven marketing strategy
involving the identification of a group of most profitable customers or products.
It is an interdisciplinary study that combines marketing methods and database,
data analysis, and data mining technologies. This paper presents a general frame-
work for targeted marketing. In the framework, customer features, product char-
acteristics and transaction data are used to build four sub-models for the esti-
mation of market value functions. Based on market value functions, two targeted
marketing strategies are suggested. According to a market value function, the
customer-oriented strategy ranks customers with respect to a product, and the
product-oriented strategy ranks products with respect to a customer. This paper
only deals with the conceptual development of the model. Future work includes
detailed computation of a market value function and the evaluation.
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Abstract. Pawlak’s Rough Sets Theory is one of many mathematical
approaches to handle imprecision and uncertainty. The main advantage
of the theory over other techniques is that it does not need any pre-
liminary or additional information about analyzed data. This feature of
rough set theory favors its usage in decision systems where new relations
among data must be uncovered. In this paper we use data from a med-
ical data set containing information about heart diseases and applied
drugs to construct a decision system, test its classification accuracy and
propose a methodology to improve an accurateness and a testability of
generated “if-then” decision rules.

1 Introduction

Nowadays capabilities of generating and collecting data within computer systems
are growing rapidly. Gathered data are stored in huge and powerful database sys-
tems. Common for database systems is that they do not offer enough possibilities
to analyze data they manage. An analysis of such information is a scope of re-
search for Data Mining [3]. This process groups identical properties of datasets
in classes. Such classes are distinguishable through values of their attributes. At
the end of this process classification rules, which classify each class according to
values of its attributes, are calculated. If preconditions of a rule are satisfied by
an object from dataset, then it belongs to a certain class.

Currently a lot of research effort is directed toward the invention of new al-
gorithms and much less into gaining experience in applying them to important
practical applications. Therefore in our research we focus on a complete system
which provides an insight into understanding the relations between complex
medical data. Key elements of this system are: importing and converting narra-
tive text information into a data understandable by standard machine learning
algorithms, selection of strong attributes based on user’s criteria and genera-
tion of easily verifiable und understandable by humans decision rules. In this
paper we focus on following elements of the described system: generation of de-
cision rules with Grzymala-Busse LEM2 algorithm [4] and post-processing of
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achieved rules to improve their accuracy. Additionally readability of the gener-
ated decision rules and their appliance in a medical domain is experts from an
electrocardiology clinic.

2 Basic Notions

Information system [5, 6] is a pair A = (U,A) where U is a non-empty, finite set
called the universe and A is a non-empty, finite set of attributes, i.e. a : U → Va

for a ∈ A, where Va is called the value set of attribute a. Elements of U are
called objects.

It is convenient to treat an information system as a two-dimensional array
(matrix) in which rows relate to the corresponding objects and columns include
the values of attributes on objects. This representation of information system
allows to describe each object in a single row of the information table [1].

The special case of information systems called decision system is defined as
A = (U,A ∪ {d}), where d �∈ A is a distinguished attribute called decision and
elements of A are called conditions.

A decision rule is defined as r = (ai1 = v1) ∧ . . . ∧ (aim = vm) ⇒ (d = k)
where 1 ≤ i1 < . . . < im ≤ |A|, vi ∈ Vai. We say an object matches a rule if
its attributes satisfy all atomic formulas (aij = vj) of the rule. A rule is called
minimal consistent with A when any decision rule r′ created from r by removing
one of atomic formula of r is not consistent with A.

3 Data Material

Data used in this case study are collected from Electrocardiology Clinic of Sile-
sian Medical Academy in Katowice-the leading electrocardiology clinic in Poland
specializing in hospitalization of severe heart diseases. Data of 2039 patients in
average age over 70 hospitalized between 2003 and 2004 is used in this publi-
cation. Most of these patients have combination of several diseases mostly as
a consequence of high blood pressure, diagnosed in more then 70% cases. High
blood pressure workloads the heart and arteries and if continues for a long time
damages the heart, arteries, blood vessels of the brain and kidneys, resulting
in stroke, heart failure, kidney failure or heart attack. Other common group of
heart diseases are abnormal heart rhythms (arrhythmias) caused by problems
with the electrical system, which instead of steady, rhythmic beat generate long-
lasting or transient impulses, which are too fast or too slow, which can lead
to sudden cardiac death. Another heart disease is cardiomyopathy (damage of
heart muscle) cause by an infection or a heart attack. All patients in the used
dataset were, because of their severe heart disease, under drug treatment. Often
a combination of two or more following groups of drugs were used:
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1. Angiotensin Converting Enzyme (ACE) Inhibitors, which open wider blood
vessels so blood can flow through more easily. These drugs act by blocking
formation of angiotensin, a hormone that causes tightening of arteries and
sodium retention

2. Beta-blockers, change force and frequency of the heartbeat thus reducing
workload and pressure on the heart and blood vessels

3. Statins (HMG-CoA reductase inhibitors), block an enzyme (HMG-CoA re-
ductase) responsible for making cholesterol thus reducing level of LDL choles-
terol

4. Nitrates, they relax smooth muscle and widen blood vessels what makes the
blood flow better, reduces blood pressure, reduces the workload on the heart
and allows more oxygen-rich blood to reach the heart muscle

5. Diuretics, which reduce the amount of water and sodium in the body are not
only used in high blood pressure disease but also as a heart stroke prevention

Medical expert’s knowledge about heart diseases and correlation between
them allowed us to build a decision table from medical reports written in nar-
rative text. The described system has following attributes:

1. tds ATT - Atrial fibrillation and flutter
2. tds CIHD - Chronic ischaemic heart disease

1-Atherosclerotic heart disease or Aneurysm of heart
2-Ischaemic cardiomyopathy
4-Myocardial infarction in past

3. tds SSS - Sick Sinus Syndrome
4. tds AVB - Atrioventricular block and left, right bundle-branch

1-Atrioventricular block first degree or Left, Right bundle-branch block
2-Atrioventricular block second and third degree

5. tds HYPERENSION - Hypertension and Hypertensive heart diseases
1-Hypertension
2-Hypertrophic cardiomyopathy

6. tds ANGINAP - Angina pectoris
1-Unstable
2-Chronic (CSS I,II)
4-Severe chronic (CSS III,IV)

7. tds PTACH - Paroxysmal tachycardia
1-Supraventricular tachycardia
2-Ventricular tachycardia

8. tds MAS - Stokes-Adams Syndrome
9. tds VALVEDIS - Valve disorders

1-Mitral valve disorders
2-Aortic valve disorders
4-Tricuspid valve disorders

10. tds CEREBD - Cerebrovascular diseases
11. tds DIABETES - Diabetes
12. tds HYPERCHOL - Hypercholesterolaemia
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A value of each attribute is set to 1 if a disease coded by an attribute, was
diagnosed and to 0 otherwise. If an attribute codes more then one disease then a
value of the attribute is a logical OR operation on each diagnosed disease. This
coding allows to group within an attribute heart diseases originated from similar
causes.

Three decision tables were build from presented decision system, each con-
taining twelve described input attributes and one of three following decision
attributes:

1. tds ACE - Prescription of ACE Inhibitor (1-if prescribed, 0-otherwise)
2. tds BBloker - Prescription of Beta-bloker (1-if prescribed, 0-otherwise)
3. tds Statin - Prescription of Statin (1-if prescribed, 0-otherwise)

The choice of decision attributes reflects a usage frequency of drugs and their
importance in medical treatment in the electro cardiology clinic.

4 Test Environment

During experiments described in this paper an RSES (Rough Set Exploration
System) [2] environment in version 2.1.1 was used. All decision rules were gener-
ated using LEM2 [4] algorithm, which shows a better total accuracy in medical
datasets over a pure covering algorithm and an exhaustive algorithm based on
boolean reasoning approach [7]. For a rule generation each of three decision ta-
bles (one for each decision attribute) was divided into two tables, one containing
60% and the other 40% of data from the original table. Rules generated based on
attribute values of the train table (containing 60% of records) were then tested
on the test table according to the train-and-test procedure.

Following two-phased methodology was used to find the strongest decision
rules:

1. For each of three train tables five covering ratios (1.0, 0.95, 0.9, 0.8, 0.7) and
five rule shortening ratios (1.0 0.9, 0.8, 0.7, 0.6) were used for rule generation,
thus resulting in 25 rule sets for each of three train tables. Covering ratio
(cover parameter) defines expected degree of coverage of the training set
by derived rules. Shortening ratio is a coefficient between 0 and 1, which
determines how “aggressive” the shortening procedure should be, where 1.0
means no shortening occurs and values toward zero mean that the algorithm
attempts to maximally shorten reducts. This definition of shortening ratio
means in fact a threshold imposed on the relative size of positive region
after shortening [2]. At the end of the phase five combination of covering
and shortening ratio , which gave the best total accuracy and total coverage
were chosen for the phase two.

2. During this phase from all three original decision tables an decision attribute
was removed. Then missing values of each decision attribute were calculated
based on rule sets selected in the phase one. As a result five tables with
reproduced values of decision attribute were created for each of three decision
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attributes. A table with the lowest rate of missing values was considered as
the best solution and the rule set used to create the table was proved by
medical experts from the electrocardiology clinic.

5 Results

Results after calculating the 25 rule sets for each decision attribute show, that
the best total accuracy was achieved for rule shortening ratio between 0.8 and
0.7. The best results for a generation of missing decision attributes in phase
two were achieved for covering ratio 0.95. Both results indicate that a certain
level of roughness must be used in order to improve accuracy of calculated rules
for uncertain datasets. Summary results are shown in the table 1. A few of the
strongest rules for the tds ACE=1 class are shown in the table 2.

Table 1. Results for all three decision attributes

Covering ratio Shortening ratio Total accuracy/ Accuracy 0/ Accuracy 1/
Total coverage Coverage 0 Coverage 1

Decision attribute:tds ACE
0.95 0.80 0.767/0.988 0.473/0.977 0.907/0.993
Decision attribute:tds BBloker
0.95 0.70 0.667/0.956 0.413/0.942 0.850/0.966
Decision attribute:tds Statin
0.95 0.70 0.665/0.958 0.831/0.965 0.455/0.950

Table 2. The strongest decision rules for the tds ACE=1 class

Rule Support

(tds HYPERENSION=1) 693
(tds MAS=1) & (tds DIABETES=1) 121
(tds CIHD=1) & (tds DIABETES=1) 131
(tds MAS=1) & (tds ANGINAP=2) & (tds HYPERCHOL=0) 83
(tds DIABETES=1) & (tds AVB=0) 77
(tds MAS=1) & (tds AVB=1) 62
(tds HYPERCHOL=1) & (tds DIABETES=1) 73
(tds MAS=0) & (tds HYPERENSION=1) & (tds AVB=2) 76

Results presented in the table 1 show that the decision system classifies ob-
jects from the test table with the best accuracy (over 76%) for decision attribute
tds ACE. Correct classification of attributes tds BBloker and tds Statin reached
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about 67% total accuracy. Satisfactory results of 90% accuracy for tds ACE=1
class and 85% for tds BBloker=1 class shows that the choice of attributes in the
decision table was correct.

On the other hand, results for the class tds Statin=1 with 45% accuracy
indicate that for this drug the decision table must be extended with some addi-
tional information to allow more accurate classification. Medical experts when
confronted with achieved results also pointed out, that Statins are widely used
as a prevention drug against heart diseases and thus their usage is not always
based on current, diagnosed state of a patient. As a result there is not enough
information in the decision table for accurate classification of the tds Statin
decision attribute. Decision rules for classes tds ACE=1, tds BBloker=1 and
tds Statin=1 were shown to medical experts from the electrocardiology clinic,
who based on rule conditions predicted the decisions. The observed difference
between human and computer classification was in a range from 15-20%.

The achieved results show that the applied rule shortening and generalization
process results in short and strong decision rules, which provide not only a good
accuracy but are also easily verifiable by medical experts.

6 Conclusions

In this paper we shown a decision system built based on information form nar-
rative medical reports. Attributes of this system were selected based on the
knowledge of domain experts. We used LEM2 algorithm to generate several sets
of decision rules with different values of shortening and covering parameters and
achieved the best accuracy of the generated rules for covering ratio equal 0.95
and shortening ratio between 0.7 and 0.8. Generated using these parameters de-
cision rules were short and easily understandable and therefore could be quickly
tested by domain experts. This verification shown that the knowledge stored
in the data set used as a source for the presented decision table was correctly
retrieved and the described methodology results in strong, short and easily ver-
ifiable decision rules.

Our further research will be focused on removing noisy and irrelevant infor-
mation by selecting subsets of strong attributes from an extended version of the
presented decision table.
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Abstract. We show how to combine the concepts of a Web based and
a dta-driven decision support system as an effective and efficient hybrid
solution. We advocate the use of linguistic database summaries, within
the proposed DSS framework, for grasping the essence of large sets of
data. We present an implementation for a computer retailer.

1 Introduction

One can basically distinguish the following types of DSSs: (1) dta-driven, (2)
communication driven and group DSSs, (3) document driven, (4) model driven,
(5) knowledge driven, (6) Web based and interorganizational. dta-driven DSSs-
communication Driven DSSs use network and communications technologies to
facilitate collaboration and communication, Group DSSs are interactive systems
that facilitate solution of unstructured problems by a set of decision-makers
working together, document driven DSSs integrate a variety of storage and pro-
cessing technologies for a complete document retrieval and analysis, model driven
DSSs emphasize access to and manipulation of a model, e.g., statistical, financial,
optimization; use data and parameters, knowledge driven DSSs are interactive
systems with specialized problem-solving expertise about a particular domain,
Web based DSSs deliver decision support related information and/or tools to a
manager/analyst using a ”thin-client” Web browser (e.g., MS Internet Explorer),
the TCP/IP protocol, etc.

We can summarize the benefits from the use of the Web technology as: it
provides a distributed infrastructure for information processing, it can deliver
timely, secure information and tools with a popular user-friendly interface (e.g.,
MS Internet Explorer), it has no time or geographic restrictions as the users
can access Web based systems at any time, any place, the users can control and
retrieve results remotely and instantly, etc. (cf. Yao et al. [21]).

The architecture of a Web based DSS may be depicted as in Fig. 1. This is
a (thin) clint/server structure. The users are clients on the top layer. The lower
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Fig. 1. Architecture of a Web based DSS

layers are similar to conventional DSSs since a a Web based DSS is a DSS with the
Web and Internet as the interface. Notice that data and user results are divided
which leads to a secure and standardized system. From another perspective,
Web based DSSs can be divided into three levels that concern: (1) a support
for personal activities, (2) an organizational support, and (3) a collaboration
between organizations or decision making by a group like in group DSSs.

Here we will concentrate on a combination of Web based and dta-driven
DSSs. We will advocate such a hybrid solution as the one that may provide an
added values and synergy, and that fuzzy linguistic database summaries, and
indirectly fuzzy querying, can open new vistas in Web based and dta-driven
DSSs. We show an implementation for a sales database of a computer retailer,
and that the linguistic summaries may be very useful.

2 Linguistic Data Summaries Using Fuzzy Logic with
Linguistic Quantifiers

In Yagers approach (cf. Yager [19], Kacprzyk and Yager [3], and Kacprzyk,
Yager and Zadrożny [4]) to linguistic data(base) summaries we have: (1) Y =
{y1, . . . , yn} is a set of objects (records) in a database, e.g., the set of workers,
(2) A = {A1, . . . , Am} is a set of attributes characterizing objects from Y , e.g.,
salary, age, etc. in a database of workers, and Aj(yi) denotes a value of attribute
Aj for object yi, and a linguistic summary of data set D contains: (1) a summa-
rizer S, i.e. an attribute together with a linguistic value (fuzzy predicate) as, e.g.,
low salary for attribute salary, (2) a quantity in agreement Q, i.e. a linguistic
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quantifier (e.g. most), (3) truth (validity) T ∈ [0, 1] of the summary (e.g. 0.7),
and – optionally – (4) a qualifier R as, e.g., young for age.

Thus, the linguistic summary, of a simpler and richer (with a qualifier), form
may be exemplified by

T (most of employees earn low salary) = 0.7 (1)
T (most of young employees earn low salary) = 0.7

The core of a linguistic summary is a linguistically quantified proposition in
the sense of Zadeh [23] which, corresponding to (2), may be written as

Qy’s are S and QRy’s are S (2)

and T may be calculated by using Zadehs calculus of linguistically quantified
statements (cf. [23]), Yagers OWA operators [20], etc.

Using Zadeh’s calculus, a (proportional, nondecreasing) linguistic quantifier
Q is assumed to be a fuzzy set in the interval [0, 1] and the truth values (from
[0, 1]) of (2) are calculated, respectively, as

truth(Qy’s are S) = μQ[
1
n

n∑
i=1

μS(yi)] (3)

truth(QRy’s are S) = μQ[
∑n

i=1(μR(yi) ∧ μS(yi))∑n
i=1 μR(yi)

]

Both S and R are simplified, atomic, referring to one attribute but can be
extended to involve a confluence of attribute values as, e.g, ”young and well
paid”, and also in addition to T , a degree of imprecision (fuzziness), a degree of
covering, a degree of appropriateness, a length of a summary, etc. may be added
(cf. Kacprzyk and Yager [3]).

Recently, Zadeh [22] introduced the concept of a protoform that is highly rel-
evant in this context. Basically, a protoform is defined as a more or less abstract
prototype (template) of a linguistically quantified proposition type. The most
abstract protoforms correspond to (2), while (2) are examples of fully instan-
tiated protoforms. Thus, evidently, protoforms form a hierarchy. As proposed
by Kacprzyk and Zadrożny [16], the concept of a protoform may be taken as
a guiding paradigm for the design of a user interface supporting the mining
of linguistic summaries. The user specifies a protoform of linguistic summaries
sought. Basically, the more abstract protoform the less should be assumed about
the summaries sought. In Table 1 basic types of protoforms/linguistic summaries
are shown, corresponding to protoforms of a more and more abstract form.

3 Generation of Linguistic Database
Summaries – A Fuzzy Querying Approach

The generation of linguistic summaries may be more or less automatic. At the
one extreme, the system may both construct and verify the summaries (this cor-
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Table 1. Classification of protoforms/linguistic summaries

Type Protoform Given Sought

0 QRy’s are S All validity T

1 Qy’s are S S Q

2 QRy’s are S S and R Q

3 Qy’s are S Q and structure of S linguistic values in S

4 QRy’s are S Q, R and structure of S linguistic values in S

5 QRy’s are S Nothing S, R and Q

responds to Type 5 protoforms/summaries in Table 1). At the other extreme,
the user proposes a summary and the system only verifies its validity (which
corresponds to Type 0 protoforms/summaries in Table 1). In Kacprzyk and
Zadrożnys [6, 7] approach, the interactivity, i.e. user assistance, is in the def-
inition of summarizers (indication of attributes and their combinations). This
proceeds via a user interface of a fuzzy querying add-on. In Kacprzyk and
Zadrożny [8, 9, 10], a conventional database management system is used and
a fuzzy querying tool, FQUERY (for Access), is developed to allow for queries
with fuzzy (linguistic) elements. Thus, the derivation of a linguistic summary
of the type considered may proceed in an interactive (user-assisted) as: (1) the
user formulates a set of linguistic summaries of interest (relevance) using the
fuzzy querying add-on, (2) the system retrieves records from the database and
calculates the validity of each summary adopted, and (3) a most appropriate
linguistic summary is chosen. Type 0 and Type 1 linguistic summaries may be
easily produced by a simple extension of FQUERY for Access as the user has
to construct a query, a candidate summary, and it is to be determined which
fraction of rows matches that query (and which linguistic quantifier best denotes
this fraction, in case of Type 1). Type 3 summaries require much more effort as
their primary goal is to determine typical (exceptional) values of an attribute
(combination of attributes), and query/summarizer S consists of only one simple
condition built of the attribute whose typical (exceptional) value is sought. Type
5 summaries represent the most general form considered, i.e. fuzzy rules. The
summaries of Type 1 and 3 have been implemented as an extension to Kacprzyk
and Zadrożnys [11, 12, 13] FQUERY for Access.

4 An Implementation for a Computer Retailer

This application concerns a sales database of a computer retailer, and the DSS
proposed is both dta-driven because it operates on a set of data, and Web based
as it uses a Web browser interface to formulate queries (summaries proposed)
and to use of external data available from free and commercial Internet sources.

We will only briefly present some results of running the system. First, suppose
that we are interested in a relation between the commission and the type of goods
sold. The best linguistic summaries obtained are as shown in Table 2. As we can
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Table 2. Linguistic summaries expressing relations between the group of products and

commission

Summary

About 1/3 of sales of network elements is with a high commission

About 1/2 of sales of computers is with a medium commission

Much sales of accessories is with a high commission

Much sales of components is with a low commission

About 1/2 of sales of software is with a low commission

About 1/3 of sales of computers is with a low commission

A few sales of components is without commission

A few sales of computers is with a high commission

Very few sales of printers is with a high commission

see, the results can be very helpful, for instance while negotiating commissions
for various products sold.

If we are interested in relations between the groups of products and times of
sale, then we obtain the summaries as in Table 3. Notice that in this case the
summaries are much less obvious than in the former case expressing relations
between the group of product and commission. But, again, they provide very
useful information.

Table 3. Linguistic summaries expressing relations between the groups of products

and times of sale

Summary

About 1/3 of sales of computers is by the end of year

About 1/2 of sales in autumn is of accessories

About 1/3 of sales of network elements is in the beginning of year

Very few sales of network elements is by the end of year

Very few sales of software is in the beginning of year

About 1/2 of sales in the beginning of year is of accessories

About 1/3 of sales in the summer is of accessories

About 1/3 of sales of peripherals is in the spring period

About 1/3 of sales of software is by the end of year

About 1/3 of sales of network elements is in the spring period

About 1/3 of sales in the summer period is of components

Very few sales of network elements is in the autumn period

A few sales of software is in the summer period

Then, the user has suggested that since his company does not operate in
a vacuum, some external data (e.g. on climate, economy) can be relevant and
should be taken into account. We have extended the system to include data
on wheather, available freely on the Web, and a Web based DSS has turned
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Table 4. Linguistic summaries expressing relations between the attributes: group of

products, time of sale, temperature, precipitacion, and type of customers

Summary

Very few sales of software in hot days to individual customers

About 1/2 of sales of accessories in rainy days on weekends by the end of the year

About 1/3 of sales of computers in rainy days to individual customers

out to be a convenient setting. For instance, if we are interested in relations
between group of products, time of sale, temperature, precipitacion, and type of
customers, the best linguistic summaries are as shown in Table 4. Notice that the
use of external data gives a new quality to linguistic summaries, and provides
much insight into relevant relations.

5 Concluding Remarks

We have proposed how to combine two types of DSSs: a web-based and a dta-
driven, and the idea of a linguistic summary to obtain a more effective and
efficient decision making support. The use of (quasi)natural language and a
high level summarization may considerably help the decision maker. Moreover,
the concept of Zadeh’s protoforms may provide a further level of gnerality and
abstraction. We have also presented an application for a computer retailer.
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8. J. Kacprzyk and S. Zadrożny. FQUERY for Access: fuzzy querying for a Windows-
based DBMS. In P. Bosc and J. Kacprzyk (Eds.): Fuzziness in Database Manage-
ment Systems, pp. 415-433, Springer-Verlag, Heidelberg, 1995.
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16. J. Kacprzyk and S. Zadrożny. Fuzzy linguistic data summaries as a human con-
sistent, user adaptable solution to data mining. In B. Gabryś, K. Leiviskä and
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Abstract. WindOwls, the new hybrid system of personalized product
recommendation in e-commerce, by integrating various methods, is pre-
sented in the paper. Each e-commerce user has assigned their own weights
corresponding to particular methods. Due to the permanent and person-
alized adaptation of these weights, WindOwls can adjust the influence
of individual methods. Testing implementation and evaluation of recom-
mendation efficiency are also described.

1 Introduction

Recommendation systems are an important part of recent e-commerce. They
enable the increase of sales by suggesting to users selected products from the
offer. The problem how to choose the most suitable items, possibly with respect
to the user’s inclinations, is a challenging research problem. Four fundamental
approaches to recommendation can be mentioned: demographic filtering, collabo-
rative and content-based recommendation, and simplified statistical approaches
[7]. In demographic recommendation, users are classified based on their per-
sonal data, which they themselves provided during the registration process [10].
Alternatively, this data can be extracted from the purchasing history, survey
responses, etc. Each product is assigned to one or more classes with a certain
weight and the user is suggested with items from the class closest to their profile.
Collaborative recommendation is typically based on item ratings explicitly de-
livered by users. The system recommends products, which have been evaluated
positively by another similar user or by a set of such users, whose ratings are
in the strongest correlation with the current user [3]. Content-based recommen-
dation focuses on the similarity between products, usually taking into account
their features like textual descriptions [6], hyperlinks, related ratings [12], or co-
occurrence in the same purchased transactions or web user sessions [5]. Items
that are the closest to the most recently processed, are ones suggested regardless
of user preferences. In the statistical approach, the user is shown products based
on some statistical factors; usually popularity measures like average or summary
ratings, and numbers of sold units [13]. Most recommendation methods have
significant limitations. Collaborative and some content-based filtering methods
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hardly cope with new users and new products, for which there is no appropri-
ate data (ratings or purchases). Yet another analogue weakness is the problem
of sparseness. It could be difficult to estimate reliable correlations between a
product and a user in the environment with large amounts of empty data. This
may also result in a recommendation list that is too short [5]. As the remedy
for these and other shortcomings, many hybrid systems were proposed [2, 3, 4, 7].
The integration of recommendation methods was usually performed in the not
adaptive way, i.e. the contribution of each method was either unchangeable over
the course of time either independent from the user. The opposite approach
was proposed in [11] by the introduction of a coordinator agent. It gathers or-
dered suggestion lists from three recommendation agents and it integrates them
combining with weights. A weight corresponding to the particular agent is pe-
riodically updated according to the popularity of suggestions delivered by that
agent. This approach was extended, concretized and first of all personalized in
the described below WindOwls system, in which an individual set of weights is
separately assigned to, and constantly updated for each user. The overall idea of
the use of weights for items and their adaptation according to the user behavior
was used by Bollacker et al. in the CiteSeer system for scientific literature [1].

2 Personalized Integration of Recommendation Methods

A single recommendation method can offer either ephemeral or persistent person-
alization. The former is based only on a current session and can deliver a different
list on every web page but be the same for all users. Persistent personalization
uses the history of user’s behaviour and generates different product list for each
user, but it works only with logged in users [13]. The main goal of WindOwls
system is to overcome shortcomings of a single method and to deliver full per-
sonalization, which could offer every user different product lists which change
during navigation. It simultaneously depends on watched products (content-
based, ephemeral personalization), history of user’s behaviour (e.g. ratings) and
user’s likes and dislikes (persistent personalization) as well as on effectiveness
of previous recommendations for the given user (adapted personalization). To
achieve full personalization, WindOwls system combines association rules for
ephemeral content-based personalization and collaborative and demographic fil-
tering for persistent one. Thus, WindOwls is a complete hybrid recommendation
system integrating many independent recommendation methods in personalized
and adaptive way. It exploits weights that are dynamically recalculated accord-
ing to the effectiveness of recommendation. It means that the more effective the
particular method is, the bigger the weight it will have. This results in a bigger
influence on the final recommendation list. Another unique feature of WindOwls
system is its personalization capability. Every user has its own personal set of
weights corresponding to the method’s usefulness for this individual. The system
also uses its knowledge gained from previous users to better suit its new ones.
When WindOwls is running for the first time weights of all methods are set to
system base values determined by constant initial parameters. After some users
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join the system, these system base weights are recalculated. First, the average
value for each method is estimated from weight sets of all users. Next, these
values are normalized so that their sum is the same as at the beginning. Every
new user starts from system base weights as initial values. Once a user gets his
own weights set, only his personal behavior has an influence on it. The work of
WindOwls starts with the user’s interaction (Fig. 1). The context of interaction
(the requested page URL and the user identifier UID) determines which con-
ditions have been fulfilled and, in consequence, which methods are allowed to
present their recommendation lists. The context is also utilized by some meth-
ods e.g. collaborative filtering uses UID while association rules require URL.
The WindOwls system is capable of integrating any number of methods, al-
though in the implementation, only five have been used. If a user is logged in,
the system exploits collaborative and demographic recommendations — only in
this case WindOwls has the appropriate source data. Otherwise, two simple sta-
tistical methods are used: “the best rated” and “the best buy”. Collaborative
filtering makes use of ratings inserted previously by registered users while demo-
graphic recommendation is based on matching personal data: likes and dislikes,
pre-owned products, annual expenses on certain category, etc. To improve rec-
ommendation quality, also association rules were introduced. They reflect cases
in which a given product was purchased together with the set of another ones
frequently enough that this set might be recommended on the web page describ-
ing the given product. This recommendation technique is a kind of content-based
method, which generates a different but static list on every product page. Its
biggest disadvantage is that it can be used only on product pages and not on the
other ones, e.g. news pages or so-called white pages [6]. The system assumption is
that one product page corresponds to exactly one product from the e-commerce
offer. Other kinds of relationships were studied in [6]. Note that all other consid-
ered recommendation methods are insensitive to the type of the requested page.
Each method is independent from all others and it is provided by WindOwls
only with the context data (URL, UID).

All methods relay, for further processing, their own list of recommended
products with assigned appropriate scores for each. This method prerequisite
is a positive value of every score. Having received these lists, WindOwls inte-
grates, normalizes and orders them using both the obtained scores and weight
set belonging to the given user:

fjkl =
1

maxkl

∑M

i=1
wik · sijkl, sijkl ≥ 0, (1)

where: fjkl — the final score of product j for user k in context (page) l; wik — the
current weight of the method i for user k; sijkl — the score of product j assigned
by the recommendation method i for user k with respect to context l; M — the
number methods, in the implementation M = 5; maxkl — maximum value of
score sijkl among scores returned by method i — the top one in ranking i. Factor
1/maxkl is used to flatten different domains of methods to the range [0, 1], i.e.
the first item in the ranking of each method receives the value 1.
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Fig. 1. Personalized integration of various methods of recommendation

Note that the context determines also the product, in the case when the user
requests a product page. Each method delivers only K items (products) to reduce
processing and it appears that K equal to about N ·M would be enough; where
N is the number of recommendations suggested to user. N = 3 and K = 10 were
assumed in the implementation. Due to method preconditions, only three recom-
mendation methods are able to supply suggestions at the same time. The greater
K is, the less efficient is the system but the more accurate are obtained scores.

The top N candidates from the final recommendation list are presented to
the user. Additionally, the system stores component scores for each of N items
displayed to the user until the next user’s request. If a user chooses one of rec-
ommendations linking to product j, WindOwls checks what score sijk had each
i-th method in recommending this product and it adequately updates weights
of all methods in the set of user k:

w
(1)
ik = w

(0)
i + sijk, after the first click on recommendation by user k,

w
(n+1)
ik = w

(n)
ik + sijk, after the (n + 1)-th click.

(2)

where: w
(1)
ik , w

(n)
ik , w

(n+1)
ik — the weight of method i for user k after the first,

n-th and n + 1 user click on recommendation, respectively; w
(0)
i — the system

base weight for method i; sijk — the score of the clicked, j-th product assigned
by method i for user k.

After user’s interaction, the described cycle repeats.

3 Implementation and Evaluation

The WindOwls system was implemented as an e-commerce windsurfing web-
site (www.windowls.smellme.netlook.pl). It contains sections with news, arti-
cles, shop and settings. On the settings page users can change their personal
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Fig. 2. System base weights for logged in (a) and not logged in users (b)

information about their interests used for demographic filtering. A typical page
in the shop contains a description of a single product with the possibility of
buying or rating it. The average rating of the product provided by other users
and three or less (if not available) recommendations are always visible. Every
user is presented with an individual recommendation list that changes on each
page during navigation. Furthermore, even the same user on the same page can
be proposed with different products due to the possible changes in their personal
weights (2) or updates in methods source data.

The WindOwls system was evaluated by 40 registered, logged in users in
a real life simulation. They were invited on the specialized news group to use the
website, and to rank and purchase products. In total, 42 products were bought
and 63 ranks were delivered. Besides, 25 not registered users, who only browsed
through the e-commerce offer, used the system. Test data, which consisted of
the set of 273 users clicks on recommendation within 102 user sessions, was
divided into two groups: related to logged in users (Fig. 2a) and not logged
in ones (Fig. 2b). System base weights on four stages were considered: at the
beginning w

(0)
i = 5 were assigned to every method (stage 0), after 1/3 of all

clicks (stage 1), after 2/3 of clicks (stage 2) and for all registered users clicks on
recommendations (stage 3). System base weights were recalculated before each
stage based on all users’ personal weights (wik), but normalization was performed
only in the logged in mode. After stage 1, with a very limited number of users
and their interactions, demographic filtering provided best recommendations for
logged in users (Fig. 2a). After more users created accounts and delivered much
information to the system, association rules started to gain an advantage. The
best buy at first and association rules after stage 1 appeared to be the most
effective recommendation method for not logged in users (Fig. 2b). Other tests
and results can be found in [9].

4 Conclusions and Future Work

The WindOwls hybrid system appeared to be effective in adapting to the user’s
needs and its main advantage over single recommendation method is full per-
sonalization that provides users with a dynamic list of products most likely to be
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interesting. Due to the update of weights of recommendation methods, WindOwls
includes new adaptive capabilities that allow it to reward most efficient methods
and discard others. It is open for introduction of new recommendation methods
based for example either on user navigation patterns [5, 7] or on textual content
of web pages [6].

Future work will focus on negative feedback available in some methods (e.g.
badly ranked products in collaborative filtering). It would benefit the system
to utilize such opinions and to lower the score of bad products even if other
methods show them as recommendable. At this approach, the system would
have to resign from using only K best items from each method, because it cuts
off most of negative rated products. All recommendation methods need their
base knowledge to be periodically updated offline because new ratings, users
and products would appear. Some of them share the same source data, so the
update process should be synchronized among all methods [8]. Differences in
normalized weights of methods are very small; at the test end, they did not
exceed 10% (Fig. 2a). It is the effect of respecting weights of users that did not
click any recommendations. It will be improved in the next version of the system.
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Abstract. A high percentage of today’s students use the World Wide
Web (WWW) on a regular basis as a source for information, learning
materials and references. In order to find reliable and trustworthy mate-
rial students must sift through the millions of pages available on the web.
Search engines can greatly reduce the number of documents a student
must navigate through. In order to use search engines and find reliable
resources efficiently, students must learn a number of search techniques.
As students gain experience, they will gradually build up a model of cer-
tain sites and the quality and types of content they contain. Classmates
often collaborate with one another in the search for materials recom-
mending books, web-sites and other resources to one another. This paper
describes a system designed to assist students of a web-based learning
environment, while searching for online materials. This is achieved by
either acting autonomously or assisting users to create queries, perform
searches and filter the search results.

1 Introduction

A high percentage of students are now using the WWW on a daily basis as
a source for information, learning materials, references and examples. Students
must sift through the millions of pages available on the web in search of rele-
vant materials. The problem of navigating the web in search of relevant docu-
ments is referred to as the information overload problem [10]. Search engines like
Google [1] and Yahoo! [5] can reduce the amount of documents a student must
go through. Utilizing these search engines efficiently requires an experienced user
capable of creating the appropriate queries. Students must learn how to formu-
late queries in order to reduce the search space to a realistic size. For example
querying Google with the string ’The Irish War of Independence’ returns over
half a million documents. If we search for the specific event in which we are
interested in such as ’The Irish War of Independence, the 1916 Rising’ reduces
the search space to under twenty thousand documents.

Learning how to construct effective queries and narrow the search space to a
manageable number of documents is only one of a number of methods students
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master in order to find appropriate resources. Over time as students gain experi-
ence, they will gradually establish a collection of preferred or trusted sites. When
searching for materials and resources online students will often search through
one of these preferred sites first before resorting to searching the WWW. Stu-
dents often collaborate with one another in the search for materials recommend-
ing books, web-sites and other resources to one another. Collaborative filtering
has been applied to several problems domains such as filtering news stories [12]
and [7], online-shopping [8] and recommender systems for items such as mu-
sic [2] and television programs [13]. With collaborative filtering these systems
can recommended new stories etc., by making informed recommendations given
minimal amounts of information about the current user.

This paper describes a system designed to reduce the amount of time stu-
dents in an online learning environment such as Moodle [3] spend searching
for additional learning materials. The system can be divided into three phases,
the keyphrase extraction phase, the search phase and the filtering phase. By
automating or assisting the users to compose queries based on the materials
they are viewing, the system retrieves a list of documents related to the subject
area. These resulting documents are then filtered using feedback supplied by the
students. Finally the top ranked remaining links will be presented as a list of
hyper-links beside the resource the user is currently viewing (see Section 3).

The remainder of this paper describes a system designed to reduce the effort
and time students must spend searching for reliable resources on the WWW. This
is achieved by assisting students to compose queries and filtering the search re-
sults using studentfeedback. Section twodescribes briefly some work on keyphrase
extraction and document summarization and the reasoning behind the select of
KEA (Keyphrase Extraction Algorithm) for keyphrase extraction. Section three
gives an overview of the system and details how the KEA learning algorithm has
been applied to the problem of finding supplementary materials. Section four de-
scribes how KEA works, section five the conclusions drawn from initial results on
the extraction of keyphrases. Finally section five discusses several possible areas
for future work including individualized keyphrase extraction models based on
feedback from individual users, and improvements to the filtering phase of the
system.

2 Related Work

This paper concentrates of the automated extraction of keyphrases from ed-
ucational documents with the overall system aiming to reduce the amount of
time students spend looking for reliable supplementary material on the web.
Several algorithms are available for retrieving keyphrases including GenEx [14]
and KEA [15]. Both GenEx and KEA use similar approaches in the search of
keyphrases, based on various machine learning techniques. Turney experiments
with C4.5 and GenEx (A Hybrid Genetic Algorithm for Keyphrase Extraction),
while Witten et al. examined both Naive Bayes (KEA) and C4.5 (KEA-C4.5).
The Naive Bayes based KEA and GenEx performed best. [6] contains a more
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complete evaluation of the prominent keyphrase, keyword and summarization
algorithms. KEA was chosen ahead of GenEx because of its simplicity, efficiency
and effectiveness. KEA requires minimal training data, approaching its optimal
performance level when given only 20-50 training documents. KEA also gener-
alizes well when the training data is from a different domain to the test data,
although performance does suffer slightly as a result. KEA uses only two simple
attributes, is less computationally expensive than GenEx and performs equally
well. The next section describes the overall system and where KEA fits into the
system in order to extract key-phrases.

3 Retrieving Related Documents from the Web

The overall system uses KEA to extract candidate keyphrases from the docu-
ments being viewed by students. These keyphrases are then passed as queries to
google to retrieve related documents which may be of interest to the student.
The system shown in Figure 1 can be divided into three stages: the keyphrase
extraction stage, the search stage and the results filtering stage.

Fig. 1. Retrieving Supplementary Material from the WWW

A keyphrase can consist of any number of words extracted from the selected
piece of text. In this case keyphrases consisting of three or more words are sought
as the basis for queries. Initially training is performed offline, training data in
the form of documents and their associated keyphrases are supplied to KEA so
that a keyphrase extraction model can be built. Once an extraction model has
been established then keyphrases can be extracted from any given document. The
keyphrase extraction stage begins when a student selects one of course documents
available to them. The system then uses KEA and one of the extraction models
available to compose a short list of keyphrases. The highest ranked keyphrase
is then passed as a query into the Google search engine. The returned links are
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then filtered using any relevant feedback returned by the students who have
previously viewed the page (or its hosting site) being recommended. The top
ranked results are then presented as a list of recommended links on the page
the student is currently viewing. The list of keyphrases are also presented here
so the student can select a number of different search term. If necessary, the
student can edit the keyphrases before submitting the query to Google in order
to find more specific information, this process is illustrated in Figure 2.

Fig. 2. Query Refinement and Document Retrieval

4 Keyphrase Extraction

KEA runs in two stages, training and extraction. During the training stage
a number of examples are provided and a keyphrase extraction model is con-
structed. In the extraction phase a number of keyphrases are automatically
assigned to a chosen document using an appropriate extraction model. KEA
first cleans the input text removing brackets, numbers, punctuation marks etc.
Candidate keyphrases are then identified using three rules (see [15]). Each word
in a candidate phrase is then case folded using Lovins stemming algorithm [9].
Two attributes are then calculated for each phrase TFxIDF and first occur-
rence (newer versions also use a third attribute keyphrase frequency). A Naive
Bayes model [11] is then used to classify candidate keyphrases into two classes;
keyphrase and not-keyphrase. A number of experiments have been conducted
to examine the effects of varying the parameters used by KEA when creating
a keyphrase extraction model. For these experiments each new keyphrase ex-
traction model was run against a collection of documents and their pre-assigned
keyphrases. Three main document sets where constructed: CSTR, CSGen and
Arts/History. The CSTR set contains a collection of Computer Science Techni-
cal Reports dealing mainly with network related topics. The CSGen model is
a collection of short documents from several loosely related disciplines in Com-
puter Science. Finally the Arts/History set contains extracts from texts on a
wide variety of unrelated subjects.
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Table 1. Key Experimental Results

Training Set Test Set 5-Keyphrase Extraction 15-Keyphrase Extraction

CSTR CSTR 0.6 +/- 0.7 0.88 +/- 0.87
CSTR CSGen 0.37 +/- 0.62 0.5 +/- 0.74
CSGen CSGen 0.43 +/- 0.65 0.49 +/- 0.73
CSGen CSTR 0.6 +/- 0.7 0.89 +/- 0.91
CSGen Arts/History 0.3 +/- 0.46 0.33 +/- 0.48

5 Conclusions

The results shown in Table 1 contain the average number of correctly identified
keyphrases. The results show how the performance of the KEA algorithm varies
given the correlation of the domains from which the training and test docu-
ments have been drawn. These experiments highlight a number of interesting
results. The first experiment was performed using data drawn from the CSTR
documents. It highlights the performance of KEA given domain specific training
data. The second set of results highlights that domain specific extraction models
perform poorly when extracting keyphrases from more general document sets.
The forth experiment demonstrates that general domain models can perform
as well as domain specific models, although further investigation is required to
examine how generalized extraction models can become. The final experiment
illustrates that any given extraction model will obtain a minimal level of perfor-
mance even in completely unrelated domains. Upon closer examination of the
extracted keyphrases another interesting result came to light. As the number of
keyphrases being extracted increases so does the average number of correctly ex-
tracted keyphrases. While this may seem an obvious result it highlights an area
where post processing results could lead to ranking the correct keyphrases higher
in the results list. Examining the output closer identifies that KEA extracts a
number of similar keyphrases for which it has calculated similar scores. For one
document the following phrases were extracted, ”summary of installing”, ”sum-
mary of installing network”, ”summary of installing network cards”, ”installing
network cards in server”, all with an equal score of 0.1371. Clearly these could
all be resolved to a single keyphrase ”Installing Network Cards” with a score
equal to the sum of the all keyphrases resolved to the new keyphrase. Current
development is examining the possible combination of similar keyphrases using
n-gram tiling [4] to combat this problem.

6 Future Work

Future work will look at the generation of subject specific keyphrase extraction
models as well as personalized and updated extraction models by utilizing user
adjusted queries as part of the training data for newer extraction models. The
final stage which filters the documents returned by Google based on student
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feedback needs to be extended. The current system uses student feedback as its
only source of filtering information. Information about a students level of knowl-
edge of the current or a related topic and his/her similarity to other students
who have provided feedback could be employed to improve the suitability of the
final suggested documents.
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A Proportional – Integral – Derivative (PID) controller has been widely used in the most 
industrial processes despite continual advances in control theory. This is not only due to 
the simple structure which is theoretically easy to understand but also to the fact that the 
tuning technique provides adequate performance in the vast majority of applications. 
However, it cannot effectively control such a complicated or fast running system such as 
multivariable system, since the response of a plant depends on only the three parameters 
(P, I, and D) and its gain has to be manually tuned by trial and error in the industrial 
world. Most of the PID tuning rules developed in the past years use the conventional 
method such as frequency-response methods [1]. This method needs a highly technical 
experience to apply since they provide simple tuning formulae to determine the PID 
controller parameters. In case of the Ziegler-Nichols rule tuning technique, it often leads to 
a rather oscillatory response to set-point changes. Despite the fact that many PID tuning 
methods are available for achieving the specified GPM, they can be divided into two 
categories. On the other hand, since natural selection of bacterial foraging tends to 
eliminate animals with poor foraging strategies for locating, handling, and ingesting food, 
optimization models can be provided for social foraging where groups of parameters 
communicate to cooperatively forage in engineering. That is, biological information 
processing systems such as human beings have many interesting functions and are 
expected to provide various feasible ideas to engineering fields. In this paper, an 
intelligent tuning method of PID controller for multivariable system by bacterial foraging 
based optimal algorithm is suggested for robust control with disturbance rejection function 
on control system of multivariable control loop.  

Abstract. In this paper, design approach of PID controller with multivariable 
system is proposed using bacterial foraging based optimal algorithm. To tune 
PID controller for multivariable system, disturbance rejection conditions based 
on H 

!  
are illustrated and the performance of response based on the bacterial 

foraging is computed for the designed PID controller as ITSE (Integral of time 
weighted squared error). Hence, parameters of PID controller are selected by 
bacterial foraging based optimal algorithm to obtain the required response.  
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In Fig. 1, the disturbance rejection constraint can be given by [5, 6] 
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Because E(s) contains the parameters of the controller (c) and plant, the value of 

performance index, PI for a system of nth order can be minimized by adjusting the 

vector c as )(min cPI
c

. The optimal tuning proposed in this paper is to find the vector 

c, such that the ITSE performance index, PI (c) is a minimum using bacterial algorithm 

and the constraint 
5.0

).0[
),(max c  is satisfied through real coded bacterial 

algorithms.  

2.1   Condition for Disturbance Rejection  

2.2   Performance Index for Disturbance Rejection Controller Design  
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2   PID Controller Tuning with Disturbance Rejection Function  



The main goal based on bacterial foraging is to apply in order to find the minimum 
of nRP ),( , not in the gradient )(P . Here, when is the position of a bacterium, 
and )(J  is an attractant-repellant profile. A neutral medium, and the presence of 
noxious substances, respectively can showed by 

},...,2,1),,({),,( NilkjlkjH i .   

             

 (4)
 

This paper considers the foraging behavior of E. coli, which is a common type of 
bacteria as in reference 4-5. Its behavior to move comes from a set of up to six rigid 
100–200 rps spinning flagella, each driven as a biological motor. An E. coli bacterium 
alternates between running and tumbling. Running speed is 10–20 μm/ sec , but they 
cannot swim straight. Mutations in E. coli affect the reproductive efficiency at 

different temperatures, and occur at a rate of about 10
−7 

per gene and per generation. 
E. coli occasionally engages in a conjugation that affects the characteristics of a 
population of bacteria. Since there are many types of taxes that are used by bacteria 
such as, aerotaxis (it are attracted to oxygen), light (phototaxis), temperature 
(thermotaxis), magnetotaxis (it it can be affected by magnetic lines of flux. Some 
bacteria can change their shape and number of flagella which is based on the medium 
to reconfigure in order to ensure efficient foraging in a variety of media.  

Equation represents the positions of each member in the population of the N bacteria at 
the jth chemotactic step, kth reproduction step, and lth elimination-dispersal event. Let

 

P(i, j, k, l) denote the cost at the location of the ith bacterium ni Rlkj ),,( . Reference
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)()((),,(),,1( jiClkjlkj ii ,             (5)

 

so that C(i)>0 is the size of the step taken in the random direction specified by the

 

tumble. If at ),,1( lkji  the cost J(i, j+1, k, l) is better (lower) than at ),,( lkji , then

 

another chemotactic step of size C(i) in this same direction will be taken and repeated up

 

to a maximum number of steps Ns . Ns is the length of the lifetime of the bacteria

 

measured by the number of chemotactic steps. Functions )(i
cP , i=1, 2, . . . , S, to 

model the cell-to-cell signaling via an attractant and a repellant is represented by  
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When we where T
p ][ ,...,1  is a point on the optimization domain, Lattract is the depth 

of the attractant released by the cell and attract  is a measure of the width of the

 

attractant signal. attractrepellant LK  is the height of the repellant effect magnitude), and 

3   Behavior Characteristics and Modeling of Bacteria Foraging  

3.1   Overview of Chemotactic Behavior of E. coli.  

3.2   Optimization Function of Bacterial Swarm Foraging  
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attract  is a measure of the width of the repellant. The expression of )(cP  means that 

its value does not depend on the nutrient concentration at position . In tuning the 
parameter M, it is normally found that, when M is very large, Par ( ) is much larger 
than J , and thus the profile of the search space is dominated by the chemical 
attractant secreted by E. coli. This paper describes the method in the form of an 
algorithm to search optimal value of PID parameter. 

[step 1] Initialize parameters n, N, NC, NS, Nre, Ned, Ped, C(i)( i=1,2,…,N), i , and 
random values of PID parameter. Where, n: Dimension of the search space ( Each 
Parameter of PID controller), N: The number of bacteria in the population, NC : 
chemotactic steps, Nre : The number of reproduction steps, Ned : the number of 
elimination-dispersal events, Ped : elimination-dispersal with probability, C(i): the size of 
the step taken in the random direction specified by the tumble. The controller parameter 
is searched in the range of Kp=[0 30], Ti=[0 30], and Td=[0 30]. 
[step 2] Elimination-dispersal loop: l=l+1  
[step 3] Reproduction loop: k=k+1 
[step 4]Chemotaxis loop: j=j+1 
[step 5]  If CNj , go to step 3. In this case, continue chemotaxis, since the life of the 

bacteria is not over. 
[step 6] Reproduction: 
[step 7] If reNk , go to [step 3]. In this case, we have not reached the number of 

specified reproduction steps, so we start the next generation in the chemotactic loop. 
[step 8] Elimination-dispersal: For ,...,2,1 Ni  with probability edP , eliminate and 
disperse each bacterium. To do this, if you eliminate a bacterium, simply disperse one to 
a random location on the optimization domain. If edNl , then go to [step 2]; otherwise 
end. 

Fig. 1 shows the step response to variation of chemotactic step size. When step size is 
0.15 response is best response. Fig. 2 illustrates search process of optimal parameters of 
PID controller by bacteria foraging (by Ns). Fig. 3 is representing search process of 
performance index (ITSE) by bacteria foraging and Fig. 4 is comparison of result by IA 
(Immune Algorithm), curve by FNN (Fuzzy Neural Network), and result by bacteria 
foraging suggested in this paper.  
 

   Fig. 1. Step response by Bacteria 
 

      Foraging

 

Fig. 2. Search process of optimal parameters 
by bacteria foraging (by Ns)  
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Fig. 3. Performance index for the optimal 
parameter by bacteria foraging

 

Fig. 4. Comparison of step response

 
Table 1. Comparison of PID parameter and ITSE of each optimal algorithm  

  
 
 

 Kp Ti ITSE 
FNN 0.29 1.11 0.026 
IA 0.56 1.9 0.022 
Ba 0.66 0.14 0.0046 
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Up to now, the PID controller has been used to operate the process loops including 
multivariable system. However, achieving an optimal PID gain is very difficult for the 
control loop with disturbances. Since the gain of the PID controller has to be tuned 
manually by trial and error. Since natural selection of animal tends to eliminate 
animals with poor foraging strategies for locating, handling, and ingesting food, they 
obtain enough food to enable them to reproduce after many generations, poor foraging 
strategies are either eliminated or shaped into good ones redesigned. Therefore, 
optimization approach can be provided for social foraging where groups of 
parameters communicate to cooperatively forage in engineering. In this paper, an 
intelligent tuning method of PID controller by bacterial foraging based optimal 
algorithm is suggested for robust control with disturbance rejection function on 
multivariable control system. Simulation results are showing satisfactory responses. 

 

The object function can be minimized by gain selection for control, and the variety 
gain is obtained as shown in Table 1. The suggested controller can also be used 
effectively in the control system as seen from Figs. 1-4.  

 
5   Conclusions  
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Abstract. With a rapid development of ubiquitous computing technol-
ogy in the home and community, users can access information anytime
and anywhere via personal devices such as PDA and internet mobile
phone. Similarly, more flexible access control is required in the ubiq-
uitous applications. In this paper, we propose a context-aware access
control mechanism, which dynamically grants and adapts permissions to
users according to the current context. We extend the role-based access
control(RBAC) model to deal with the context information in ubiqui-
tous environment. Unlike the traditional RBAC, the proposed access
control mechanism can consider context information such as location,
time and system resources by the context-aware agent and state checking
matrix(SCM).

1 Introduction

With rapid development of ubiquitous computing technology in the home and
community, users can access information anytime and anywhere via personal
devices such as PDA. Sometimes it may be necessary to provide a multiresolution
access mechanism so that users with different levels of clearances have different
access privilege in the ubiquitous environment. That is, more flexible access
control is required in the ubiquitous applications.

Access control[1] can take many forms. The basic model of access control
is the Access Control Matrix(ACM)[2]. The ACM specifies individual relation-
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ships between entities wishing access subjects and the system resources they
with to access object. Current access control mechanisms do not implement the
ACM directly. Most access control mechanisms in current use are based on mod-
els, such as access control lists or capabilities[2], which have direct relationship
with the access control matrix. However, this model is inadequate for ubiquitous
applications because it doesn’t consider context information such as location,
time, system resources and so on. In a ubiquitous environment, users are mo-
bile and access resources using small mobile devices and intelligent appliances.
This means that the context information of the user is highly dynamic, and it is
possible to grant a user access privilege without considering the user’s current
condition. Therefore, a fine-grained access control mechanism that dynamically
adjusts changes of context information of users is required.

This paper proposes a context-aware access control mechanism, which dy-
namically grants and adapts permissions to users according to current context.
We extend the role-based access control(RBAC)[3] model to deal with the con-
text information in an ubiquitous environment. The proposed mechanism dy-
namically adjusts role assignments(UA) and permission assignments(PA) based
on current context information.

2 Background and Related Work

The concept of RBAC begins with multi-user and multi-application on-line sys-
tem pioneered in the 1970s[3]. The RBAC model has four elements: users, roles
permission and sessions. A users represents a human activity or an autonomous
agent, while a role is a job function or job title within the organization with
some associated semantics regarding the authority and responsibility conferred
on a member of the role. A permission is an approval of a particular mode of
access to one or more objects in the system. Each session is a mapping of one
user to possibly many roles. In other words, a user establishes a session dur-
ing which the user activates some subset of roles. The basic concept of RBAC
is that users are assigned to roles, permissions are assigned to roles and users
acquire permissions by being members of roles. In RBAC model, user-role and
permission-role assignment can be many-to-many. However, RBAC can be con-
figured to support a wide variety of access control policies, including traditional
discretionary access control(DAC) and mandatory access control(MAC), as well
as organization-specific policies[4]. Therefore, in this paper, we extend RBAC to
provide context-aware access control mechanisms for ubiquitous applications.

There are several research efforts to take additional factors into consideration
when make access control decision. [5] proposed a distributed authorization
service using their Generalized Access Control Language(GACL). In GACL, they
use the notion of system load as the determining factor in certain access control
decisions, so that, for example, certain programs can only be executed when
there is enough system capacity available. However, GACL does not consider
context information as a key factor in their access control mechanism.
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[6, 7] proposed the Generalized Role Based Access Control(GRBAC) model.
GRBAC extends the power of traditional RBAC by applying to all the entities,
which are subject, object and environment, although a traditional RBAC only
applies the role to the subject. GRBAC uses context information as a factor
in making access decisions. Especially, [7] extend the model beyond time by
introducing location and system status as constraints. In GRBAC, the definition
of environment roles allows the model to partially address problem we described,
but it may not be feasible in practice because the potential large amount of
environment roles make the system hard to maintain.

[8] proposed the Dynamic Access Control Model(DRBAC) for dealing with
context information. In DRBAC model, they only presented the concept and re-
quirement of the DRBAC without showing the practical usage in the
applications.

3 Requirements and Basic Concept of Context-Aware
Access Control Model

As mentioned above, the traditional RBAC models do not directly adapt the re-
quirements of the ubiquitous application. In the RBAC model, the user is assigned
a subset of roles when the user begins a session. During a session, although roles
can be activated or deactivated based on constraints such as role conflict or pre-
requisite roles, the user’s access privilege is not changed based on context infor-
mation. To maintain system security for a ubiquitous application, it is necessary
to dynamically adapt access permissions granted to users when context informa-
tion changes. That is, access control in ubiquitous environment should meet two
requirements. First, user’s access privileges must change when the user’s context,
such as location and time, changes. Second, a resource must adjust its access per-
mission when its system information, such as network bandwidth and memory us-
age, changes[8]. Context-aware access control model proposed in this paper meets
these two requirements. It extends the traditional RBAC model to use dynamic
context information while making access control decision. Fig. 1 show the basic
concept of context-aware access control mechanism.

Basically user is assigned roles and roles are assigned permissions as in the
RBAC model. Thus, user acquires permissions through the roles. Default UA is a
mapping that assigns a role to a user. Each user is assigned a set of roles. Default
PA is a mapping that assigns a permission to a role. Every role is assigned a
set of permissions. That is, default role is assigned to users by the traditional
RBAC, and then the role is activated or deactivated according to the change of
context information of users. The context information is used to decide which
role is active and which permission is active for that role. As shown in Fig 1,
these default UA and PA are changed to context-aware UA and PA by applying
the state checking matrix(SCM) to deal with context information. As a result,
we can get the changed relations, which are user and permission assignments like
context-aware UA and context-aware PA. That is, we can dynamically grant and
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Fig. 1. Context-aware PA and Context-aware UA

adapt permissions to users according to the context information of users. More
detail description will be presented in the following section.

4 Context-Aware Access Control Model

The proposed access control model for ubiquitous applications extends the tra-
ditional RBAC via some functional components. Fig. 2 shows global structure
of context-aware access control mechanism in ubiquitous environment.

Fig. 2. Context-aware Access Control Model in Ubiquitous Environment

There are traditional RBAC and three important components: State check-
ing agent, state checking matrix(SCM) and context-aware agent. State checking
agent maintains the role subset for each user. It plays a role in monitoring the en-
vironment status of the user and dynamically changing the active role of the user.
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State checking matrix deals with the context information such location, time,
and resources such as network bandwidth and memory usage. Therefore, it acti-
vates or deactivates the specific role of the user. Context-aware agent maintains
the permission subset for each role. It monitors the change of the state checking
matrix and dynamically changes defaults the PA and UA to context-aware PA
and UA as soon as SCM decides the activeness of the role for the user.

SCM is the key component to decide of user’s access privileges in the context-
aware access control model. It decides the activeness of roles for the user by
mapping the status of context information such as location and time when user’s
context information changes. SCM for making access control decision forms as
shown in Fig. 3 and 4. Fig. 3 depicts an example of SCM for context of user’s
location and Fig. 4 depicts an example of SCM for context of user’s time.

Fig. 3. SCM for location context

Fig. 4. SCM for time context

The row of SMC means elements of context information and the column of
SCM means roles of the users. Making access control decision depends on a pair
of context information. User’s role is only active when all elements of context
information are active. In the above example for SCM, user’s role is only active
when location and time are active. The concept of activeness of role can be
described as follows:

Activeness of role = Context(Context1, Context2, . . . , Contextn)
= Context(Active, Active, . . . , Active) = Active · · · · ··(1)

In the case of context information is location and time, we can describe the
activeness of role as follows by (1):

Activeness of role = Context(Location, Time)
= Context(Active, Active) = Active · · · · ·· (2)
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We propose an application scenario and describe how SCM would perform
in the ubiquitous applications. Let us suppose that a smart building of univer-
sity has many rooms including faculty office, administration office, conference
rooms, classrooms and laboratories. Sensors in the building can capture, process
and store a variety of information about the building, the users and their activ-
ities. Ubiquitous applications in such an environment allow the users, who can
be faculty, staff, students and administrators, to access resources or information
from any locations at anytime while inside this building using mobile devices
and wireless networks. To make access control decision, user credentials are the
basis for all the access control decisions. Furthermore, user’s context information
and application state should also be considered. To apply to context-aware ac-
cess control model, let us suppose that Location1 is faculty offices, Location2 is
administration office and Location3 is conference room and Location4 is class-
room. For example, if a professor currently has a role set R1, R2, R3 assigned
by RBAC and then moves to administration office(Location2) at Time4, the
professor’s role will be R2 because the roles R1 and R3 by will be deactivated
per (2). The activeness of roles are mapped into as follows:

Activeness of R1 = (Location2, T ime4) = (Inactive, Inactive) = Inactive
Activeness of R2 = (Location2, T ime4) = (Active, Active) = Active
Activeness of R3 = (Location2, T ime4)= (Active, Inactive) = Inactive

Although we just apply to two elements(location and time) of context infor-
mation in this example, we can extend scale of the context information easily by
adding the SCM for required context information such as special event, system
resource, network state, network security configuration and so on.

5 Conclusion and Future Work

In this paper, we presented the context-aware access control model for ubiquitous
applications. The proposed access control model extends the RBAC model and dy-
namically adjusts role assignments and permission assignments based on the con-
text informationof theuser.Muchof this paper is focusedonprovidingdynamically
access control decision according to current context information. State checking
matrix(SCM) in context-aware access control model is used to deal with context
information and decides the activeness of roles for the user by mapping the status
of context information such as location and time when user’s context information
changes. A desirable extension to this work is to make context-aware agents that
are controlled by intelligent algorithms such as fuzzy or NN-based algorithm.
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Abstract. In the paper a new schedule of S-boxes design is considered.
We start from motivation from block cipher practice. Then, the most
popular S-box design criteria are presented, especially a possibility of
application of Boolean bent-functions. Finally, we propose integrating
neural networks (playing a role of Boolean functions with appropriate
properties) in the design process.

1 Foundations

Almost all modern block ciphers have iterative structure. This means that the
complicated encryption of a block of text is due to multiple iterations of a simple
round function. In the case of Feistel permutation, which was introduced in
Lucifer and then widespread in 1977 through American standard DES [1], the
input 64-bit block is divided into two 32-bits sub-blocks Li and Ri. The round
transformation, represented as:

Li = Ri−1,
Ri = Li−1 ⊕ f (Ri−1,Ki) ,

(1)

substitutes the right subblock Ri−1 the from previous round as the left subblock
Li at present and calculates bit-wise XOR of the left subblock Li−1 from the pre-
vious round with the output of the round function f taken on the right subblock
Ri−1 from the previous round and the round key Ki, substituting the result as
the new right subblock Ri. Such a structure makes the cipher invertible (if de-
crypting we put the round keys in inverse order) and secure, provided the round
function f has specific properties. These properties (e.g., diffusion and confusion,
see [2]) make that during multiple iterations the plaintext bits mix strongly with
themselves and bits of the secret key, so they cannot be reconstructed from the
ciphertext without knowledge of the key. Usually, the two properties are real-
ized in the round function by two layers of transformations: the diffusion by
permutations and the confusion by key-dependent non-linear transformations.
Description of permutations is quite simple (it is a table of substitutions), while
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writing down an arbitrary non-linear transformation mapping n bits block (e.g.,
n = 32 for DES) on n bits block is very complicated.

The problem of non-linear maps was practically solved by the concept of
substitution boxes (S-boxes). For example, in DES (and earlier in Lucifer) the
confusion layer contains a number of parallel S-boxes. Each S-box transforms 6
bit inputs to 4 bit output. It is a table of 4 rows and 16 columns. The elements
of the table are the outputs (elements of the set {0, 1, 2, ..., 15}), equivalent to
4 bit blocks {0000, 0001, ..., 1111}. The element of the table is chosen according
to the value of the input block: two bits (the first and the last) point the row
number while the outstanding four bits give the number of the column. In the
whole layer DES uses 8 different S-boxes.

The idea of application of S-boxes of proved to be very fruitful in constructing
cryptographic algorithms. For example, in new American encryption standard
AES [3] 16 × 16 S-boxes were applied. The Russian encryption standard GOST
[4] also uses a layer of S-boxes, but with content left to the users’ invention.
S-boxes are used not only in block ciphers but also in certain stream ciphers [5]
and hash algorithms.

In the cryptographic practice there is no mathematically precise theory of the
S-boxes design. However, there are some intuitive rules and conditions imposed
on the S-boxes. Returning to the classical example of DES we can give some
properties of all its eight S-boxes:

– No S-box is a linear of affine function of its input (they are non-linear func-
tions)

– Every row in any S-box is a permutation (it contains equal number of zeros
and ones)

– Changing one bit of input we change at least two bits of the output of S-box
(the avalanche property)

– If one input bit is fixed, an S-box minimizes the difference of zeros and ones
on the output.

The particular properties of the S-boxes presented above resulted in more
general properties of the whole DES cipher: its (maximally possible) resistance
to the linear [6] and differential [7] cryptanalysis. This result became a foundation
of a practical method of constructing S-boxes: first one should generate the S-
box putting its contents at random and then test its statistical properties (as
a binary map) to obtain the maximal resistance against the two attacks. The
assumed dimension of the S-box and some prior constraints on the S-boxes must
be carefully discussed in the context of a cryptographic algorithm the S-box is
to be installed. The higher dimension of the S-box, its statistical analysis more
complicated both for the algorithm designer and a hostile cryptanalyst.

At present the methods of S-boxes design are based on two parallel method-
ologies. The first one uses mainly mathematical theories and statistical investi-
gations, while the other is additionally supported by practitioners experience To
find a link between the both methodologies we propose the application of the
neural networks learning methodology in the S-box design procedure.
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2 Neural Networks

Neural networks are a form of multiprocessor matrices with simple processing
elements, simple scalar messages and adaptive interaction between elements. The
working element of the network is neuron. Its mathematical model is presented
at Fig. 1.

net =
n∑

i=1

xiwi,

x = [x1, x2, ..., xn]T ,

w = [w1, w2, ..., wn]T

Fig. 1. The mathematical model of neuron

The weighted sum of the inputs x is calculated to compose the activation of
the neuron net , (also called the post-synaptic potential). The activation signal is
passed through an activation (or transfer) function f to generate the output of
the neuron. Eq. (2) shows two examples of activation function: the step function
(discrete unipolar) fp and sigmoid (continuous unipolar) fs ones.

fp(x) =

⎧⎪⎪⎨
⎪⎪⎩

1,
n∑

i=1

xiwi ≥ p

0,
n∑

i=1

xiwi < p
, fs(x) =

1

1 + exp
{
−α

(
n∑

i=1

xiwi

)} . (2)

The training of a neuron or a neural network can be performed with a number
of methods. One of them is learning according to the back-propagated delta rule
with supervision. The aim of the training is minimizing the sum squared error
between the desired output and the actual output.

x(i) = [x1(i), x2(i), ..., xm(i)]T

y(i) = [y1(i), y2(i), ..., ym(i)]T

ȳ(i) = [ȳ1(i), ȳ2(i), ..., ȳm(i)]T

dj(i) = yj(i) − ȳj(i)
w′

j = wj + ηdj(i)xj , j = 1...m

E = 1
2

n∑
i=1

m∑
j=1

d2
j (i)

Fig. 2. The neural network training process

Fig. 2 drafts a schedule of training a neural network with m−bit inputs and
m−bit outputs. At the figure, x̄, ȳ is the training set (a set of n vector inputs
and desired outputs) and i is the number of its element, y is the actual output,
dj(i) is a ith cycle error of the jth coordinate, wj is the weight of jth input, x
is the input vector, η is the learning rate and E is the sum squared error. More
details about neural networks can be found in the literature (see, e.g. [9]).



3 S-Boxes Design

S-boxes are critical security elements of the Feistel-type ciphers (see [10]) and
other cascade algorithms. Well-designed S-box is a strongly non-linear Boolean
(vector) map with the avalanche property. In the literature one can find some
practical methods of the S-box design [11], [12], but they are rather specific than
universal. Among others, one of the most promising seems to be application of
Boolean bent-functions (see, e.g., [13], [14]).

The Boolean functions is defined as:

f : (Z2)
n → Z2, Z2 = GF (2). (3)

To be the bent-function, the Boolean function must additionally be non-linear
and balanced (it should output the equal number of zeros and ones when its
argument goes over the whole range). More precisely, a Boolean function is the
bent-function (or perfectly nonlinear) if the function f(x)⊕ f(x⊕a) is balanced
for every a ∈ (Z2)

n such that 1 ≤ hwt(a) ≤ n.
The balance of a Boolean function is a fundamental property from the cryp-

tography point of view (see [15]). In the language of Hamming measures the
function f is balanced if hwt(f) = 2n−1. The Hamming measure of a binary
string is the number of ones in this string. For the Boolean function f , its Ham-
ming measure is the number of ones in its truth table. The Hamming distance of
two Boolean functions f and g is defined as d(f, g) = hwt(f ⊕g) =

∑
x

f(x)⊕g(x)

where the summation is over the whole argument’s range.

4 Neural Networks and the Bent-Functions

As we remarked, cryptographically secure S-boxes must satisfy certain condi-
tions. Thy critical property is the balance of outputs. This means in fact, that
the S-box can be considered as a black box which transforms any input vector
into a balanced vector in a non-predictable way (what translates in practice as
non-linear). Now we will show that such an security element can be realized by
specific neural networks.

To solve the construction problem we start from the 2 × 2 S-box (two bits
input and two bits output of a Boolean function) We expect, that the S-box
produces a balanced output for an arbitrary input. The sample truth table in
such a case can be represented as:

x1 x2 y1 y2

0 0 0 1
0 1 1 0
1 0 1 0
1 1 0 1
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The Hamming measure of this table is 2, by definition of the measure. As it is
seen from the table, the output of the vector-valued Boolean function is with
such a truth table would be balanced.

To realize the balanced Boolean function we apply certain two-layers neural
network. First we start from one block of the network. The first layer of the
block is a pair of neurons with the sigmoid activation functions fs and the other
is a single neuron with step activation function fp (see Fig. 3).

y =
{

0 for fs(xiwi) < 0
1 for fs(xiwi) ≥ 0

Fig. 3. Neural network for the one-output bent-function

Combining two such blocks (Fig.4) and training each of them with different
training set we obtain the network which outputs the balanced binary vector
irrespective of the values of the input binary data.

Fig. 4. Neural network for two-outputs bent-function

Now we can take the neural blocks presented at Figs. 3, 4 and combine them
into larger structures realizing certain functions. As a simple example we built a
network of 189 neurons (Fig.3) to obtain a selector choosing elements from S-box
of DES. Compiled with a standard neural network it gave neural representation
of the S-box. Certainly, such a network should be optimized to reduce number
of ”neural cells”. This will be the subject of future research.

The balance and avalanche property are fundamental for S-boxes, but they
do not suffice their security. The other important property of Boolean functions
and S-boxes is the correlation resistance. This property generalizes the balance
property. We say that the function f of n arguments has the correlation resis-
tance of order m (1 ≤ m ≤ n) if the output f(x) is statistically independent of
any m chosen elements of x. In the language of information (see [15]) we can
write this as

H(f(x)) − H(f(x)|x1, x2, ..., xi) = 0. (4)

Testing the property (4) can be additional, except of the balance property, easy
to implement training condition of the neural network modelling an S-box. Let us
remark the training procedure could be performed without exact knowledge of the
modelled function, only on the basis of very general requirements lied on it.



5 Summary

In the paper we presented an idea of application of neural networks for constructing
S-boxes, the critical security elements of block ciphers and other private key cryp-
tographic algorithms. This element is most difficult to realize by a neural network.
The others elements of block ciphers like permutations and linear substitutions are
much easier. Thus, realization of the whole algorithm is only a technical problem.
The other potentially fruitful possibility of application of neural networks in cryp-
tology is testing cryptographic algorithms. This problem along with improvement
of the approach presented in this paper would be the subject of our future research.
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Abstract. Multi-class Object Methodology allows objects to change
their structure and behavior with respect to semantic integrity. This
paper examines the problem of object constraint satisfaction. Two as-
pects of object constraints are analyzed in detail. The first aspect refers
to multi-class feature of objects, and the second is related to the migra-
tion of multi-class objects. The expanding approach compared to exist-
ing solutions is relied on standardizing the elementary notions: object
and constraint. The major contribution is: objects are allowed to change
during their lifetime and migrate between systems, also constraints are
allowed to change and migrate. The sequence of migration is depending
on operation order.

1 Introduction

Multi-class Object Methodology is a concept for simplifying object migration
between different systems (see [9, 10]). We need keep in mind that all exist-
ing concepts in integrity modeling, both more natural and pure artificial, must
evolve or die. To bypass the gap between objects and constraints, a unify object
notation should be used to define, change and migrate. In order to achieve it
we need to add new features to object and constraint definition. In this regard,
we are encouraged by the modeling language for dynamic systems and dynamic
constraints [13].

The goal of this paper is to provide a formal approach to migration objects
in a Web environment that relies on a multi-class dependencies to reflect the
behavior and state, and to show how different results could be achieved in this
framework during migration transaction.

The evolution on the object level consists of such operation as object moving
or object adding [12]. Between classes and objects different relationships, such as
inheritance or preference etc., may occur. Because of these relationships an object
schema mentions a complicated and nested net in which the nodes represent
classes and objects, and the edges - different relationships between them. One
should note that in this kind of nets each operation which moves or adds elements
requires a very expensive reconstruction.
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In MOM we have to take into consideration constraints not appearing in
others environments. At first satisfaction for object-sub-object association, i.e.
Student could be simultaneous Graduate, but Pupil not. At second satisfaction
for migration path, i.e. Student could migrate to Graduate, and next to Lecturer,
but it is impossible that Graduate could stay Student again.

In this paper we propose a new constraint model which enables to specify
the notions of semantic integrity between objects. There are three possibilities
to describe constraints: constraints could be defined in instances, classes and
special constraints-objects. On this basement it is possible to define effective
mechanisms for dynamic evolution also in distributed environments.

The rest of the paper is organized as follows. In Section 2 we describe the
formal notation of Multi-class Constraint. In Section 3 different examples of
migration paths are presented and discussed. Finally, Section 4 presents our
conclusions and future works.

2 Formal Approach to Object Integrity

Suppose we have a database of a factory assembling vehicles in a certain country.
We can see the following examples of value propagation:

Definition 1. By a multi-class object x we call an expression

(id(x), Sub(x), Sup(x), ASub(x), v(x),M(x)) (1)

where id(x) - object identifier of x, Sub(x) - set of sub-objects identifiers of x,
Sup(x) - set of sup-objects identifiers of x, ASub(x) - set of attributes described
sub-objects of x, v(x) - value of x, M(x) - set of methods of x, where:

(∀x, y ∈ OBJ)(id(x) = id(y) ⇔ v(x) = v(y) ∧ Sub(x) = Sub(y) ∧ Sup(x) (2)
= Sup(y) ∧ M(x) = M(y) ∧ ASub(x) = ASub(y))

(∀x, y ∈ OBJ)(id(y) ∈ Sub(x) ⇒ id(x) /∈ Sub(y)) (3)
(∀x, y ∈ OBJ)(id(y) ∈ Sup(x) ⇒ id(x) /∈ Sup(y)) (4)
(∀x, y ∈ OBJ)(id(y) ∈ Sub(x) ⇒ id(x) ∈ Sup(y)) (5)
(∀x, y ∈ OBJ)(id(y) ∈ Sub(x) ⇒ A(y) ⊇ ASub(x) ∨ ASub(y) ⊇ ASub(x)) (6)
v(x) : A(x) → V (x) where a ∈ A(x), v ∈ Va(x) (7)

Between object there are relation called object-sub-object relation.

Definition 2. We call that objects x and y are in object-sub-object relation, if
y ∈ Sub(x). We denote object-sub-object relation as x∠y.

If object-sub-object relation is restricted to object-class relation we will obtain
classical inheritance relation.

Definition 3. Object-sub-object relation we call inheritance relation, iff(x∠y)
and ASub(y) ⊇ ASub(x). We denote inheritance relation as x ≤ y.
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Definition 4. By a multi-class constraint x we call an expression

(id(x), Sub(x), Sup(x), ASub(x), v(x),M(x)) (8)

where Sub(x) = Sup(x) = ASub(x) = ∅,
where id(x) - object identifier of x, Sub(x) - set of sub-objects identifiers of

x, Sup(x) - set of sup-objects identifiers of x, ASub(x) - set of attributes
described sub-objects of x, v(x) - value of x,

where a ∈ {Apply, Not apply, Covers, Covered with} ∧VApply ⊆ OBJ ∧
VNot apply ⊆ OBJ ∧ VCovers ⊆ OGR ∧ VCovered with ∈ CONSTR,
M(x) - set of methods of x,

where

∀ x, y ∈ VApply ⇒ ¬(x ≤ y ∨ x ≥ y ∨ x∠y ∨ y∠x) (9)
∀ x, y ∈ VNot apply ⇒ ¬(x ≤ y ∨ x ≥ y ∨ x∠y ∨ y∠x) (10)
∀ x ∈ VApply ⇒ x /∈ VNot apply (11)
∀ x ∈ VNot apply ⇒ x /∈ VApply (12)
∀ x ∈ VNot apply ⇒ ∃y ∈ VApply ∧ (y ≤ x ∨ y∠x) (13)
∀ x∃ y : x ∈ VCovers(y) ⇒ VCovered with(x) = y (14)

Example 1. If we study inter-object associations there is a need for mutually
exclusive objects (15), (16) or mutually inclusive objects (17).

∀x ∈ Sub(Pupil) : ( x ∈ Sub(Class2a) ⇒ x /∈ Sub(Class2b)) (15)
∀x ∈ Sub(Pupil) : ( x ∈ Sub(Class2b) ⇒ x /∈ Sub(Class2a)) (16)
∀x ∈ Sub(Pupil) : ( x ∈ Sub(Mathcircle) ⇒ x ∈ Sub(Class2a) ∨ (17)

x ∈ Sub(Class2b))

3 Migration Problem

Migration process could be in special case nonsense. In particular each path start
(a) from any class to superclass (b) from any class to subclass (c) from any class
to another class, but not superclass or subclass.

Lets see the following objects: Person, Male, Female. The migration path
of type (a) or (b) for Person and Female is without sense. Also the migration
type (c) is impossible since Male and Female are semantic exclusive. The next
problem is the direction of the change, ie. object Children migrates to Adult but
not back.

The fundamental question is for data integrity after migration process is
completed. In open systems [8] we use the following operators:

Object1
Object2

Add
Object3 (18)
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Object1
Object2
Delete

Object3 (19)

Object1
Object2
Move

Object3 (20)

In some situations the migration process especially move operator could cause
some integrity problems. Lets see the following example.

Example 2. We have the following objects:

(K, Sub(K), {Z}, {Surname, Date of birth}, ∅, M(K)), (21)
(S, Sub(S), Sup(S), {Surname, Address}, ∅, M(S)), (22)
(M, Sub(M), {Z}, {Surname, Date of birth}, ∅, M(M)), (23)
(Z, {K, M}, Sup(Z), {Surname, Date of birth}, ∅, M(Z)), (24)

and the object

(Pupil1, ∅, {K}, ∅, < Name : Rob, Surname : Clark, (25)
Date of birth : 1991, Gender : M, Note : 5.0, 4.0, 3.5 >, ∅).

Moreover

(Surname,K) = (Surname, S) = (Surname,M) (26)

and

(Date of birth,K) = (Date of birth,M) = (Date of birth, Z). (27)

Lets compare the operation

(K
Pupil1
Move

M) (28)

with a sequence

(K
Pupil1
Move

S) (29)

(S
Pupil1
Move

M) (30)

After Move sequence object Pupil1 is the following:

(Pupil1, ∅, {K}, ∅, < Name : Rob, Surname : Clark, (31)
Date of birth : 1991, Gender : M, Note : 5.0, 4.0, 3.5 >, ∅).
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4 Discussion

This paper outlines simple migration integrity rules for objects in open systems.
We believe that this approach to follow migration paths is very promising for
future work. From a practical point of view we are studying the behavior of
objects in Web systems.

Future work will tackle the problem of mining associations rules using multi-
class methodology. It is necessary to get to know what can be done not only
with object structures but also with object behavior.

Our approach seems specific only for multi-object environment, but could be
simple modified and adopted to similar multi-agent environment and distributed
systems [9].
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Abstract. As multimedia data and their applications are rapidly dis-
tributed on the Web, the research on watermark insertion and integrity
vigorously increases. In this paper, discrete wavelet transformation dis-
solves an original image into the 3-levels of low, middle, and high band-
widths. Human visual system with the significant coefficients extracted
from the middle obtains enhanced image quality and robustness using
watermark insertion. In the end, experimental results show that various
attacks cannot destroy pre-inserted watermark and recovered image is of
good quality by measuring PSNR.

1 Introduction

As demand for digital fulltext-image with fast development of super high-speed
communication network is increasing in digital contents industry, its scale is in-
creasing exponentially every year. However, this fulltext-image is illegally reprint-
ing and distributing widely, and this brings about the problems of its copyrights
and proprietary rights[1][2]. Consequently, we design robust watermarking algo-
rithm, which can resist a various attacks, construct digital fulltext-image frame-
work for copyright service, and apply them in our digital fulltext-image protec-
tion system. To do this, first, we reconstructs the value-chain structure of digital
contents industry about Framework from manufacturing of digital contents to
its consumption and suggest integrated model and reference model about digi-
tal original text service by rearranging the subjects. Also, we construct digital
fulltext-image service system based on reference model and reconstruct interface
that is occurred between subjects. Second, we implement digital fulltext-image
protection system that apply watermark/fingerprint algorithm that can be pro-
tect the copyright of digital fulltext.

2 Digital Watermarking Algorithms

At inserting watermark, HVS, designed by Lewis and Knowles, is system to
insert imperceptible watermark with considering a various characteristics of our
eye including retinal and neural network.
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We can insert watermark of big size at less insensitive part of our eye based
on this characteristics, design watermarking algorithm with this. Existing algo-
rithms proposed[8] applied JND(Just Noticeable Difference) which present min-
imal difference for someone to detect between two signals. However, this method
has weak points that it enables to apply to only black and white picture and
robustness become worse by inserting watermark without having regard to the
effects of sight of a DWT coefficient. In this paper, we decreased computational
load and had a little effect on image by selecting specific coefficient in middle
frequency band. Also, we improve robustness by using Gaussian random vector
that has the advantage of no pattern guessing, no dependency, and no relation-
ship. In the end, we show that PSNR value of suggested technique is superior to
it of existing techniques by way of experiment.

2.1 Watermark Inserting Algorithm Using HVS

We select specific coefficient. Of middle frequency band by using DWT, then
look around the series of process to insert watermark by applying HVS. Fig.1
shows the process to insert watermark.

Fig. 1. The process of watermark insertion

[Step 1] To insert watermark in image, first we disjoint it into three levels
through the process of DWT. We use our wavelet filter with the 9/7
tab which is suggested by Antonini as above Fig.1. I0

1 , I1
1 , I2

1 , middle
frequency filled with gray color, is frequency band where watermark is
inserted. We inserted watermark into middle frequency band because
watermark inserted in that place is extracted in the high ratio after any
image processing and the image inserted in the watermark is distorted
in the low ratio than other band relatively.

[Step 2] To insert robust watermark, visually significant coefficient is selected.
At this time, ROI found by using the principles of MTWC is inserted.
Here, the visually significant coefficient has generally large value and
remain a little change after image processing such as compression. If
this coefficient is changed, the image through reverse DWT processing
differs largely from original image.
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The processing to find visually significant coefficient is the followings;
(a) At initial step, initial critical valule (Ts) of the band in which watermark

is inserted. At this time, the critical value is the half of the largest coef-
ficient (Cmax) which has the largest absolute value of coefficients in the
band; Ts = Cmax/2.

(b) To find the significant coefficient, If Cs (i, j) > Ts through comparing
all coefficient Cs (i, j) with critical values, it select as the significant
coefficient.

(c) If all watermarks are not inserted, above processing repeat itself from
step (a) until all of them is inserted.

[Step 3] Inserting watermarking using HVS: The property of HVS applies to
visually significant coefficient which is selected from middle frequency
where watermark is inserted(i.e. I0

1 , I1
1 and I2

1 band). The merit of
this method is to enable to decrease computational load than other
algorithms because watermark is not inserted to all coefficients and to
have a little effect on image. Inserting of watermark is the processing to
insert the information of watermark. This processing is the followings;

Cs (i, j) = Cs (i, j) + α · q (i, j) · Wk

Cs is the original coefficient selected, Cs’s is the coefficient with wa-
termark, and α is parameter to present the strength of watermark and
α ∈ (0.0, 3.0). q(i,j) is weighting function using HVS, Wk is watermark
and used Gaussian random vector that its mean is 0 and its dispersion
is 1. The merit of Gaussian random vector is to become independent
to each other, to have no relation with each other, and not to guess
pattern. The watermark can use string, image, logo and random string
according to a property of algorithms.

2.2 Watermark Detection Algorithm

We describe the method to decide whether watermark is inserted or not and to
judge its validity by extracting it in image.

Fig. 2. The extraction process of watermark

Fig. 2 shows the process diagram to extract watermark, the process can be
describes as followings;
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(1) Call original image and image including watermark
(2) Decompose each frequency into three levels through DWT process for above

two images
(3) Extract watermark through comparing two image decomposed by (2)
(4) Measure the similarity through measuring formula of similarity
(5) Decide whether watermark is inserted or not through comparing the esti-

mated similarity value with critical value estimated by experimentation

C (W,W ∗) =
W · W ∗
√

W · W
C is similarity, W is watermark before it is inserted, W ∗ is watermark after
it is extracted. If C ≥ critical value, we decide that watermark is inserted.
Otherwise, we decide that it is not. Here, the critical value is obtained by
experimentation but computation.

3 The Experimentation and the Results

We divide original image into 4-levels of sub-band image by using the biorthog-
onal wavelet filter[7][8], then insert and detect watermark in ROI(Region of
Interest) through HVS(Human Visual System). At this time, we use 512*512,
256 gray color of ”Barbara” image as experimented image. First,we experiment
the invisibility of watermark. Fig. 3(a) shows original ”Barbara” image, and Fig.
3(b) shows ”Barbara” image with watermark. The difference of two images is
scarcely as shown by Fig. 3. Also, [Fig. 3](c) shows ”Barbara” image which apply
JPEG compression(30:1) and decompression method to image in Fig. 3(b).

Fig. 3. Invisibility experimentation of image

(a) is original ”Barbara” image, (b) is ”Barbara” image with watermark(PSNR
45.68), and (c) is ”Barbara” image applying JPEG compression(30:1) and de-
compression method(PSNR 26.38Db).

Fig. 4 shows various attack techniques for image. And we can see that the
299 units of a forged watermark have no response as shown by Fig. 5.

Our method considerably improves PSNR value than the method using HVS
technique. The PSNR value of our method is similar to the PSNR value of the
method using ROI technique, but it improves robustness than the method using
ROI technique. The experimental result of the robustness for each method is
shown by below the experimental result. We set up middle frequency band as the
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Fig. 4. The results of various attacks

Fig. 5. The experimented result of the unique of watermark

Table 1. Comparative tables for experimental results of our method

Image Our method ROI method HVS method

Lena 51.62 dB 53.08 dB 42.12 dB

Barbara 45.68 dB 47.19 dB 39.60 dB

Bridge 41.90 dB 43.03 dB 38.18 dB

Gold hill 42.89 dB 43.37 dB 39.37 dB

Air plane 39.50 dB 39.79 dB 36.82 dB

Fig. 6. The experimental result of JPEG compression and the similarity for image

region to insert the same strength of watermark and the watermark to compare
the performance when the condition is on the same level at this experimentation.

We can see that our method improves the robustness than the method using
HVS technique as shown by Fig. 6(a)(b)(c). Also, we can see that the PSNR
value of the restored image has the highest value, but its robustness has the
lowest value.
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4 Conclusion

To protect copyright, digital watermarking techniques are suggested. In step,
we designed robust watermarking algorithm, which could resist a various attack,
construct digital fulltext-image framework for copyright service, and apply them
in our digital fulltext-image protection system.

Thus, discrete wavelet transformation dissolves an original image into the
3-levels of low, middle, and high bandwidths. Human visual system with the
significant coefficients extracted from the middle obtains enhanced image quality
and robustness using watermark insertion. In the end, experimental results show
that various attacks cannot destroy pre-inserted watermark and recovered image
is of good quality by measuring PSNR values.
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Abstract. Web caching is an effective way to save network bandwidth
and promote network performance. In traditional network, strong consis-
tency and collaboration mechanism establishment are two major prob-
lems. AWC (Active Networking Caching) is a distributed service based
on active network. Each cache traces of server and makes a virtual link
between cache and server. Different servers can share their branch nodes,
so AWC will cause fewer burdens than conventional solution. AWC pro-
vides a lightweight way to coordinate distributed caches. Cache nodes
needn’t communicate with other caches to share storage for the sibling
cache nodes share their storage. It can reduce the cost of collaboration
establishing. The simulation results shows AWC cost less network band-
width for state tracking between server and caches.

1 Introduction

Although web is one of the most important approaches to publish information,
users suffer from net congestion and server overload. Web caching is a good ap-
proach to save bandwidth and improve performance. However it still has many
problems. Content consistency and content sharing are two of them. Unfortu-
nately, by traditional network, it is difficult to solve them from the base.

As novel programmable network architecture, active network [1] provides
dynamic generalization of network services by injecting code and/or policy into
shared nodes of the network. Compare to conventional network, active network
can develop new network protocol and service easily. In this paper, we introduce
an active service called AWC (Active Web Caching) based on ANTS[2] to provide
a flexible architecture for proxies and the original server.

2 Related Works and Web Caching Challenges

Content Consistency. Many research works have been done to solve content
consistency problem. PER (Poll Each Read) [3] has strong consistency but it
cannot bring much benefit on performance. TTL (Time to Live) [3], also called

� This paper is supported by the Nation Science Foundation of China (No.60173059).
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Expire, can improve performance greatly but it can only provide weak consis-
tency. These two methods are client driven and can be easily deployed in the
Internet. Invalidation [4][5] and Lease[6] is another kind of approach driven by
server. Server keeps track of the proxies caching its content. When content is
modified, server will notify all related proxy to expire or fresh the content. In-
validation can get strong consistency with only a little more cost than client
driven methods[5]. Leases [6] make a mixture of Invalidation and TTL. When
looking deep into the these methods, we found it still has a vital fault. In the
WWW, a proxy server may be severed from origin server temporarily or for a
long vocation. During this vocation, if objects are modified in origin server, there
is no mean to notify the proxy. In conclusion, since the proxy cannot trace the
state of origin server especially connectivity to origin server at any time, so it
cannot make reaction to fault in time.

Collaboration. Individual cache may work well but it meets challenge of
huge storage volume since the information from different server will accumulate
day by day. Cooperative caching mechanisms have been proposed to solve this
problem. The architecture of these mechanisms can be divided into three cate-
gories [3]: hierarchical caching architecture, distributed caching architecture and
hybrid caching architecture.For hierarchical caching architecture, the caching
system forms a tree structure. For distributed caching system the storage is
shared among caches. And the hybrid caching architecture is a combination of
two architectures mentioned above. ICP (Internet Cache Protocol, RFC 2186)
is a typical example that offers a mechanism for establishing complex cache
hierarchies. Though these methods can improve the performance of web cache
effectively, to configure a hierarchical web cache is a time consuming work and
sometimes it is difficult to coordinate. In [7]the author indicates that approxi-
mately only 10% of requests will be cache hits in neighbor caches while there
are approximately 30-50% local hit rates typically seen by most caches.

3 Active Web Cache Mechanisms

3.1 Status Tracking

AWC provides an active mean for status tracking between server and cache
nodes. Assume a cache node wants to keep track with server’s state. Firstly, it
sends request capsule to the server. As well as server receiving the request, it
sends back a reply capsule; each node on the route from server to the cache
node will activate the AWC Service. The service will monitor the next and the
previous node to see whether the neighbor is available. As shown in figure 1, it
becomes a dual link from the server to the cache node. This makes a group of
node pairs. In figure 1, it has generated three node pairs: (CacheNode, AN1),
(AN1, AN2) and (AN2, Server). The normal state is that all nodes in the link
connected together and the service is working. If the service on the server were
down, the adjacent node, in this case AN2, will aware of the failure and notify
the client along the link. All nodes that receive the message will release the
resource.
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Fig. 1. Each node keeps track with adjacent nodes, and makes a virtual link between

server and cache node

Multiple cache nodes can share link in the same route end to end. As shown
in figure 2, the route from C1 to S is [C1, R1, R5, S] and the route from C2
to S is [C2, R1, R5, S]; they can share pair (R1, R5) and (R5, S). R1 and R5,
as they are active routers, can easily record share information and save network
bandwidth especially in large scale networks.

C1

R2

R5

R1

C4C3C2 C5

R4

R6

R3

C8C7C6

S
Query Capsule

Response Capsule

Fig. 2. By AWC, the query and response are distributed to each active router; so the

server has a fixed burden no matter the number of cache nodes

Information sharing. The share level is determined by (1) network topol-
ogy and (2) deployment of the related server. Tree is a usual topology applied
in Internet. For convenience, full binary tree is considered as network topol-
ogy in following discussion. The server is the root node; all cache nodes make
up the leaves and middle nodes (usually router) make the branch. Let T be
a full binary tree. Let m + 1 be the levels of T and let nj be the total node
number in the level j(0 ≤ j ≤ m). Then nj should be:2j . Let P be amount
of query packet that a cache node sent per second and let S be the size of a
query packet. We assume the response packet has the same size with the query
packet. In traditional way, the server will receive query packets from all cache
nodes and then send response packet to respective node. So the throughput in
the serverBs = 2PSnm = 2m+1PS. To compare, for AWC, the throughput in
the server Bs′ = 2PSn1 = 4PS.

It is obvious that Bs′ is a constant whereas Bs will increase greatly if the
levels of tree increase. Moreover, information can be shared among different
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servers. Figure 3 shows an example for sharing information between two services
which deployed in different nodes.

C11

R2

S1

R1

C2C1C12 C21

R3

C22

Query Capsule Response Capsule

S2

Reused Link

Fig. 3. Virtual link information can be shared for different service. The links colored

blue are shared by two different servers

3.2 Collaboration

In AWC, collaboration is setup dynamically. Caches, servers and routers form
a tree structure when the status tracking working. The server act as root while
the caches act as leaves of tree Conforming to current network architecture, the
sibling caches are usually near in geography and bandwidth of link connecting
them are relatively wide. So a simple and effective way is to share the content
of sibling caches.

Sibling Establishing and Cancel. As shown in figure 2, for example, C1
and C2 will share content with each other. C1 and C2 do not know each other
at first, their relationship is established dynamically when they track the same
server. When C1 sends tracking information to the server, R1 register C1 in its
memory. Following the same step, C2 will also be registered in R1. All sibling
relationships will be registered in branch nodes. If a sibling cache cancels caching
for the servers, it won’t track the server any more and it sends a capsule to its
parent node with cancel information. The branch node receives the request and
then removes the item of the request cache.

Sharing Mechanism. Taking figure 2 as an example, C1 and C2 share their
content. If C1 receives some content from S, it will send a message to R1, and
then R1 sends the information to every sibling nodes of C1. In this case, C2 will
receive the message and know that the content has been cached by C1. The C2
will index the content to C1 saving to the memory pool. When C2 receives a
request for the content index to C1, it forwards the request to C1 instead of S.

When a new comer, denoted as Cn, inserted into network and act as a sibling
of C1 and C2, it has no idea about what content have been cached by its siblings.
In AWC, Cn doesn’t synchronize to the sibling nodes. It just does nothing but
the cache work just like C1 and C2. When a client requests for some content of
S reaching to it, it fetches them from S and cache it in the memory pool. And
then, just as C1 and C2 will do, Cn sends the cache information to R1, and R1



sends the information to all child nodes. If C1 and C2 have indexed the content
they will do nothing, otherwise they will index the content pointing to Cn.

4 Simulation Results

We evaluate the performance for status tracking using J-Sim [8]. The network
topology of simulation is similar to figure 2, a full binary tree. The level of tree
is set to 5 so there are total 63 nodes in the simulation. The bandwidth of whole
network is configured as 64kbps and all link propagation delay are set to 0.0050.
There are two goals for the simulation. One is to test for the realtime capability
and the other one is the cost of keeping the track, i.e. how much bandwidth in
server side will be consumed.

A set of simulations were made and the simulations were set by following
steps:

1. At the start point, each leaf node, 32 nodes in total, works as cache node for
the server. All cache nodes keep tracks with the server’s status.

2. During the simulation, every non-leaf node may break from the network by
random. When a node breaks from network, it sends a signal to a recording
component that is assistant component just for recording information.

3. When caching nodes get aware of the connectivity to server being down they
will send a message to the recording component. The message contains the
information of which nodes being down.

4. Step (2) and (3) continue until the simulation time is over.

The variant of simulations is interval of PingCapsule. The total simulation was
set to 600 seconds. Table 1 shows the simulation results.

Table 1. Simulation results for realtime capability of AWC

Item 1(s) 2(s) 3(s) 4(s) 5(s) 6(s) 7(s) 8(s) 9(s) 10(s)

Aver. Time(s) 2.438 5.060 7.240 9.717 12.25 15.02 17.59 19.88 22.87 26.42
Max time(s) 2.990 5.939 8.854 11.90 14.90 17.89 20.73 23.99 26.84 29.92
Min time(s) 2.200 4.215 6.217 8.233 10.39 12.78 14.54 16.42 18.36 20.39

From table 1 we can see that clients can keep track with server in comply
with query interval. Figure 4 indicates the whole throughput in the server side by
different intervals during the simulations. The shorter the interval is, the more
bandwidth consumes.

5 Conclusions

AWC makes effort on strong content consistency and caching node collabora-
tion. By utilizing the advantage of active networking technology, AWC can be
constructed dynamically and consume relatively low bandwidth. So it is suitable
for large scale network circumstances.
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Fig. 4. Throughput of server by query interval 1s, 2s, 5s and 10s
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Abstract. This paper proposes a semiautomatic method to build a do-
main ontology using the results of text analysis and applies it to a doc-
ument retrieval system. In order to present usefulness for retrieving a
document using the hierarchical relations in an ontology, this study com-
pares a typical keyword based retrieval method with an ontology based
retrieval method, which uses related information in an ontology for a re-
lated feedback. As a result, the latter shows the improvement of precision
and recall by 4.97% and 0.78% respectively.

1 Introduction

An ontology can be defined by a set of knowledge terms that include a simple
rule, semantic relation, and words for a specific subject. That is, an ontology can
be expressed by the concepts, which are related to a domain, features, which ex-
press the concept, relation between the concepts, and constraints of the features.

This paper builds a domain ontology with the semantic relation that exists
in an ontology by extracting a semantic group and hierarchical structure after
classifying and analyzing the patterns of terminology that appeared in a Korean
document as a type of compound noun [6]. A built ontology can be used in
various fields. This paper proposes an ontology that classifies words related to
a specific subject by using a hierarchical structure for a method to improve the
performance of retrieving a document. A retrieval engine can be used as a base
of inference to use the retrieval function using the concept and rule defined in
the ontology. In order to experiment this retrieval engine, the texts that exists
in a set of documents related to the pharmacy field are used as an object of the
experiment.

2 Building a Domain Ontology

A development of an ontology indicates a configuration area of an ontology by
considering the characteristics of domain and usage of ontology, and then defines
the detailed items that will be included in an ontology for the queries that an
ontology will answer. In order to perform this process, it is a definition of the
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concepts and structure through a conference with the specialists of domain is
required and builds by using these results. In an actual application system, it
is necessary to an ontology that includes a specific knowledge for each domain.
This paper selected the pharmacy field as an experiment domain and limited a
document that existed in the pharmacy domain for learning.

2.1 Process for Building an Ontology

The relation that will append the concepts of the pharmacy ontology, which
will be built using the results of the documents that exist in the pharmacy
database (http://www.druginfo.co.kr) and the results will be configured. The
collected documents will form concepts according to the tag that is attached
after the transformation process to fit the configured structure using a semi-
structurized(tagging) document.The building process of the proposed ontology
consists of three steps as follows.

Base Ontology. For building an ontology, a designer decides a minor node,
which is located in the upper level, and builds an ontology based on it and
extends it. It is called by a base ontology. This paper configures a base ontology
using 48 words as shown in Fig. 1.

Fig. 1. Configuration of a base ontology

Extraction of Concepts. In order to remove the stop words, the stop words
list was made by using 181 words by considering the morphological characteris-
tics of Korean language. The extracted nouns from an ontology that is a kind of
network with a lot of words mean the concept of ontology. The tags and verbs
present the relation between the concepts and act as a network, which plays a
role in the connection of the concepts to each other.

Addition of Relations. This paper introduces two methods in order to give a
relation for the extracted concepts. The one is using the value of tag attached at
the front of text, and the other is using the verb by extracting it from the text.
Table 1 and Table 2 show 15 types of semantic relations according to the value
of the attached tag and 18 semantic relations by the high frequency of verbs.
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The relationship between the extracted verbs and nouns can be verified by the
co-occurrence information.

Table 1. Types of the semantic relations for the values of the tag

Semantic Relations

producedBy hasKind hasSideEffect hasColor
hasInsCode hasForm byMean hasContra
hasComCode hasEffect byAmount byAge
hasClsCode hasMethod byUnit

Table 2. Types of the semantic relations for the high frequency of verbs

Semantic Relations

appear rise control beWorse prevent
take infect inject use relax
cure noTake cause improve return
reduce accompany maintain

2.2 Extend of Ontology

A built ontology can be extended by other resources, such as other ontolo-
gies, thesaurus, and dictionaries. It is possible to reduce the time and cost
to extend an ontology by applying the predefined concepts and rules by using
the existing resources. This paper uses an abbreviated dictionary for medicine
terminology (http: //www.nurscape.net/nurscape/dic/frames.html) and Doosan
World Encyclopedia Encyber (http://www.encyber.com/) to extend the phar-
macy ontology. The process consists of 3 steps, such as the import, extract, and
append.

3 Application for Retrieving a Document

A built ontology can be used in various fields. We propose a method that will
improve the effect of retrieving a document using this ontology. This paper uses
a hierarchical relation for the process of user relevance feedback in the ontology.
The query will be extended by using the terminologies, which appeared as a
hyponym information in the ontology that related to the inputted queries, and
calculates the weights for the rewritten question. In this process, the hyponym
retrieval level to retrieve the nodes in the ontology was set by 2. Our document
retrieval system consists of two modules. They are a preprocessing module and
a retrieval module.

In order to compare the retrieval performance, a set of the upper 30 correct
answered documents for the 10 questions by introducing the 5 specialists’ advices
about 430 documents was configured. Then, the rates of recall and precision for
each query were produced based on this configuration.
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4 Experiments and Evaluation

The experiment was applied by the extraction method proposed in this paper
for the text in the pharmacy domain.

4.1 Recognition of Terminology

The documents used in this experiment are 21,113. From the results of the docu-
ment analysis, the numbers of extracted terminology are 55,870. It covers about
70.8% for the total extracted nouns. This means that the rate of terminology
is very high in a specific domain. There is good recognition for the terminolo-
gies that appeared and addition of 2,864 hyponym concepts after applying the
extraction algorithm proposed in this paper in which the average level of the
nodes, which existed in the ontology is 1.8.

The extracted terminologies can be investigated by three specialists by hand
and evaluated by the precision. The precision of the singleton term is 92.57% that
shows a relatively good performance compared with the proposed algorithm. And
the average precision of the multi-word term terminologies was 79.96%. From
the results of the experiment, 574 concepts were added.

4.2 Evaluation of the Retrieval Performance

In order to present the effectiveness for retrieving a document using the proposed
method, this study compares the two methods. The one is a keyword based
retrieval method by using the traditional method of , and the other is an ontology
based retrieval method by using the hierarchical information that exists in the
ontology to a relevance feedback.

An experiment reference collection and evaluation scale is used to evaluate
an information retrieval system. This paper collects 430 health/disease infor-
mation documents from the home page of Korean Medical Association (http://
www.kma.org) in order to configure a reference collection and configures an
information query using 10 questions. The experiment was carried for the 430

Fig. 2. comparison of the precision
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documents extraction. The objective of the experiment was to produce the recall
and precision for the 10 questions in which a set of correct answers for each in-
putted question was defined in order of the documents set by the specialists. Fig.
2 presents the comparison of the distributions of the precision for the inputted
queries using the two methods mentioned above.

5 Conclusions

This paper proposes a semiautomatic method to build a domain ontology using
the results of text analysis and applies it to a document retrieval system. This
paper especially proposes a method to process the ontologies that were combined
with a specific nouns or suffices in order to extract the concepts and relations for
building the pharmacy ontology after analyzing the types of ontologies appeared
in the relevant documents. Keyword based document retrieval system that gives
weights by using the frequency information compared with an ontology based
document retrieval system that uses relevant information existed in the ontology
to a relevant feedback in order to verify the effectiveness of the hierarchical
relation in the ontology. From the evaluation of the retrieval performance, it can
be seen that the precision increased by 4.97% while the recall was maintained as
similar to other one. This means that if the hierarchical relation in the ontology
is used as relevant feedback information, the precision will be improved.

It is necessary to modify and extend the ontology in order to process a more
precise processing of an query. 33 semantic relations defined in the present phar-
macy ontology may be short. In this case, it is necessary to redefine other seman-
tic relations required in a specific domain and extend the pharmacy ontology.
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Abstract. Text categorization has become one of the key techniques for
handling and organizing web data. Though the native features of SVM
(Support Vector Machines) are better than Naive Bayes’ for text cat-
egorization in theory, the classification precision of SVM is lower than
Bayesian method in real world. This paper tries to find out the myster-
ies by analyzing the shortages of SVM, and presents an anti-noise SVM
method. The improved method has two characteristics: 1) It chooses the
optimal n-dimension classifying hyperspace. 2) It separates noise samples
by preprocessing, and trains the classifier using noise free samples. Com-
pared with naive Bayes method, the classification precision of anti-noise
SVM is increased about 3 to 9 percent.

1 Introduction

With the rapid growth of Internet, text categorization has become one of the
key techniques for handling and organizing text data. A lot of statistical clas-
sification and machine learning techniques have been applied in text catego-
rization. These include Naive Bayes models [1, 2], nearest neighbor classifiers
[3], decision trees [4], neural networks [5], symbolic rule learning [6] and SVM
Learning [7, 8].

In the paper, we are intent to find out how to improve precision of SVM
by comparing it with Naive Bayes method in text categorization. The naive
virtues of SVM make it more appropriate for text categorization than Bayesian
method in theory. However, under the condition that training samples have
noises, the hyperplane constructed will badly deviate from real optimal hy-
perplane. The paper presents an anti-noise classifying method based on SVM.
The improved method optimizes high dimension space first, and then builds
classifier by removing noises from training samples. Experiments prove that
the classifying precision of anti-noise SVM increased about 3 to 9 percent
than Bayesian method.

� This work is supported by the National Grand Fundamental Research 973 Program
of China under Grant No. 2003CB314802.
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2 Measurements and Analyze

2.1 Comparison with Bayesian Methods

Thorsten Joachims [7] provides several advantages of SVM for text categoriza-
tion.

1. SVM has potential to handle High dimensional input space.
2. SVM can process relevant features effectively.
3. SVM is born to classify two kinds of samples.
4. SVM is well suitable for problems with dense concepts and sparse instances.

We choose 1000 texts about news and science as test samples, and select 200
texts from candidates as training samples. When comparing two methods, the
result in reality can not support the standpoint in [7]. In the following tables, n
represents number of features we selected.

Table 1. Comparision of SVM and Bayesian method

Precision of SVM Precision of Bayesian method
n=300 n=800 n=1000 n=1500 n=300 n=800 n=1000 n=1500

true positives 85.3% 88.5% 90.9% 93.1% 87.1% 89.4% 93.9% 96.6%
false positives 86.2% 87.6% 92.6% 92.2% 88.7% 90.3% 94.1% 95.9%

2.2 Shortages of SVM

SVM has better nature features than Naive Bayes, but in real world, it gets
opposite results. We try to find out mysteries by analyzing the shortages of
SVM. At last, we draw following conclusions.

1. SVM has no criteria in feature choice.
SVM can classify text perfectly. However, if it uses every words emerged in
text simply as a dimension of hyperspace, the computation of hyperplane
will be very difficult and classification precision will be low. Thus, one of
our research emphases is how to choose important and useful features to
optimize multi-dimension space.

2. The anti-noise ability of SVM is weak.
Although SVM is treated as a good text categorization method, its anti-
noise ability is very weak. Support Vector is a training sample with shortest
distance to the hyperplane. The number of support vector is small, but it
contains all information needed for classification. Classifying effect is decided
by minority support vectors in the samples, so removing or reducing the
samples that are not support vectors has no influence on the classifier. If a
noise sample is treated as support vector, it will largely reduce classification
precision of SVM. If we get rid of noise-samples first, then train SVM by
optimized samples, we can achieve higher classifying precision.
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3 SVM Based Anti-noise Text Categorization Methods

In order to obtain higher precision, we need to get over shortages of SVM. In
this section, we enhance the methods from two aspects.

3.1 Constructing an Optimal Classifying Hyperspace

Efficiency and effect of SVM is largely influenced by the number of dimension
and every dimension of hyperspace. Although SVM has advantages in text cat-
egorization, it has no criteria in dimension choice. This section uses statistical
method to choose the most important features as dimensions of classification
space.

Texts consist of words. Frequency of a word can be treated as a dimension of
hyperspace. Nevertheless, the number of words in texts is very large in general.
Which words are chosen as dimensions of hyperspace is very difficult to decide.

As figure 1 shows, upper circles denote samples in class C, and lower squares
denote samples in class C̄. We know that hyperspace in figure 1(b) is better than
figure 1(a)’s for difference between C and C̄ is more apparent.

Fig. 1. (a) n-dimension hyperspace HS1 (b) n-dimension hyperspace HS2

Therefore, we need a criterion to choose certain words according to initial
learning samples and construct optimal hyperspace for classification.

Assuming HS as n-dimension hyperspace, each dimension is frequency of a
word.

Definition 1. Barycentre of samples that belong to class C in HS is

BC =
∑

d∈Sample∩C

t

/
|Sample ∩ C|, t = (Frd(w1), F rd(w2), ..., F rd(wn)) denotes

a sample point in n-dimension hyperspace HS, Frd(wi) denotes frequency of
word wi in text d.

Definition 2. We call HSC as the optimal classifying n-dimension hyperspace
about C, iff |BC − BC̄ | for all samples is maximum under some wi, and set
cardinality of |wi| is n.
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Definition 3. The prior odds on class C as O(C) = P (C)/P (¬C), O(C) mea-
sures the predictive or prospective support according to C by background knowl-
edge alone. In practice, we can calculate the prior odds on C by the following
formula [9].

O(C) = |{t|t ∈ C ∩ t ∈ Sample}|/|{t|t /∈ C ∩ t ∈ Sample} (1)

Definition 4. Defining the likelihood ratio of word w on C as:

L(w|C) = P (w|C) / P (w|¬C) (2)

L(w|C) denotes the retrospective support given to by evidence actually observed.
P (w|C) denotes the average frequency of word in sample texts.

Theorem 1. The posterior odds are given by the product as follow:

O(C|w) = L(w|C) / O(C) (3)

In practice, we can calculate P (w|C) by frequency of w in samples of C and
P (w|¬C) by frequency of w in C̄. At last, we can work out O(C|w) from equation
(1)(2)(3). O(C|w) represents the effect of classifying according to w’s frequency.

Theorem 2. When choosing first n maximum O(C|w), we can construct opti-
mal hyperspace HSC by corresponding Fr(wi) as a dimension. HSC represents
a hyperspace in which the different between C and C̄ is the most apparent.

Text d in HSC can be calculated by tHSC
= (Fr(w1), F r(w2), . . . , F r(wn)),

and wi is one of n maximum O(C|wi) words.

3.2 Improving Anti-noise Ability of SVM

SVM has high classification precision under conditions with no noises. In noisy
conditions, the precision reduces largely. As Figure 2(a) shows, point x is a noise
sample in an n-dimension hyperspace. Although x belong to positive samples,
it is largely different from other positive samples. If we consider x as a support
vector when computing optimal hyperplane, it will make the hyperplane deviate
from real optimal hyperplane largely. Classification precision is affected seriously.

Although x is positive one in samples, its characteristic is much more different
from other positive samples and may be close to negative samples under some
conditions. That is, the corresponding point x in high dimension space is an
outlier. Noises in negative samples have the same characteristic. If we eliminate
these noises in samples before training SVM, the classification precision will
increase largely. As Figure 2(b) shows, we can get more reasonable optimal
hyperplane after ignoring the influence of x when training.

In order to construct an anti-noise text classifier, we present a method that
filter noise samples by outlier detection in high dimensional space before training
SVM.
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(a) (b)

Fig. 2. (a)Noise x effect the optimal hyperplane (b)The optimal hyperplane when

ignoring noise x

Supposing D is a classified sample set, o, p, q are samples in D, d(p, q) repre-
sents the distance between samples p and q [10].

Definition 5. k distance of sample p, k-dist(p). d(p, o) represents the distance
between sample p and sample o in set D. If there are at least k samples o′ ∈ D
subject to d(p, o′) ≤ d(p, o) and at most k−1 samples o′ ∈ D subject to d(p, o′) <
d(p, o), which called k distance of sample p, k-dist(p).

Definition 6. k nearest neighbors of sample p, Nk(p). The sample set in set D
whose distance to p do not exceed k-dist(p) : Nk(p) = {q ∈ D \ {p}, d(p, q) ≤
k-dist(p))}.

Definition 7. Local density of sample p, denk(p). Local density of sample p rep-
resents reciprocal of Nk(p) average k-dist, that is denk(p) = 1/avg{k-dist(q)|q ∈
Nk(p)}.

Definition 8. Local outlier coefficient of sample p, LOFk(p). Local outlier co-
efficient of sample p represents the ratio between average density of Nk(p) and
denk(p), that is LOFk(p) = avg{denk(q)|q ∈ Nk(p)}/denk(p). Local outlier co-
efficient reflects discrete case of sample p relative to k nearest neighbors around.

In order to separate noise samples, we need to calculate LOFk(t) for each
text t in class C and C̄, if LOFk(xt) is greater than threshold θ, we conclude
that t is an outlier, that is, text t is noise in samples.

At last, we get a reasonable classification function H(x) = sgn(ω∗x + b∗) by
filtering noise samples.

4 Validity Test

Considering the problem of classifying texts C, we partition the training samples
into set C and C̄ manually first. Then, we select n words according to section 3.1,
and then remove noise samples according to threshold θ by calculating LOFk(t)
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for each text in C or C̄. At last, classification function H(x) = sgn(ω∗x + b∗) is
obtained. We select 1000 test samples and 200 training samples as section 2.1.
We test the method by using parameter n (n is the number of dimension) and
θ = 20%.

Table 2. Precision of anti-noise method by different parameter n and θ = 20%

n=300 n=800 n=1000 n=1500

true positives 96.7% 97.8% 99.5% 99.8%
false positives 97.2% 98.1% 99.7% 99.9%

From table 1, we can conclude SVM fit text categorization better in theory,
but its precision is worse than Bayesian method in practice. And we also can
find that precision of classifier increased about 6 to 11 percent after we apply
anti-noise method. And anti-noise SVM method shows its advantage in text
categorization, the precision of classifier increased about 3 to 9 percent compared
with Naive Bayes method.

5 Conclusions

The paper enhances classification precision of support vector machines by pre-
processing samples. It makes SVM can be used in conditions that samples contain
noises. It proved that classification precision of anti-noise SVM increased about
3 to 9 percent.
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Abstract. We present a mediator Web service to provide voice-based
access to recommendation systems through voice portals. The media-
tor allows requests for recommendation to be forwarded from the voice
portal to the recommendation system Web service and uses natural lan-
guage generation to summarizes the recommendation results and poten-
tial follow-ups as a VoiceXML dialog that is sent back to the portal. Since
the mediator must be independent of the recommendation application,
the semantics of the concepts used in the two services is reconciled by
ontology-mediation: the mediator publishes its general recommendation
system’s ontology of entities and queries and the recommendation system
Web service, in turn, attaches specific entities and services it provides,
as specialization of concepts of the published general ontology that the
mediator is able to convey as a natural language dialog.

1 Introduction

Computational Recommendation Systems [1] have emerged in response to the
technological possibilities and human needs created by the web. A recommenda-
tion system (RS) makes use of information filtering techniques to progressively
acquire the user preferences and profile concerning a set of products or services
to generate personalized recommendations.

Most current implemented RSs, however, are desktop-driven application and
do not allow for an pervasive access manner, which prunes the profitability of
the system. The trend towards ever more compact devices coupled with the
emergence of voice portals and VoiceXML [2] makes voice-browsing the most
promising approach to deliver content at any time, any place. It is the only
convenient option for mobile and landline phones and it can be integrated with
traditional visual browsing to deliver more information more efficiently to higher-
end devices such as PDA, laptops and desktops.

Undoubtedly, recommendations is a typical example of content for which
ubiquitous access has clear practical added value. Imagine, for instance, that
you went to a multiplex theater with friends but the movie you had selected to
see gets sold-out while you are waiting on line. Would not it be handy to access
your favorite movie recommendation system through your mobile phone to get
alternative suggestions among the other movies playing at that multiplex?
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In this paper we describe the VERBS (Voice-Enabled Recommendation
Browsing Service) interface we are currently developing to enable vocal access to
whatever RSs published as Web services. We show how computational linguistics
technologies, such as domain and linguistic knowledge based Natural Language
Generation (NLG) [6] and Web engineering technologies, such as Web Services,
VoiceXML, and Web Ontologies [9] can be harmoniously combined into a me-
diator Web service for ubiquitous access to RSs through voice portals. VERBS
is implemented upon the MAVERICK architecture [3], a general software archi-
tecture to provide ubiquitous access to personalized Web content.

2 Voice-Enabling Recommendation System Web Services

Our work proposes an innovative mechanism to provide voice-based access to
computational RSs that is published as Web services. In essence, Web services is
a versatile framework for building distributed information systems through the
assembly of components that are independently deployed on the web. It uses a
lightweight XML-based protocol called SOAP (Simple Object Access Protocol)
for exchange of information in such decentralized, distributed environment.

VERBS works as a mediator service between the RS Web service and the
voice portal. The operations described in the RS Web service interface (iRS)
(Fig. 1 (a)) are accessible by VERBS (Fig. 1 (b)).

RS Server

VERBS Server

<<webservice>>
VERBS

<<webservice>>
VERBS

<<plug-in>>
XMI Ontology

Importer/Exporter
(VOCIC)

<<portType>>
iVERBS

+getOntoRS()
+setSpecificOntology()

<<portType>>
iVERBS

+getOntoRS()
+setSpecificOntology()

<<executable>>
Case tool

<<executable>>
Case tool

RS Provider

<<gateway>>
Voice Portal

<<TCP/IP>>user

<<webservice>>
RS

<<webservice>>
RS

<<portType>>
iRS

+authenticateUser()
+getSingleRec()
+getRecList()
+getRec(item1, item2)

a

b
cd

Fig. 1. VERBS works as a mediator service between the recommendation system (RS)

and the voice portal

A VERBS session scenario takes place as follows: (1) a pre-registered user
calls the recommendation service number from any ordinary phone; (2) the Voice
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Portal send the user information identification to VERBS, which in turn, will (3)
authenticate the user within the respective recommendation system (RS) and(4)
call one of the operations described in the RS service interface (iRS); finally, (5)
VERBS will carry on the generation of the navigable VoiceXML document from
the XML-encoded content in the SOAP message sent as result to the call of
referred operation.

2.1 NLG to Support Scalable Automated Generation of
Voice-Browsing Dialogs

VoiceXML allows voice Web application developers to reuse as black-box com-
ponents encapsulating complex, low-level computational linguistic technologies
such as ASR, TTS and domain-specific grammar parsing [4]. However, to dy-
namically generate a VoiceXML dialog from an underlying content providing
application to present customized content to the user in ubiquitously brows-
able form involves issues dealt with by a higher-level computational linguistic
technology: Natural Language Generators (NLG). The input of an NLG is gen-
erally twofold. It includes (1) some information represented in a computational
language and (2) a communicative goal (e.g., greeting the user, answering a re-
quest, issuing a warning). From such an input, an NLG automatically generates
a natural language utterance. Such an utterance can be a turn in a dialog or a
multiple page monologue. It can also be a written text or a spoken utterance.
An example spoken dialog that can be generated by VERBS while interfacing a
RS Web service is given in Fig. 2.

System-led menu-based dialog:

System turn: Welcome to LokFacil movie recommendation system Mr. Anderson. If at anytime
during our dialog you want to switch interaction mode say "switch". If you are confused
about anything say "help". First, would you like me to recommend (1) a single movie or
(2) a list of movies? 

User turn: A single movie.

System turn: OK, I recommend you Matrix Reloaded. Now would you like (1) more  
information about this movie or (2) the reason for this recommendation.

User turn: More information about this movie. 

System turn: Matrix Reloaded is the first sequel of the 1999 cyberpunk science-fiction
blockbuster The Matrix. It stars Keanu Reeves, Lawrence Fishburne, Carrie-Ann Moss, 
Monica Belluci and Lambert Wilson. It is directed by the Wachowski Brothers and features
groundbreaking computerized special effects. It shows the second chapter of humanity's
epic struggle for freedom and survival against autonomous machines that have enslaved
humans as biological batteries spending their life anesthetized in forcefully induced
virtual reality dreams.

System turn: Do you want to know why I picked this movie for you?

User hangs up. 

Fig. 2. Voice-based browsing dialog example

The first sentence of this dialog does not convey any information but only
satisfies the communicative goal of greeting the user. The communicative goal
of the third system turn, in the meantime, is to respond to the request for more
information about the movie just recommended in the second system turn.
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VoiceXML allows fine tuning the level of user initiative in a dialog to the
size of computational grammars and lexicons of non-prohibitive development
cost. It also allows packaging all the related content for a variety of information
needs into a single document, leaving the user selecting and ordering its expo-
sure to the relevant units through voice navigation choices. Automating dialog
generation using VoiceXML is thus far closer to the task of hypertext genera-
tion [7], than to that of classical natural language question-answering interfaces
focused on sentence interpretation [4]. Due to its emphasis on generating a co-
herent, multi-paragraph discourse, hypertext generation, and thus VoiceXML
dialog generation must rely on the more complex but more scalable and reuse
fostering phrase-based text generation (PBTG) approach of NLG, rather than
on canned text or template matching [5].

This PBTG approach to mediate between a Web content providing service,
such as recommendation ones, and a voice portal is entirely new. Previous work
[8], proposed instead on a machine translation approach that reused a clas-
sical dynamic HTML generation infrastructure, together a generic HTML to
VoiceXML translation system. We believe that for even mildly sophisticated
information needs, voice-browsing differs too radically from visual browsing as
a sensory and cognitive experience for such an approach to robustly produce
voice-browsing dialogs that are effective enough for practical applications.

2.2 Ontologies to Integrate Independently Developed Web
Services

An ontology specifies the entity classes of a given conceptual domain, together
with their properties, relationships and constraints. It must use a representation
language that allows both a human community to share a precise, unambiguous
under common understanding of the domain and software agents to perform au-
tomated reasoning about it. Conceptual knowledge bases, for instance, presented
in most NLG systems are full-fledged ontologies.

We adopt a three-tier ontology mediation to reconcile the semantics of the
concepts used in such a RS Web service and the VERBS itself, since it must
be independent of the RS Web service. In the first tier, we have the application
domain itself (ex: the movies domain); in the second tier, we have the RS service
domain; in the third tier we have the RS-specific concepts. The VERBS publishes
an ontology and the RS Web service attaches the specific entities and services
it provides, as specialization of concepts of this published ontology.

The general ontology VERBS publishes is the General Recommendation Sys-
tem Ontology (OntoRS)1 that has been formally modelled as UML/OCL ar-
tifacts following the initiative of using UML for knowledge representation in
artificial intelligence applications and semantic web ontologies [10].

OntoRS models general recommendation domain concepts such as users,
items, common machine learning-based recommendation algorithms, user rat-

1 Due to the lack of space, OntoRS will be detailed in a further paper.
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ings for items and the recommended items themselves, as well as, typical recom-
mendation services.

As an illustrative example, we show how the ontology mediation works in the
VERBS/LokFácil2 case study. Fig. 3 shows an illustrative simplified example
of a chunk of the OntoRS, made available by VERBS, and the coupling of the
LokFacil system’s ontology.

Object

-title : string

Item -name : string
-login : string
-pwd : string

User

<<LokFacil>>
LKMovie

<<LokFacil>>
LKCostumer

-value : string

ObjectFeature

ItemFeature

1 0..*

<<LokFacil>>
LKActor

<<LokFacil>>
LKDirector

-id : int
-preference : float

ItemRecommendation

1..* 1

<<LokFacil>>
LKRecommendation

Fig. 3. OntoRS and LokFacil ontology coupling. In the diagram, one or more items

are recommended to the user. Each recommendation has an id and a preference value

that the system predicts the user will give to the referred item

Since recommendation in VERBS is based on OntoRS, a movie recommen-
dation and some features, such as director and actor, for instance, would be rep-
resented in VERBS as an instance of the ItemRecommendation class associated
with two instances of ItemFeature class. In order to enable the recommenda-
tion of a movie and its features, the developer of LokFacil system should specify
that the class LKMovie is a kind of Item in VERBS ontology and, similarly,
LKDirector and LKActor are kinds of ItemFeatures.

3 Human-Assisted Ontology Composition

The scenario described so far clearly points out the need for a component where
developers can manually extend the ontology that the VERBS publishes with
the specific one of their recommendation applications. We have called such com-
ponent as Visual Ontology Coupling Interface Component (VOCIC).

2 LokFacil is a movie recommendation system developed in our laboratory at Univer-
sidade Federal de Pernambuco.
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The VOCIC works as an application plug-in for any industry available UML
case tool that imports such ontology and exports the merged ontology back;the
import/export process is totally based on the XML Metadata Interchange (XMI).

In the VERBS/LokFacil case study, the content provider uses the VOCIC
plug-in to access OntoRS that VERBS publishes (see Fig. 1 (c) and (d)), and
which resides in the VERBS server. The content provider visually specifies the
specific RS ontology in terms of the OntoRS by means of a case tool with the
VOCIC plug-in. Thus, the VOCIC accesses the setSpecificOntology() operation
defined in the VERBS port to set the resulting merged ontology. As a result, the
respective RS web service is potentially able to bear a vocal interface.

4 Conclusion

We presented VERBS, a mediator web service to provide voice interface for rec-
ommendation systems published as Web services. VERBS combines a vast array
of technologies from software engineering and web engineering to computational
linguistics and shows how these can be integrated into an innovative synergy
to connect independently developed RS Web services and voice portals. We de-
scribe, in particular, how the ontology-mediation based on UML, OCL an XMI
takes place within VERBS and the need for a component where RSs’ developers
can manually extend the ontology that the VERBS publishes with the specific
one of their recommendation applications.
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Abstract. The paper focuses on the application of the modal logic op-
erators of ”necessity” and ”possibility” to determining the concept of a
cardinality of an intuitionistic fuzzy set. As a consequence, the operators
are used for constructing the ratio-based effectiveness and relevancy in-
dices in Web-searching process.

Keywords: Fuzzy set and its cardinality, intuitionistic fuzzy set, modal
logic operators ”necessity” and ”possibility”, effectiveness and relevancy
indices.

1 Introduction

The fuzzy sets theory was introduced to enable the description of the notions
and objects which are unsharply-defined in the everyday language. When L.
A. Zadeh published his first paper on fuzzy sets [18] in 1965, hardly anyone
could realise how spontaneously it was going to develop. The opponents of this
theory suspected the hidden form of probability in the theory of fuzzy sets. At
the same time they misunderstood idea of its being random and its imprecise
(fuzzy) description. The classical meaning of the notion of a set and sets theory,
introduced in 1878 by G. Cantor, is based on a two-valued logic. In this sense,
each element can belong to a set or not, and there is no other possibility. In
many real life situations such formulation is not flexible enough and does not
really describe them. It forced the invention of a new logic and new notion of
a set. Among the great number of logicians and philosophers, who contributed
to the evolution of this new kind of logic, so called the many-valued logic, there
were Polish scientists: J. Lukasiewicz [12, 13] and T. Kotarbinski [14] and also
A. Tarski [17] and Z. Zawirski [19].

One of the consequences of logic evolution was the idea of a fuzzy set. It
was to describe the situations and notions which were unclear, imprecise or
unprecisely described or defined. By a fuzzy set L in a universum U �= ∅ we
mean the structure [18] L = {(x, μL(x)) : x ∈ U}, where μL : U → [0, 1] is the
membership function of the set L and the number μL(x) ∈ [0, 1] denotes the
degree of belonging an object x to the fuzzy set L.

Undoubtedly, one of the not strictly defined notion in the fuzzy sets theory is
the notion of a cardinality of such a set, i.e. the exact number of its elements. It

P.S. Szczepaniak et al. (Eds.): AWIC 2005, LNAI 3528, pp. 286–292, 2005.
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is closely connected with the membership degree of such an element to a fuzzy
set. The first attempt to define the problem of cardinality of a fuzzy set was
the conception by A. de Luca and S. Termini published in 1972 [11]. According
to their idea, when U = {x1, x2, . . . , xN} is the finite universum (in the usual
sense) and L is a fuzzy set in U , then the number

|L| =
N∑

i=1

μL(xi) (1)

is meant as a cardinality of L. It is obvious that when L is a set in a classical
sense, i.e. μL(x) ∈ {0, 1}, the formula (1) denotes the cardinality (the power) of
the usual (crisp) finite set.

For the thirty years of development of the fuzzy set theory there have ap-
peared various conceptions and modifications of the fuzziness. One of more suc-
cessful was the conception by K. Atanassov of an intuitionistic fuzzy set in 1983
[1, 2, 3, 4]. Fuzzy sets and their methods in relation to Web applications were
earlier considered in [21, 22, 23].

In this paper, we refer to the concept of interval cardinality and interval prob-
ability of an intuitionistic fuzzy set proposed in [15, 16]. We attain the similar
results, but ours are motivated by logical operators, which are very specific for
modal logic. The paper is strictly connected to the results proposed in [8] and
[9]. As a consequence of the defined cardinality the effectiveness and relevancy
[10] indices are proposed in terms of intuitionistic fuzzy calculus.

2 Intuitionistic Fuzzy Sets

Let U �= ∅ be a set in common sense and let U be the universum for our
considerations.

By an intuitionistic fuzzy set A in U we mean the object [1, 2, 3, 4]:

A = {(x, μA(x), νA(x)) : x ∈ U} (2)

where μA, νA : U → [0, 1] are the membership and the non-membership function
of an element x to the set A respectively, while the condition

0 ≤ μA(x) + νA(x) ≤ 1 for all x ∈ U (3)

is fullfiled.
The difference πA(x) = 1 − μA(x) + νA(x) is called an intuitionistic fuzzy

index and the number πA(x) ∈ [0, 1] should be treated as a hesitancy margin
connected with the evaluation degree while qualify or not each element x to
a set A. It is one of the most important and original idea distinguishing the
intuitionistic fuzzy sets theory form the fuzzy sets theory. The family of all
intuitionistic fuzzy sets in U is denoted by IFS(U).

For A,B ∈ IFS(U) we have [1, 2, 3, 4]:

A ∪ B = {(x, μA(x) ∨ μB(x), νA(x) ∧ νB(x)) : x ∈ U} (4)
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A ∩ B = {(x, μA(x) ∧ μB(x), νA(x) ∨ νB(x)) : x ∈ U} (5)

AC = {(x, νA(x), μA(x)) : x ∈ U} (6)

where the symbols ∨ and ∧ stand for maximum and minimum respectively and
AC denotes the complement of the intuitionistic fuzzy set (2).

There are some specific arguments that distinguish the intuitionistic fuzzy
sets theory and the fuzzy sets theory. One of them are the operators transform-
ing an intuitionistic fuzzy set into a fuzzy set. The most typical examples are
Atanassovs operators described in [5] called ”necessity” and ”possibility” and
defined as:

�A = {(x, μA(x), 1 − μA(x)) : x ∈ U} (7)

�A = {(x, 1 − νA(x), νA(x)) : x ∈ U} (8)

Notice that sets obtained via (7) and (8) from an intuitionistic fuzzy set
are typical Zadehs fuzzy sets. The operators ”�” and ”�” indicate that these
operators are meaningless in the case of fuzzy sets and they demonstrate the
fact that intuitionistic fuzzy sets are the proper extension of the ordinary fuzzy
sets.

3 Cardinality of an Intuitionistic Fuzzy Set

Let U = {x1, x2, . . . , xN} be a finite crisp set treated as our consideration set
and let A ∈ IFS(U) be an intuitionistic fuzzy set described by the defining
functions μA, νA, πA.

We define the cardinalities of the set A:

cardnec(A) = card(�A) =
N∑

i=1

μA(xi) (9)

cardpos(A) = card(�A) =
N∑

i=1

(1 − νA(xi)) (10)

The formula (9) is treated as the least (certain) cardinality of A and the
formula (10) as the biggest (possible) cardinality of A. The formulae (9) and
(10) are mathematicaly equivalent with (1).

Let us notice, that the formula (10) can be written as

cardpos(A) = card(�A) =
N∑

i=1

(μA(xi) + πA(xi)) (11)

while μA(xi) + νA(xi) + πA(xi) = 1 according to (3).
Then, by the cardinality of an intuitionistic fuzzy set A we mean a number

card(A) such that

card(A) ∈ [cardnec(A), cardpos(A)] (12)
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The cardinality of the intuitionistic fuzzy set (12) treated here as a closed
interval is, in some sense, similar to the conception described in [15, 16], but it
arises from the intuitionistic fuzzy logic and is based on specific modal operators.
The number (9) we interpret as a guarantee (doubtless, certain) cardinality of A
meanwhile the number (10) we should treat as a possible (permitting) cardinality
of A where the hesitancy margin π(xi) is the element which emphasises our
conviction of membership xi to A.

It is not difficult to notice that

cardnec(AC) =
N∑

i=1

νA(xi) (13)

cardpos(AC) =
N∑

i=1

(νA(xi) + πA(xi)) (14)

and therefore
card(AC) ∈ [

cardnec(AC), cardpos(AC)
]

(15)

Moreover, we have
0 ≤ cardnec(A) ≤ N (16)

0 ≤ cardpos(A) ≤ N (17)

and
cardnec(A) + cardpos(AC) = N (18)

cardpos(A) + cardnec(AC) = N (19)

Let us notice that the problem of the cardinality of an intuitionistic fuzzy set
was discussed earlier in [6, 7, 15, 16].

4 A Concept of Ratio-Based Effectiveness and Relevancy
Measures

Textual data in the Web and other sets of documents are mostly partly stan-
darised, i.e. they are characterised by some kind of form and contents cohesion
recognised by a computer only concerning the syntax or sometimes semantics
of keywords. Very frequently, the lack of elasticity happens, which is connected
with natural language requirements, for example the Slavonic inflection. Com-
puter tools required to search some needed notions retrieve the sets of documents
which are not always compatible with the criterium of their importance or ”ad-
equacy”. There is always some risk of ”noising” the displayed information by
unneeded auxiliary terms as prepositions and conjunctions etc. (the elements of
the so-called stop-list), and also accidental analogy of the words resulting from
their similar structure.
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Fig. 1. The dependance between the documents retrieved and documents that are

relevant

The propositional measures of precision of displayed results in the process of
searching the set of text documents are [10]:

precision =
|{relevant doc} ∩ {retrieved doc}|

|{retrieved doc}| (20)

effectiveness =
|{relevant doc} ∩ {retrieved doc}|

|{relevant doc}| (21)

The precision index (20) describes the ratio of the amount of documents
retrieved and relevant that are connected to the querry, to the actual amount of
all retrieved documents.

The effectiveness index (21) informs about the number of relevant and re-
trieved documents to the total number of relevant documents.

However, the above construction is based on the strict assignment of a doc-
ument to a chosen class (relevant or not). Hence, the diversification of levels of
relevancy is not possible in that approach. Thus, we intend to provide a little bit
more flexible mechanism allowing to determine the membership of a document
to the class with respect to the criteria it fulfils, as well as to the criteria it does
not.

Let us denote by A the set of all relevant documents and by B the set of all
retrieved documents found by some mechanism. The set B is a finite set in a
common sense (a crisp set), i.e. its membership function takes values in {0, 1},
while A can be treated as an intuitionistic fuzzy set, where the number μA(di)
denotes the membership degree of a document di to the set of all relevant doc-
uments, νA(di) denotes the non-membership degree and πA(di) is the hesitancy
margin of classification of di as the relevant document. Criteria of constructing
membership and non-membership functions may depend on various documents’
properties; the most known methods are based on lists terms called keywords,
e.g. term frequency matrix [10], or string matching methods (Hamming or Edit
distance, trigrams methods, etc.) [20].

We define then the so-called precision index as a number from the interval

precision ∈ [precisionnec, precisionpos] (22)

where
precisionnec = card((�A) ∩ B)/card(B) (23)
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and
precisionpos = card((�A) ∩ B)/card(B) (24)

The symbol ”∩” is defined in (5); the symbol card denotes the cardinality of
a fuzzy set given by (1).

Formula (23) characterises the guaranteed precision and formula (24) gives
the highest possible matching connected to the precision of searching documents.

Similarly we define the effectiveness index as a number from the interval

effectiveness ∈ [effectivenessnec, effectivenesspos] (25)

where
effectivenessnec = card((�A) ∩ B)/card(�A) (26)

and
effectivenesspos = card((�A) ∩ B)/card(�A) (27)

The concept of the precision and effectiveness indices as a number from the
closed intervals is intuitively rooted in all the situations where it is very difficult
to match the proper precision degree as a single number and the range is more
convenient.

5 Concluding Remarks

The defined in (20)-(27) interval indices have been proposed. Their usefulness
in Web-searching process and intuitiveness have been remarked. They allow to
match the hesitancy when it is necessery to answer whether found documents
are relevant to the given query. In the future, it is worth to decrease the range
of introduced intervals.
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Abstract. In this paper we describe a new approach to classification
of web documents. Most web classification methods are based on the
vector space document representation of information retrieval. Recently
the graph based web document representation model was shown to out-
perform the traditional vector representation using k-Nearest Neighbor
(k-NN) classification algorithm. Here we suggest a new hybrid approach
to web document classification built upon both, graph and vector repre-
sentations. K-NN algorithm and three benchmark document collections
were used to compare this method to graph and vector based methods
separately. Results demonstrate that we succeed in most cases to out-
perform graph and vector approaches in terms of classification accuracy
along with a significant reduction in classification time.

1 Introduction

Automated classification of previously unseen data items has been an active
research area for many years. Many efficient and scalable classification techniques
were developed in the scope of Artificial intelligence [6] and Data mining [1]
Those techniques are used in wide range of research domains including web
document categorization.

Most web categorization methods come from information retrieval where the
”vector space model” for document representation [10] is typically used. Accord-
ing to this model, vocabulary is constructed from words located in the training
document set. Each document Di presented by vector (di1, di2 . . . di|d|) where
number of vector dimensions |d| is equal to number of terms in vocabulary. Ad-
vantage of such representation model is that it can be used by most of algorithms
for classification. For instance many methods for distance or similarity calcula-
tion between two vectors were developed [1], [2], [6] so lazy k-NN algorithm can
easily be used with one of those methods.

Such vector collection can also be transformed into one of conventional classi-
fication models. Examples of available classification models include decision trees
[8], [9] IFN - info-fuzzy networks [4], artificial neural networks, NBC - Näıve Bayes
Classifier [6] and many others. Those models associate vector collection with at-
tribute table where every term in dictionary is an attribute and each di,j is the value
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of attribute j in document i. Examples of applications of such approach to text doc-
uments can be found in [5], [13]. Ability to create a model is extremely important
for systems where classification needs to be done online.

However, this popularmethod of document representation does not capture im-
portant structural information, such as the order and proximity of term occurrence
or the location of a term within the document. Vector space, as most other exist-
ing information retrieval methods, also ignores the fact that web documents con-
tains markup elements (HTML tags), which are an additional source of informa-
tion.Thus,HTMLtags canbeused for identification of hyperlinks, title, underlined
or bold text etc. This kind of structural information may be critical for accurate in-
ternet page classification.

In order to overcome the limitations of the vector-space model, several methods
of representing web document content using graphs instead of vectors were intro-
duced [11], [12]. The main benefit of the proposed graph-based techniques is that
they allow us to keep the inherent structural information of the original document.
Ability to calculate similarity between two graphs allows to classify graphs with
some distance based lazy algorithms like k-NN, but available eager algorithms (like
ID3 and C4.5) work only with vectors and cannot induce even a simple classifica-
tion model from a graph structure. On the other hand, lazy algorithms are very
problematic in terms of classification time and cannot be used for online massive
classification of web documents represented by graphs.

In this paper we present a new method of web document representation, based
on frequent sub-graph extraction, that can help us to overcome problems of both,
vector space and graph techniques. Our method has two main benefits: (1) we keep
important structural web page information by extracting relevant sub-graphs from
a graph that represents this page; (2) we can use most eager classification algo-
rithms for inducing a classification model because, eventually, a web document is
represented by a simple vector with Boolean values.

The methodology we propose in this work is based on frequent sub-graph recog-
nition. As a general data structure, a graph can be used to model many complex re-
lationships in data. Frequent sub-graph extraction or graph frequent pattern min-
inghas been active research area in recent years. [7] is an example of using graphs for
chemical compounds representation where labeled nodes represent different atoms
and edges - different types of bounds among them. Most popular sub-structure de-
tection algorithms based on BFS and DFS approaches are presented in [3] and [14]
respectively.

This paper is organized as follows. In Section 2 we explain, step by step, text
representation approach and classification method for obtained vector set. Bench-
mark document collections and comparative results describes in Section 3. Some
conclusions are presented in Section 4.

2 Web Based Document Representation and Classification

In [11] five different ways for graph document representation were introduced. All
those are based on the adjacency of terms in a web document. In our work the
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standard graph representation was used because of the best results shown by this
method compared to other techniques. Under the standard method each unique
term (keyword) appearing in the document becomes a node in the graph repre-
senting that document. Each node is labeled with the term it represents. The node
labels in a document graph are unique, since a single node is created for each key-
word even if a term appears more than once in the text. If word a immediately pre-
cedes word b somewhere in a ”section” s of the document, then there is a directed
edge from the node corresponding to term a to the node corresponding to term b
with an edge label s. An edge is not created between two words if they are separated
by certain punctuation marks (such as periods). Sections defined for the standard
representation are: title, which contains the text related to the document’s title and
any provided keywords (meta-data); link, which is text that appears in hyper-links
on the document; and text, which comprises any of the visible text in the document.

The first, document representation stage, begins with a training collection of
labeled documents D = (D1 . . . D|D|) and a set of categories as C = (c1 . . . c|c|),
where each document Di ∈ D; 1 ≤ i ≤ |D| belongs to one and only one category
cv ∈ C; 1 ≤ v ≤ |c|. Three main actions need to be done at this stage execution.
First - graph generation where graph representation of document is generated and
a set of labeled graphs G = (g1 . . . g|D|) is obtained. It is possible to use a limited
graph size by defining parameter N , which is the maximum number of nodes in
the graph, and using only N most frequent terms for graph construction, or use
all document terms except stop words. Second - extraction of relevant attributes
(sub-graphs). Main goal of this stage is to find the attributes that are relevant for
classification. We used simple Näıve approach for this particular work. The Näıve
method is based on a simple postulate that an attribute explains the category best
if it is frequent in that category. A set of relevant attributes was created from fre-
quent sub-graphs of each category as follows. All graphs in G, representing the web
documents,were divided into |c| groups by the class attribute value. FSGalgorithm
[3] for frequent sub-graphs extraction was applied to each group with a predefined
threshold value tmin of minimal frequency. Every sub-graph more frequent than
tmin was chosen by the algorithm as a predictive attribute. A group of attribute
sub-graphs was denoted as G′ = (g′1 . . . g′|g′|). Third - text representation, that is
representation of all document graphs as vectors of Boolean features corresponding
to every sub-graph in G′ (”1” - a sub-graph from the set appears in a graph). A set
of binary vectors V = (v1 . . . v|D|) is the output of this stage. Since we deal with
vectors, a lot of distance or similarity measures as Cosine [10], Manhattan Distance
[1] etc are available.

3 Comparative Evaluation of Results

In order to evaluate the performance of proposed method we performed several ex-
periments on three different benchmark collections of web documents, called the
F-series, the J-series, and the K-series. We obtained the same collections that were
used in [11] and [12] for comparative evaluation. Documents in those collections
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Fig. 1. Comparative results for the F-series

Fig. 2. Comparative results for the J-series

were originally newspages hostedatYahoo (www.yahoo.com)and thayweredown-
loaded from ftp://ftp.cs.umn.edu/dept/user/boley/PDDPdata/.

To evaluate our classification approachweused k-NNas classification algorithm
and Manhattan Distance [1] as distance measure. Manhattan Distance was cho-
sen because of its ability to work with Boolean vectors and calculated as follows:
Distance(i, j) = |di1 − dj1| + |di2 − dj2| + . . . + |di|d| − dj|d||. Accuracy results of
vector space and graph-based models were taken from [12]. Here we present only
the most accurate results obtained in [12] for each model and collection. In all cases
leave-one-out method was used for accuracy evaluation. In our approach different
combinations of Graph Size N and Minimum Sub-graph Frequency Threshold tmin

were used in search formaximumaccuracy.As shown inFig. 2 andFig. 3, our hybrid
method tends to outperformgraph andvectormethods in terms of classification ac-
curacy. Especially, in J series (see Fig. 2), the hybrid approach has reached better
accuracy for almost all values of k. We also measured and compared the execution
time needed to classify one document for the K-series data set, which was the most
time-consuming for each method. Results are presented in Table. 1. Average time
to classify one document for vector and graph models was taken from [11]. That
time for our hybrid method was calculated under the same system conditions for
more than 50 experiments.
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Fig. 3. Comparative results for the K-series

Timing results were taken for higher accuracy cases with each method. Such
improvement in execution time can be explained by the fact that we used shorter
vectors (156 dimensions) in contrast with 1458 in the vector space model to reach
nearly the same accuracy. In addition, our vectors take binary values, giving us the
ability to use xor function for calculating the Manhattan Distance between each
two vectors as follows: Distance(i, j) = |di1 ⊗dj1|+ |di2 ⊗dj2|+ . . .+ |di|d| ⊗dj|d||,
which is computationally faster than calculating the cosine distance between non-
binary vectors.

Table 1. Average time to classify one K-series document for each method

Method Average time to classify one document

Vector (cosine) 7.8 seconds
Graphs, 100 nodes/graph 24.62 seconds

Hybrid, 100 nodes/graph, tmin = 50% 0.012 seconds

4 Conclusions

This paper has empirically compared three different representations of web docu-
ments in terms of classification accuracy and execution time. The proposed hybrid
approach was found to be more accurate in most cases and generally much faster
than its vector-space and graph-based counterparts. Finding the optimal Graph
Size N and Minimum Sub-graph Frequency Threshold tmin is a subject for our fu-
ture research. In addition, we are going to classify web documents using our hybrid
representation with model-based algorithms such as ID3 or Näıve Bayes. We ex-
pect an additional reduction of classification time as a result of using the hybrid
representation with these algorithms.
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Abstract. Routing packets is a relevant issue for maintaining good performance
and successsfully operating in a web based systems. This problem is naturally
formulated as a dynamig programming problem, which, however, is too complex
to be solved exactly. We proposed here two adaptive routing algorithms based on
reinforcement learning. In the first algorithm, we have used a neural network to
approximate a reinforcement signal, allowing the learner to incorporate various
parameters into its distance estimation such as local queue size. Moreover, each
router uses an on line learning module to optimize the path in terms of average
packet delivery time, by taking into account the waiting queue states of neigh-
boring routers. In the second step, the exploration of paths is limited to N-Best
non loop paths in term of hops number (number of routers in a path) leading to
a substantial reduction of convergence time. The performances of the proposed
algorithms are evaluated experimentally for different levels of traffic’s load and
compared to standard shortest path and Q-routing algorithms. Our Approaches
proves superior to a classical algorithms and are able to route efficiently even
when critical aspects of the simulation, such as the network load, are allowed to
vary dynamically.

1 Introduction

Web’s solutions used the media Internet which has become the most important commu-
nication infrastructure of today’s human society. It enables the world-wide users (indi-
vidual, group and organizational) to access and exchange remote information scattered
over the world. A routing algorithm consists of determining the next node to which a
packet should be forwarded toward its destination by choosing the best optimal path
according to given criteria. Traditionnal routing protocols calculate the shortest path
based on a single metric (e.g. hop count) to detremine path between source and desti-
nation. However, the emergence of many kinds of flows in web solutions and realtime
services, requiring Quality of Service (QoS, such as bounded delay, bounded delay jit-
ter, and/or bounded loss ratio) better than Best Effort, raises the question wether path
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selection can be improved when QoS requirements are taken into account. A mecha-
nism of routing packets must determinating the path of flow based on knowledge of both
the network ressource availability and the QoS requirements of the flow. The deploy-
ment of QoS-based routing will increase the dynamics of path selection which make the
network traffic less predictable. The Integrated Services architecture[1], with its flow-
based reservations, is not scalable to the core of the transporting many kinds of flow in-
tegrated in web solution. Therefore, QoS-based routing solutions, which establish QoS
paths for flows, such as QOSPF[2], are also not applicable for the core of web solution.
The Differentiated Services concept, with its scalabilty and simplicity, can provide QoS
in the core of the Internet’s web solution. Furthermore, the traffic engineering features
of MPLS [3] can also provide QoS-based routing for trunk traffic. In case of Integrated
Services are deployed in the access part of the network, flow-based QoS routing can
further enhance the service offering. However, when QoS-based routing is deployed
without a ressource reservation mecfhanism, it becomes more complicated to obtain
the QoS requirements, after the QoS path has been established.

For a network node to be able to make an optimal routing decision, according to
relevant performance criteria, it requires an accurate prediction of the network dynam-
ics during propagation of the message through the network. This, however, is impos-
sible unless the routing algorithm is capable of adapting to network state changes in
almost real time. So, it is necessary to develop a new intelligent and adaptive rout-
ing algorithm. This problem is naturally formulated as a dynamic programming prob-
lem, which is too complex to be solved exactly[4, 5]. In our approach, we use the
methodology of reinforcement learning (RL) introduced by Sutton [6] to approximate
the value function of dynamic programming. One of pioneering works related to this
kind of approaches concerns Q-Routing algorithm [7] based on Q-learning technique
[6]. Only a few Q values are current while most of the Q values in the network are un-
reliable. For this purpose, other algorithms have been proposed like Confidence based
Q-Routing (CQ-Routing) or Dual Reinforcement Q-Routing (DRQ-Routing)[8]. All
these routing algorithms use a table to estimate Q values. However, the size of the ta-
ble depends on the number of destination nodes existing in the network. Thus, this
approach is not well suited when we are concerned with a state-space of high
dimensionality.

In this paper, we propose a Q-routing algorithm optimizing the average packet deliv-
ery time, based on Neural Network (NN) ensuring the prediction of parameters depend-
ing on traffic variations. Compared to the approaches based on a Q-table, the Q-value is
approximated by a reinforcement learning based neural network, allowing the learner
to incorporate various parameters such as local queue size and time of day, into its
distance estimation. The Q-Neural Routing algorithm is presented in detail in section
2. All these routing algorithms explore all the network environment and do not take
into account loop problem in a way leading to large time of convergence algorithm.
To address this drawback and reducing computational time, we present in section 3 the
N-Best Q-Routing algorithm. The performances of Q-Routing, Q-Neural Routing and
N-Best Q-Routing algorithms are evaluated experimentally in section 4 and compared
to the standard shortest paths routing algorithm.
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2 Q-Neural Routing Approach

In our routing algorithm, the objective is to minimize the average packet delivery time.
Consequently, the reinforcement signal which is chosen corresponds to the estimated
time to transfer a packet to its destination. Typically, the packet delivery time includes
three variables: The packet transmission time, the packet treatment time in the router
and the latency in the waiting queue.

2.1 Evaluation of the Reinforcement Signal

Let’s denote by Q(s, y, d) the estimated time by the router s so that the packet p reaches
its destination d through the router y. This parameter does not include the latency in the
waiting queue of the router s. The packet is sent to the router y which determines the
optimal path to send this packet.

The reinforcement signal T employed in the Q-learning algorithm can be defined as
the minimum of the sum of the estimated Q(y, x, d) sent by the router x neighbor of
router y and the latency in waiting queue qy corresponding to router y.

T = min
x∈neighborofy

{ qy + Q(y, x, d)} (1)

Once the choice of the next router made, the router y puts the packet in the waiting
queue, and sends back the value T as a reinforcement signal to the router s. It can
therefore update its reinforcement function as:

ΔQ(s, y, d) = η(α + T − Q(s, y, d)) (2)

So, the new estimation Q′(s, y, d can be written as follows:

Q′(s, y, d) = Q(s, y, d)(1 − η) + η(T + α) (3)

α and η are respectively, the packet transmission time between s and y, and the
learning rate. In our neural network, the input cells correspond to the destination ad-
dresses d and the waiting queue states. The outputs are the estimated packet transfer
times passing through the neighbors of the considered router. The algorithm derived
from this architecture is called Q-Neural Routing and can be described according to the
following steps:
When receiving a packet of information:

1. Extract a destination IP address,
2. Calculate Neural Network outputs,
3. Select the smallest output value and get

an IP address of the associated router,
4. Send the packet to this router,
5. Get an IP address of the precedent router,
6. Create and send the packet as a reinforce-

ment signal.

On reception of a reinforcement signal
packet:

1. Extract a Q estimated value computed by
the neighbor,

2. Extract a destination IP address,
3. Neural Network updating using a retro-

propagation algorithm based on gradient
method,

4. Destroy the reinforcement packet.



302 A. Mellouk and S. Hoceini

3 N-Best Optimal Paths Q-Routing Approach

A Q-Neural Routing needs a rather large computational time and space memory. In
the goal of reducing the complexity of our algorithm, we proposed an hybrid approach
combining neural networks and reducing the search space to N-Best no loop paths in
terms of hops number reducing. This approach requires each router to maintain a link
state database, which is essentially a map of the network topology. When a network link
changes its state (i.e., goes up or down, or its utilization is increased or decreased), the
network is flooded with a link state advertisement (LSA) message [9]. This message can
be issued periodically or when the actual link state change exceeds a certain relative or
absolute threshold. Obviously, there is tradeoff between the frequency of state updates
(the accuracy of the link state database) and the cost of performing those updates. In
our model, the link state information is updated when the actual link state change. Once
the link state database at each router updated, the router computes the N-Best optimal
paths and determines the best one from Q-Routing algorithm.

3.1 Constructing N-Best Paths

Several papers discuss the algorithms for finding N-Best paths [5, 10]. Our solution
is based on a label setting algorithm (based on the optimality principle and being a
generalization of Dijkstra’s algorithm) [11]. The space complexity is O(Nm), where N

/* S the source node
* K –set of nodes in network
* X – the label set
* Counti – Number of paths from S to I
* elm – Affected number to assigned label
* P – Paths list from S to destination (D)
* N – paths number to compute
* h – corresponding between node and affected
label number */
/* Initialisation */
counti = 0 /* for all i ∈ N */
elem = 1
h(elem) = s
h−1(s) = {elem}
distanceelem = 0
X = {elem}
P N = 0
While (countt < N and X != { })
begin

/* find a label lb from X, such that
distancelb<= distancelb1 ,∀ lb1 ∈ X*/
X = X – {lb}
i = h(lb)
counti = counti + 1
if (i == D) then
/* if the node I is the destination node D */
begin

p = path for 1 to lb

P N = P N U {h(p)}
end
if (counti <= N )then
begin

for each arc(i,j) ∈ A
begin
/* Verify if new label does not

result in loop */
v=lb
While (h(v) != s)
begin

if (h(v) == j) then
goto do not add

v = previousv

end
/* Save information from

new label */
elem = elem + 1
distanceelem= distancen + cij

previouselem= lb
h(elem) = j
h−1(j) = h−1(j) U {elem}
X = X U {elem}

do not add:
end

end
end
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is the number of paths and m is the number of edges. By using a pertinent data structure,
the time complexity can be kept at the same level O(Nm) [11]. We modify the algorithm
to find the N-Best non-loop paths as follows: Let a DAG (K; A) denote a network with
k nodes and m edges, where K = {1, . . . , k}, and A = {aij/j, i ∈ K}. The problem
is to find the top N paths from source s to all the other nodes. Let’s define a label set X
and a one-to-many projection h: K → X, meaning that each node i ∈ K corresponds to
a set of labels h(i), each element of which represents a path from s to i.

4 Implementation and Simulation Results

To show the efficiency and evaluate the performances of our approach, an implemen-
tation has been performed on OPNET software of MIL3 Company where the proto-
col specification language is based on a formal description of a finite state automaton.
The proposed approaches have been compared to that based on standard Q-routing and
shortest paths routing policies (such as RIP).
The topology of the network employed here for simula-
tions, which used in many papers (such as [7]), includes
33 interconnected nodes. Two kinds of traffic have been
studied: low load and high load of the network. In the
first case, a low rate flow is sent to node destination-1,
from nodes source-1 and source-4. From the previous
case, we have created conditions of congestion of the
network. Thus, a high rate flow is generated by nodes
source-2 and source-3.

This topology shows the two possible ways R-1 (routers-29 and routers-30) and R-2
(routers-21 and routers-22) to route the packets between the left part and the right part
of the network. Performances of algorithms are evaluated in terms of average packet
delivery time. Fig. 1 illustrates the obtained results when source-2 and source-3 send
information packets during 10 minutes.

Fig. 1. Congestion after 10 minutes Fig. 2. Congestion after 60 minutes

From fig.1, one can see, clearly, that after an initialization period, the Q-routing
and Q-Neural routing algorithms, exhibit better performances than RIP. Thus, packet
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average packet delivery time obtained by Q-routing algorithm and Q-Neural routing
algorithm is reduced of respectively 23,6% and 27,3% compared to RIP routing pol-
icy. These results confirm that RIP algorithm lead to weak performances due to packets
delayed in the waiting queues of the routers. Moreover, this policy does not take into
account the load of the network. On the other hand, when a way of destination is sat-
urated, Q-routing and Q-Neural routing algorithms allow the selection of a new one to
avoid this congestion.

Fig. 2 illustrates the average packet delivery time obtained when a congestion of the
network is generated during 60 minutes. Thus, in the case where the number of packets
is more important, the Q-Neural routing algorithm gives better results compared to Q-
routing algorithm. For example, after 2 hours of simulation, Q-Neural routing exhibits
a performance of 20% higher than that of Q-routing. Indeed, the utilization of waiting
queue state of the neighbouring routers in the decision of routing, allows anticipation
of routers congestion.

Fig. 3. Network with a low load Fig. 4. Network with a high load

On the other hand, results about the combined Neural Networks Best Optimal Paths
called N-Best paths Q-routing algorithm are given in fig. 3 & 4. From fig. 4, one can
see, clearly, that after an initialization period, the N-Best Q- Routing exhibit better per-
formances than standard Q-Routing algorithms. Thus, packet average packet delivery
time obtained by N-Best paths Q-routing algorithm is reduced by 30, 2% compared to
Q-routing algorithm. These results confirm that Q-Routing algorithm has weak perfor-
mances due to speed of adaptation of the routers.

Moreover, this policy does not take into account the loop problem in way of desti-
nation. On the other hand, N-Best paths Q-routing algorithms explore only the N-Best
paths. In the case of a low load (fig 3), one can note that after a period of initialization,
performances of these algorithms are approximately the same.

5 Conclusion

In this paper, a flow based routing approach on neural networks is proposed. This ap-
proach offers advantages compared to standard routing policy and Q-routing algorithm,
like the reduction of the memory space for the storage of secondary paths, and a rea-
sonable computing time for alternative paths research. The Q-value is approximated by
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a reinforcement learning based neural network of a fixed size. The learning algorithm is
based on the minimization of the average packet delivery time, by taking into account
the waiting queue state. For reducing the computational time, a flow based routing ap-
proach conbining neural networks and short optimal path called N-Best optimal paths
Q-Routing algorithm is proposed. This approach offer advantage compared to standard
Q-Routing algorithm, like the reduction of the exploration paths for update Q-value,
and a reasonable computing time for alternative paths research. The learning algorithm
is based on find N-Best paths and the minimization of the average packet delivery time
on these paths. Simulation results show better performances of the our algorithm com-
paratively to standard shortest paths routing and Q-routing algorithms.
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11. V. Lemaire and F. Clérot, ”Estimation of the Blocking probabilities in an ATM Network
Node Using Artificial Neural Networks for Connection Admission Control.” In International
Tel. traffic Congress, volume 16, Edinburgh 1999.



Goal Directed Web Services

Alfredo Milani, Marco Baioletti, and Valentina Poggioni

Department of Mathematics and Computer Science,
University of Perugia, Via Vanvitelli 1, Perugia, Italy

milani@dipmat.unipg.it

Abstract. In this paper a system for goal directed integration of web
services based on automated planning is presented. The increasing num-
ber of web services available on the net poses the problem of having ef-
ficient tools in order to integrate existing services for obtaining complex
services which reflect user goals and needs. In this scenario, automated
planning techniques represent promising components of such dynamical
and evolutionary systems. In the proposed architectural model, web ser-
vices and user goals are modeled as planning operators and goals, while
the generated solution plans are used for directly generating web ser-
vice scripts. An extended planning model based on the notion of output
variable has been introduced in order to take into account of results pro-
duced by services invocations. A technique called semantic wrapper has
been developed for modeling services as operators. The implementation
of P4WS, a planner with output variables which demonstrated the model
is described and experimental results are presented.

1 Introduction

Web services [2] consist of software services designed for being remotely invoked
over the web by other software components and/or services. Currently web ser-
vices are increasingly available on the net and they cover a variety of purposes
which range from information retrieval services to services which produce rel-
evant effects in the real world. They are based on XML technologies [10] and
they represent a software layer which allows access to distributed resources in
a platform independent, reusable way. The problem of having flexible tools for
integrating web services in order to realize complex tasks has been only partial
addressed with the definition, currently under development, of appropriate script
languages [14]. The expected explosion of web services which will characterizes
the next internet scenario poses the problem of developing tools for the auto-
matic integration of collection of an increasing number of web services in order
to realize user goals which change dynamically over time. In this evolutionary
and dynamical scenario, state of the art techniques for automatic synthesis of
plans of actions [3, 1, 4] can be used to realize a double purpose: a personal-
ized integration based on user/application desired goals and preferences, and an
effective mechanism for integrating new web services as they appear on the net.

In Section 2 the planning model and the overall architecture of the system
are described; a special techniques for modeling input/output interfaces of web
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services, based on the concept of semantics wrapper and on the notion of output
planning variables, is introduced in Section 3; the P4WS planner, an implemen-
tation of the planner for Web services is presented in Section 4; finally, experi-
ments, relationships with previous works and future developments are discussed
in Section 5 and in Section 6.

2 A Planning Based Architecture for Web services

A web service can be characterized as the remote invocation of a method which
resides in an object over the web. The SOAP protocol [11, 13] provides a uni-
form XML based interface for remote methods invocation, for passing input
parameters and for returning output data to the caller. The possibility of in-
voking remote methods in a transparent uniform way allows a new approach
to distributed programming, in fact new personalized services can be obtained
by exploiting and integrating existing web services producing new relevant be-
haviour. Our purpose is to realize an automation integration of web services
which is dynamically generated on the base of user goals and needs.

Classical planning problem [3] is posed as a tuple (I,G,O), where I is the
logical description of the initial state, G the goal state description and O the set
of domain operators (operators define state-to-state transitions and are described
in terms of preconditions and effects ). A planning problem consists of generating
a solution plan P , i.e. a partially ordered set of actions (operators instances) that,
if executed, transform the initial state I into a state which reaches G.

Our approach to automatic web service integration relies on the basic idea of
modeling each web service as a planning operator and describing the user goals
and the input knowledge respectively as goals and initial state of a planning
problem. The generated solution plan will represent the calls to the web services
needed for satisfying user goals. In Fig.1 it is shown the architecture of the sys-
tem for automatic web service generation and integration. The Goal Acquisition
Interface module transforms user goals into planning goals and initial states; Se-
mantics Wrappers are used to model services as planning domain operators; the

Fig. 1. The Web Services Planning Architecture
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Planner with Output Variables module is responsible of generating the solution
plan which is then mapped, by Script Generator module, into an actual script
which realizes the web services calls.

3 A Planning Model with Output Variables

The basic element which characterizes this planning model from the classical
ones is the introduction of the concept of output variables, which are needed in
order to model web service outputs.

3.1 Describing Operators by Semantics Wrappers

A planning operator which describes a web service must characterize the be-
haviour of the service in term of preconditions and effects. Informations about
web service methods invocations are described in WSDL (web service description
language) [2, 12, 14] documents associated with the service, but unfortunately
they often provide purely syntactic information which cannot be directly used
to build operator descriptions. We call semantics wrapper an operator descrip-
tion derived from a WSDL by adding the semantics information allowing to use
the web service as a planning operator.

We can assume, for instance, that Satellite Picture is a web service which
provides satellite information given the geographical coordinates of the area of
interest. A pure syntactical description of the method getSatPicture is the fol-
lowing Java-like declaration: GifPicture getSatPicture(float lat, float long,

float width, float length). A semantics wrapper of the method should specify
that, lat and long are latitudes and longitudes and that if the pair (lat,long)

represents the coordinates of an object, then the returned picture refers to the
same object. A suitable semantics wrapper for the getAPicture method could be:

(operator: getSatpicture

(parameters: ?lat ?long ?object)

(output parameters: !picture)

(precond (coordinates_of ?object ?lat ?long))

(effects (and (gif_picture !picture)(ImageOf ?object !picture)) ) )

It must be noted that in the above description we introduce a special descrip-
tor and notation for the output parameter: !picture. In state of the art planners
existing in the literature [1, 4, 14] actions which generate output variables are not
modeled, i.e. it is not allowed to specify in an effect a parameter which is not
named in the preconditions. The reason is that usually effects estabilish proper-
ties over ground terms, the semantics of action execution is given forward, from
preconditions to effects, then the preconditions binding mechanism is not able
to specify which value should hold the output parameter.

3.2 Output Variables

The problem of representing output variables can be solved by observing that
is not strictly necessary to know their values in order to built a plan. Output
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variables [15] can be seen as placeholders for objects which will be known at
execution time. The solution we propose is based on the assumption that web
services have a deterministic behaviour, i.e. they produce the same output for a
given input. The solution consists in associating for each ground tuple of opera-
tor parameters in the plangraph [4, 1], one unique ground symbol to each output
variable. Neverthless the assumption of deterministic web service behaviour
has certain limitations, for most real applications this limitation is not relevant
because of the following property.

Property: If a plan includes at most one instance of an operator for a given
combination of its input parameters, deterministic operators are equivalent to
non deterministic ones.

3.3 Planning Problems with Output Variables

A goal is denoted by a conjunction of conditions which must hold in the final
state. In the web service framework it is significant to be able to specify output
variables in the problem final goals. The problem of binding output variables
in the goal is solved by the technique of modifying the planning problem by
introducing a dummy operator final op which has the dummy effect final goal

(which is the new final goal) and it has the original goals as preconditions.
Given this characterization for output variable the standard definitions of the
planning models [3] hold in this extension. In our framework a planning problem
with output variables is then characterized by a tuple (I,G,O) where the goal
corresponds to the single final goal, the set O include the special operator
final op and output variables are allowed in domain operators.

4 Implementing a Planner for Web Services

Currently, we have experimented two implementations of P4WS, our planner
for web services, one based on Blackbox [4] and one based on DPPLAN [1].
The semantics for output variables is realized by a technique developed by the
authors as an extension of domain compilation technique [8]. For each output
variable !var appearing in an operator op, the artificial precondition (output

?var) and the effect not(output ?var) are added; then each occurrence of !var
in op is then substituted with an occurrence of normal input variable ?var.
For example, the former operator getSatpicture is compiled in standard
PDDL as:

(operator: getSatpicture

(parameters: ?lat ?long ?object ?picture)

(precond (and (coordinates_of ?object ?lat ?long) (output ?picture)) )

(effects (and (gif_picture ?picture) (ImageOf ?object ?picture)

(not (output ?picture)) ) )
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5 Experiments and Related Works

We have experimented the P4WS planner in a domain in which a set of Web
Services is encoded by the semantic wrappers technique; in this domain1 three
classes of web service integration problems have been designed:

p1 Built a web page with picture of a given town and weather conditions for a
given date

p2 Choose an hotel in a given town based on user preferences and reserve it
p3 Conjunctions of the goals for p1 and p2 for an increasing number of cities,

we have tried from 2 to 30 cities at the same time.

In order to point out the feature of the generated solution plans we show in
Fig.2 a simple plan for the goal (and (ImageOf !pict1 rome) (ImageOf !pict2

florence) (Weather rome 12/4/2003 !WeatherCond1) (hotel in Rome !hotel1)

(reserved !hotel1 12/2/2003 !reservation number)). The problem consists of
finding two picture, respectively of Florence and Rome, reserving an hotel in
Rome for 12/4/2003 and getting weather info for the same date. The plan consists

1. city info(florence, lat1, lat2, mayor1, points of interest1)
1. city info(rome, lat3, lat4, mayor2, points of interest2)
2. WeatherInfo(rome, lat3, lat4, 12/2/2003, weather cond1)
2. getSatellitePicture(florence, lat1, lat2, picture1)
2. getSatellitePicture(rome, lat3, lat4, picture2)
2. getHotels(rome, hotel list1)
3. BestBargain(rome, user pref, hotel list1, hotel1)
4. ReserveHotel(rome, hotel1, 12/2/2003, reservation number1)
5. Final op(picture1, picture2, weather cond1, hotel1,

reservation number1)

Fig. 2. A Web Service Plan Generated by P4WS

of eight operators instances executed in four steps. The resulting solution points
out the parallel structure of the web service calls (e.g. a parallel or asyncronous
set of calls can be generated for the four calls at step 2) and optimises the number
of web service calls. The execution time of both implemented planners for the
given problems is very efficient and satisfactory and does not show to be sensible
to the used planner (see Fig.3).

The use of planning for integrating software resources in order to realize
automatic script generation has been experimented in the Multivicar planner
developed at JPL [6] for image processing, in the case of Multivicar, the planner
was used to generated scripts which were furtherly modified by human operators.
In [5] a planner is used, with similar techniques, for organizing personalized
training materials for spacecraft crews.
1 Available at www.dipmat.unipg/ milani/p4ws
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Problem P4WS based on Blackbox P4WS based on DPPLAN

P1 0.05 0.03

P2 0.04 0.03

P3 #cities=2 0.06 0.07

P3 #cities=5 0.15 0.09

P3 #cities=10 0.27 0.14

P3 #cities=20 0.34 0.18

P3 #cities=30 0.52 0.24

Fig. 3. Experimental Results

6 Conclusions

This paper shows that automated planning techniques can be successfully ap-
plied to goal directed automatic integration of web services. In this framework
semantics wrapper are used to model web service as planning operators in term
of logical preconditions/effects. A special technique for planning with output
variables has been developed, in order to denote and manage output resulting
from web service calls. A realized implementation P4WS has been presented and
experimented.

In order to have more efficient implementation and avoiding the explosion
of the dimensions of the plangraph, we have under development a modified ver-
sion of DPPLAN [1] and Blackbox [4] which modifies the operators instantiation
mechanism of the plangraph. Moreover future developments will proceed follow-
ing three main directions: development of planning techniques which allow plan
of web services with iterations and conditionals; automatic acquisition of knowl-
edge about online services and integration with the semantics web ontologies;
integration with languages for Web services flow control.
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Abstract. Collaborative filtering (CF) is the most successful recom-
mendation technique, which has been used in a number of different ap-
plications. In traditional CF, the ratings of all items are equally weighted
when similarity measure is calculated. But, if the importance of features
(or items) is different respectively, feature weighting structure needs to
be changed according to the importance of features. This paper presents
a GA based feature weighting method. Through this weighting method,
we can focus on the good items while removing bad ones or reducing
their impacts.

1 Introduction

Collaborative filtering (CF) is the most successful recommendation technique,
which has been used in a number of different applications such as recommending
movies, articles, products, Web pages [1, 5]. CF is built on the assumption that a
good way to predict the preference of the active consumer for a target product is
to find other consumers who have similar preferences, and then use those similar
consumer’s preferences for that product to make a prediction [3].

In traditional CF, the ratings of all items are equally weighted when similarity
measure is calculated as shown in Eq.(1).

Sa,u =
∑

i(ra,i − ra)(ru,i − ru)√
(
∑

i(ra,i − ra)2)
√∑

i(ru,i − ru)2
, (where − 1 ≤ Sa,u ≤ 1) (1)

In the above equation Sa,u is the similarity between the active user and each
of the other users who have the co-rated items with the active user A, i is the
index of each item that both user A and user U have rated, ra,i is the rating of
user A for item i and ru,i is the rating of user U for item i. And, ra denotes the
average rating of active user A, ru is the average of the other user’s ratings. This
similarity is generally used to select the nearest neighbors who have the most
similar tastes in order of the values of Sa,u. But, if importance of features is
different respectively, feature weighting structure needs to be changed according
to the importance of features. This paper presents a GA based feature weighting
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method. Through this weighting method, we can focus on the good items while
removing bad ones or reducing their impacts. Ratings on a ‘good product’ are
highly relevant to the preference for the target product, while a ‘bad product’
is irrelevant or noisy in prediction for the target product. Introduction of the
proposed feature weighting method may be useful to improve the accuracy of
prediction.

2 Genetic Algorithm (GA)

GA is an artificial intelligence procedure based on the theory of natural selec-
tion and evolution. GA uses the idea of survival of the fittest by progressively
accepting better solutions to the problems [2]. GA simultaneously possesses a
large amount of candidate solutions to a problem, called population. The key
feature of a GA is the manipulation of a population whose individuals are charac-
terized by possessing a chromosome. Two important issues in GA are the genetic
coding used to define the problem and the evaluation function, called the fitness
function. Each individual solution in GA is represented by a string called the
chromosome. Initial solution population could be generated randomly, which
evolve to the next generation by genetic operators such as selection, crossover
and mutation. The solutions coded by strings are evaluated by the fitness func-
tion. Selection operator allows strings with higher fitness to appear with higher
probability in the next generation [4]. Crossover is performed between two se-
lected individuals, called parents, by exchanging parts of their strings, starting
from a randomly chosen crossover point. This operator tends to enable to the
evolutionary process to move toward promising regions of the search space. Mu-
tation is used to search further space of problem and to avoid local convergence
of the GA [6].

GA has been extensively researched and applied to many combinatorial op-
timization problems. Furthermore GA has been increasingly applied in conjunc-
tion with other AI techniques such as neural network and CBR. Various prob-
lems of neural network design have been optimized using GA. GA has been
also used in conjunction with CBR to select relevant input variables and tune
the parameters of CBR. But few studies have dealt with integration of GA and
CF, though there is a great potential for useful applications in this area. In this
study, we present a GA based feature weighting method. Through this weighting
method, we can focus on the good items while removing bad ones or reducing
their impacts.

3 Hybrid GA-CF Model

Finding an appropriate feature weight for CF plays an important role on the
performance of CF. But, it is not known beforehand which values are the best
for CF. Optimizing feature weight of CF is crucial for the best prediction perfor-
mance. This paper proposes the GA as the method of optimizing feature weight
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Fig. 1. Overall Procedure of GA-CF

of CF. Fig. 1 shows the overall procedure of the proposed model which opti-
mizes feature weight for CF. The procedure starts with the randomly selected
chromosomes which represent feature weight for CF. Each new chromosome is
evaluated by sending it to the CF model. These feature weight is used in simi-
larity calculation step as shown in Eq. (2).

Sa,u =
∑

i fwi · (ra,i − ra)(ru,i − ru)√
(
∑

i(ra,i − ra)2)
√∑

i(ru,i − ru)2
(2)

The CF model uses these feature weights for all items in order to obtain the
predictive accuracy. The predictive accuracy is used as the fitness function and
is evolved by GA. The chromosomes for feature weight are encoded as strings
standing for some weight of the original feature set list. Each value of the chro-
mosome represents the importance of the corresponding feature. 1 means the
corresponding feature is the most important, whereas 0 means it is not impor-
tant and not used in similarity calculation step. The value of feature weight
indicates how important the feature (or item) is.

Fig. 2 shows examples of encoding for GA. Each of the selected feature weight
is evaluated using an CF model. This process is iterated until the best feature
weight is found. The data set is divided into a training set and a validation
portion. Training set (T) consists of both T 1 and T 2. GA evolves a number
of populations. Each population consists of sets of feature weights. The fitness



316 S.-H. Min and I. Han

Fig. 2. Examples of Encoding for GA

of an individual of the population is based on the performance of a CF model.
CF model is trained on T 1 using only the feature weight of the individual. The
fitness is the prediction accuracy of CF model over T 2. At each generation new
individuals are created and inserted into the population by selecting fit parents
which are mutated and recombined. During the evolution, the simple crossover
operator (traditional 1-point crossover) is used. Mutation operator just flips
a specific bit. With elite survival strategy, we reserve elite not only between
generations but also in the operation of crossover and mutation so that we can
obtain all the benefit of GA operation. The details of the proposed model in an
algorithmic form are explained in Table 1.

4 Experimental Evaluation

We conducted experiments to evaluate the proposed model. For experiments we
used the EachMovie database, provided by Compaq Systems Research Center
(http://www.research.compaq.com/SRC/eachmovie). We used Mean Absolute
Error (MAE) as our choice of evaluation metric to report prediction experiments
because it is commonly used and easy to interpret. First we selected 1200 users
with more than 100 rated items. We divided the data set into a training set and
a test portion.

Before starting full experimental evaluation of different algorithms we inves-
tigated the sensitivity to different parameters. We fixed the optimum values of
these parameters from the sensitivity plots and used them for the rest of the
experiments. The size of the neighborhood has a significant impact on the pre-
diction quality [3]. To determine the sensitivity to this parameter, we performed
an experiment where we varied the number of neighbors to be used and computed
MAE. Our results are shown in Fig. 3. We can observe that the size of neigh-
borhood does affect the quality of prediction. The CF algorithm improves as we
increase the neighborhood size from 10 to 40. After that, the rate of increase
diminishes and the curve tends to be flat. We used 70 as our choice of neighbor-
hood size. To compare the performance of the proposed GA based CF algorithm
we used the traditional CF algorithm as the benchmark model. The traditional
CF recommendation employs the Pearson nearest neighbor algorithm.
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Table 1. Step of GA-CF

Step 1.Define the string (or chromosome)
Vi = (s,t,,r)(Feature weights of CF model are encoded into chromosomes)

Step 2. Define population size (Npop), probability of crossover (Pc) and
probability of mutation (Pm).

Step 3. Generate the initial population of Npop chromosomes randomly.
Step 4. While stopping condition is false, do Step 4- 8.
Step 5. Decode jth chromosome (j = 1,2, , Npop) to obtain the corresponding
feature weights

Step 6. Apply Vj to the CF model to compute the output, Ok.
Step 7. Evaluate fitness, Fj of the jth chromosome using Ok
(Fitness function: Average predictive accuracy)
Step 8. Calculate total fitness function of population

TF =
∑Npop

i=1
Fi(Vi)

Step 9. Reproduction
9.1 Compute qi = Fi (Vi)/TF
9.2 Calculate cumulative probability
9.3 Generate random number r between [0, 1]. If r < q1 , then select first string

(V1), otherwise, select jth string such that qj−1 < r < qj

Step 10. Generate offspring population by performing crossover and mutation on
parent pairs
10.1 Crossover: Generate random number r1 between [0, 1] for a new string.
If r1 < Pc , then operate crossover
10.2 Mutation: Generate random number r2 between [0, 1] and select the bit
for mutation randomly. If r2 < Pm , then operate mutation for the bit.

Step 11. Stop the iterative step when the terminal condition is reached.

Fig. 3. Sensitivity to the Neighborhood Size

Table 2. Performance results

Model MAE

Proposed Model GACF 0.19837
Traditional Model TCF 0.19917
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Table 3. Paired t-test

Model p-value

TCF

GACF 0.036**

** Significant at the .05 level

Table 2 shows the results of experiment. In Table 2, GACF describes the
proposed GA based CF model and TCF means the traditional CF model.Table
2 presents the performance of the competing models according to the metric of
mean square error of recommendation. It can be observed that the proposed GA
based CF algorithm outperforms the traditional CF algorithm. In addition, a
set of pairwise t-tests in Table 3 indicates that the differences were statistically
significant. GA based CF reflects better user preference than traditional CF at
the 5% significance level. These results show that the proposed GA based CF
algorithm is more accurate than the traditional CF algorithm.

5 Conclusion

Due to the explosion of e-commerce, recommender systems are rapidly becoming
a core tool to accelerate cross-selling and strengthen customer loyalty. This study
focused on improving the performance of recommender system by optimizing
feature weight of CF. This paper presents a GA based feature weighting method.
Through this weighting method, we can focus on the good items while removing
bad ones or reducing their impacts.

We conducted an experiment to evaluate the proposed model on the Each-
Movie data set and compared them with the traditional CF algorithm. The
results show the proposed model’s improvement in making recommendations.

In our future work, we intend to optimize feature weight and parameters of
CF simultaneously. We would also like to expand this model to apply to the
instance selection problems.
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Abstract. The Internet witnesses the unprecedent boom of customer-
to-customer e-commerce. Most online auction providers use simple par-
ticipation counts for reputation rating, thus enabling dishonest partici-
pants to cheat. In this paper we propose a novel definition of reputation
and credibility of C2C e-commerce participants and we present an algo-
rithm for reputation rating estimation. We conduct several experiments
on real-world data which prove the feasibility of our algorithm.

1 Introduction

The Internet is quickly becoming an important arena of a novel type of mer-
chandise called electronic commerce, or e-commerce for short. One of the most
important models of e-commerce is customer-to-customer commerce representing
auctions. We investigate the fundamental property of the C2C model, namely,
the credibility of participants. Indeed, trust, fairness, and credibility are per-
ceived by the users as crucial issues in online trading through C2C channels.
The anonymity provided by the Internet tempts the participants into dishonest
behavior. Unfortunately, currently used reputation reporting mechanisms are
not satisfactory and can be easily deceived by malicious participants. Most pop-
ular auction sites use a simple participation counter for reputation reporting.
Other users are allowed to see this counter along with textual comments and
ratings (usually labeled with “negative”, “neutral”, and “positive”). In order to
avoid unfairly high or low ratings only users who truly finalized an auction can
mutually post comments and ratings.

In this paper we introduce a novel approach to reputation estimation. We pro-
pose to use a data mining technique to analyze the graph of connections between
participants to derive knowledge about the credibility of each participant. Our
method efficiently discovers most common types of frauds that occur in online
auctions. Our accomplishments are twofold. First, we propose a novel definition
of the reputation based on credibility of contractors and we present an efficient
algorithm to compute it. Second, we empirically prove the practical usability
of our algorithm by mining a large volume of real-world data obtained from a
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leading Polish online auction provider. In addition, we perform a controlled fraud
and we show how our method quickly discovers malevolent behavior.

This paper is organized as follows. In Section 2 we present the related work
on the subject. Section 3 contains definitions of basic notions used throughout
the paper. We describe our algorithm in details in Section 4 and we present
the results of the empirical evaluation of the algorithm in Section 5. The paper
concludes with future work agenda in Section 6.

2 Related Work

Reputation systems [1] are a practical way of building trust in environments with
high anonymity and low trustworthiness of participants. Contemporary Web-
based auction systems rely on simple trust models with credibility of participants
assessed by counting comments received after each transaction. In [3] Malaga
presented a critical analysis of such simple models, identifying several problems
that should be solved, including the subjective nature of feedbacks, the credibility
of feedbacks, the lack of feedback’s context, the lack of differentiation of recent
and older feedbacks, and the lack of incentives for a participant to rate the
trading partner. Several solutions have been proposed to address at least some of
the limitations of current feedback-based models. In [2], the authors introduced
a complaint-only trust management method, based on the fact that users are
more eager to provide negative comments if they are not satisfied, than to give
positive feedback. Another method presented in [4] differentiates comments by
taking into account the credibility of the rater, assuming that the rating is of
good quality if it is consistent with the majority of ratings. In [5] a novel trust
model called PeerTrust was proposed. The presented model includes several trust
parameters, such as feedback in terms of satisfaction, number of transactions,
credibility of feedback, transaction context, and community context. Credibility
of feedback in PeerTrust is assessed differently than in [4]. The idea is to give
more weight to feedbacks from more credible participants.

Somewhat related to the problem of reputation assessment in e-commerce
systems is the problem of evaluating importance of Web pages. Examples of
algorithms for judging the importance of pages are PageRank [7] and HITS [6].
Our method for credibility assessment is somehow similar to the later algorithm.
HITS divides the pages into authorities (covering a certain topic) and hubs
(directory-like pages linking to authorities). In our method, we apply a similar
distinction, dividing auction participants into sellers and buyers, and we use
adjacency matrices to recursively compute the credibility of participants.

3 Basic Constructs

Given a set of buyers B = {b1, b2, . . . , bn} and a set of sellers S = {s1, s2, . . . , sm}.
Let c denote a comment, c ∈ {−1, 0, 1}, where each value represents the “nega-
tive”, “neutral”, and “positive” comment, respectively. Given a set of auctions
A = {a1, a2, . . . , ap}. An auction is a tuple ai = 〈bj , sk, c〉 where bj ∈ B∧sk ∈ S.
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Let S (bj) represent the set of sellers who sold an item to the buyer bj . We denote
the support of the buyer bj as support (bj) = |S (bj)|. Let B (sk) represent the set
of buyers who bought an item from the seller sk. We denote the support of the
seller sk as support (sk) = |B (sk)|. According to this formulation, the support
of the participant (either buyer or seller) is identical to the reputation measure
currently employed by leading online auction providers.

Given a m × n matrix MS . Each entry in the matrix represents the flow of
support from the seller to the buyer in a finalized auction. Entries in the matrix
MS are initialized as follows.

∀ i ∈ 〈1,m〉 MS [i, j] =
1

support (bj )
if 〈bj , si, c〉 ∈ A, 0 otherwise

Given a m × n matrix MB . Each entry in the matrix represents the flow of
support from the buyer to the seller in a finalized auction. Entries in the matrix
MB are initialized as follows.

∀ j ∈ 〈1, n〉 MB [i, j] =
1

support (si)
if 〈bj , si, c〉 ∈ A, 0 otherwise

Given a vector SC = [s1, s2, . . . , sm] of seller credibility ratings. Initially,
all sellers receive the same credibility of 1. Analogously, given a vector of buyer
credibility ratings BC = [b1, b2, . . . , bn]. Initially, all buyers receive the same cred-
ibility of 1. Upon the termination of the algorithm vectors SC and BC contain
diversified credibility ratings for sellers and buyers, respectively. A reputation
rating for a buyer bj is a tuple R (bj) = 〈C−, C0, C+〉. Each component represents
the sum of credibilities of sellers participating in transactions with a given buyer
and posting a negative, neutral, or positive comment, respectively. Formally,
C− =

∑
k SC [k] where 〈bj , sk,−1〉 ∈ A, C0 =

∑
k SC [k] where 〈bj , sk, 0〉 ∈ A,

and C+ =
∑

k SC [k] where 〈bj , sk,+1〉 ∈ A. Reputation rating for a seller can
be defined analogously.

4 Iterative Reputation Assessment Algorithm

Our method of reputation rating is based on the following recursive definition
of credibility. A given buyer is highly credible if the buyer participates in many
auctions involving credible sellers. Analogously, a given seller is credible if the
seller participates in many auctions involving credible buyers. Since there is no a
priori estimation of credibility of participants, we assume that initially all par-
ticipants receive equal credibility. Then, we iteratively recompute the credibility
of sellers and buyers in the following way. In each iteration we distribute the
current credibility of each buyer among participating sellers. Next, we update
the credibility of all sellers by aggregating the credibility collected from partici-
pating buyers. After this update we propagate the current credibility of sellers to
buyers and we refresh the appropriate ratings. We repeat this procedure several
times until the credibility of sellers and buyers converge. Alternatively, the pro-
cedure can be repeated a given number of times. After assessing the credibility
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of all participants the credibility ratings are used together with past comments
to derive proper reputation ratings by aggregating the credibility of contractors
grouped by the type of the comment issued after the transaction. The intuition
behind the algorithm is that the credibility of “good” buyers quickly aggregates
in “good” sellers and vice versa. Initial ratings consisting of simple participation
counts are quickly replaced by the true credibility which reflects the importance
of every participant. The outline of the algorithm is presented in Fig. 1.

Require: A = {a1, a2, . . . , ap}, the set of finalized auctions
Require: B = {b1, b2, . . . , bn}, the set of buyers
Require: S = {s1, s2, . . . , sm}, the set of sellers
Require: MS ,MB , matrices representing the structure of the inter-participant network
Require: SC ,BC , vectors representing the credibility of participants

1: Initialize matrices MS ,MB and vectors SC ,BC appropriately
2: repeat
3: for all sk ∈ S do
4: SC [sk] =

∑n

j=1
MS [j, k] ∗ BC [bj ]

5: end for
6: for all bj ∈ B do
7: BC [bj ] =

∑m

k=1
MB [j, k] ∗ SC [sk]

8: end for
9: until vectors SC and BC converge

10: Output SC and BC as credibility ratings
11: Compute reputation ratings R (bj), R (sk) ∀bj ∈ B, ∀sk ∈ S using SC , BC , and A

Fig. 1. Iterative Reputation Assessment Algorithm

5 Empirical Results

Here we present the results achieved on real datasets. The datasets have been
acquired from www.allegro.pl, the leading Polish provider of online auctions.
The datasets contain information on 400 000 participants and over 2 000 000
terminated auctions. All experiments are conducted on Pentium IV 2.4 GHz
with 480 MB RAM. Data are stored and preprocessed using Oracle 9i database.

Figures 2 and 3 present the scaling of the algorithm. We differentiate the
number of users from 1 000 to 100 000. The performance of the algorithm is
satisfactory even for large user communities. We attribute the performance of
the algorithm to the delegation of the most computationally expensive parts of
the algorithm to the database engine and replacing the procedural processing
with recursive SQL processing. The second test verifies the scalability of the
algorithm with respect to the number of auctions. As can be seen, the execution
time of the algorithm is almost linear.

Figures 4 and 5 present the convergence of credibility computed by our al-
gorithm. Figure 4 depicts the changes of credibility in subsequent iterations for a
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selected subset of sellers. We choose the sellers with the highest standard devia-
tion to include in the figure, so the figure presents only the most atypical sellers.
For the vast majority of sellers the changes in credibility are much smoother
and the final credibility estimation stabilizes after a few iterations. The results
of a similar selection for buyers are depicted in Fig. 5. Again, the estimation of
credibility quickly converges and the rating stabilizes after only a few iterations.
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In the next experiment we are simulating ballot stuffing. A dishonest seller s1

decides to create dummy buyers b1, . . . , b10 to inflate his/her reputation rating.
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Additionally, the seller s1 participates in auctions with buyers from outside the
group. Figure 6 presents the credibility estimation for the group of participants
involved in cheating. Estimates for all involved buyers are exactly the same,
because those buyers are indistinguishable from the point of view of the topology
of relationships. Already in the second iteration the algorithm discovers that
buyers b1, . . . , b10 are not credible, since they do not receive any feedback from
sellers other than s1. The seller s1 initially aggregates all credibility from the
buyers b1, . . . , b10, but the credibility of the seller diminishes over time, causing
the credibility of the buyers b1, . . . , b10 to drop even further. The credibility of
the seller s1 slowly evaporates through the relationship with buyers from outside
the group and no new credibility flows in from other sellers or buyers.

The next experiment represents a plot to form a clique. A dishonest seller tries
to outwit the system by creating a set of virtual buyers and interconnects them to
form a clique (one can easily imagine registering few users and finalizing low cost
auctions between them to make them pretend as credible and active participants
of auctions). Figure 7 presents the credibility ratings for seller s1 and a group of
buyers b1, b2, and b3 involved in a clique plot. The algorithm discovers the fraud
and determines that the real credibility of participants is low. Therefore, after a
few iterations the deceiving group receives a low credibility rating. This result is
probably even more desirable than the previous one, because the clique cheating
is more dangerous to honest auction participants and harder to discover using
manual analysis methods.

6 Conclusions

In this paper we have presented a novel algorithm for reputation rating of online
auction participants, which evaluates the reputation based on the network of
inter-participant relationships using a recursive definition of credibility. The ex-
periments prove the practical usability of the solution. Our future work agenda
includes extension of the algorithm to safeguard against artificial lifting of bids
by dummy buyers created by dishonest sellers. We also plan to scale the algo-
rithm to allow for real-time analysis of huge amounts of data.
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Abstract. This paper presents our approach to design and provide elab-
orated awareness coordination functions for cooperative production of
complex Web shared documents. We designed a Group Awareness In-
ference Engine (GAIE) that catches working focus of collaborators and
then deduces some of their potential interests for communication to en-
hance coordination and cooperative production.

Keywords: Web Co-Authoring, Events, Work Focus, Inference Engine,
Context-Based Communication.

1 Introduction

In Web-based cooperative work three domains are related: production, commu-
nication and coordination [4]. Having better functionalities in one of them entail
an enhancement in the others e.g., a better quality production is possible if users
have advanced facilities for communication and coordination.

The Web-based Cooperative Writing Applications (WCWAs) like BSCW [1],
AllianceWeb [2], EquiText [7], REDUCE [8] allow authors to asynchronously pro-
duce (download, modify, and upload) shared documents from different locations.
Concerning communication support, BSCW offers Instant Messaging, whereas
EquiText and REDUCE provides (e-mail) asynchronous communications.

In the synchronous communication the people have the possibility to waste
time until they convey on a specific point of discussion. In case of an asyn-
chronous communication (e.g. e-mail), they spend time sending messages with
linked information until they obtain a final agreement. Coordination is a main
feature that must be provided by an adapted communication service to enhance
the shared and cooperative production.

In this paper, we describe AllianceWeb, a cooperative writing application
for which a group awareness support is developed. The co-authors can use a
synchronous communication service guided by a dynamic and precise work focus
system related to author productions. The goal of this service is to enhance the
coordination.
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The architecture of the AllianceWeb includes a dedicated Group Awareness
Inference Engine (GAIE), designed following Artificial Intelligence principles,
and whose goal is to deduce important facts from the cooperative environments of
collaborators (section 2). The awareness coordination facilities, depending upon
the interest of collaborators, determine a dynamic and specific context under
which co-authors can establish quasi synchronous communications (section 3).
Finally, conclusions and important open issues are highlighted in section 4.

2 The AllianceWeb / GAIE Architecture

AllianceWeb allows co-authors to produce complex HTML/XML documents.
Based on the structure, a document is partitioned in sharing units called ”frag-
ments” such as title, introduction, paragraphs, lists, sections, and figures for a
chapter document.

A fragment has associated co-authors and their roles [M-Manager, W-Writer,
R-Reader, N-Null] to act on it. At a time, only one author can act with the
”writer” or ”manager” role on a fragment in contrast to ”readers”. The document
partitioning ensures the consistency of cooperative contributions. For example,
two users can produce two different paragraphs of the same document section.

Producing with AllianceWeb, co-authors perform different actions according
to assigned roles like starting a cooperative session, opening a shared document,
modifying it. All actions of a co-author are represented as ”events”.

The events are captured, managed and delivered by a Distributed Event
Management Service (DEMS) [3] that serves as a intermediate agent among
event generating and event requiring applications (Fig. 1).

Distributed Event Manager

Input
filter

Output
filter

Output
filter

Output
filter

Input
filter

Input
filter

Author B on Site S2Author A on Site S1

Base of
Rules Configuration

AllianceWeb

Radar view

Inference
Engine

Radar view

AllianceWeb

Fig. 1. The Distributed Event Management Service (DEMS)

In order to coordinate cooperative and non-cooperative applications, the
DEMS distinguishes two types of applications: ”producers” that follow a ”Connect-
Put-Disconnect” mechanism to deliver events; and ”consumers” that follow a
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”Connect-Get-Disconnect” protocol to retrieve and consume events from the
DEMS. All events are memorized by a dedicated storage space in a chronologi-
cal order to supply them to interested consumer applications.

From the DEMS point of view, AllianceWeb is a groupware ”producer”. The
generated events represent actions like: document handling, authoring, decora-
tion, fragmentation, and assignment of editing roles.

The GAIE engine is a ”consumer” that deduces the state of each user’s en-
vironment and his preferences, proposes him actions to adapt his environment,
and provides new facts about the shared production to enhance it.

For instance, when a user is busy, he can turn off the synchronous com-
munication service but if another user wants to communicate with the former,
the GAIE engine recommends the later to modify his preferences. The action is
supported by the following rule written in the first order predicate logic [5]:

StartRule "Requesting a user to modify his communication preferences"

If author (fragment 1) = x /* x is author of fragment 1 */

session on (x) = "true" /* x is producing */

sync comm (x) = "true" /* communication is enabled */

comm interest (x) = y /* x wants to communicate with y */

session on (y) = "true"

sync comm (y) = "false"

Then
announce (y) ← "a co-author is interested to communicate"

EndRule

The principles of the GAIE operation is as follow:

– Retrieving session or editing events for deduction of new facts,
– Deducting facts to present synthetic perception of shared entities,
– Proposing actions to co-authors to modify their environments like establish-

ing contextual communication.

The GAIE engine notifies starting and terminating session, production in a
session, and so on. Additionally, the engine optimizes communication between
two users when they manifest specific interest to establish a communication
centered on a particular context as we see in the following scenario.

Jorge reviews a document part while Carmin, with the writing role, writes
a formula in this partition. Jorge wants to suggest a modification in this for-
mula. He desires to highlight his point of interest on the Carmin’s display and
to establish a synchronous communication with her.

This scenario shows the requirements needed by co-authors to establish a
synchronous communication centered under a particular context of their shared
production. Now we describe how the GAIE engine determines the work focus
under which users have the possibility to communicate.

3 Context-Based Communication

A collaborator is able to read and to annotate a document part produced by other
users as shown in the above scenario. The reader suggests some modifications



and to better understanding, wants to establish a synchronous communication
with the producer to discuss their point of view. The shared document is present
on the display of the two collaborators, and the GAIE engine takes advantage
of that to transmit the focus of interest on both displays.

Jorge’s document view 

Reader’s focus

Writer’s
perception

Modifications
made by the writer

Carmin’s document view 

(2)

(3)

(4)

(5)

Almost Synchronous communication
between Jorge and Carmin

(1) authoring action of Jorge i.e selection of an element
(2) Jorge’s interest to start communication with Carmin
(3) receipt of events from DEMS

 (4) Establishing an instant communication between
Jorge and Carmin

(5) authoring actions from Carmin

(1)

Updating
the user’s
interface

Updating
the user’s
interface GAIE

Authoring
events

Authoring
events

DEMS

Jorge’s talking session Carmin’s talking session

Fig. 2. Co-Author Work Focus and Perception

Suppose the reader takes the initiative to establish communication, and se-
lects a part as a point of discussion (Fig. 2). The GAIE engine receives authoring
events from the DEMS, and sends the determined selection to the other author
display with whom he wants to establish a communication. Thus, the two co-
authors can continue the discussion focused on the selected point, since both
have a consistent perception of the shared information. The GAIE applies the
following rule:

StartRule "The work focused communication"

If author (fragment 1) = x

author (fragment 1) = y

sync comm (x) = "true"
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session on (y) = "true"

action (y) = "select element" /* y’s action is a selection */

Then
display environment (x) ← send (selected element)

announce (y) ← get selected part

/* Selected element is displayed in y’s environment */

EndRule

The user can highlight one or more textual, mathematical or graphical ele-
ments. The unique identifier of the selected elements within the framework of
shared document are determined and transmitted. A selection is dynamic and
may be a part of a textual paragraph, several elements of a graphical object,
some terms of a formula, a row or a column from a complex table. In the case of
partial textual selection, the positions of the first and the last characters within
the element will be highlighted on all concerned environments.

In general, the GAIE engine dynamically determines the work focus of a
co-author depending upon his production and executed actions. When a user
modifies a fragment and this modification affects current contextual focus, the
GAIE updates it in all concerned environment. For instance, changes in a figure
entail modifications in its descriptions and hence, the concerned collaborators
are informed. In case a co-author does not agree on modifications, he can start
a synchronous communication with producers. The following rule is applied:

StartRule "Perception of a co-author"

If author (fragment 1) = x

session on (x) = "true"

sync comm (x) = "true"

Then
announce (x) ← "Information received for contextual focus"

/* x perceives the contextual focus */

EndRule

The individuals presence notification is resolved by Internet Messaging and
Presence (IM&P) services [6]. Users of this service must have the list of his col-
leagues with whom he wants to talk. When a user starts his session, a notification
is sent to all on-line users. A user can see the presence of all his partners and in
quasi real time mode he knows if they are on-line or off-line. Out of the present
users, some may be active, away or busy. A user can also change his status (”not
in office” or ”in-meeting”).

In our architecture, we integrate this messaging service, such that when a
user opens his collaborative session, the IM&P service is launched. Thus, when
the GAIE engine recovers the selection event and it determines that users open
a synchronous communication, the particular rule is triggered.



4 Conclusions and Perspectives

In cooperative work, the awareness coordination plays an important role and
addresses a hard problem. Up to now, several WCWAs provide asynchronous
communication services like EquiText [7] and REDUCE [8]. But, writing e-mail
seems to be laborious when co-authors have to concentrate on a point within
the complex production. Other application like BSCW system [1] launches a
(synchronous) chat session among collaborators. Nevertheless, out of the kind of
communication, it is also important to deduce the point of discussion, in order as
quickly as possible to center it. This was our main aim pursued in this research.

In our approach based on artificial intelligence principles, the GAIE engine
takes events as a piece of knowledge to deduce other important knowledge to
adapt the environment of the user and to have awareness about the evolution
of the shared production. In case of any change of the goal pursued by our
application, and to extend its functionalities, it is only necessary to modify the
base of rules, that are the input data of the GAIE.

Coordination is essential to any groupware system, thus we will extend our
platform including complex information as contextual-based communication, like
multimedia. We have to address issues such as filter the people who communicate
with, transforming from 1:N to 1:1, blocking unconcerned people. The research
is focusing on future needs for the Web-based cooperative production e.g. using
mobile communication technologies and protocols.
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Abstract. The paper contains the propositions of employing type-2
fuzzy sets in linguistic summaries of databases. This new approach is the
promising extension for ordinary linguistic summaries [1][4][14] and for
recently introduced interval-valued linguistic summaries [11]. The two
original concepts of a type-2 summarizer and a type-2 linguistic quan-
tifier are proposed as the extensions for ordinary and interval-valued
corresponding constructs. This innovation is supposed to provide bet-
ter handling of natural language uncertainties that are impossible to be
modelled with ordinary fuzzy sets. An application on sample data is
presented.

1 Linguistic Summaries of Data

Effective analysing and grasping huge amount of data, contemporarily present in
different — mostly Web — sources, definitely exceeds human skills. Frequently
applied methods are based on expressing raw and unprocessed numerical infor-
mation in human consistent and linguistic terms. The solution to the problem of
distilling the most crucial information from vast numbers of records was proposed
by Yager, who formulated the concept of a linguistic summary of a database [14]
[15]. It is based on the idea of a linguistic variable [16] and on its exemplification
— a fuzzy quantifier [17].

To summarize a database linguistically means to build a natural language sen-
tence which describes the amount of records manifesting chosen attributes. The
general form of a linguistic summary is

Q P are/have S [T ] (1)

where the symbols are interpreted: Q is a determination of amount (a quantity
in agreement), the so-called linguistic quantifier, which is a linguistic variable
itself, e.g. about half, few, more than 50. P is the subject of the summary
— it refers to objects described by records, e.g. workers, cars. S is a feature of
interest, the so-called summarizer expressed with a fuzzy set, e.g. high salary,
average speed. T is a quality measure for the summary, degree of truth or the
truth of a summary, which describes reliability of the quantity pronouncement
Q for the feature S. It is a real number from [0, 1] and it is interpreted as the
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level of confidence for the given summary. Summarizers and fuzzy quantifiers are
linguistic expressions handled by fuzzy logic [16] [17].

Improvements and enhancements of Yager ideas are widely presented in the
literature. George and Srikanth proposed building summarizers of more than one
properties under t-norms [1] (e.g. Many cars are cheap and poorly equipped).
Further significant extensions are given in [2] [3] [5]. Numerous implementations
and applications are also presented, e.g. FQUERY — the add-on to Microsoft
Access [2]. New methods for computing the goodness of a summary are given in
[3] [5]. Interval-valued forms for fuzzy quantifiers and summarizers are given in
[11]. The attempt of summarizing textual databases with the textual form of a
summarizer is presented in [12].

2 Type-2 Fuzzy Sets

The concept of a Type-2 Fuzzy Set (FST2) was given at first by Zadeh in 1975
[16]. The idea has stayed forgotten for long years, until in 1998 Karnik and
Mendel [6] [7] introduced the foundations of type-2 fuzzy logic systems. Since
there various practical applications have been introduced [10] [13] and useful
remarks on operations on FST2 and on subsystems of FST2 (as Interval Type-2
Fuzzy Sets [8] [9]) have been given.

Ordinary fuzzy sets, whose membership functions (MFs) are crisp sets them-
selves, do not provide sufficient support for many kinds of uncertainty that
appears in linguistic descriptions of numerical quantities or in subjectively ex-
pressed amounts, dimensions, etc. Karnik and Mendel in [7], assuming that words
(numbers, descriptions, linguistic quantities) can mean different things to differ-
ent people, proposed to increase the number of degrees of freedom for fuzzy logic
systems arguing that adding at least one may provide a measure of dispersion
for totally certain (till now) membership functions of type-1.

The main idea of a type-2 fuzzy set is based on extending an ordinary and
crisp itself type-1 MF to a type-2 MF. A MF of type-2 is a family of fuzzy sets
of type-1, where each FST1 is assigned to one element of a universe of discourse.
Formally, let X be a universe of discourse. A fuzzy set of type-2 Ã in X is of the
form

Ã =
∫

x∈X

∫
u∈Jx

μÃ(x, u)
(x, u)

, u ∈ Jx (2)

where μÃ : X × Jx → [0, 1] is the type-2 MF of Ã, and Jx ⊆ [0, 1] is the set of
primary membership degrees of x ∈ X .

The MF of type-2 μÃ depends on two arguments, x and u, where x ∈ X , and
u is its primary membership degree. Unlike in Zadeh’s fuzzy sets where u is a
certain number, in a FST2 an element u has its own membership degree, which
is treated as a grade of possibility that u well describes a membership degree
of x. This additional degree is expressed as a value of secondary membership
function μx(u), where μx : Jx → [0, 1], which may be the same or specific for
each x ∈ X .
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Hence, in fuzzy sets of type-2 we diversify primary membership functions
(PMF) and secondary membership functions (SMF). The former always depends
on the variable x ∈ X , while the latter depends in fact on two variables, x and
u, so we denote it as μx(u). Now, it is possible to rewrite (2) with u and μx

symbols:
Ã = {< x, u, μx(u) >: x ∈ X , u ∈ Jx ⊆ [0, 1]} (3)

Let us show these concepts on a very basic example:

Example 1. Let X = {2, 3, 4, 5} be the discreet universe of discourse, set of scores
obtained in a test (2 — the lowest, 5 — the highest). The FST2 B̃ modelling
the predicate an adequate score for a test is proposed as

B̃ =
{ 1

2, 0.5
+

0.7
2, 0.1

+
0.1

2, 0.0
+

0.9
3, 1.0

+
0.3

3, 0.1
+

0.5
3, 0.3

+

+
0.5

4, 0.3
+

0.6
4, 0.7

+
0.8

4, 1.0
+

0.9
5, 0.0

+
0.9

5, 1.0
+

0.5
5, 0.8

}
(4)

where the nominator in each fraction is secondary membership of < x, u >,
x ∈ {2, 3, 4, 5}, the first number in the denominator — a primary membership
u, and the second in the denominator is its primary memberhip u.

The example shows also that each element of X is described by a set of pairs of
values, comming, for instance, from different experts. The primary membership
degree for ”2” is the fuzzy set itself of the form {0.1

0.0 + 0.7
0.1 + 1.0

0.5}, and determined
in J2 = {0.0, 0.1, 0.5} ⊂ [0, 1], where 0.1, 0.7, and 1.0 are secondary membership
levels specific for each pair < 2, u >, u ∈ J2. Further, the primary membership
for ”3” is the fuzzy set { 0.3

0.1 + 0.5
0.3 + 0.9

1.0} established in J3 = {0.1, 0.3, 1.0}. J4,
J5 — analogously.

PMFs as well as SMFs are usually designed with respect to given problems in
order to represent uncertain data as well as it is possible. However, there exist a
few typical shapes for SMFs, used as the most typical and standard solutions in
type-2 FLSs [6] [7]. Especially, standard SMFs are of the shapes which determine
some of the most known types of FST2. Hence, one may discuss Gaussian fuzzy
sets of type-2, triangular or interval FST2, trapezoidal, sigmoidal, etc.

3 Generating Summaries with Fuzzy Sets of Type-2

Summarizers and quantifiers expressing linguistic statements in (1) are ordinary
fuzzy sets. However, this manner of modelling imprecise data may be insuffi-
cient to express some more complicated structures, which is argued in Section
2. Therefore, the introduction to summaries employing interval-valued summa-
rizers and quantifiers is given in [11].

This section is the next step to generalize the mechanisms for constructing
linguistic summaries: it contains the description of the manner in which fuzzy
sets of type-2 can express summarizers and quantifiers.
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3.1 Type-2 Summarizer

Each property or feature which is too imprecise to be modelled with a mem-
bership function of type-1, may be expressed as a fuzzy set of type-2 in the
same universe of discourse. Zadeh [16] points at two types of statements, which
should be estimated as ordinary fuzzy sets and type-2 fuzzy sets, respectively.
The latter are characterized by a high grade of subjectivity and impreciseness. It
especially concerns the cases in which the ambiguity of different opinions makes
it impossible to determine a set of membership grades without any additional
characteristics assigned to them.

Such a situation may be exemplified as follows: suppose that a paper is sub-
mitted to a conference (a journal) by a scientist. The paper is checked, evaluated,
and commented by a few reviewers. Naturally, they frequently differ in their opin-
ions, points of view, etc., so the paper is finally evaluated with different scores.
However, each of these scores is obtained from a few partial results (e.g. within
the scale lowest=0.0, 0.2, 0.4, 0.6, 0.8, highest=1.0), e.g. ratings for motivation,
originality, validity of the paper, etc.; see Tab. 1.

Table 1. Sample evaluation of paper by reviewers

Reviewer 1 Reviewer 2 Reviewer 3

Motivation 0.8 0.6 0.4
Originality 0.8 0.8 0.2
Significance 0.6 0.6 0.2

Validity 0.8 0.6 0
Presentation 0.6 0.8 0.4

OVERALL RATING 0.8 0.6 0.2

The table shows that the position Validity is of the most influence on a final
result. Let us assume that a score for Validity is of 0.6 weight, and another
scores — of 0.1 weights. We may express the overall rating for the considered
paper as the fuzzy set of type-2 M̃ in X = {Rev.1, Rev.2, Rev.3}

M̃ =
{ 0.8

Rev.1, 0.8
+

0.2
Rev.1, 0.6

+
0.8

Rev.2, 0.6
+

0.2
Rev.2, 0.8

+

+
0.6

Rev.3, 0.0
+

0.2
Rev.3, 0.2

+
0.2

Rev.3, 0.4

}
(5)

where JRev.1 = {0.8, 0.6} is the set of primary memberships for the element Rev.1.

The values μRev.1(0.8) = 0.8 and μRev.1(0.6) = 0.2 are the secondary member-
ships, where 0.8 for Rev.1, 0.8 comes from 0.6+0.1+0.1 (the sum of weights for the
0.8 score), and0.2 forRev.2, 0.6 is the result of 0.1+0.1.The setsJRev.2 = {0.6, 0.8}
andJRev.3 = {0.0, 0.2, 0.4} containprimarymemberships forRev.2, Rev.3, respec-
tively, and their corresponding secondary memberships are shown as the second
stands in the denominators in (5). M̃ is a model for the statement acceptable which
describes whether the paper is valid enough to be published.
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The secondary membership levels of type-2 fuzzy sets may be interpreted in
many manners. One of them is a weight of an opinion, as shown above. Another
interpretation is to look at secondary memberships as at levels of possibility that
primary memberships well characterize given phenomena; this variant is pre-
sented in [6]. Let us reconstruct the given example with secondary memberships
viewed as possibilities; in this case the additional index named a level of con-
fidence is assigned to each reviewer due to the scale: lowest=0.0, 0.2, 0.4, 0.6,
0.8, highest=1.0. A confidence level should be interpreted as a possibility that a
given rating well describes the acceptability of the paper. See Table 2.

Table 2. Sample scores given by reviewers with different levels of confidence

Reviewer 1 Reviewer 2 Reviewer 3

OVERALL RATING 0.8 0.6 0.2
Level of confidence 0.6 0.8 1.0

Summarizers of type-2 can also be based on more than one attribute. The
meet operation [6] should be performed to intersect FST2 modelling single at-
tributes. Such a realization promises that an obtained summarizer of type-2 is
a generalization of the approach given in [1]. Combining type-1 attributes with
type-2 attributes is also possible; many systems work on data of mixed types:
crisp, type-1, type-2, etc. When input data are of both types, it is necessary to
”upgrade” all attributes of type-1 to type-2 by adding secondary membership
levels (unities) to each primary membership. The conversion of FST1 into FST2
in X is symbolically written as

A =
∫

x∈X

μA(x)
x

⇒ Ã =
∫

x∈X

∫
u∈Jx

1
x, μA(x)

Jx ⊆ [0, 1] (6)

where u = μA(x) is the primary membership level of x to the ordinary fuzzy set
A, and unities in the numerators in (6) are the secondary memberships.

3.2 Type-2 Fuzzy Quantifier

The idea of a fuzzy quantifier of type-2 — which actually is a generalization of
a type-1 (Zadeh’s) fuzzy quantifier [17] — is constructed similarly to the idea
of a type-2 fuzzy summarizer. If the description of modelling multi-sourced data
with fuzzy sets of type-2 given in the previous section may be seen as the exem-
plification of a linguistic variable of type-2, one may view at linguistic quantifiers
as at special cases of these variables.

Type-2 quantifiers may be, analogously to ordinary fuzzy quantifiers, absolute,
e.g. less than 1000, about 50 or relative, e.g. about 3/4, more-less a half.
The former kind is determined in any positive universe of discourse X ⊆ R+ ∪{0},
and the latter — in the [0, 1] interval. It is worth underlining that the qualification
of a quantifier as relative or as absolute depends only on the form of its domain,
and does not depend on its secondary membership function(s).
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The following example of a type-2 fuzzy quantifier may be given: the state-
ment slightly less than 10 is being modelled. Let us assume that the four mem-
bership functions are proposed by four experts as given in Fig. 1.

Fig. 1. The fuzzy quantifier of type-2 slightly less than 10

If assumed that experts are of different levels of confidence (compare the
corresponding example in Section 3.1), one may assign additional indices to
their opinions — secondary membership levels for the four primary membership
functions (from the lower to the upper) are, for instance: 1, 0.7, 0.4, and 0.8,
respectively. Hence, one may interpret these numbers as possibility levels that
the functions μ1,..., μ4 properly characterize the modelled quantity in agreement.
The compatibility level for the sample statement ”5 is slightly less than 10” is
the fuzzy set of the form

μ(5) =
{

1
0

+
0.7
0

+
0.4
0.28

+
0.8
0.5

}
(7)

where μ : X → [0, 1] × [0, 1] is the type-2 MF due to (2).

4 Conclusions

The original type-2-fuzzy-based extension for linguistic summaries of databases
has been proposed. The elements of type-2 fuzzy sets have been employed in
handling uncertainty appearing in sample data of the natural provenience. The
new approach is supposed to provide human consistent tools for grasping and
analysing large sets of data.
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Abstract. Since e-learning is becoming more and more popular, there
is a need to improve and widen information techniques that support e-
teachers. Presently, the automated and intelligent examining procedures
are essential for this support. We present the new soft-computing proce-
dures of rating e-tests in German. The clou of this paper is the retrans-
lation algorithm transforming raw numerical data into human consistent
terms. The retranslation associated with fuzzy template matching is sup-
posed to be a reliable solution giving satisfactory outputs. The results of
the retranslation process are expressed in natural language, which makes
them understandable and useful also for technologically non-advanced
personnel.

1 Introduction

1.1 Fuzzy Sets and Interval-Valued Fuzzy Sets

Well known Zadeh fuzzy sets are present in computer sciences since 1965 [14].
Various extensions for fuzzy sets have been proposed, e.g. L-fuzzy sets [3], intu-
itionistic fuzzy sets [1], type-2 fuzzy sets [5], nevertheless, in this approach, we
deal with two types: ordinary, i.e. Zadeh fuzzy sets, and interval-valued fuzzy
sets (IVFS for short) [4] [13]. While the definition of the former is classic, the
brief formalization of the latter is given: let X be a universe of discourse. An
interval-valued fuzzy set A in X is a set of ordered triples of the form

A =df {< x, μ
A
(x), μA(x) >: x ∈ X ;μ, μ : X → [0, 1]} (1)

The gist of an IVFS is to assign two, instead of one, membership degrees to each
element of X : the lower membership and the upper membership. Due to the name
of this type of fuzzy sets, μ(x) and μ(x) have the interpretation of lower and
upper bounds (respectively) of an interval in which a membership value for an
x is contained. IVFSs are used when the precise determination of a membership
degree is impossible with respect to the nature of modelled phenomena.
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1.2 Operations on Interval Data

The structure of interval-valued vector (IVV) is proposed to store intervals as
membership levels. Let k ∈ N . Vector V = [vi], i ≤ k built of k elements is
called interval-valued vector in (Int(R))k, iff each vi is an interval in Int(R), i.e.
vi = [vi, vi] ∈ Int(R), vi ≤ vi, for each i = 1, 2, ..., k. Thus, vector V is of the
form:

V = {[v1, v1], [v2, v2], ..., [vk, vk]} (2)

It may be needed to type-reduce interval-valued data, which means that one
particular crisp number is to be extracted from the interval. Such a conver-
sion is especially useful in the experiments described in Section 3 where com-
parisons of signals consisting of crisp numbers are needed. Especially, for IVV
V = {[v1, v1], [v2, v2], ..., [vn, vn]}, n ∈ N , V ∈ Int(R)n the following operations
on V are called type-reductions

TROPT (V ) = {v1, v2, ..., vn} (3)

TRPES(V ) = {v1, v2, ..., vn} (4)

As seen, type-reductions convert an IVV to a classic vector by taking the most
optimistic option — the upper bound of an interval, or the most pessimistic —
the lower bound. Another type-reductions, e.g. based on a weighted average of
μ andμ are also possible [5].

The set of a few intervals describing the same phenomenon (e.g. degree of
membership) may be converted to one interval value via computing the median
of them. Let IVV V = {v1, v2, ..., vk}, V ∈ Int(R)k. The median of V denoted
as med(V ) is computed as

med(V ) = vi ∈ V such that

card({vj ∈ V : vj ≺ vi}) = card({vh ∈ V : vi ≺ vh}) =
⌊

k

2

⌋
(5)

where function %k
2 & = n (”floor of k

2”) is the biggest natural number n such that
n ≤ k

2 , and the relation ”≺” between intervals a and b is defined as

a ≺ b ↔ a ≤ b ∧ a ≤ b (6)

Another methods of comparing intervals are given in [12]. Also the arithmetic
or the weighted average may be used here, nevertheless, the median seems to be
most robust estimator.

2 Retranslation as Data Interpretation

The process of retranslation may be briefly characterized as follows: it is the
conversion of raw numerical data into terms from natural language. Assuming
that some facts, perceptions, or measurements were transcribed to figures and
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Fig. 1. Retranslation of numerical data

symbols to simplify their storage, the retranslation is the opposite process and
may be qualified as a kind of knowledge acquisition; see Fig. 1.

Methods of retranslation are not described generally by global formulae and/or
algorithms. They are usually designed according to the problem which is to be
solved. From this point of view retranslation methods are very close to mem-
bership functions designed for fuzzy sets. In fact, retranslation via fuzzy sets is
based mostly on finding proper membership functions mapping spectra of nu-
merical values into discreet sets of linguistic and/or human consistent terms.
The most known examples of retranslation are linguistic variables and fuzzy
linguistic quantifiers introduced by Zadeh [15] [16].

3 Implementation

The study of the current literature shows that contemporary e-testing methods
lacks of intelligent testing and scoring procedures. In fact, even if the teacher is
widely supported by various multimedia technology, checking and rating exams
must still be done manually. Some attempts of automation may be observed in
rating single and multiple choice tests, but they can hardly be named intelligent,
since they rely on Hamming distance only. Therefore, we describe the experiment
employing intelligent template matching and retranslating obtained results into
human consistent terms.

3.1 Experiment Construction

The presented experiment is based on German language vocabulary tests. The
set of 33 questions is proposed. The tasks for a student is to complete a full cor-
rect and sensible from a set of mixed words (for details see [9]). Experts propose
also the set of 240 correct, partially correct, and incorrect answers to these ques-
tions. All answers are scored by four matching algorithms (scores are from [0,1])
and by three experts (scores are from the scale 0=lowest, 0.5, 1, 1.5, 2.0=high-
est). The obtained results are denoted as A1 = {a1,1, a1,2,..., a1,240}, A2, ..., A4,
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and E1 = {e1,1, e1,2,..., e1,240}, E2, E3. The most characteristic point of the
experiment, is that while the algorithms provide single numbers as the outputs
(so A1, ..., A4 are the classic vectors), the experts frequently give intervals, e.g.
1–1.5 (so E1, E2, E3 are IVVs), which is equivalent to some natural hesitation
in rating. The imprecise predicate correct answer is modelled with the obtained
vectors, since A1, ..., A4 are treated as ordinary fuzzy sets and E1, E2, E3 as
IVFSs.

3.2 Scoring Algorithms

The scoring algorithms are based on so-called n-gram method [2] and on its
generalization [6] [10]. The method allows to compare strings with respect to
their common subsequences of different lengths — n-grams — and to interpret
results in terms of fuzzy similarity relations. The attempts of using this class of
algorithms in distance testing are presented in [8] and [9].

Finally, four algorithms are chosen to the experiment: 1-n-grams, 2-grams,
2-3-grams, and 3-grams.

3.3 Retranslating Algorithm Results

The crucial part of the experiment is to interpret, or more thoroughly: to re-
translate numbers obtained via Algorithms 1–4 into scores. These numbers are
understood as similarity level between an answer and a template of correctness.
However, a non-retranslated result, e.g. 0.63, is hardly understandable for the
technologically non-advanced users. Also an e-teacher expects rather ready-to-
use diagnosis as answer correct, or at least a number and/or a symbol, which
expresses the level of correctness basing on his/her perception, than a number
being a similarity level. Moreover, scores are so deeply rooted in human mind
that — even if expressed with numbers or letters — they are viewed rather as
human consistent statements than as numbers. For this reason, a selection of
ranges 0.0–0.5; 0.5–1.0; 1.0–1.5; 1.5–2.0 to be used in retranslation methods is
made as those which are the most commonly used by examiners in manual tests
rating.

Thus, some methods of retranslation algorithm results into scores, which are
ready to be accepted or rejected by a tutor, are presented.

”FloorCeil” Retranslation Retranslation ”FloorCeil” is based on fitting the
result obtained from algorithm to the closest of crisp scores {0, 0.5, 1, 1.5, 2}.
This manner strictly corresponds with natural human behaviour while scoring:
if one is not sure about his opinion, but can express it as interval, just a choice
between the lower and the upper bound of this interval should be made.

Retranslating via Intervals with Type-Reduction Another way of retrans-
lation — retranslation via intervals — is even less complicated than ”FloorCeil”.
While ”FloorCeil” algorithm requires determining crisp scores as final results,
this manner of retranslation simply maintains intervals as scores (in this partic-
ular case interval bounds are multiplied by 2 to satisfy the assumption about
scale of scoring). The formula of retranslation via intervals is
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Fig. 2. FloorCeil retranslation

score =

⎧⎪⎪⎨
⎪⎪⎩

[0,0.5], if r ∈ [0, 0.25]
[0.5,1], if r ∈ [0.25, 0.5]
[1,1.5], if r ∈ [0.5, 0.75]
[1.5,2], if r ∈ [0.75, 1]

(7)

Because obtaining scores from the scale {0, 0.5, 1, 1.5, 2} is intended, only two
variants of type-reduction, optimistic (3) and pessimistic (4) are used.

Scores Without Retranslation (Direct Results) This ”non-existing” re-
translation is made for comparison of algorithm scores in their pure (non-
retranslated) form to interval-valued type-reduced expert scores. The obtained
results help to establish some arguments for and/or against the necessity of
retranslation.

3.4 Comparison

The present state of the art unfortunately lacks of methods for automated scoring
e-tests. The comparison of results may be performed via statistical methods (as
given) or via the linguistic summaries, as presented in [7].
Here, we present the statisitical methods of comparison. The scores obtained via
algorithms and the scores collected from experts (expert opinions are computed
as E = med{E1, E2, E3}) are compared according to three similarity measures:
the correlation coefficient rcc, the minimum-maximum rmm, and the arithmetic
average-minimum method ram [11]. The weighted average for rcc, rmm, and ram

with the weights w1 = 0.5, w2 = 0.25, and w3 = 0.25 is temporarily used to
determine the overall performance (OP ) of the algorithm An, n = 1, 2, 3, 4:

OP (An) = 0.5 · rcc(E,An) + 0.25 · rmm(E,An) + 0.25 · ram(E,An) (8)

The purpose of this computation is to find the strength of similarity connec-
tions between expert and algorithm opinions.

3.5 Results

The results of comparison for non-retranslated and for retranslated scores given
by algorithms 1–4 are presented in Tab. 3.5
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Table 1. OP similarity coefficients for the algorithms

Algorithm Direct FloorCeil IV optimistic IV pessimistic

1 0,82 0,90 0,88 0,85
2 0,83 0,85 0,83 0,84
3 0,83 0,83 0,84 0,83
4 0,80 0,80 0,81 0,80

As it can be observed, the strongest similarity to experts opinion is pre-
sented by non-retranslated results of algorithm 2. However, the FloorCeil and
the interval-valued optimistic retranslations significantly improves the results of
algorithm 1, which can be finally selected as the closest to expert opinions. This
is also important with respect to the fact that if the retranslation were not per-
formed, the wrong (weaker) algorithm would be chosen as the rating tool.

Also the results from algorithm 2 retranslated through the FloorCeil method
and from algorithm 1 retranslated through interval-valued pessimistic method
can provide quite reliable methods of automated rating.

4 Conclusions and Further Work Directions

The results of the experiment presented in this article show that the retranslation
is able to improve significantly the procedures based on artificial intelligence. In
particular, the retranslation shall be used in the final presentation of outputs
to make them understandable and user-friendly. Advanced retranslation and
interpretation procedures, based on fuzzy sets of type-2, are currently being
developed by the authors.
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Faculty of Mathematics, Informatics and Mechanics,
Warsaw University,

Banacha 2, 02-097 Warsaw, Poland
m.osinski@zodiac.mimuw.edu.pl

Abstract. A data warehouse stores huge amounts of data collected from
multiple sources and enables users to query that data for analytical and
reporting purposes. Data in a data warehouse can be represented as a
multidimensional cube.

Data warehouse queries tend to be very complex, thus their eval-
uation requires long hours. Precomputing a proper set of the queries
(building subcubes) may significantly reduce the query execution time,
though it requires additional storage space as well as maintenance time
for updating the subcubes. Creating suitable indexes on the subcubes
may have additional impact on the query evaluation time.

Proposed approach involves using evolutionary computation to select
the set of subcubes and indexes that would minimize the query execution
time, given a set of queries and available storage space limit.

1 Introduction

A data warehouse stores data collected from multiple sources and allows users
to submit complex queries for analytical purposes. To answer these queries, the
data warehouse engine needs to select a subset of data and aggregate it. But for
various techniques of speeding up query evaluation, this process would take long
hours. As each query may be associated with a view built on the base cube, a
common technique involves precomputing a set of such views and storing them as
materialized views (often called subcubes). Furthermore, the materialized views
may have indexes, which additionally reduce the query execution time. Storing
precomputed results requires extra storage space and maintenance time.

Gupta [1] states the problem (selecting a set of subcubes for materializing
to minimize the evaluation time of a given set of queries under storage space
limitation) as NP-complete. Thus, to solve the problem for a large number of
possible subcubes within a reasonable amount of time, heuristic methods are
usually used. I used evolutionary computation to solve this problem [2]. Evolu-
tionary computation is based on a widely applied heuristic method called genetic
algorithms (see [3] or [4]).
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2 Related Work

Most of the related work focus either on modifications of the greedy algorithm
[1], [5] or on heuristically pruning the search space and using exhaustive search
methods [6]. The greedy algorithm has certain limitations, including long time
of execution for a large amount of subcubes and the possibility of omitting good
solutions because of its “greedy” nature.

Lee and Hammer [7] used genetic algorithms to solve the problem of selecting
subcubes to precompute and indicated choosing a set of indexes to create as a
possible extension to their work. First tests of my framework for selecting both
the subcubes and indexes exposed the need to use more sophisticated techniques
of evolutionary computation (described in section 4) instead of classic genetic
algorithms.

3 OLAP Model

I assume the knowledge of number of distinct values of each attribute. If not, it
could be estimated [8]. Attributes are grouped into dimensions (e.g. dimension
time contains attributes: year, month, week, etc.). The partial order of attributes
(indicating whether one attribute can be computed by aggregating another)
within a dimension is called a hierarchy. Each dimension contains the most
aggregated “ALL” attribute with exactly 1 value. For more detailed OLAP model
see e.g. [1], [9].

Cost model described in [5] has been used to calculate the storage space for
subcubes and indexes as well as the query evaluation time.

A subcube is described by a set of attributes (one for each dimension) it is
aggregated by. The size of a subcube is calculated as a product of distinct values
of its attributes.

Each subcube may have indexes created on a subset of the set of attributes it
is aggregated by. The order of attributes in the index matters. The size occupied
by an index is assumed to be equal to the size of its subcube (details in [5]).

3.1 Queries

A query is described by a set of attributes it is aggregated by and its subset –
set of attributes used for selecting rows in the “where” condition. Each query is
assigned its weight, which indicates its importance.

The set of queries to analyze and their weights may be obtained from the
data warehouse logs [11] or by modeling and predicting user behavior [10].

Cost of answering a query is estimated as the number of rows that need to
be processed in order to answer the query (the linear model [5]). If a subcube
chosen for answering a query has an index which prefix is the same as a subset
of attributes in the where condition of the query, then the cost of answering the
query is equal to the subcube size divided by the number of distinct values in
this prefix. Otherwise, the cost of answering a query using a given subcube is
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equal to the size of this subcube. If a query cannot be answered using a given
subcube, cost of answering is set to +∞. A query cannot be answered using a
given subcube if at least one of the attributes the query is grouped by is less
aggregated than an appropriate attribute of the subcube.

For example, a subcube aggregated by T year, C customer, S ALL, P type
(100 000 rows) with and index (C customer, P type) occupies 200 000 units of
storage space. To answer a query aggregated by C region and S region with a
where condition on C region , 100 000 rows need to be processed as index cannot
be used. However, answering a query aggregated by T year and C customer
with a where condition on C customer and T year requires processing of only
100000

500 = 200 rows as a prefix of the index can be used.

3.2 Motivating Example

The motivating example is a simplified version of the TPC-R [12] benchmark.
The dimensions, attributes and distinct values are:

– TIME: T ALL(1) – T year(4) – T quarter(16) – T month(48) – T week(200)
– CUSTOMER: C ALL(1) – C region(8) – C nation(40) – C customer(500)
– SUPPLIER: S ALL(1) – S region(5) – S nation(30) – S supplier(50)
– PART: P ALL(1) – P type(50) – P part(100).

There are 240 possible subcubes and 2240 possible combinations of subcubes to
materialize. The base cube has 200∗500∗50∗100 = 5∗108 rows. 20 queries were
submitted for evaluation. Each query had a weight between 0 and 1. The cost
of answering all queries using the base cube was 1.65 ∗ 109.

4 Genetic Algorithms and Evolutionary Computation

4.1 Genetic Algorithms

The idea behind genetic algorithms is to represent possible solutions of a problem
as chromosomes, encoding features of the solution as genes. A new population is
generated from the old one based on the fitness function until a given condition
is met (e.g. a feasible solution is found or a given amount of time passed).
Chromosomes are allowed to exchange genes (cross-over) and change values of
genes (mutation) with a given probability. The population size may be fixed
(e.g. 200 chromosomes) or not. In the latter case, each chromosome is assigned
a maximum age based on the fitness function.

One of the major problems with genetic algorithms is the premature conver-
gence, which takes place when a suboptimal solution dominates in the population
and prevents other solutions (possibly better) from evaluating.

The approach suggested by Lee & Hammer in [7] involved encoding chro-
mosomes as strings of boolean values, indicating whether a subcube should be
materialized or not. This solution was not feasible for selecting indexes. Further-
more, first tests exposed the necessity to apply techniques of reducing premature
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convergence as well as using data structures and operations dedicated for this
problem rather then basic genetic algorithms techniques.

4.2 Genes and Chromosomes

A chromosome consists of genes. Each gene represents a subcube to be materi-
alized (Fig. 1). Two types of mutation have been used: external (add or remove
subcubes) and internal (add or remove an index within an existing subcube).
After adding an index, the indexes that are no longer neccessary (as they are
prefixes of the new index) are removed. The probability of the internal mutation
increases with the pass of time (number of generation).

The cross-over operation is performed between similar chromosomes (imple-
mentation of species [4]). The similarity is defined as the number of common
genes. The role of species increases with the pass of time. Tests proved species
to be helpful in maintaining population variety.

The fitness of a chromosome is calculated as the difference between the cost
of answering queries using the base cube and using subcubes and indexes rep-
resented by the genes of this chromosome. Chromosomes are allowed to exceed
storage space limit by 10%. The penalty for exceeding storage limit increases
with the pass of time. Chromosomes that that exceeded the limit by more than
10% have randomly chosen genes removed.

4.3 Communities

Chromosomes are split into subpopulations (called communities), evaluated within
these communities and exchanged between chromosomes. There are fixed size
communities and variable size communities. Experiments revealed that the fixed
size communities would more often find near-optimal solutions while the vari-
able size ones would keep variety and have better average results. Fixed size
communities use the remainder stochastic sampling model [4] to select the new
population. Communities exchange chromosomes through a swap area (Fig. 1).

Fig. 1. Chromosomes, genes and communities
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5 Experiment

The experiment phase involved developing a protype implementation and run-
ning a set of tests for the cube described in section 3.2. Tests were supposed to
show how well did various configurations of the community based algorithm per-
form for 3 values of the storage space limitation (small, medium and large one).
Each test was repeated at least 5 times. The results show the best and the aver-
age result for each test configuration. Time for each test execution was limited
to 6 minutes, though usually it required 1 to 3 minutes. All test configurations
where given a similar time for execution, therefore the amount of chromosomes
within a community differed for different configurations. Hardly any progress has
been observed after 40 generations, so the number of generations was limited to
50. The cross-over probability was set to 0.4 and the mutation probability was
set to 0.01 and 0.05.

The prototype was implemented in Java, using the Eclipse IDE. It included:
the greedy algorithm (selecting subcubes and indexes [5]), Lee & Hammer ge-
netic algorithm (selecting subcubes [7]) and my community based algorithm.
Experiments were carried out using a Celeron 2GHz PC running Windows XP.

Table 1. Sample results – minimal and average cost (in thousands of processed rows)

of answering a set of queries for 3 values of storage space limit

Mode: Greedy – Gupta’s greedy algorithm, Genetic – Lee & Hammer genetic algorithm,

Fn Vm – community based algorithm with n fixed size communities and m variable

size communities.

Exchange – ratio of chromosomes exchanged with other communities.

Mutation – mutation ratio

Mode Exchange Mutation Small Medium Large
Min Avg Min Avg Min Avg

Greedy — — 458465 458465 9440 9440 144 144
Genetic — — 514265 619305 514019 710668 514756 658119
F1 V1 0 0.01 469530 492720 4830 21392 324 1139
F1 V1 0.01 0.01 460248 501930 5482 14241 434 1065
F1 V1 0.1 0.01 493969 528036 2461 24933 434 1065
F1 V1 0.1 0.05 455326 501183 13284 22100 466 1409
F1 V1 0.2 0.05 467957 510122 12247 32272 535 1823
F2 V2 0.1 0.05 468121 510652 6183 18923 487 832
F4 V4 0.01 0.01 469121 503850 5233 23063 542 657
F4 V4 0.1 0.01 468448 503732 9253 26608 659 969
F4 V4 0.2 0.05 502186 522631 6651 20180 201 646
F8 V4 0.1 0.05 468003 497019 9193 23243 254 795
F8 V4 0.2 0.05 464341 520345 5590 24769 480 849
F8 V8 0.01 0.01 468038 513427 5383 19743 377 1500
F8 V8 0.1 0.01 468615 530597 5327 27570 243 644
F8 V8 0.1 0.05 458219 497786 5304 16415 241 707
F8 V8 0.2 0.05 468107 507997 8528 22828 573 908
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6 Results

I was looking for configurations of the community based algorithm that often
generate good results (better than the greedy algorithm), despite using ran-
domized methods. Sample results are presented in Tab. 1. Tests shown that
configurations with small number of big communities (e.g. 2048 chromosomes)
produce worse results than configurations with a few smaller communities (sub-
optimal solutions dominate easier in the first case). Configurations with 6 to 16
communities, 64 to 256 chromosomes and exchange ration between 1% and 10%
produce generally good results.

The basic genetic algorithm performs well only for a small limit of storage
space, as other algorithms cannot make much use of indexes in this case.

7 Conclusion

An extended version of the Lee & Hammer genetic algorithm is proposed. The ex-
periment shown that the new algorithm produces feasible solutions within a rea-
sonable amount of time (in this case 1 to 5 minutes for 240 possible subcubes)
and therefore is an interesting alternative for both the exhaustive search meth-
ods and the greedy algorithm. Furthermore, thanks to the use of techniques for
maintaining population variety, it very often produces acceptable results.
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tadeusz.pankowski@put.poznan.pl

Abstract. In data integration systems there is a problem of answering
queries through a target schema, given a set of mappings between source
schemas and the target schema, and given that the data is at the sources.
This is of special importance when integrated sources, e.g. from Web
data repositories, have overlapping data and its merging is necessary.
We propose a language for specifying a class of mappings between source
and target schemas, and design rewriting rules which reformulate a target
query to a query over data sources based on the mappings.

1 Introduction

The main problem of data integration systems is to combine data from different
sources, and to provide the user with a unified view of these data [2, 3, 9]. We
assume that there is a set of source schemas describing real data, and a target
schema (or mediated schema) that is a virtual and reconciled view of the under-
lying sources. This allows the user for uniformly querying many different sources
through one common interface (target schema). There are two approaches to an-
swer queries in such environment: view materialization and query reformulation.
The former assumes that a materialized instance of the target schema is avail-
able. In the latter, a query is reformulated in such a way that it can be processed
against underlying sources, and partial answers are merged to obtain the final
result. To realize query reformulation, relationships or schema mappings must
first be established between the source schemas and the target schema.

In this paper we propose a method for specifying schema mappings and show
how this specification can be used for query reformulation in data integration
systems. We follow the GAV (global-as-view) approach and assume that both
source and target are XML data. A schema mapping is specified by a high-
level language XDMap which is an extension of XDTrans [5]. We propose four
rewriting rules which reformulate a target query to a query over data sources.
This reformulation is based on the mappings and some target constraints.

The rest of the paper is organized as follows: In Section 2 we define XDMap
as a language for specifying mappings between schemas. In Section 3 we show
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how mapping between schemas can be defined and used for query reformulation.
Section 4 concludes the paper.

2 XDMap - A Language for Schema Mapping
Specification

To define schema mapping we will use a language called XDMap, which is an
extended version of our XML data transformation language XDTrans [5]. We will
consider mappings over XML data, so the syntax and semantics of the language is
oriented towards the tree nature of XML. According to W3C standard, any XML
document can be represented as a data tree [?], where a node conforms to one
of the seven node types: root, element, attribute, text, namespace, processing
instruction, and comment. In this paper, we restrict our attention to four first
of them. Every node has a unique node identifier (nid) - to obtain an unique
node identifier we will use Skolem functions.

Definition 1. A data tree is an expression defined by the syntax:
data tree ::= nid(tree),
tree ::= e-tree | a-tree | t-tree,
e-tree ::= 〈e, nid〉(tree, ..., tree), (element tree),
a-tree ::= 〈a, nid〉(s), (attribute tree),
t-tree ::= nid(s), (text tree),

where nid, e, a, and s are from, respectively, a set N of node identifiers, a set
ΣE of element labels, a set ΣA of attribute labels, and a set S of string values.
By DΣ,S(N ), where Σ = ΣE ∪ ΣA, will be denoted a set of all data trees over
Σ and S with node identifiers from N . �

Further on we assume that C is a set of non-terminal symbols called concepts,
P is a set of XPath expressions in which variables can appear, and F is a set of
Skolem functions. Any invocation SF (x1, ..., xn) of a Skolem function SF returns
the same node identifier for the same values of arguments x1, ..., xn. For different
Skolem functions and for different values of arguments returned identifiers are
distinct.

The goal of schema mapping is to define a conversion of a set of source
schemas (data tree types) into an expected set of target schemas. A mapping
can be specified by a set of mapping rules. Every rule determines a type of
expected final or intermediate result tree in a form of a tree expression.

Definition 2. A tree expression over alphabets Σ, C, S, P and F conforms to
the following syntax:

τ ::= s | E | SF (...)(s) | 〈a, SF (...)〉(s) | 〈e, SF (...)〉(τ, ..., τ) | C(E, ..., E),
where: s ∈ S, E ∈ P, SF ∈ F , a ∈ ΣA, e ∈ ΣE, C ∈ C. The set of all tree
expressions will be denoted by TΣ,S(C,P,F). �
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Definition 3. A mapping specification language is a system

XDMap = (Σ, C,S,F , START,P,R),

where START ∈ C is the initial concept, and R is a finite set of rules of the form:
(C, ($v1 : E1, ..., $vp : Ep)) → τ, ..., τ ,

where C ∈ C, any E (possibly with subscripts) is from P, $v (possibly with
subscripts) is a variable, τ ∈ TΣ,S(C,P,F), and every variable occurring in the
body occurs also in the head of the rule. �

The head of a rule includes a concept C which will be rewritten by the
body of the rule. A rule with concept C in the head defines this concept. We
assume that any concept in a given set of rules must be defined, and that every
concept has exactly one definition. Thus, our system is deterministic. Recursive
definitions for concepts are also allowed. There must be exactly one rule, the
initialization rule, defining the initial concept START. In order to refer to the
root of a document we use ”@doc/”.

3 Schema Mapping and Rewriting Rules

In Figure 1 we have a source schema, two target schemas and mappings between
them. Constraints in Figure 1 can easily be deduced from the mapping specifica-
tion. Target schemas are defined as views over the source, so the GAV approach
is applied. The mapping explicitly tells the system how to retrieve the data when
one wants to evaluate the various elements of the target schema. This idea is
effective whenever the data integration system is based on a set of sources that
is stable.

The first rule tells that the start non-terminal concept START denoting the
expected target, is to be replaced by two target trees. The first target tree starts
with the outermost element "<students>...</students> and the students
node is uniquely determined by the Skolem function STS(). The subtree pointed
to by the node is denoted by non-terminal tree expression STUDENT($x), where
the current context node is bound to variable $x and is passed to the rule defin-
ing the concept STUDENT (i.e. to the second rule). The precise semantics for
transformation rules where Skolem functions are not given explicitly is defined
in [5].

In Figure 2 we define rewriting rules for reformulating the target query into
a source query (or a set of source queries) based on the mapping rules and con-
straints. The reformulation is achieved by iteratively applying rewriting rules to a
target query. We use the following notations: tgtE and srcE denote XPath expres-
sions on target and source schema, respectively; SFtgtE(L$x) denotes the Skolem
function associated to path expression tgtE in mapping specification, and L$x de-
notes a list of arguments of the function. For example, CES($x/Id,$x/Course)
is associated to @tgt/students/student/CourEvals; [$z (→ $x] is a replace-
ment operation replacing occurrences of target variable $z with source variable
$x; L$x[$x → $x′] denotes the result of substitution all occurrences of $x in L$x
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Source and target schemas:

src:

Students

Student∗
Id

Name

Course

Grade

tgt:

Students

Student∗
StId

StName

CourEvals

EvalId∗

tgt:

Evals

Eval∗
EvalId

Course

Grade

Mappings:

(START, $x : @src/Students) → 〈@tgt/Students,STS()〉(STUDENT($x)),
〈@tgt/Evals,EVS()〉(EVAL($x))

(STUDENT, $x : Student) → 〈Student,STU ($x/Id)〉(
〈StId,STI ($x/Id)〉($x/Id),
〈StName,STN ($x/Id, $x/Name)〉($x/Name),
〈CourEvals,CES($x/Id, $x/Course)〉(EVALID($x)))

(EVALID, $x : .) → 〈EvalId,EVI ($x/Id, $x/Course)〉(value($x/Id, $x/Course))
(EVAL, $x : Student) → 〈Eval,EVA($x/Id, $x/Course)〉(EVALID($x),

〈Course,COU ($x/Id, $x/Course)〉($x/Course),
〈Grade,GRA($x/Id, $x/Course, $x/Grade)〉($x/Grade))

Constraints:
STS = @tgt/Students EVI = CES/EvalId EVS = @tgt/Evals

STU = STS/Student EVA = EVS/Eval
STI = STU/StId EID = EVA/EvalId

STN = STU/StName COU = EVA/Course

CES = STU/CourEvals GRA = EVA/Grade

Fig. 1. Source and target schemas, mappings and constraints

with $x′. An expression of the form SFtgtE(L$x), value(tgtE) = L$x.k means,
that the text value associated to a path tgtE is equal to the k-th component of
the argument list L$x of the Skolem function SFtgtE(L$x) associated to tgtE.

(R1)
$z : tgtE, SFtgtE(L$x), $x : srcE

$x : srcE, [$z �→ $x]

(R2)
$z : $y/tgtE, SF$y/tgtE(L$x, L′

$x) = SF$y(L$x)/tgtE, $x : srcE, [$y �→ $y′]
$x : srcE ∧ L$x = (L$x[$x → $y′]), [$z �→ $x]

(R3)
$x/tgtE1 = $y/tgtE2

R5($x/tgtE1) = R5($y/tgtE2)

(R4)
$x/tgtE, SF$x/tgtE(L$x), value($x/tgtE) = L$x.k

R5($x/tgtE).k

(R5)
$y/tgtE, SF$y/tgtE(L$x) = SF$y(L′

$x)/tgtE, [$y �→ $y′]
L$x[$x → $y′]

Fig. 2. Rewriting rules
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Target query Q:

(1) for $s in @tgt/Students/Student

(2) $c in $s/CourEvals

(3) $e in @tgt/Evals/Eval

(4) where $c/EvalId=$e/EvalId

(5) return {$s/StName}
(6) {$e/Course}
(7) {$e/Grade}

Application of rewriting rules to query Q:

(1)
$s : @tgt/Students/Student, STU ($s′/Id), $s′ : @src/Students/Student

$s′ : @src/Students/Student, [$s �→ $s′]

(2)

$c : $s/CourEvals, CES($c′/Id, $c′/Course) = STU ($c′/Id)/CourEvals,
$c′ : @src/Students/Student, [$s �→ $s′]

$c′ : @src/Students/Student ∧ c′/Id = s′/Id, [$c �→ $c′]

(3)
$e : @tgt/Evals/Eval,EVA($e′/Id, $e′/Course), $e′ : @src/Students/Student

$e′ : @src/Students/Student, [$e �→ $e′]

(4)
$c/EvalId = $e/EvalId

($c′/Id, $c′/Course) = ($e′/Id, $e′/Course)

(5)
$s/StName

s′/Name
(6)

$e/Course

e′/Course
(7)

$e/Grade

e′/Grade

For (5), we have the following inference performed by invocation of (R5):

(R5)
$s/StName,STN ($x/Id, $x/Name) = STU ($x/Id)/StName, [s �→ s′]

($s′/Id, $s′/Name)

Reformulated query Q:

for $s’ in @src/Students/Student

$c’ in @src/Students/Student

$e’ in @src/Students/Student

where $c’/Id=$e’/Id

∧ $c’/Course=$e’/Course

∧ $c’/Id=$s’/Id

return {$s’/Name}
{$e’/Course}
{$e’/Grade}

Fig. 3. Reformulation of a target query to a source query

The two first rules are used to reformulate variable definitions from the for
clause of the query. (R3) is used to rewrite an atomic equality from the where
clause, and (R4) is applied to rewrite terms from the return part of the query.
Rule (R5) is an auxiliary rule invoked by (R3) and (R4).

In Figure 3 we show application of rewriting rules to reformulate a query.
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4 Conclusion

The problem of schema mapping and query reformulation has received consider-
able attention in recent years especially in the context of data integration, where
data from various heterogeneous sources has to be transformed into data struc-
tured under a target (or mediated) schema. In relational data integration systems
mappings have been defined in the form of GAV (global-as-view) or LAV (local-
as-view) [3, 8]. Schema mappings have been also investigated in more general
data integration scenarios [1, 4, 7]. Mappings are often specified in a high-level
declarative way that state how groups of related elements in a source schema
correspond to groups of related elements in the target schema [9].

Novelty of this paper is as follows: (1) we propose a language XDMap for
specifying schema mappings, the language involves Skolem functions and allows
for expressing a rich set of data restructuring operations (among other grouping
and merging); (2) we propose rewriting rules for reformulating target queries
into queries over source data, rewriting algorithm is illustrated by an example.

The proposed approach can be used when the source schemas are known.
When these are not available some other methods based on schema discovery
and domain ontologies should be applied. Such a case we discuss in [6].
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Abstract. As the killer application of the wireless internet, the LBS (Location-
based Services) has reconsidered technology about location determination technol-
ogy, LBS middleware server for various application, and diverse contents process-
ing technology. For this kind of LBS, the role of security service is very important 
in the LBS that store and manage the location information of mobile devices and 
support various application services using those location information. And in all 
phases of these functions that include acquisition of location information, storage 
and management of location information, user management including authentica-
tion and information security, and management of the large-capacity location in-
formation database, safe security service must be provided. This paper describes a 
key management architecture based on XML standards for securing access to loca-
tion based information and services. The main characteristic of the approach is that 
it build on a number of XML-based standards. 

1   Introduction 

Recently, with the rapid development of mobile communication technology and wide 
spread of mobile devices such as cellular phones equipped with a GPS (Global Posi-
tioning System) receiver, PDA, notebook PCs, LBS technology which uses location 
information of mobile devices is being more important. 

LBS requests can span multiple security domains. Trust relationships among these 
domains play an important role in the outcome of such end-to-end traversals. A service 
needs to make its access requirements available to interested client entities, so that they 
understand how to securely request access to it. Trust between end points can be pre-
sumed, based on topological assumptions or explicit, specified as policies and enforced 
through exchange of some trust-forming credentials. In a LBS environment, presumed 
trust is rarely feasible due to the dynamic and distributed nature of virtual organizations 
relationships. Trust establishment may be a one-time activity per session or it may be 
evaluated dynamically on every request. The dynamic nature of the LBS in some cases 
can make it impossible to establish trust relationships among sites prior to application 
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execution. Given that the participating domains may have different security infrastruc-
tures it is necessary to realize the required trust relationships through some form of fed-
eration among the security mechanisms. 

Furthermore, an open LBS service infrastructure will extend the use of the LBS 
technology or services to business areas using web services technology. Therefore, 
differential resource access is a necessary operation for users to enable them to share their 
resources securely and willingly.  

This paper describes a security approach to open LBS to validate certificates based on 
the current LBS environment using the web services security mechanism, presents a 
location-based platform that can block information leak and provide safe LBS, and ana-
lyzes authentication and security service between service systems and presents relevant 
application methods.    

2   Service Architecture for Secure Open LBS 

Web services can be used to provide mobile security solutions by standardizing and 
integrating leading security solutions using XML messaging. XML messaging is consid-
ered the leading choice for a wireless communication protocol. In fact, there are security 
protocols for mobile applications that are based on XML messaging. Some of these in-
clude SAML (Security Assertion Markup Language), which is a protocol for transporting 
 

 

Fig. 1. Proposed Secure LBS Middleware Service Model 

authentication and authorization information in an XML message. It can be used to pro-
vide single sign-on web services. On the other hand, XML signatures define how to sign 
part or all of an XML document digitally to guarantee data integrity. The public key 
distributed with XML signatures can be wrapped in XKMS (XML Key Management 
Specification) formats. In addition, XML encryption enables applications to encrypt part 
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or all of an XML document using references to pre-agreed symmetric keys. Endorsed by 
IBM and microsoft, ws-security is a complete solution to providing security to web ser-
vices. It is based on XML signatures, XML encryption, and same authentication and 
authorization scheme as SAML[1,11,12].  

Security technology for LBS is currently based on KLP (Korea Location Protocol). 
Communication between the LBS platform and application service providers should 
be examined from the safety viewpoint vis-à-vis web services security technol-
ogy[11]. As shown in the security service model of the LBS platform in figure 1, the 
platform should have an internal interface module that carries out authentication and 
security functions to provide the LBS application service safely to the users.  

3   Secure LBS Services Transaction Models 

3.1   Invocation Process of Security Protocol 

Three types of principals are involved in the proposed protocol: LBS application 
(server/client), SAML processor, and XKMS server (including PKI). The proposed 
invocation process for the secure LBS security service consists of two parts: 
initialization protocol and invocation protocol[6,8,9].  

The initialization protocol is a prerequisite for invoking LBS web services securely. 
Through the initialization protocol, all principals in the proposed protocol set the 
security environments for their web services (Fig. 2).  
 

 

Fig. 2. Sequence Diagram of LBS Security Protocol 
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The following is the flow of setting the security environments: The client first reg-
isters information for using web services. It then gets its id/password, which will be 
used for verifying its identity when it calls web services via a secure channel. The 
client gets SAML assertions and installs a security module to configure its security 
environments and to make a secure SOAP message. It then generates a key pair for digital 
signature and registers its public key to a CA.  

The client creates a SOAP message containing authentication information, method 
information, and XML signature. XML then encrypts and sends to a server such message. 
The message is in the following form: Encsession(Envelope (Header (SecurityParameters, 
Sigclient(Body))+Body(Method, Parameters)))), where Sigx(y) denotes the result of ap-
plying x’ s private key function (i.e., the signature generation function) to y. The pro-
tocol shown in figure 2 shows the use of end-to-end bulk encryption [4,5].  

SAML also has such policy mechanism, whereas XACML (eXtensible Access 
Control Markup Language) provides a very flexible policy mechanism that is applica-
ble to any resource type. For the proposed implementing model, SAML provides a 
standardized method of exchanging authentication and authorization information se-
curely by creating assertions from the output of XKMS (e.g., assertion validation ser-
vice in XKMS). XACML replaces the policy part of SAML (Fig. 3). Once the three 
assertions are created and sent to the protected resource, verification of authentication 
and authorization at the visiting site is no longer necessary. SSO (Single Sign-On) is a 
main contribution of SAML in distributed security systems[2,10].  
 

 
 

Fig. 3. SAML/XACML Message Flow using XKMS in Open LBS 
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3.2   Flow Certificate Validation Service in XKMS 

Three validation processing methods consist of two steps: determination, which 
means accessing a repository and retrieving the certificate and construction of the 
path, and; validation, which means ensuring that each certificate in the path has integ-
rity, each certificate is within its validity period, and each certificate has not been 
revoked [3,4,13]. In CVM (Certificate Validation Server Module), the client delegates 
subtasks (e.g., only path discovery) or entire task (e.g., path discovery and path vali-
dation) of certificate path processing to a server as shown in figure 4. 

 

Fig. 4. CVM Components in XKMS 

4   Simulations 

We designed and implemented a test software, which focuses on security for open 
LBS services and messaging, and then targets system performance for the business 
scenarios mentioned in the previous section under a  secure  and reliable  environment 
. 

 

Fig. 5. Simulation Result of XKMS Protocol  
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Figure 5 showed difference for 0.2 seconds that compare average transfer time be-
tween client and server of XML encryption & decryption by XML signature base on 
LBS security library. According as increase client number on the whole, showed 
phenomenon that increase until 0.3 seconds 

Figure 5 is change of average transmission time according as increase client num-
ber in whole protocol environment. If client number increases, we can see that aver-
age transfer time increases on the whole. And average transfer time increases rapidly 
in case of client number is more than 45. Therefore, client number that can process 
stably in computer on testbed environment grasped about 40(at the same time). When 
compare difference of signature time and protocol time, time of XML signature mod-
ule is occupying and shows the importance of signature module about 60% of whole 
protocol time. 

5   Conclusion  

This paper sought to present a location-based platform that can block information leak 
and provide safe LBS as well as to establish methods for authentication and security 
application between service systems for presentation. Toward this end, LBS security 
requirements were examined and analyzed. In particular, the trend of technology and 
standard was analyzed to provide safe LBS. To formulate an authentication method as 
well as a security technology application method for LBS on MLP (Mobile Location 
Protocol), MLP security elements were identified based on LBS security requirements 
by defining the MLP security structure, which serves as the basis for KLP.  

A novel security approach to open LBS was proposed to validate certificates based 
on the current LBS security environment using XKMS and SAML and XACML in 
XML security. This service model allows a client to offload certificate handling to the 
server and to enable the central administration of XKMS polices. To obtain timely 
certificate status information, the server uses several methods such as CRL (Certifi-
cate Revocation List), OCSP, etc. The proposed approach is expected to be a model 
for the future security system that offers open LBS security. 
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Abstract. Trust plays a vital role in web-based systems in which entities
act in an autonomous and flexible manner. This paper proposes a novel
trust model based on Bayesian approach for web-based systems. The
relationships between entities are classified into 4 kinds according to
what if there are recommendations and/or direct interactions. For these 4
situations, the estimator of the successful cooperation probability (SCP )
between entities is analyzed by using Bayesian approach. Finally, we take
the estimator as the basis of an entity trusting in another and obtain the
entity’s relatively fixed cooperation system which consists of all of its
potential partners in the future.

1 Introduction

The topic of trust in cyber-societies attracts increasing attention in the academic
community and the industrial community in recent years[1, 2, 3, 4, 5]. Trust is
undoubtedly a very important feature of human life. Luhmann has ever said, “A
complete absence of trust would prevent even getting up in the morning” [6].
Similarly, trust is also important to effective interactions in web-based systems,
such as e-commerce, peer-to-peer computing, the semantic web, recommender
systems [1, 2], which have much in common with human society. In a web-based
system, there are many entities which need to interact with one another. They
act in an autonomous and flexible manner. They are likely to be unreliable, and
maybe know nothing about each other. In order to facilitate interactions in such
systems, trust must be addressed. Trust is a crucial part of decision making for
web-based systems.

Up to now, several trust models have been published. For example, Beth’s
model using direct and recommendation trust [7], Manchala’s model using fuzzy
logic [8], Jøsang’s model using subjective logic [9], and so on. In this paper, we
present a Bayesian trust model for web-based systems. Our idea is to find an
important feature of trust within such systems, that is the successful coopera-
tion probability (SCP ) between two entities, and to try to estimate it. Where,
the Bayesian method supports a statistical evidence for trust analysis. In [10],
Mui, L. et al. constructed a rating system for distributed systems using Bayesian
method. In [11], Jøsang, A. et al. formed a reputation system also using Bayesian
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method. Although they both use Bayesian method, the selection of the param-
eters in Beta prior distribution are not analyzed. We discuss it in this paper.

Section 2 gives our trust model, estimates SCP in 4 different situations
through analyzing the parameters in Beta prior distribution, and analyzes how
to obtain an entity’s cooperation system based on the estimator. The study is
rounded off with a thought on future works in section 3.

2 The Trust Model Using Bayesian Approach

In this section, the trust model is given in detail. For an entity, it maybe have
experiences with another one, or it can request recommendations about that one
from its partners. According to this, we classify the relationships between two
entities into 4 kinds. Then, we analyze the estimator of SCP in these different
situations using Bayesian approach. Finally, We take the estimator as the basis
of an entity (we call it “master entity”) trusting in another and obtain its relative
fixed cooperation system which consists of all of the master entity’s potential
partners in the future.

2.1 Basic Trust

In [13], Boon, S.D. and Holmes, J.G. proposed that an entity has a “basic” trust,
which is derived from past experiences in all situations, and has a value in the
range [−1,+1). Good experiences lead to a greater disposition to trust, and vice
versa. Marsh S.P. [12] developed this idea in his PhD thesis. In fact, the basic
trust of an entity, which embodies its trusting disposition, is the basis of the
entity affiliating with others.

In this paper, we define the value of basic trust in the range [0, 1]. The basic
trust of an entity x is denoted by BTx. We assume that an entity’s basic trust is
a fixed value during a period of time. In general, we call the entity is an optimist
if BTx is larger than 0.5, pessimist if BTx is smaller than 0.5, realist if BTx is
equal to 0.5. Of course, the classification may not be so strict. For example, if
BTx is in [0.4, 0.6] in real world, we can say x is a realist. For these three kinds
of different entities, we will give different estimator of SCP in the following.

2.2 The Bayesian Model for Estimating SCP

Trust is always connected with some specified context. For example, a student
may trust his mathematics teacher to solve an equation, while he would not trust
him to operate on his heart. Here, for the sake of simplicity, we only consider a
system within the same context during a period Δt.

For two entities x and y, the successful cooperation probability between them
is denoted by θ. There may have direct interactions between them, there may
also have other intermediate entities and each of them has direct experiences
with x and y. On the one hand, if there are direct interactions between x and
y, we can obtain direct probability of successful cooperation, which is called
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interaction probability, and denoted by θint. On the other hand, if there is an
intermediate entity z between x and y, and there are interactions between x
and z, z and y, then, we can also obtain an indirect probability of successful
cooperation between x and y, which is called recommendation probability, and
denoted by θrec. So, there are two kinds of probabilities of successful cooperation.
They are entity x’s direct and indirect experiences with entity y respectively. We
will combine these two kinds of probabilities to be the estimator of successful
cooperation probability. That is,

θ̂ = aθ̂rec + bθ̂int (1)

where, a and b satisfy a, b ∈ [0, 1], a + b = 1. They are weights to represent
the importance of these two probabilities respectively and are decided by the
personal characteristics of the entity x.

With respect to recommendation probability, we use the following formula to
be its estimator:

θ̂rec =
r1

n1
× r2

n2
(2)

in which, n1 (n2) is the number of interaction between x and z (z and y), and
r1 (r2) is the number of successful cooperation.

For the interaction probability, here we use Bayesian approach to compute
its estimator.

Suppose that the probability of successful cooperation between them is mod-
elled with a Beta prior distribution, which is used to represent probability dis-
tribution of binary events [14]. The Beta density function is,

p(θ/α, β) = Beta(α, β) =
Γ (α + β)
Γ (α)Γ (β)

θα−1(1 − θ)β−1 (3)

where 0 < θ < 1 and α, β > 0.
If we get a sample X, here we mean that there are n = r+s times cooperation,

in which, r times are successful and s times are unsuccessful. Then, we obtain
the following likelihood function from the sample.

L(θ/X) = θr(1 − θ)s (4)

So, we get the posterior density function g(θ/X) of successful cooperation prob-
ability .

g(θ/X) ∝ L(θ/X)p(θ/α, β) = Beta(α + r, β + s) (5)

Under square loss function, we get the Bayesian estimator of the probability,
which is,

θ̂int = E(θ/X) =
α + r

α + β + n
(6)

Now, we can use (1) to obtain the final estimator of successful cooperation
probability under the same context during a period Δt, which have the following
meanings. On the one hand, it is like a summary about past experience during
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the period Δt. On the other hand, it can be taken as an instructor of x’s trusting
in y to decide if x will select y to be its partner in the future, and further, it
will form a relatively steady cooperation system with respect to x. It will be
discussed in the following section.

2.3 Analyzing 4 Kinds of Relationships Between Two Entities

In the web-based system, the relationships between two entities, x and y, can be
classified into 4 kinds according to what if there are recommendations and/or
direct interactions between them. In this subsection, we will study these different
relationships through analyzing the parameters of Beta distribution to obtain
the final estimator of SCP .

Let Rec = 1 (or 0) represent there is (not) an intermediate entity z between
x and y, Int = 1 (or 0) represent there are (not) interactions between x and y.
Then, the 4 kinds of relationships can be described as: 1. Rec = 0, Int = 0 ; 2.
Rec = 1, Int = 0; 3. Rec = 1, Int = 1; 4. Rec = 0, Int = 1. We analyze them
one by one.

1. Rec = 0, Int = 0. It means there is neither recommendation nor interaction
between x and y. So, we should select Uniform distribution (i.e. Beta(1, 1)),
the no-information prior distribution, to be prior distribution of SCP . So, the
estimator of SCP is θ̂ = 1/2.

2. Rec = 1, Int = 0. In this situation, there is an intermediate z between x
and y, but no direct interaction between them. If n1 (n2) is the number of
direct interaction between x and z (z and y), and r1 (r2) is the number of
successful cooperation, then the estimator of θ̂rec is still as (2). Because here are
no interaction between x and y, we let α = β = 1 to estimate θ̂int. So, the final
estimator of SCP is θ̂ = aθ̂rec + b × 1/2.

3. Rec = 1, Int = 1. Here, there not only has an intermediate entity z but
also has direct interactions between x and y. Then, the estimator of SCP is still
as (1). But it should be noted that the existence of the intermediate entity z
makes x know y well, which will increase the successful cooperation probability
between them. So, we should select the parameters α and β to make the Beta
prior distribution to be an increasing function with respect to the probability
variable θ. Except α = 1 or β = 1, the value of these parameters can be divided
into 4 kinds: α < 1 and β < 1; α > 1 and β > 1; α < 1 and β > 1; α > 1 and
β < 1. In which, only α > 1, β < 1 satisfy the request. So, the final estimator of
SCP is (1) but should be with α > 1, β < 1.

4. Rec = 0, Int = 1. In this situation, there only has interactions between x
and y, so the final estimator of probability is θ̂ = α+r

α+β+n . Based on the basic
trust BTx of the entity x, we can select proper parameters in the estimator. For
example, if BTx > 0.5, which means that the entity x is an optimist and would
like to trust others, then we should choose such two parameters α > 1, β < 1
that the Beta prior distribution is an increasing function. Similarly, if BTx < 0.5
(or BTx = 0.5), we choose such α < 1, β > 1 (or α = β = 1) that the Beta prior
distribution is a decreasing function (or uniform).
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2.4 Forming a Cooperation System

The obtained estimator of SCP can give instruction for x’s future cooperation.
For example, the higher the estimator is, the more possible x select y to be its
partner in the future.

If we find an increasing function about the estimator to be trust function, the
cooperation system of entity x can be formed. For example, suppose Tx(y) =
f(θ), an increasing function about θ, is x’s trusting in y. For an entity y, if
Tx(y) > T0, y will be added into x’s cooperation system. Where, T0 is trust
threshold. After a period of time, there will be a relatively steady system.

3 Conclusion and Future Work

In this paper, we present a Bayesian trust model for web-based systems. This
model is easy to master and has statistical basis. In this model, we consider
not only objective elements but also subjective elements. At the same time,
we classified the situations between x and y into 4 kinds and analyze them
respectively. Finally, we try to give a method to find an entity’s cooperation
system.

In the future, we will perform a detailed simulation evaluation to evaluate the
performance of our trust model and to compare it with other models. We will also
work at applying our model into the semantic web to address its security issues.
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Abstract. We describe an approach taken for automatically associating entries
from an on-line encyclopedia with concepts in an ontology or a lexical semantic
network. It has been tested with the Simple English Wikipedia and WordNet,
although it can be used with other resources. The accuracy in disambiguating
the sense of the encyclopedia entries reaches 91.11% (83.89% for polysemous
words). It will be applied to enriching ontologies with encyclopedic knowledge.

1 Introduction

The huge availability of data in the World Wide Web (WWW), and its exponential
growth from the past few years, has made the search, retrieval and maintenance of the
information a hard and time consuming task, specially when these tasks (or part of
them) have to be carried out manually. One of the difficulties that prevents the complete
automatising of those processes [1] is the fact that the contents in the WWW are pre-
sented mainly in natural language, whose meaning ambiguities are hard to be processed
by a machine.

The Semantic Web (SW) appears as an effort to extend the web with machine read-
able contents and automated services far beyond current capabilities [2]. In order to
make explicit the meaning underlaying the data, and therefore processable by a ma-
chine, a common practise is the annotation of certain words, pages or other web re-
sources using an ontology. Sometimes, the ontologies have to include a high amount
of information, or they undergo a rapid evolution. This would be the case of the au-
tomatic annotation of news, where the domain is very vast and changing. Therefore,
it would be highly desirable to automatise or semi-automatise the acquisition of the
ontologies themselves. This problem has been object of recent increasing interest, and
new approaches [3] for automatic ontology enrichment and population are being de-
veloped, which combine resources and techniques from Natural Language Processing,
Information Extraction, Machine Learning and Text Mining.

Text Data Mining, defined as the problem of finding novel pieces of information
inside textual data [4], is a research area motivated in part by the large amounts of
text available. When the source for mining is the World Wide Web, Text Mining is

� This work has been sponsored by CICYT, project number TIC2002-01948.
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usually called web mining. Text and web mining techniques have been used previously
for automatically populating ontologies and lexical semantic networks with concepts
[5, 6, 7, 8, 3]. In order to construct ontologies semi-automatically, it is necessary to
define a similarity metric between concepts that can be used to organise them. A popular
procedure is based on the distributional semantics hypothesis, which states that the
meaning of two words is highly related to the contexts in which they can appear [9].
In this way, we can assume that the meaning of a word is somehow encoded in the
contexts in which we have observed it. A useful formalism for representing contexts is
the Vector Space Model [10] (VSM), where a word is described as the bag of the terms
which co-occur with it in texts [11, 12] or inside dictionary definitions [13]. There are
some possible variations, such as collecting only terms which hold some head-modifier
syntactic relationship [14, 15].

Apart from enriching existing ontologies with new concepts, it is also possible to
try to discover semi-automatically new relationships between the concepts that already
belong to the ontology. To this aim, concept definitions and glosses have been found
very useful, as they are usually concise descriptions of the concepts and include the
most salient information about them [16]. This has already been applied to the WordNet
lexical semantic network [17], which is structured as a directed graph, where nodes
represent concepts (called synsets, or synonym sets), arcs represent relationships, and
each synset is annotated with a gloss. In fact, concept glosses have also been found
useful in many other problems, such as Automatic Text Summarisation or Question
Answering [18] On the other hand, WordNet glosses have been sometimes criticised, as
they do not follow any common pattern and some of them are not very informative. This
problem appears, with a higher extent, in the multilingual EuroWordNet [19], where
many of the glosses are nonexistent. Therefore, a procedure for automatically extending
them would be desirable.

In this paper, we present a procedure for automatically enriching an existing lexi-
cal semantic network with on-line encyclopedic information that defines the concepts.
The network chosen is WordNet, given that it is currently used in many applications,
although the procedure is general enough to be used with other ontologies. The encyclo-
pedia chosen is the Wikipedia, in its Simple English version1. The syntactic structures
found in Simple English are easier to handle by a parser than those in fully unrestricted
text, so the definitions will be easier to process in the future.

2 Procedure

The system built crawls the Simple English Wikipedia collecting definition entries, and
associates each entry to a WordNet synset. The processing performed is the following:

1. Retrieve a web page from the encyclopedia.
2. Clean the page from everything except the entry (remove all the menus and navi-

gation links).

1 http://simple.wikipedia.org/wiki/Main Page
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3. Analyse the entry with a part-of-speech tagger and a stemmer [20]. Remove all the
closed-class words (everything except nouns, verbs, adjectives and adverbs).

4. Attach the definition to the synset in WordNet that it is defining.We may encounter
several cases:

– There is only one synset in WordNet containing the word described in the entry.
This is the case, for instance, of the entry Abraham Lincoln. This case is trivial,
as the encyclopedia entry can be simply associated with that synset.

– It may also be the case that the term described in the encyclopedia does not
appear in WordNet. In this case, the entry is ignored.

– Finally, it may happen that there are several synsets in WordNet containing the
word described in the entry. In this case, it is necessary to discover which is the
correct sense with which the word is used in the entry.

The last case is a classical problem in Natural Language Processing called Word
Sense Disambiguation [21] (WSD). It generally uses some metric of similarity between
the word to disambiguate (in our case, the Wikipedia entry) and each one of the possi-
bilities (the possible WordNet synsets). Different approaches use co-occurrence infor-
mation [22], all WordNet relationships [23], or just is-a relations (the hyperonymy rela-
tionship, which relates a concept with others that are more general) [24], with various
success rates. Also, some results indicate that WordNet glosses are useful in calculating
the semantic similarity [25].

In our problem, we want to find a similarity metric between encyclopedia entries
and WordNet synsets. If they refer to the same concept, we can expect that there will
be much in common between the two definitions. This is the reason why the approach
followed is mainly a comparison between the two glosses:

1. Represent the Wikipedia entry as a vector e using the Vector Space Model, where
each dimension corresponds to a word, and the coordinate for that dimension is the
frequency of the word in the entry.

2. Let S = {s1, s2, ..., sn} be the set of WordNet synsets containing the term defined
in the Wikipedia entry.

3. Represent each synset si as the set of words in its gloss: Gi = {t1, t2, ..., tki
}.

4. Let N = 1
5. Extend the sets Gi with the synonym words in each synset si and its hyperonyms

to a depth of N levels.
6. Weight each term t in every set Gi by comparing it with the glosses for the other

senses. In this way, a numerical vector vi, containing the term weights, is calculated
for each Gi. In the experiments, two weight functions have been tried: tf·idf and χ2

[22].
7. Choose the sense such that the similarity between e and vi is the largest. Two simi-

larity metrics between the two vectors have been tested: the dot product [26, pg. 18]
and the cosine. If there is a tie between two or more senses, increment N and go
back to step 5.
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Fig. 1. Entry for Jupiter (planet) in the Wikipedia, and WordNet glosses for the synsets that
contain the term Jupiter

3 Evaluation

The algorithm has been evaluated with a sample of the Simple English Wikipedia en-
tries, as available on November 15, 2004. The version of WordNet used is 1.7. From
1841 Wikipedia terms, 612 did not appear in WordNet, 631 were found in WordNet
with only one possible sense (they are monosemous) and 598 Wikipedia terms were
found in WordNet with more than one sense (they are polysemous). Figure 1 shows an
example of a polysemous term. The following evaluations have been performed:

3.1 Evaluation Procedure

Monosemous terms For these terms, the algorithm just associates each Wikipedia entry
with the only WordNet synset containing it. A sample, containing the first 180 monose-
mous terms from Wikipedia, has been manually evaluated, to check whether this as-
signment is correct.

Polysemous terms In this case, for each Wikipedia entry there were several candidate
senses in WordNet, one of which will be chosen by the algorithm. A sample with the
first 180 polysemous terms from Wikipedia was manually annotated with the correct
sense2. In a few cases, the Wikipedia entry included several senses at the same time,
because either (a) the wikipedia contained two different definitions in the same entry,
or (b) the WordNet senses were so fine-grained that they could be considered the same
sense. Regarding this last point, some authors have proposed a previous clustering of
the WordNet senses before attempting WSD, to reduce the fine granularity [27]. In these
cases, all the right senses are annotated, so the algorithm will be considered correct if it
chooses one of them.

The following baseline experiments and configurations have been tested:

2 The tagged dataset is available under request at maria.ruiz@uam.es
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Table 1. Results obtained for the disambiguation. The first row shows the results only for the
polysemous words, and the second one shows the results for all entries in the Wikipedia for
which there is at least one synset in WordNet containing the term. The first two columns are the
baselines, the third column shows Lesk’s algorithm results, and the other eight columns contain
the results of the eight configurations tested in our approach

Baselines Our approach
Dot product Cosine

Stemming No stemming Stemming No stemming
Random SEMCOR Lesk tf·idf χ2 tf·idf χ2 tf·idf χ2 tf·idf χ2

Polysem. 40.10 65.56 72.78 83.89 80.56 77.78 77.78 80.56 81.11 78.33 76.67
All 69.22 81.95 85.56 91.11 89.45 88.06 88.06 89.45 89.72 88.33 87.50

– The first baseline consists of a random assignment.
– The second baseline chooses the most common sense of the word in the sense-

tagged SEMCOR corpus. This is a set of texts in which every word has been manu-
ally annotated with the sense with which it is used, and it can be used to find which
is the most common sense of a word in a general text.

– Thirdly, we have implemented Lesk’s WSD algorithm [28]. Before applying it,
words have been stemmed. Ties between several senses are resolved by choosing
SEMCOR’s most common sense.

– Our procedure has been tested with three possible variations: two choices for the
weight function (tf·idf and χ2), two possible similarity metrics (cosine and dot
product), and either stemming or using the lexical form of the words.

3.2 Results

With respect to the monosemous terms, 177 out of the 180 assignments were correct,
which means an accuracy of 98.33%. Only in three cases the concept defined by the
Wikipedia entry was different to the WordNet sense that contained the same term.

Table 1 summarises the accuracy of the different tests for the polysemous terms and
for all terms (monosemous and polysemous). These are consistently better than other
results reported in WSD, something which may be attributed to the fact that we are
comparing two definitions which are supposed to be similar, rather than comparing a
definition with an appearance of a term in a generic text. As can be seen, stemming
always improves the results; the best score (83.89%) is statistically significantly higher
than any of the scores obtained without stemming at 95% confidence. In many cases,
also, tf·idf is better than the χ2 weight function. Regarding the distance metric, the dot
product provides the best result overall, although it does not outperform the cosine in
all the configurations.
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4 Conclusions and Future Work

In this work we propose a procedure for automatically extending an existing ontology
or lexical semantic network with encyclopedic definitions obtained from the web. The
approach has been tested with WordNet 1.7 and the Simple English Wikipedia, an In-
ternet encyclopedia built in a collaborative way. We have shown that, for this task, it is
possible to reach accuracy rates as high as 91% (83.89% for polysemous words). In-
terestingly, this result is much higher than the current state-of-the-art for general Word
Sense Disambiguation of words inside a text (a more difficult problem), and it shows
that current techniques can be applied successfully for automatic disambiguation of en-
cyclopedia entries. We consider this task as a stage previous to knowledge acquisition
from a combination of ontologies and encyclopedic knowledge, and opens the following
research lines:

1. Analyse the entries that we have associated to WordNet synsets, in order to extract
automatically relationships from them, such as location, instrument, telic (purpose)
or author.

2. Generalise the experiment to other ontologies and encyclopedias, and see whether
this technique can also be applied to other kinds of texts.

3. Concerning the Wikipedia entries which were not found in WordNet, it would be
interesting to explore ways to semi-automatically extend the lexical network with
these new terms [5, 6, 8].

4. In the few cases where an entry refers to several synsets in WordNet, divide it
distinguishing which fragments of the entry refer to each possible sense.
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Abstract. Success in navigating websites is highly related to the struc-
ture of sites, which may be described by an ontology or classification.
We present the naviguidance method, which exploits this structure in
browsing and searching to improve usability, and three case studies where
naviguidance has been applied to real Internet information systems.

1 Introduction

The problem of information overload is widely recognized and reported, as are
its extreme manifestation as “web” or “search rage” [1].Many approaches exist
to understand and solve this problem including novel visualizations, improved
relevance algorithms, web log mining, and personalization. More recently the
semantic web project addresses it by enriching the structure of information.

Rather than creating additional structure, in this paper we describe a method
for using the structure already present in web sites to aid user navigation, explo-
ration and learning. Called naviguidance, it uses an initial search to guide users
to the most relevant information, similar to work by Olston and Chi [2]. In con-
trast to Olston and Chi, we focus on the explicit browsable navigation structure
(rather than individual page links) as a way of identifying and highlighting the
most relevant navigation choices.

Our work focuses on new information retrieval methods and interface de-
signs through the synthesis of existing models, and their application in a num-
ber of Internet Information Systems (IIS) domains including websites, digital
libraries and intranets. Section 2 presents related work while section 3 describes
the generic naviguidance method and architecture. Section 4 contains case stud-
ies of specific naviguidance implementations before we conclude in section 5.

2 Related Work

Our work builds on widely used models of information retrieval and system
acceptance. The first provides tools for investigating how users navigate complex
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information sources like websites, while the second provides insight into what
makes users adopt or revisit particular sites. This is particularly important in the
Internet’s open market where many alternative providers may supply particular
information, products or services.

The Role of Navigation in System Acceptance. The Technology Accep-
tance Model (TAM) [3, 4] highlights the importance of effective navigation. TAM
predicts that users only use systems they both perceive to be easy to use (PEU)
and perceive to be useful (PU). Therefore, effective navigation systems not only
need to make a system easy to use, they need to demonstrate the usefulness of
the system.

Navigation Issues. The problems of current information retrieval methods are
well known [2] and usually center on two key issues: difficulties in interpreting
browsable options correctly, and difficulties in specifying searches effectively.

Difficulty in browsing arises when there is no clear perceived match between
a site and a task [5] and users get lost. Exploration can improve task/site match
but may require too much effort. Search difficulties come from limited user input
and a focus on a small subset of results. Over-precise queries return too few
results [7] and limited PU, while imprecise queries generate too many options to
review and low PEU.

Ontologies and Navigation. Ontologies are a key component of the seman-
tic web. Although rich ontologies support data exchange or reasoning [8], query
expansion and complex visualization, we are interested in a pragmatic interpre-
tation of website structure or classification schemes as ontologies [9] to support
simple visualization.

3 Naviguidance

The objectives of naviguidance are to assist and encourage exploration of IIS.
The former should impact the Perceived Ease of Use (PEU), as defined by TAM,
while the latter should promote understanding of the breadth of site content,
thereby increasing Perceived Usefulness (PU). This should improve users’ atti-
tudes to using the system and increase overall site usage. Our approach is based
on the following principles derived from our IIS design experience, e.g. [10].

Naviguidance uses the site ontology in: filtering search results to increase
search effectiveness; and directing users in browsing. This aids the interpretation

Table 1. Principles for the design of navigation methods

Browse Principles Search Principles

Give user full control of browsing Exploit “good enough” search results
Show whole taxonomy when browsing Specify search context via categories
Re-use existing static structure Specify context after search
Explore structure from the top Support more general queries
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of browse labels as well as reducing the need to specify searches so exactly. This
is done by using an existing site search engine to highlight the parts of the
site ontology that contain items relevant to a particular query. The method is
described with reference to an abstract architecture (Fig.1).

Fig. 1. A logical view of the naviguidance architecture

Naviguidance has the following steps [(n) refers to items in Fig. 1]:

1. The user executes a search (1) using the naviguide search interface (2).
2. A proxy search service (3) passes the query to the site search engine (4).
3. Search results (5) are selected from available items (6) and returned to the proxy.
4. The proxy cross-references the results with the site ontology (7) and the results

with their associated categories (8) are stored (9).
5. A browse proxy (10) extracts sub/super-categories (11) from the taxonomy (12) .
6. In parallel, the browse proxy uses the current location in the site (13) to retrieve

the basic content (14) to display from the site’s content server (15).
7. A display process (16) determines which search results to show and categories to

highlight (17) in the browsable content displayed to the user.
8. Browsing a new category in display (18) updates it content via steps 5 to 7.

As the user browses through the site ontology, the browse proxy in conjunc-
tion with the display process fetches the content to display and uses the site
ontology to keep relevant categories highlighted. In addition, the search results
will be continually filtered to show the search results related to the current cat-
egory. In this way, the naviguide process continually highlights the parts of the
site where search results are located, thereby guiding users in their browsing to
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the most relevant parts of the site. Crucially, highlighting is done within the
current site design, rather than as a separate element [11], using an existing
structure rather than a dynamic clustering.

4 Case Studies

Naviguidance has been implemented for a variety of systems including the Open
Directory Project, a grocery e-commerce site and telephone directory. Three
applications are described here to show naviguidance can be implemented using
a variety of technologies and architectures for both the naviguidance application
and underlying system. In addition, it shows naviguidance applied to a variety
of different ontologies that are displayed in a number of different ways. The first
two studies use an Apache / Tomcat / Java proxy server architecture. The third
uses client-side Javascript.

Fig. 2. (a). Navigation bar for GA system showing highlights for “maternity pay”

query. (b). Navigation bar for MR system showing highlights for “pushchair” query

Case Study 1: A Global Airline (GA). This study used GA’s Lotus Notes
intranet. GA wished to assess the effectiveness of previous design changes to
the site structure, and to assess the feasibility enhancing the existing search
engine. This gave us the opportunity to build an add-on naviguidance system
and to evaluate it alongside the current GA system [12]. The system included
basic category highlighting and filtering of search results as described above. In
addition item counts were shown for each category and users could also choose
to exclude certain categories of results.

The site ontology is displayed as a collection of links in a navigation bar (see
Fig.2a) with a single level shown at a time. The current location in the ontology
is shown as a breadcrumb trail. Recommendations for browsing the ontology are
generated using a Lotus Notes search and highlighted in a contrasting text style
and arrowhead images, although the user (as with any naviguidance system) is
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free to browse whichever category they choose given all the available options are
shown at all times.

Case Study 2: A Multiple Retailer (MR). This study used the e-commerce
site of a Multiple Retailer (MR) developed using Java, JSP and Oracle to sell
over 30,000 health, beauty and related products. A review of recent changes to
the site gave us the opportunity to evaluate the need for, and effectiveness of
naviguidance [13].

The architecture for MR followed the GA study but the presentation of the
site ontology was different. The MR site used up to three nested navigation bars
on the left of the screen to provide backtracking to previously seen category,
a pop-up look ahead menu to select lower levels in the ontology, and a bread
crumb trail showing the current location. Fig. 2b shows a two level display for
the “Baby” category.

The naviguidance for MR was a simplified version of the GA system and did
not include category item counts or category exclusion filters. Highlighting of
recommended browse categories in both the navigation bars and pop-up menus
was done with a contrasting text style and a prefixed “>” character in the
category name.

Case Study 3: A Naviguidable OPAC (NaviCat). This study uses the
online public access catalogue (OPAC) of a library system. The OPAC provides
access to items including books, journals and electronic journals. The study is
part of an investigation of the factors driving the use of competing information
sources such as subject specific portals and Internet search engines. In particular
we wish to evaluate if improved subject based searching and browsing can pro-
mote the use of high quality academic sources. NaviCat has just been developed
and is about to be evaluated.

NaviCat uses a frameset (see Fig. 3) to display the standard OPAC con-
tent alongside the site ontology, which uses Dewey classification. The ontology
is shown as an expandable directory tree that can be expanded or collapsed as
needed. This allows users to explicitly browse the implicit ontology. Search re-
sults and classes are taken from the OPAC page and used to select the categories
to highlight. The highlighting uses the same style as the GA system. Clicking on
a specific category removes unrelated search results from the OPAC display. For
example, clicking on “Management & PR” in Fig. 3 removes the third search
result (related to law) and 24 other results not related to e-commerce (the query
used) and management (the category selected).

5 Findings

Our findings relate to the ability to implement a naviguidance system for existing
IIS, and to the effectiveness of naviguidance in improving the use of IIS. The
case studies show the naviguidance can be built on top of a variety of existing
systems that have a search engine, a browsable structure, and a means of cross
referencing the two.
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Fig. 3. The NaviCat interface showing site ontology (on left) and standard OPAC

search results (on right). Highlighted ontology categories show the classification or

location of search results

Naviguidance’s impact on systemusewasassessed through individual user anal-
ysis (with 54 subjects) of the GA and MR systems. These show a positive user at-
titude towards naviguidance. After improving search relevance, this was rated the
most useful development ahead of: limiting search by topic; increasing results de-
tail; and increasing thenumberof search results shown.This implies thatuserswant
fewer, more relevant search results and that naviguidance is useful way of achieving
this.

Although 60% of users thought naviguidance would help find information more
quickly, this is not proved. No significant difference was found using task measures
such as speed, completion rate or ease. However, ease of use was significantly cor-
related with knowledge or expectation of where items were located in the ontology.

Furthermore users who were more successful in browsing the site were more suc-
cessfulinacquiringthisknowledge.Theresultisavirtuouscirclewheremorebrowsing
leads to more successful browsing. By encouraging users to engage with a site’s on-
tology, naviguidance does appear to have a role in successfully promoting the use of
particular sites. A long-term trial of NaviCat provides the opportunity to test this.
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Abstract. Answer validation is an important component of any ques-
tion answering system. In this paper we show how the formalism of pri-
oritized fuzzy constraint satisfaction allows to unify and generalize some
common validation strategies. Moreover, answer candidates are repre-
sented by fuzzy sets, which allows to handle imprecise answers.

1 Introduction

Question answering systems try to improve the functionality of search engines by
providing an exact answer to a user’s question, rather than a list of documents.
A typical question answering system consists of a question analysis module, a
search engine, an answer extraction module and an answer validation module.
At least two fundamentally different ways to handle answer validation are used
by current systems. Corpus–based methods (e.g. [5]) rely on a deep linguistic
analysis of the question and the answer candidates, while redundancy–based
methods (e.g. [2],[3],[6]) rely on the massive amount of information available on
the web. This paper will focus on the latter kind of methods.

Since it is reasonable to assume that on the web, the answer to most questions
is stated in a lot of documents, we can assume that there will be documents in
which the answer is formulated in a simple way. As a consequence, simple answer
extraction algorithms often suffice. However, simplicity comes with a price; a lot
of web pages contain incorrect information, so the answer validation process used
in corpus–based methods is not appropriate. Most redundancy–based methods
apply some kind of voting: the answer which occurs most often is considered
the most likely answer to be correct. This approach has the disadvantage of
favouring short, unspecific, answers (e.g. “1928” over “July 26, 1928”). Some
systems (e.g. [2],[6]) therefore apply heuristics to boost the scores of specific
answers. These heuristics would treat an occurrence of “1928” as evidence for
“July 26, 1928” which, in our opinion, is not a fully satisfactory approach.

In this paper we propose an alternative voting scheme, which separates posi-
tive and negative information about the feasibility of the answer candidates. To
this end, we represent answer candidates as fuzzy sets and define a degree of in-
consistency and a degree of inclusion between answer candidates. We show how
this scheme can be further refined by asking additional questions and enforcing
fuzzy constraints on the results.
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2 Answer Comparison

Let’s consider the question “When was the Mona Lisa painted?”. When examin-
ing the first few snippets returned by Google1 for this question, we find answers
like “the 1500s”, “1506”, “1503–1506”, . . . It is clear that simple string equality
won’t yield very good results in this case. Instead we will represent each answer
as a fuzzy set in a suitable universe which enables us to handle differences in
granularity (e.g. “July 26, 1928” vs. “1928”), intervals (e.g. “1503–1506”, “the
1920s”) and vague descriptions (e.g. “the late 1920s”, “around 1930”).

Recall that a fuzzy set A on a universe U is a mapping from U to the unit
interval [0, 1]. If A(u) = 1 for some u in U , A is called normalised. To generalize
the logical conjunction to the unit interval [0, 1], we have a large class of [0, 1]2 −
[0, 1] mappings, called t-norms at our disposal. Likewise, logical implication can
be generalized by a class of [0, 1]2−[0, 1] mappings called implicators. For further
details on t-norms and implicators we refer to [8].

Let a1 and a2 be two fuzzy sets in the universe D of dates, the degree of
inclusion incl(a1, a2) and the degree of contradiction contr(a1, a2) between a1

and a2 can be given by

incl(a1, a2) = inf
u∈D

I(a1(u), a2(u)) contr(a1, a2) = 1 − sup
u∈D

T (a1(u), a2(u))

where I is an implicator and T is a t-norm. In our implementation we used the
�Lukasiewicz implicator IW defined by IW (x, y) = min(1, 1 − x + y) and the t-
norm TM defined by TM (x, y) = min(x, y) for x and y in [0, 1]. For each answer
candidate a we can define the degree pos(a) to which this answer is confirmed by
the other candidates and the degree neg(a) to which this answer is inconsistent
with the other candidates:

pos(a) =
1
n

n∑
i=1

incl(ai, a) neg(a) =
1
n

n∑
i=1

contr(ai, a)

where (a1, a2, . . . , an) is the list of all answer candidates (ai = aj may hold for
some i �= j, i.e. an answer candidate can occur several times). We interpret pos(a)
as the degree of feasibility of an answer candidate and neg(a) as the degree of
inconsistency, where pos(a) = 1−neg(a) doesn’t hold in general. If I is a border
implicator and all answer candidates are normalised then pos(a) + neg(a) ≤ 1
holds. As a consequence, the set of answer candidates can be represented by an
intuitionistic fuzzy set [1].

3 Refining the Answer Scores

Asking additional questions Prager et al. [9] introduced the idea to (automati-
cally) ask additional questions in order to estimate the feasibility of an answer

1 http://www.google.com
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candidate. To answer the question “When did Leonardo da Vinci paint the Mona
Lisa?”, Prager et al. suggest to ask the additional questions “When was Leonardo
da Vinci born?” and “When did Leonardo da Vinci die”, which gives us the vari-
ables Xwork, Xborn and Xdied. The possible instantiations of these variables are
the answer candidates of the corresponding questions. All answer triplets that
do not satisfy the following constraints2 are rejected in [9]:

Xborn + 7 ≤ Xdied ≤ Xborn + 100 (1)
Xwork ≤ Xdied ≤ Xwork + 100 (2)

Xborn + 7 ≤ Xwork ≤ Xborn + 100 (3)

The use of crisp constraints has the disadvantage that a lot of world knowl-
edge can not be expressed. For example, by using this kind of rather arbitrary
threshold values, we can not express that it is more likely that someone became
70 years old than that someone became 8 years old. Another problem with this
approach is how to combine the frequency counts of the answer candidates of
the three variables Xwork, Xborn and Xdied. In this section we show how both
problems can be solved by using prioritized fuzzy constraints.

Prioritized fuzzy constraint satisfaction Let X1, X2, . . . , Xn be variables taking
values in the finite domains D1, D2, . . . , Dn respectively. A fuzzy constraint c is
a mapping from D1 × D2 × . . . × Dn to the unit interval [0, 1]. For a constraint
c and an instantiation (x1, x2, . . . , xn) ∈ D1 × D2 × . . . × Dn of the variables,
c(x1, x2, . . . , xn) is interpreted as the degree to which the constraint c is satisfied
by this instantiation. In [4] the notion of prioritized fuzzy constraint is introduced
by assigning a priority to each constraint, which can be interpreted as the degree
of importance of the constraint. Let αi in [0, 1] be the priority of constraint ci

(i ∈ {1, 2, . . . , m}), the degree of joint satisfaction of the constraints c1, c2, . . . , cm

by an instantiation (x1, x2, . . . , xn) can then be defined by [7]:

C(x1, x2, . . . , xn) =
m∏

i=1

P (αi, ci(x1, x2, . . . , xn)) (4)

where P is [0, 1]2 − [0, 1] mapping called a priority operator. It is easy to see
that the notion of a priority operator as defined in [7] corresponds to that of a
border implicator.

Constructing the fuzzy constraints As a fuzzification of inequality (1) for exam-
ple, we used the fuzzy constraint c1 defined by

c1(xb, xd) = incl(xd *T xb, f) (5)

where (xb, xd) is an instantiation of (Xborn, Xdied); xb and xd are fuzzy sets
in the universe of dates D. According to the extension principle of Zadeh [10],
xd * xb is the fuzzy set in the universe of real numbers IR defined for d in IR by

2 Prager et al. [9] consider only crisp answer candidates, corresponding to a year.
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(xd *T xb)(d) = sup
d1−d2=d

T (xd(d1), xb(d2)) (6)

where T is a t-norm. The result of the date subtraction d1 − d2 is treated as a
real number respresenting the number of years between the date d1 and the date
d2. The fuzzy set f in the universe IR reflects life expectation expressed in years
and is defined for d in IR by

f(d) =

⎧⎪⎪⎨
⎪⎪⎩

d
30 if 0 ≤ d ≤ 30
1 if 30 ≤ d ≤ 90

120−d
30 if 90 ≤ d ≤ 120
0 otherwise

(7)

Fuzzification of (2) and (3) can be treated analogously. The priority of each of
these fuzzy constraints is 1.

For a variable X, corresponding to a question with answer candidates x1,
x2, . . . , xn, we can impose the unary constraint cX , defined for each answer
candidate x by3

cX(x) =
1 − neg(x)
1 − neg(a∗)

(8)

where neg(a∗) = infa∈A neg(a) and A is the set of all answer candidates. The
priority of this constraint can be interpreted as the reliability of the frequency
count. In other words, if the number of answer candidates is high (resp. low)
the priority should be high (resp. low) too. A possible definition of the priority
αX of the constraint cX is given by αX = n

n+K where n is the number of (not
necessarily distinct) answer candidates as before, and K > 0 is a constant.

Yet another type of fuzzy constraints that can be imposed is based on co-
occurrence. Consider the question “When was the Mona Lisa painted”. In this
case there is a fourth variable Xpers representing the painter of the Mona Lisa.
If xw is an answer candidate for the date that some person xp painted the Mona
Lisa, then we can assume that a lot of the sentences containing a date that is
entailed by xw in a set of documents about the “Mona Lisa” should contain a
reference to xp. We can express this by enforcing the constraint cassoc, defined
by

cassoc(xw, xp) =
assoc(xw, xp)

sup
(xW ,xP )

assoc(xW , xP )
(9)

where the supremum in (9) is taken over all possible instantiations (xW , xP ) of
(XW , XP ) and assoc(xw, xp) measures the extent to which sentences containing
a date that is entailed by xw tend to contain a reference to xp.

3 We will consider only constraints that are normalised (i.e. constraints for which there
exists at least one possible instantiation that fully satisfies the constraint).
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Putting the pieces together Let {c1, c2, . . . , cm} be the set of all considered con-
straints and let X1, X2,. . . , Xn be the variables that are considered relevant to
the user’s question. The degree negC(x1, x2, . . . , xn) of infeasibility of an answer
tuple (x1, x2, . . . , xn) is then given by

negC(x1, x2, . . . , xn) = 1 − C(x1, x2, . . . , xn) (10)

where C is defined as in (4). For notational simplicity we use c(x1, x2, . . . , xn)
even when the constraint c doesn’t refer to all xi (1 ≤ i ≤ n). The degree of
feasibility posC(x1, x2, . . . , xn) of an answer tuple (x1, x2, . . . , xn) is defined by

posC(x1, x2, . . . , xn) =
n∏

i=1

pos(xi) (11)

4 Experimental Results

To implement the ideas presented in this paper we extracted answer candidates
using a simple pattern matching algorithm. Given the title of some work of
art, possible creation dates and possible creators along with their birthdate and
death date, are extracted from the snippets returned by Google for some (auto-
matically generated) queries. Generic patterns to extract the entities of interest
were constructed by hand. Table 1 shows some of the creators and creation dates
that are found for the “Mona Lisa” together with their frequency of occurrence.
Simply counting the frequency of occurrence of each answer candidate gives good
results for determining the creator in this example; the creation date however
is more problematic. In fact there exist several opinions about when the “Mona
Lisa” was painted, but most agree it must have been between 1503 and 1506. For
each potential creator our algorithm tries to discover the date this person was
born and the date this person died. Using this information posC(xw, xb, xd, xp)
and negC(xw, xb, xd, xp) are calculated for each instantiation (xw, xb, xd, xp) of
the variables Xwork, Xborn, Xdied and Xpers. The answer tuples x (i.e. the
instantiations of the variables) are ranked using the product of posC(x) and
1 − negC(x); the results are shown in table 2. We omit answer tuples that are
entailed by another answer tuple that is ranked higher.

Table 1. Frequency counts for the creator and creation date of the “Mona Lisa”

Creator Frequency

Leonardo da Vinci 18
Leonardo 8
Slick Rick 6
Everybody 6
Leonardo Da Vinci 6
Nick Pretzlik 2
Fernando Botero 2

Creation date Frequency

1506 6
1950 5
1503 2
between 1503 and 1506 2
early 1500s 1
between 1503 and 1507 1
1502 1
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Table 2. Top candidates of our algorithm for the “Mona Lisa”

Creator Creation date Score

Leonardo da Vinci (1452 – 1519) between 1503 and 1507 (0.038,0.460)
Leonardo (1452 – 1519) between 1503 and 1507 (0.029,0.564)
Leonardo da Vinci (1452 – 1519) early 1500s (0.019,0.562)
Leonardo (1452 – 1519) early 1500s (0.014,0.607)

5 Conclusions

In this paper we have shown how the formalism of prioritized fuzzy constraints
allows to unify and generalize three approaches to estimate the feasibility of
an answer candidate: frequency counts (e.g. Eq. (8)), co-occurrence statistics
(e.g. Eq. (9)) and asking additional questions (e.g. Eq. (5)). The usefulness of
representing answer candidates by fuzzy sets was illustrated by considering the
problem of searching the creation date of a work of art, which in practice is often
stated by means of an interval or a fuzzy description instead of an exact date.
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5. Harabagiu, S., Moldovan, D., Paşca, M., Mihalcea, R., Surdeanu, M., Bunescu, R.,
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Abstract. Sequential pattern mining is an important task for Web us-
age mining. In this paper we generalize it to the problem of mining con-
text based patterns, where context attributes may be introduced both
for describing the complete sequence (e.g. characterizing user profiles)
and for each element inside this sequence (describing circumstances for
succeeding transactions). Such patterns provide information about cir-
cumstances associated with the discovered patterns what is not present
in the traditional patterns. Their usefulness is illustrated by an example
of analysing e-bank customer behaviour.

Keywords: Web Usage Mining, Web Log Analysis, Sequential Patterns.

1 Motivations

The enormous growth of the World Wide Web requires new methods for dis-
covery and analysis of useful patterns from Web data repositories. Web usage
mining can identify frequent users’ behavior, identify groups of potential cus-
tomers for electronic commerce, enhance the quality and delivery of various
Internet services to the end user, building adaptive Web sites and improve Web
server system performance [3, 5].

A Web usage pattern is usually a sequential pattern in a database of users’
activities (Web server logs). The most popular methods for their discovery are
based on the concept of mining sequential patterns, introduced by Agrawal and
Sirkant [1]. It is following: given a sequence database, each sequence is a list of
transactions ordered by transaction time and each transaction consists of a set
of items, find all sequential patterns with a user-specified minimum support. The
support is the number of data sequences that contain the pattern. For instance,
let us analyse a behaviour of the Web music portal users, which are browsing
some pages. An example of a sequential pattern is that 20% users/customers
which access ”Jazz” page, then go to ”Jazz trumpet players”, where they select
”Miles Davis discography”.

The first algorithms for mining sequential patterns were based on the mod-
ification of Apriori algorithm, originally introduced for association rules [1, 2].
Then, more efficient techniques were introduced, see e.g. PrefixSpan, SPADE,
GSP algorithms. Moreover, the problem was generalized to include time con-
strains, time windows or user-defined taxonomy, for reviews see e.g. [3]. All these
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approaches recognize a pattern as a sequence of elements or so called itemsets,
which are set of items (e.g. purchase goods or events from users during Web ses-
sions). However, Web oriented problems may provide more information about
user activities. For instance, registered users of Web portals are characterized by
profiles containing personal information. Coming back to the example - having
the users’ description, one can get more general pattern saying that the frequent
users moving from ”Jazz trumpet players” to ”Miles Davis discography” page
and then buying ”Kind of Blue” disc are middle-aged men with at least medium
income. Moreover, it is possible to store other information characterizing a con-
text of occurring each single transaction (e.g., location of users generating event,
type of actions, used tools). Having such sets of context attribute characterizing
both the sequence and its elements, it is possible to obtain richer knowledge on
circumstances in which frequent patterns arise. According to our best knowledge
the most related work to above postulates is [4], where the multi-dimensional
sequential patterns were considered. However, the sequence was enhanced only
by adding nominal attributes characterizing the customer.

Thus, the aim of this study is to discuss a problem of Mining Context based
Sequential Patterns, where context attributes occurs both for the sequence and
for each sequence element. That both kinds of attributes can be defined not
only on nominal scales but also on ordinal and cardinal ones. This requires
introduction of similarity functions for comparing values of context attributes
while calculating a pattern support.

In the next section we present a simple example to clarify our approach. Then,
in section 3, the problem of Mining Context based Sequential Patterns is intro-
duced. The discussion of algorithms for mining these patterns and conclusions
are given in the final section.

2 An Illustrative Example

Let us consider an e-bank which offers its services to users using Web portal and
self service machines (e.g. modern WebATMs). We assume that the user can
take the following actions (referring to items): deposit money into his account
(denoted as SD), make a transfer money from his account to other payees (TM),
withdraw part of money from his account (WM), block part of money on his
running account by creating a time deposit (CD), cancel this deposit (RD). The
user can perform a subset of these actions during one session with a bank service
– this corresponds to the concept of a single transaction.

Transactions of each user are stored in the sequences database Each sequence
from database contains the customer unique identifier and the list of customer
transactions. In traditional approaches to pattern mining only the following data
are collected: customer id., transaction id. and itemset as they are presented in
the example in table 1.

Let us now consider our approach, where with each customer we associate a
set of context attributes A (e.g. taken from the user profile collected while signing
a contract with e-bank): Monthly earnings (abbreviated AME) – the customer
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Table 1. A sequence database representing activities of e-bank customers

Sequence Transactions

custo- sequence context trans. transaction context itemset
mer id AME , AMS , AP , AAG id CAS , CDA, CF

1 (4200,married,high-tech,24) 1 (2,Monday,10) {TM,CD}
2 (4,Sunday,1) {WM}
3 (20,Saturday,2) {RD,WM,TM}

2 (4000,married,high-tech,22) 1 (3,Tuesday,7) {TM,CD,WM}
2 (10,Sunday,8) {WM,CD}
3 (17,Sunday,1) {WM,RD}
4 (1,Tuesday,10) {TM,CD}

3 (1500,single,retired,70) 1 (3,Monday,10) {CD,TM,WM}
2 (2,Monday,15) {CD,TM,WM}
3 (10,Sunday,1) {WM}

4 (3800,married,teacher,32) 1 (1,Friday,3) {CD,TM}
2 (3,Sunday,1) {WM}
3 (20,Friday,2) {WM,RD}

5 (1800,married,retired,60) 1 (1,Monday,34) {CD,TM}
2 (2,Sunday,1) {CD,TM}
3 (17,Saturday,2) {WM,RD}

monthly wages defined on a ratio scale, Marital status (AMS) – binary, Pro-
fession (AP ) – category of customer job (nominal multi-valued) and Customer
age (AAG) (ratio scale). Examples of customer contexts are given in the second
column of table 1.

Let us now assume that each transaction stored in a database is described
by another set of context attributes C, which characterize circumstances of cus-
tomers’ actions. This set has a following structure: Number of days from a last
supply of money for the user account e.g. by transfer of his earnings (denoted
as CAS), Day of the week when the transaction has been done (CDA), Feast -
number of days till the nearest feast or holidays according to a calendar (CF ) -
see an example of an extended database in table 1.

3 The Problem Statement

An introduction of the Context Based Sequential Pattern Mining problem will be
followed by presenting some necessary notations and concepts originating from
the basic version of the simple sequential pattern problem [1].

Let L = {i1, i2, . . . , in} be a set of items. An itemset X is a non-empty
subset of items. A sequence is an ordered list of elements and is denoted as
s =< t1, t2, . . . , tm >, where ti ⊆ L, i = 1, 2, . . . , m. An element ti of sequence is
an itemset and can be interpreted as transaction. An item can occur at multiple
times in different elements of a sequence. The set of items is usually mapped
by a set of integers. A sequence α =< α1, α2, . . . , αr > is contained in another
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sequence β =< β1, β2, . . . , βs > (what is denoted as α � β) if there exist integers
1 ≤ j1 < j2 < . . . < jr ≤ s such that α1 ⊆ βj1 , α2 ⊆ βj2 , . . . , αr ⊆ βjr

. In the
set of sequences any sequence s is maximal if s is not contained in any other
sequence from the same set.

All transactions of a customer can be viewed together as a sequence, where
each transaction ti corresponds to a set of items, and the list of transactions,
ordered by increasing transaction-time (tid), corresponds to a sequence. These
sequences are represented in a sequence database DBS, which contains a set of
tuples < sid, s >, where sid is a sequence identifier and s is a sequence. A tuple
< sid, s > contains a sequence α, if α � s. In other words, a customer sequence
s supports a sequence α. The support for a sequence α is a fraction of tuples in
the database DBS containing (supporting) α. As presented in [1] the problem of
mining sequential patterns is: given a sequences database, to find the maximal
subsequences among all sequences that have a certain user-specified minimum
support. Each such a maximal subsequence represents a sequential pattern.

Let us now generalize this concept to an extended sequences databases con-
taining also context attributes. Here, the sequence is ((a1, a2, . . . , ap), es), where
ah are values of context attributes Ah (where 1 ≤ h ≤ p) associated with a
sequence. A value of the sequence context attribute ah ∈ (Vah

∪{�}), where Vah

is a domain of an attribute Ah and ”�” denotes a universal value, which will be
used in a pattern description for matching it against sequences while calculating
its support. A sequence es is an ordered list of extended elements eti having a
form ((c1, c2, . . . , cr), X) where X ⊆ L is again an itemset, and c1, c2, . . . , cr are
context attributes describing circumstances of each transaction. For any trans-
action values of context attributes cg ∈ (Vcg

∪ {�}), where Vcg
is a domain of an

attribute Cg and ”�” denotes a universal value and as above it can be used only
in a description of the pattern not a sequence. The choice of the set of trans-
action context attributes is the same for all elements of the sequence. However,
each of the attribute values may be different among elements. As to domains of
the both sets of context attributes, A and C, we assume that they can be defined
on either nominal, ordinal or numerical scales.

A sequences database EDS contains tuples < sid, a1, a2, . . . , ap, es >. The
essential concept of the sequence inclusion, α � s, should be now considered as a
similarity between enriched sequence (being a candidate for a pattern) and tuples
in EDS. It leads to calculating similarity between values of attributes, both for
the sequence set A as well as for the transaction sets C. Thus, for each attribute
a dedicated similarity function σ should be defined. For nominal attributes it
can be based on a simply indiscernibility relation. However, for ordinal or nu-
merical attributes more sophisticated functions should be used, e.g. based on
distance measures or intervals comparisons. Such similarity functions have to be
pre-defined for the sequence context attributes A (denoted as σa1 , σa2 , . . . , σap

)
and transaction context attributes (denoted as σc1 , σc2 , . . . , σcr

). While compar-
ing the sequences α and β values of similarity functions computed for attributes
in the compared contexts (either for sequence or for each element) can be aggre-
gated into a single value. Let ΘA and Θti

C , 1 ≤ i ≤ m, denote aggregated values
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resulting from comparing attribute vectors in α and β for the sequence context
and transactions ti contexts. Technically, the user should predefine threshold val-
ues (denoted as τA and τC , respectively) for establishing when similarity between
compared sequences occurs.

An enriched sequence α =< a
′
1, a

′
2, . . . , a

′
p, ep > is supported by a sequence s

< sid, a1, a2, . . . , ap, es > in database EDS iff they are similar, i.e. for itemsets
in sequence elements ep � es hold and values of aggregated similarity functions
satisfy ΘA ≥ τA and ∀ti∈ep Θti

C ≥ τC for the set of sequence context attributes
A and sets of transaction context attributes in each element of compared trans-
actions ti. The support for a sequence α is a fraction of tuples in the database
EDS similar to α. Given a positive integer min support as the support threshold,
a sequence α is called a context based sequential pattern if it is similar to at least
min support tuples in EDS database. This pattern should be maximal sequence
with respect to all frequent sequences.
The problem of Context Based Sequential Pattern Mining is defined as:
given a database EDS, where sets of context attributes A,C with their similarity
functions σ are defined, the task is to find all context based patterns among all
sequences that are similar to at least min support tuples in EDS.
Continuation of the example from section 2:
Let us define similarity functions as follows. For all nominal attributes the func-
tion returns 1.0 when two compared attribute values are equal and 0 otherwise.
For all numerical the functions are usually constructed by using values compar-
isons, i.e. the difference measured between two attribute values is mapped to
similarity value from range 〈0, 0; 1.0〉 . For instance, let us consider the sequence
attribute Monthly earnings AME . Let δ denotes the value of difference between
two compared attribute values. If δ is less than 100 units, the similarity function
σA ME returns 1.0; If 100 ≤ δ < 1000, σA ME = 0.8, if 1000 ≤ δ < 9000, σA ME

= 0.4, for larger δ, it is equal to 0.
Now, we will consider examples of different kinds of sequential patterns. Let

us assume that the min support is 2 tuples in EDS database, i.e. 40% customers.
An example of the discovered traditional, simple sequence pattern is:

< {TM,CD}, {WM}, {WM,RD} >

which means that at least 40% customers after transferring money and creating
a time deposit withdraw a sum of his money, and after some time perform again
an operation of withdrawing money and canceling the deposit.

If we consider a multi-dimensional point of view [4], we should associate a
set of context attributes A with customers. As only nominal attributes could
be handled, the numerical ones have to be discretized, e.g. values of Monthly
earnings AME are divided into three interval [0,1600] - small, (1600,2800) -
average, ≥ 2800 high). Now the following sequential pattern could be discovered:

< (high earnings,married,*,*),{TM,CD}, {WM}, {WM,RD} >

which extend our knowledge about characteristics of frequent customers per-
forming the above sequence of actions. Finally, for our new approach, the set of
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context attributes C describing transactions is also available:

(4000,married,*,*),(3,*,*){TM,CD}, (*,Sunday,*){WM}, (20,*,*){WM,RD}
which provides more information about circumstances of each transaction. For
instance, one can additionally notice that the first operation in this sequence is
usually done around 3 days after the account is supplied by earnings, then part
of this money is withdrawn on Sunday and the next operation of withdrawing
money and canceling deposits occurs around 20 days from money supply.

4 Conclusion and Future Research

The problem of sequential pattern mining has been generalized into the con-
text based version, where additional descriptions - context attributes may be
introduced both for describing the complete sequence and for each element in-
side this sequence. Unlike the previous multi-dimensional mining proposal, the
attributes may be defined not only on nominal scales but also on numerical or
ordinal ones. Such context attributes provide information about circumstances
associated with the discovered patterns what is not present in the traditional
patterns. They could be useful for better identifying user categories referring to
given sequences and to clarify that succeeding transactions are happening at dif-
ferent circumstances. The concept of similarity requires more cautious from the
analyst, while selecting particular form of the similarity function, but it provides
more flexibility for modeling richer relationships between attribute values than
the equality relation previously considered, e.g. [4].

Our problem statement requires new algorithms for mining context patterns
the allow us to calculate similarities between sequences, not only inclusion of
their elements. We have built and tested a two step algorithm being an enhanced
version of AprioriAll, where frequent non context patterns are discovered in the
first step and used for finding context patterns in the second phase. As it is not
sufficiently efficient, current research concern creating a new algorithm specific
for mining larger sequence databases. Moreover, we will consider a specialized
index data structure for fast searching in such databases.
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Abstract. We model potential behavior of a Web page creator trying
to change its PageRank ranking by changing out-links being under their
control. We demonstrate it on synthetic graphs of various sizes and prop-
erties (including the high quality hybrid model [9]) and on topically uni-
fied graph from real Web. Due to massive computations, we apply several
randomized algorithms including hill climbing and simulated annealing.

The experimental results presented here clearly show that it is possible
to significantly change Web documents PageRank score by changing its
outlinks properly1. This seems to shed new light on PageRank stability.

1 Introduction

A query passed by a user to a large scale Web search engine may easily result in
thousands or even millions of relevant2 documents. Since a human user is able
to check only few tens of the retrieved documents3, search engines present them
in non-increasing order of authority in order to allow the user seeing the most
authoritative of the relevant documents first. Link analysis of the Web graph4

turned out to be a very powerful tool for measuring authority of Web documents
in practice [5]. One of the most successful examples is PageRank algorithm [8]
applied in Google search engnine for ranking search results.

Motivation. Since ranking algorithms decide of the order of the documents
presented to a user of public search engines, the issue of analysing those algo-
rithms or even manipulating them5 became very attractive from the commercial
point of view, apart from the scientific one.

Previous Work. Despite the above, analysing how changing the link struc-
ture influences the induced authority ranking, is not richly represented in liter-
ature. Important work on stability of PageRank and other link-based ranking
algorithms under link graph perturbation was [7], where authors demonstrate

1 As opposed to inlinks.
2 Containing specified keywords.
3 Usually not exceeding 20 documents.
4 Web graph is obtained by treating each document as a node and each hyperlink as

a directed edge (see e.g. [4]).
5 In order to artificially boost the authority.
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that PageRank is supreme to other algorithms in terms of stability. In [2] au-
thors introduce and analyse several properties of link-based ranking algorithms
and present experimental results. In [10] authors study a practical issue of ap-
proximate recomputing of PageRank after partial changes to the underlying
graph.

PageRank Ranking Scheme. PageRank algorithm, on which we focus in
this paper, takes into account only hyperlink structure of the Web. It assigns
to each page p in the Web graph G(V,E) non-negative authority score A(d)
satisfying the following equations:∑

p∈V

A(p) = 1 (1)

A(p) = d/|V | + (1 − d)[
∑

i:(i,p)∈E

A(i)/outDeg(i)]6 (2)

where outDeg(i) denotes the total number of links on page i, and d, called
damping (or decay) factor, is introduced for practical and theoretical reasons
(see [8, 3]) and is reportedly set to 0.15 in practice.

Due to the above, PageRank authority score of a document is defined roughly
as the total authority of documents citing it (weighted by their out-degrees).
Thus, it is regarded as one of the most immune to manipulation among publicly
known ranking schemes [7], since the author of a Web page does not have control
of the other authoritative documents that cite it.

1.1 Contribution of his Paper

What the author of a Web document has control of is pages to be linked to. The
previous works mentioned above focus mostly on the global behavior of ranking
schemes under graph changes. Meanwhile, from the point of view of individual
documents authors it is interesting how local changes of link structure influence
authority ranking of their individual documents.

In this paper we pose somewhat provoking7 question: how does PageRank
depend on pages being cited by a document? Even if the equations 1,2 do not
give any explicit dependence between pages being linked to and PageRank score,
we present experimental results that clearly show that changing out-links of a
document may significantly change the resulting PageRank score. Up to the
author’s knowledge, such a result has not been reported before.

2 Experiments on Synthetic Graphs

We generated several random graphs of various sizes. We started with a simple
uniform random graph model - where each node has random out-degree choosen

6 In practice, there is also a third term present in this equation, which corresponds
to redistirbuting the authority of pages without outlinks. We did not include it here
for simplicity, but we take it into consideration in our computations.

7 In the context of PageRank definition.

T
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uniformly from interval [l, h] and then links are assigned to nodes randomly
according to uniform distribution over all nodes in the graph. We implemented
the uniform generator in the way which avoids multiple links between pairs of
nodes and self-loops8. In all those graphs we choose l = 0 and h = 15.

The idea of the experiment is as follows. Let us compute PageRank for each
node in a graph. Then let us take any node of positive out-degree and change the
original destination of one of its links to other destination. Lets now recompute
the PageRank for the modified graph. Now let’s compare the ranking position
change of the node before and after the change.

At first, we generated 7 random graphs according to the uniform model.
For each graph, we picked all9 the nodes having only 1 out-link and changed its
destination to each other node in the graph in turn, recomputing PageRank after
each change. We recorded the minimal (best) and maximal (worst) rank position
obtained for each node and expressed the observed position change range in
percentiles (i.e. 100% · (max−min)/allNodesInGraph). Then we computed the
average range over all the tested nodes. We repeated this measurement for nodes
of out-degree 2 and 7 as well10 (always changing only 1 random outlink).

Table 1. Change of PageRank score after changing 1 out-link in uniform and hybrid

random graphs. Columns marked “an”, “mn” and “fn” represent average change range,

maximal observed range and fraction of checked nodes (respectively), among all the

nodes of out-degree n in the graph

name nodes a1(%) m1 f1 a2(%) m2 f2 a7(%) m7 f7

uni1 1000 11.7 39% all 5.28 13% all 2.58 6.9% all
uni2 1000 15.21 46% all 6.45 15% all 1.85 7% all
uni3 500 12.25 26% all 6.35 18% all 1.92 8% all
uni4 500 15.54 39% all 7.35 18% all 2.12 8% all
uni5 500 12.78 44% all 6.9 18% all 1.96 7% all
uni6 2500 12.1 27% 10/146 8.12 19% 17/166 2.4 6.6% 16/155
uni7 2500 12 34% 13/123 5.96 12.6% 16/154 1.85 4% 16/160

hyb1 874 4.94 12.7% 20/40 2.8 5.94% 25/50 1.06 3.54% 24/48
hyb2 962 6 20.79% 26/51 2.21 5.3% 22/43 1.15 3.32% 23/46
hyb3 1059 4.33 13.12% 22/44 2.25 7.36% 24/48 0.98 2.45% 29/57

Quite surprising, but we observe that changing a single out-link of a node
may cause a significant change in this node’s rank position (table 10). For out-
degree 1, the average change range is astonishingly high, in the context of the
definition of PageRank, where the rank of node depends on ranks of nodes linking
to it. We can also see that changing one out-link causes higher changes when

8 Edges of the form (i, i).
9 For bigger graphs we picked random 10%, due to massive computations, without

much loss of information, in our opinion.
10 To observe average range change as a function of out-degree.
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node’s out-degree is lower (the highest changes for nodes with out-degree 1).
This phenomenon is not very surprising, since the PageRank flowing through
each out-link is divided by node’s out-degree. Second important observation is
that change range does not seem to depend very strongly on graph size.

We repeated the above experiment on much more sophisticated random graph
model - the hybrid model ([9]) of our implementation. This model, despite having
some imperfections, is regarded as one of the most realistic models of the Web
and was especially designed for modeling Web graph evolution [9, 11].

Results gathered in table 10 show that changes observed on the hybrid-
generated model are more moderate than on uniform-generated, in general, but
they are still non-neglectable11. It also seems that rank change range depends
much stronger on the graph strucutre12 than on its size.

3 Experiments with Real Web

Encouraged by such promising results on synthetic graphs, we made similar ex-
periments on the real subgraph of the Web. The graph was taken from publicly
available J.Kleinberg’s course page[1]. It is 9664-node graph obtained from ex-
tending 200-page “root” result set to the query “california” by adding pages
linking to and linked by the “root” set (as in classic HITS algorithm [6]).

Table 2. Change of PageRank ranking position after modifying the unique link of one-

outlink nodes in real Web subgraph california. Due to space limitations and massive

computations we report only results for the first 10 one-outlink nodes in the graph

node old min max range node old min max range

1 71 20 161 1.459% 20 255 64 444 3.93%
5 511 84 515 4.459% 21 740 509 749 2.48%
6 27 27 259 2.4% 23 478 78 484 4.2%
8 40 2 44 0.434% 31 138 60 142 0.84%

17 10 10 87 0.79% 42 693 179 699 5.38%

11 It is important to note that the rank change quantities where divided by the total
number of nodes in the graph. But it would be more appropriate to divide them by
the number of different rank positions in the graph. Since PageRank is distributed as
power-law on both uniform and hybrid graphs (see [11]), many nodes have very low
rank score which, in practice, makes many nodes having the same ranking position.
Thus, the number of rank positions is usually remarkably lower than number of
nodes. Due to this, the change range values would have been even much higher than
those actually present in the table. We decided not to divide by the number of
different rank positions because it changes as graph’s links change and computing
the average would have been less natural in this case.

12 More precisely: the random process that generated the graph.
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In the next series of experiments, we measured rank change range for nodes
of out-degree higher than 1. We arbitrarily chose out-degree of 7. There are(

10000
7

)
possible outlink combinations to be checked (in 10000-node graph),

moreover, each implying PageRank recomputation (!). This is, undoubtedly, out
of technical possibilities. To overcome this problem, we applied 4 different heuris-
tical (under-optimal) randomized algorithms for searching this huge space for
7-outlink combination giving the best (lowest) PageRank position (table 14).
Each algorithm was bounded to only 2000 trials. The algorithms were: simple
random checking (r1), kind of randomized greedy algorithm13 (r2), hill climbing
(r3) and a variant of simulated annealing (r4). In the last two cases, the neigh-
borhood of a given outlink combination in the solution space was defined as the
set of all combinations having only 1 link destination different. The optimised
(minimized) function was rank position of a node. In the simulated annealing
algorithm, the rule of accepting a neighbor with worse rank was: relDiff <
probability, where relDiff = (rankNew − rankPrevious)/nodesInGraph and
probability = 1

200e2.5/( LIMIT
step −1) 14, where step was the number of current step.

Each algorithm was run a few times and its best result was recorded.

Table 3. The best (lowest) PageRank ranking in “california” graph for the first 10

nodes of out-degree 7 obtained by 4 heuristical algorithms r1-r4. We bold the old rank

and the best rank obtained in each row

node old rank r1 r2 r3 r4 node old rank r1 r2 r3 r4

24 357 305 294 279 253 725 1431 1406 1406 1382 1429
54 48 48 35 31 35 735 1418 1370 1409 1370 1370
74 43 43 35 35 43 766 2099 2100 2099 2099 2099

110 78 57 50 30 30 810 2099 2100 2099 2099 2099
436 2099 2101 2099 2099 2099 817 1609 1491 1609 1609 1609

Note that it was almost always possible to improve PageRank position, some-
times significantly. Simulated annealing sometimes gave worse results than sim-
pler algorithms, due to extremely tiny fraction of possible combinations checked.

4 Conclusion and Future Directions

The main conclusion is that changing outlinks of a Web page may significantly
change the page’s PageRank position in the graph. This seemingly paradoxical

13 In this algorithm, for each of 7 outlinks (in order of randomly generated permutation)
we made LIMIT/degree (i.e. 2000/7) random checks and choose the link destination
giving the best ranking, keeping other link destinations temporarily fixed.

14 All the constants were tuned by experimentation.
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(in the context of PageRank definition) phenomenon can be explained as follows.
If Web page targets its outlinks to pages that link to it (not necessarily directly)
its PageRank score increases. It is not very surprising. What is surprising, is
the extent of possible changes (note, for example, a jump from 40th to the 2nd
position in ranking by changing merely 1 outlink of node 8 in the table 10).

The author hopes, that techniques described here cannot be widely used
to dishonestly manipulate Web pages’ ranking, as they assume sophisticated
algorithms and detailed knowledge of the Web graph. However, in the context of
increasing commercial competition, increasingly sophisticated tools are supposed
to be used in close future to manipulate rankings.

The results presented in this paper, despite being preliminary and purely
experimental seem to shed new light on the stability of PageRank, usually re-
garded as being very stable link-based ranking algorithm among those publicly
known [7] (and therefore rather immune to manipulation).

We observed (both on synthetic and the real graphs) that pages with very low
PageRank score could not boost it by changing their outlinks. This is a direct
consequence of the mechanism explained in the first paragraph of this section.

New directions of experiments and theoretical studies open here. More com-
plex graph changes may be studied and other algorithms tested. The author
plans to test also the RBS algorithm (PageRank enriched with back-button
modeling [12]) in similar way. Due to extremely massive computations involved
in this kind of experiments, PageRank computation acceleration (as in [10], for
example) is necessary to be applied on larger graphs.
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Abstract. Recently, Fourier and cosine discrete transformations have
been proposed for textual document ranking. The advantage of the meth-
ods is that rather than using only the count of a frequency term within
document, the spatial information about presence of the term is consid-
ered. Here, further improvement of this novel approach is proposed. It
is based on fuzzy evaluation of the position of words within the document.

Keywords: Information retrieval, text representation, word signal, dis-
crete transforms, spatial information, fuzzy singletons.

1 Introduction

In the literature, the two main methods for text representation are reported:
vector space models and string kernels.

The vector space model is, in a nutshell, representation of textual document
by a vector [1, 2]. Within vector, the number of times each word appears in the
document is given. Document vectors can then be easily compared to each other,
or to query vectors.

String kernels operate on characters, they use a low level information [3,
4]. Features are extent to which all possible ordered sequences of characters
are represented in the document. The modified idea of string kernels use has
also been applied to sequences of words [5]. This considerably increases the
number of symbols to process but on the other hand it causes the reduction
of the average number of symbols per document; higher computing efficiency
is reached. Moreover, strings of words carry more high level information than
strings of characters. Further modifications of string kernels makes possible the
soft-matching and cross-lingual document similarity [5].

Hypothesis that the information about the spatial location of words is an
important factor which can improve the document search and ranking, has been
recently confirmed in practice [6, 7]. The spatial information was preserved by
application of Fourier and cosine discrete transformations what allows to store
a term signal, and therefore to follow the spreading of the term throughout the
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document. The magnitude and phase are features used for comparison of query
and document terms. The standard steps to be performed are:

– Preparation of word signals;
– Performing preweighting;
– Determination of the discrete transformation;
– Evaluating document relevance.

Within each of the steps different methods can be considered.
To make the presentation clear and complete, we briefly describe the two

first steps following the mentioned works of Park et al. [6, 7], and then we intro-
duce modification which reflects the importance of the word position within the
document according to human user.

2 Word Vector and Word Signal

Let us explain the concept of word vector and word signal introduced in [6,
7]. The simplest word vector contain elements equal to the word count of the
document. If the word wi appears on the k-th position the value ”1” is put on the
corresponding position of the vector. For every position where this word does
not appear the value ”0” is set. To avoid the possible large vector dimension
the grouping of words into bins is proposed [6]. Assuming T words (terms) and
N bins within the considered document one obtains T/N words in each bin.
The elements of word vectors are numbers representing the appearance of the
selected word within the following bins of the document. Then for example, the
first element of the word vector represents the number of times the considered
word appears in the first bin of the length T/N .

Fig. 1. Grouping of words into bins (N = 8)

Consequently, elements of the vector representing text are integers; cf. Fig. 1
and Fig. 2 where the concept of signal representation on the example of the
presence of two words t1 and t2 is shown. Here, for N = 8 one obtains two
vectors:

tT1 = [20020010]

tT2 = [10120010]

For effective document retrieval one determines usually the significance of
terms for document description (representation). There exist many ways for
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Fig. 2. Word signal (N = 8)

significance weighting; commonly accepted is the group of methods where two
parameters are considered: frequency of the presence of the word within the
document and inverse of the number of documents containing the given word.

Frequently, for a quick retrieval of word vectors an inverted index is created.
The weighting of the document vectors may be performed in some ways, for
example

w(n)t,d = 1 + loge f(n)t,d ·
[
loge

(
1 +

N

ft

)]
(1)

or

w(n)t,d = (1 + loge ft,d)
(

f(n)t,d

ft,d

)
·
[
loge

(
1 +

N

ft

)]
(2)

where w(n)t,d and f(n)t,d are the weight and count of term t in the spatial bin n
of the document d, respectively, and ft,d – the count of term t in the document d;
ft — number of documents in which term t appears; N — number of documents.

The weights are then input signals for the chosen discrete transform, cosine
or Fourier [6, 7].

Let for example the Fourier transform is applied:

Fk,t,d =
N−1∑
n=0

w(n)t,d exp
(
−j2πkn

N

)
, k = 0, . . . , N − 1 (3)

It transforms the input signal from the time or spatial domain to the frequency
domain. As a result of it, instead considering the weight of the term t in the bin
n of the document d, one consider the k-th frequency component Fk,t,d in this
document.



418 P.S. Szczepaniak and M. Pryczek

3 Fuzzy Weighting of Word Signals

Note that the word signal created according to the concept presented in the
section 2 strongly depends on the division of the document into bins. Different
number of bins causes diverse text partitions and consequently diverse vector
signals. Moreover, the method in its original form does not consider the impor-
tance of the word location within the document. The latter imperfection can
be improved when the following proposition is introduced. The idea is based on
the rather obvious observation. The human user usually have knowledge about
importance of words location for description of the document content. For exam-
ple, in scientific papers title, abstract, first one hundred words of the document
body, and summary are more important for the content identification than the
rest of the text.

Taking this general statement as departure point, we can introduce for each
given word t some function μt(k) with values in [0, 1] defined for the considered
text (document); example is given in Fig. 3

Fig. 3. Significance of words t1 and t2 depending on their location k within the docu-

ment (example)

For each word t from a given set T of words, the function μt

μt : K → [0, 1]

expresses the (subjective) degree of importance of word t ∈ T for definition of
the subject of the document when t is located on the position k ∈ K. The im-
portance varies from μt(k) = 0 for the complete unimportance to μt(k) = 1 for
the maximal significance. However, we should bear in mind that although in our
example the function is evidently defined for the integer numbers ks only, it is
depicted in a continuous form for clarity of presentation. Since all the sets of
words are finite than the set K is finite as well, and the pairs {μt(k), k} in terms
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of the fuzzy sets theory are called fuzzy singletons, cf. [9, 10]. Using the notation
common in the fuzzy sets theory, the fuzzy set Kt in K can be written as:

Kt = {μt(k), k} =
∑

k

μt(k)/k

where
∑

denotes the set of ordered pairs, and it should not be confused with
the standard algebraic summation.

Now, the degree of importance can simply be merged into the signal repre-
sentation of documents. Instead of consideration of discrete f(n)t,d , the values
f(n)t,d =

∑
k μt(k) become subject of processing. Let us remain that f(n)t,d de-

notes the count of term t in the spatial bin n of the document d. It may be used
directly for discrete transformation (for example Fourier) or the usual weighting
like (1), (2) may firstly be performed.

Fig. 4. Original {•} and modified {◦} word signals

The function determining the degree of importance may obviously be defined
for bins and then expressions of the form μt(n) · f(n)t,d are in use. This more
convenient way is shown in Fig. 4.

4 Summary

The Web is enormous, unlimited and dynamically changed source of useful and
varied kinds of information. The aspiration to meet an obvious need for effective
information retrieval by making improvements in the solutions offered by the
popular indexing engines is observed. The improvement is expected in both, re-
trieval accuracy and speed. For accuracy the method of text representation and
analysis is critical; for fastness apart from hardware, important is the processing
method for the prepared textual data. The discrete transformations allow to use
information about the spread of words throughout the documents. The proposed
modification reflects human knowledge about term position and structure of the
considered group of documents. Fortunately, it does not cause any substantially
increase of computational complexity. Note, that some data formats are more
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convenient when incorporation of sophisticated methods is aspired, cf. [11]. For
example, the RSS-supplied records always contain the same type of informa-
tion (headlines, links, article summaries, etc.) what makes the application of
importance weighting easier.
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Abstract. This paper presents a new approach to build recommenda-
tion systems. Multistrategy Inference and Learning System based on the
Logic of Plausible Reasoning (LPR) is proposed. Two groups of knowl-
edge transmutations are defined: inference transmutations that are for-
malized as LPR proof rules, and complex ones that can use machine
learning algorithms to generate intrinsically new knowledge. All oper-
ators are used by inference engine in a similar manner. In this pa-
per necessary formalism and system architecture are described. Pre-
liminary experimental results of application of the system conclude the
work.

Keywords: Recommendation system, adaptive web sites, multistrategy
learning, inferential theory of learning, logic of plausible reasoning.

1 Introduction

Developing adaptive web systems is a challenge for AI community for several
years [1]. A broad range of soft computing methods is used in this domain: neural
networks, fuzzy logic, genetic algorithms, clustering, fuzzy clustering, and neuro-
fuzzy systems [2]. This paper presents a completely new approach: a knowledge
representation and inference technique that is able to perform multi-type plau-
sible inference and learning. It is used to build a model of recommendation
system.

Multistrategy Inference and Learning System (MILS) proposed below is an
attempt to implement the Inferential Theory of Learning [3]. In this approach,
learning and inference can be presented as a goal-guided exploration of the
knowledge space using operators called knowledge transmutations.

MILS combines many knowledge manipulation techniques to infer given goal.
It is able to use a background knowledge or machine learning algorithms to pro-
duce information that is not contained in data. The Logic of Plausible Reasoning
(LPR) [4] is used as a base for knowledge representation.

In the following sections LPR and MILS are presented. Next, preliminary
results of experiments are described.
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2 Outline of the Logic of Plausible Reasoning

The core part of MILS is the Logic of Plausible Reasoning introduced by Collins
and Michalski [4]. It can be defined as a labeled deductive system [5] in the
following way.

Language consists of a finite set of constant symbols C, countable set of
variable names X, five relational symbols and logical connectives: →, ∧. The
relational symbols are: V,H,B, S,E. They are used to represent: statements
(V ), hierarchy (H,B), similarity (S) and dependency (E).

Statements are represented as object-attribute-value triples: V (o, a, v), where
o, a, v ∈ C. It is a representation of the fact that object o has an attribute a equal
v. Value v should be a subtype of attribute a. If object o has several values of a,
there should be several appropriate statements in a knowledge base. To represent
vagueness of knowledge it is possible to extend this definition and allow to use
composite value [v1, v2, . . . , vn], list of elements of C. It can be interpreted that
object o has an attribute a equal v1 or v2, . . ., or vn. If n = 1 notation V (o, a, v1)
is used instead of V (o, a, [v1]).

Relation H(o1, o, c), where o1, o, c ∈ C, means that o1 is a type of o in a
context c. Context is used for specification of the range of inheritance. o1 and o
have the same value for all attributes which depend on attribute c of object o.
To show that one object is below the other in any hierarchy, relation B(o1, o),
where o1, o ∈ C, should be used.

Relation S(o1, o2, c) represents a fact, that o1 is similar to o2; o1, o2, c ∈ C.
Context, as above, specifies the range of similarity. Only these attributes of o1

and o2 have the same value which depend on attribute c.
Dependency relation E(o1, a1, o2, a2), where o1, a1, o2, a2 ∈ C, means that

values of attribute a1 of object o1 depend on attribute a2 of the second object.
Using relational symbols, formula of LPR can be defined. If o, o1, ..., on, a,

a1, ..., an, v, c ∈ C, v1, ..., vn are lists of elements of C, then V (o, a, v), H(o1,
o, c), B(o1, o), S(o1, o2, o, a), E(o1, a1, o2, a2), V (o1, a1, v1) ∧ ... ∧ V (on, an, vn)
→ V (o, a, v) are formulas of LPR. To represent general rules, it is possible to
use variables instead of constant symbols at object and value positions in impli-
cations.

To manage uncertainty the following label algebra is used:

A = (A, {fri
}). (1)

A is a set of labels which estimate uncertainty of formulas. A labeled formula is
a pair f : l where f is a formula and l ∈ A is a label. A set of labeled formulas
can be considered as a knowledge base.

LPR inference patterns are defined as classical proof rules. Every proof rule
ri has a sequence of premises (of length pri

) and a conclusion. {fri
} is a set of

functions which are used in proof rules to generate a label of a conclusion: for
every proof rule ri an appropriate function fri

: Apri → A should be defined.
For rule ri with premises p1 : l1, ..., pn : ln the plausible label of its conclusion is
equal fri

(l1, ..., ln). Example of plausible algebra can be found in [6].
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There are five main types of proof rules: GEN , SPEC, SIM , TRAN and
MP . They correspond to the following inference patterns: generalization, spe-
cialization, similarity transformation, transitivity of relations and modus ponens.
Some transformations can be applied to different types of formulas, therefore in-
dexes are used to distinguish different versions of rules. Formal definitions of
these rules can be found in [4, 7].

3 Multistrategy Inference and Learning System

The core element of MILS is the inference engine. Its input is a LPR formula that
is an inference goal. Algorithm builds the inference chain using knowledge trans-
mutations to infer the goal. Two types of knowledge transmutations are defined
in MILS: simple (LPR proof rules), and complex (using complex computations,
e.g. rule induction algorithms or representation form changing procedures).

A knowledge transmutation can be represented as a triple: (p, c, a), where
p is a (possibly empty) list of premises or preconditions, c is a consequence
(pattern of formula(s) that can be generated) and a is an action (empty for
simple transmutations) that should be executed to generate the consequence if
premises are true according to the knowledge base.

Every transmutation has a cost assigned. The cost should represent trans-
mutation’s computational complexity and/or other important resources that are
consumed. Usually, simple transmutations have low cost and complex ones have
high cost.

MILS inference algorithm is a backward chaining that can be formalized as a
tree searching. It is a strict adaptation of LPR proof algorithm [7], where proof
rules are replaced by more general knowledge transmutations. It is based on the
AUTOLOGIC system developed by Morgan [8]. To limit the number of nodes
and to generate optimal inference chains, algorithm A* is used.

4 Preliminary Experimental Results

In experiments, model of a web version of a newspaper is considered. Its aim is
to present articles to users. Users should register before they can read articles.
During registration they fill preferences form, but they are not forced to answer
all the questions. As a result, model of the user is not complete but the level
of noise is low. Missing values can be inferred when they are necessary using
machine learning algorithms.

Architecture of the system is presented in Fig. 1. Users’ preferences and
background knowledge are stored in KB. When user requests for an index page,
all articles are evaluated using MILS to check if they are interesting to the user.
If a new knowledge is learned using complex operators during this evaluation, it
is stored in KB.

Knowledge generated by complex transmutations can be also used for other
purposes. E.g. it can help to present appropriate advertisements for the current
user.
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Fig. 1. System architecture

In the current version of software only one complex and several simple knowl-
edge transmutations are implemented. Complex one is a rule generation trans-
mutation based on Michalski’s AQ algorithm [9]. All derived and stored formulas
have uncertainty and other factors assigned. Label algebra used is very simple
and because of the lack of space it is not presented here. Cost of MP transmu-
tation is 0.2, cost of SPECo→ is 0.3. The rest of simple transmutations have
cost 0.1. The complex transmutation has the highest cost: 10.

Background knowledge consists of hierarchies used to describe articles (its
topic, area, importance, and type) and users (gender, job industry, job title,
primary responsibility, company size, area of interest, topic of interest), and
several similarity formulas, e.g.

S(computerScience, telecommunication, topic). (2)

There are also implications that are used to recommend articles. Three of them
are presented below (U,A,R, T are variables):

V (U, article, A) ← V (A, importance, high), V (U, jobIndustry, finance) (3)

V (U, article, A) ← V (U, jobIndustry, it), V (A, topic, computerScience) (4)

V (U, article, A) ← V (A, area, R), V (U, area, R), V (A, topic, T ), V (U, topic, T ) (5)

First rule can be interpreted as follows. User U is interested in article A if the
article is important and the user job industry is finance. Second rule says that
users working in IT are interested in articles about computer science. Third rule
checks if article’s topic and area are equal to user’s topic and area of interest.

Data about twenty users and ten articles are stored in KB. Attributes of
chosen three articles are presented in Table 1. Question mark means that the
the value of attribute is not known and corresponding statement is not present
in KB.

Table 1. Chosen Article Attributes

Article Topic Area Importance Type Recommended

a1 politics ? high news yes
a7 telecommunication ? low news no
a9 economy USA medium report yes
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Let us trace reasoning of the system for user u1 that is described by the fol-
lowing attributes: gender = female, job title = manager, job industry = banking,
primary responsibility = human resources, area = North America. Other user
preferences are unknown.

Status of article a1 represented by a goal formula V (u1, article, a1) is in-
ferred using implication (3). First premise is matched to a statement V (a1,
importance, high) from KB. Second premise, V (u1, jobIndustry, finance), is
generated using value generalization transmutation (GENv), because banking is
below finance in the hierarchy.

The article a7 would be recommended if u1 job was IT. In such case implica-
tion (4) would be used and a statement V (a7, topic, computerScience) would be
derived from V (a7, topic, telecommunication) and similarity formula (2) using
value similarity transmutation (SIMv).

Proof for the third goal V (u1, article, a9) is generated using implication (5).
Article attributes are stored in KB. Statement V (u1, area, USA) is inferred us-
ing value specialization (SPECv), because USA is below North America in the
hierarchy. Derivation of V (u1, topic, economy) is more complicated. This state-
ment is not supplied in user u1 preferences, and it is not possible to derive it
using simple transmutations. This is why complex transmutation AQ is used. It
generates rules that allow to predict topic using other user attributes. One of
rules generated is presented below:

V (user, topic, economy) ← V (user, jobIndustry, finance) (6)

It can be applied for user u1 after specialization (application of SPECo→) that
replaces symbol user with its descendant u1. Its premise is inferred using GENv

like above.
As we can see, system is able to infer plausible conclusions, automatically

applying machine learning when necessary. Because system consists of on-line
module only, the learning process can cause delays in responses to user requests.
When such delays can not be accepted, inference engine should be modified to
save information that some learning proces has to be performed and this process
can be executed later.

5 Conclusions and Further Works

Multistrategy Inference and Learning System based on LPR can be used as a tool
to build recommender systems. Such an approach has several advantages. Only
one common knowledge representation and one KB is used to store user models,
background knowledge, and user access history. All inference processes can be
made using the same inference engine. This technique seems to be promising in
adaptive web sites construction.

Further works will concern adding other simple and complex transmutations,
such as other rule induction algorithms, and clustering methods that can be used
to generate similarity formulas. On the other hand, simplification of the LPR
formalizm is considered (e.g. dependency relation will be probably omitted). To
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extend system capabilities, user activity (attributes of read articles) will be used
to build user models.

Current system is written in Prolog, what makes problems in debugging and
further development. It will be rewritten in Java or C++. Next, it will be tested
more intensively. Other applications in adaptive web domain will be examined.
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7. Śnieżyński, B.: Proof searching algorithm for the logic of plausible reasoning. In
K�lopotek, M., et al., eds.: Intelligent Information Processing and Web Mining. Ad-
vances in Soft Computing, Springer (2003) 393–398

8. Morgan, C.G.: Autologic. Logique et Analyse 28 (110-111) (1985) 257–282
9. Michalski, R.S.: AQVAL/1 – computer implementation of a variable valued logic

VL1 and examples of its application to pattern recognition. In: Proc. of the First
International Joint Conference on Pattern Recognition. (1973)



User Activity Investigation of a Web CRM
System Based on the Log Analysis
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Abstract. There are many tools for the analysis of Web system log files
based on statistical or web mining methods. However they do not always
provide information specific for a given system. In the paper special
method for investigation of the activity of web CRM system users is
presented. The method has been designed and implemented in the web
CRM system at a debt vindication company. There was basic foundation,
that analysis should be carried in three time groups, i.e. working days in
hours of work, working days beyond hours of work and idle days. Besides,
system should make it possible to perform analysis for a chosen employee,
position, day, hour and CRM system file. The results of investigation
allowed to reveal anomalies in staff activity, what was not possible using
common web log analyzer.

1 Introduction

For years web logs have been the objects of numerous investigations which have
provided valuable information used among others to assess quality of web site
design, to trace user behaviour, to detect intrusions or adapt page content to
user profiles [2,4,6,7,9]. To carry research many tools and methods have been
developed. These tools are based on statistical web log analysis and the meth-
ods of web log mining [1,5]. One of the most popular and rich in functions
web log analyzers is the AWStats [3]. It enables to explore the logs of WWW,
ftp and mail servers. Using the AWStats to investigate staff activity of a debt
vindication company on the basis of Web CRM system logs has proved to be un-
satisfactory [8]. So that, in order to obtain information needed by the company
management, a new analytical module for the CRM system has been designed
and implemented. Specific method has been elaborated to make it possible to
compare the activity of individual employee and individual position with the
average activity within an hour, a day, a month. Detailed data of the system
usage have been collected from the start of its operation. Firstly, the Apache
web server maintains logs of all requests. Its monthly logs are saved in text files
of the size of approximately 500 MB. Secondly, the PHP code contains an audit
procedure which is executed before each script. This procedure writes its own
log which holds information of a user, data he sent to forms, etc. Results of
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exploration of data from the period of the month of May 2004 contained in this
log are discussed in the present paper.

2 Purpose and Method of the Analysis

Analysis of the behaviour of employees is very important, because it provides a
big amount of information which can be used to assess and compare their work
as well as to find irregularities in their work. An anomaly takes place in such
period of time, when an employee works otherwise than his colleagues or than
he worked earlier. May be something wrong happens, for example a salesman
intends to quit work and collects data of company clients. Important is also to
know how heavily the system is used, because then it may be possible to prevent
the situation, when overloaded system disturbs staff to work efficiently. The us-
age of the CRM system was explored using the AWStats analyzer [3]. However
information delivered by the AWStats proved to be insufficient to analyze be-
haviour of employees [8]. In order to obtain information needed by the company
management, a special module of analysis has been designed and programmed.
There was basic foundation, that analysis should be carried in three time groups,
i.e.

– working days in hours of work,
– working days beyond hours of work,
– idle days.

In order to optimize the effectiveness of data processing, all data were aggre-
gated for each hour of each day. Moreover, two fields were added to determine
working days and working hours. In order to be able to compare data the mea-
sure of mean unit activity (MUA) was defined. The MUA is a number of file
accesses within successive hour in a given day falling on one user operating this
time. For example the MUA of 20 at sixteen o’clock on May 6th means that
the average number of file accesses per one user within this hour was 20. The
analysis was carried out for data for the period of May 2004. Within this month
the Web system was loaded heavily mainly during working days and the number
of users was between 50 and 60. Every day the server received from 25 to 30
thousand requests, what generated 200-300 MB of data transfer. It means that
for a working days there was approximately 1 request per second and the loading
about 10 KB. So the monthly data transfer reached 5 GB.

3 Results of the Investigation

3.1 The Analysis of Daily Activity

The purpose of first series of analysis was to show how the activity changed on
a day-by-day basis within one month. Figures 1 and 2 show the distribution of
activity (MUA) on working days in hours of work and working days beyond hours
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Fig. 1. Daily activity of whole staff during working days in hours of work in May 2004

Fig. 2. Daily activity of whole staff during working days beyond hours of work

of work respectively. At first sight, it can be seen, that activity was unnatural
big beyond hours of work on May 6th.

Further analyses of the activity of work postings enabled to detect the posi-
tion of work and the employee responsible for this anomaly (Fig. 3). In Figure 3
the dashed line shows the activity of all postings while the continuous line
presents the activity of the first posting only.

3.2 The Analysis of Hourly Activity

The analysis provides information of what is the distribution of staff activity on
individual hours of a day. Figure 4 shows how the activity changed on a hour-
by-hour basis during working days in May 2004. It can be easily noticed, that
working day began at eight o’clock and ended at sixteen o’clock. The anomaly
of greater activity at nineteen o’clock can also be noticed. But the Figure 5
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Fig. 3. Daily activity of the first posting in May 2004

Fig. 4. Hourly activity of whole staff during work days in May 2004

presenting hourly activity on May 6th indicates the anomaly clearly. In the
Figure 5 a continuous line shows the activity on a given day, while a dashed
line presents an average activity within whole month. It can be seen that until
seventeen o’clock daily activity was similar to monthly one, but later it started
to increase.

3.3 The Analysis of the Activity of Position, Employee and File

The analysis of the activity of position revealed that the activity of first position
(negotiators) did not conform to the average activity. It led to the conclusion that
exactly the negotiators were responsible for the anomaly. The graphs represent-
ing the behaviour of individual employees allowed to determine which negotiator
worked abnormally. In turn the graph in Figure 6 indicated which files were used
heavily that day. It turned out later, that instead of performing his usual work,
the negotiator was describing the content of fax documents.
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Fig. 5. Hourly activity of whole staff on May 6th

Fig. 6. File activity on May 6th beyond working hours

4 Conclusions and Future Works

All the tools and functions implemented to trace the behaviour of the company
staff have proved to be useful. The anomalies could be detected and observed
thoroughly. Due to the possibility to filter data and to compare individual data
with average values, new information has been revealed. Such information was
not available using common web log analyzer. The analysis carried separately
for working days and idle days as well as for working hours has also turned out
helpful. Using the measure of mean unit activity (MUA) has produced statistics
on which anomalies were shown clearly. It is planned to develop new analytical
functions of our tools, as the possibility to define the range of days, hours, groups
of employees and files. In order to make our investigations closer to human
perception of time new fuzzy time periods have been designed. They are night,
dawn, morning, lunch time, afternoon and evening. The definitions of the fuzzy
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Fig. 7. Fuzzy definitions of time periods

time periods are shown in Figure 7. Besides, implementing of some intelligent
mechanisms will enable us to detect anomalies automatically.
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Abstract. In this paper, we present a composition framework of web
components that can be used to specify and implement composition pro-
cess of web components based on organization. We first , discuss the
principle and process of web components in terms of organization/role.
Then We present a conceptual framework for web components composi-
tion that incorporates the specification of global organizational charac-
teristics with individual aims and capabilities .The framework consists
of three interrelated models each describing different aspects of com-
position framework. The organizational model describes web component
group with respect to roles, constraints and interactions rules. The social
model populates the group with actual web components that realize the
objectives of the group by enacting role(s) described in the organizational
model. the interaction model describes the interaction commitments be-
tween those web components . Finally ,we make a comparison between
this framework with others.

1 Introduction

As a new paradigm ,web components aims at developing services-oriented soft-
ware systems[1]. Owing to its autonomy and intelligence(goal-directed , proactive
etc.), it makes composition process of web components become practical and be
easy to achieve. However, the autonomy of the web components also has a down-
side. If one creates a system with a number of autonomous web components it
becomes unpredictable what the outcome of their interactions will be. This so-
called emerging behavior can be interesting in settings where the composite web
components is used to simulate a group of people and one tries to find out which
factors influence the overall behavior of the system. E.g. some studies have been
done in which groups of selfish web components are compared with coopera-
tive web components. (In general the system with cooperative web components
produces better results for the individual web components).However, in settings
where the composite web components is used to implement a system with a
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specific goal one does not want this emergent behavior to diverge from the over-
all goal of the system.

In order to limit the autonomy of the web components in these situations
and ensure a certain behavior of the overall system we need such an composition
framework that can make allowable interactions between the web components
under certain “norms”. Of course it is important that we also define how the web
components use these norms to govern their behavior. It is luck that organization
theory can solve this problem . We can build a composition framework to describe
the system composed by web components from an organizational perspective.

An organization can be defined as a specific solution created by more or less
autonomous actors to achieve common goals. Social interaction emerges from a
set of negotiated social norms and is regulated by mechanisms of social control.

n important element of organizations is the concept of role. A role is a descrip-
tion of an abstract behavior of web components. A role describes the constraints
(obligations, requirements, skills) that an web components will have to satisfy to
obtain a role, the benefits (abilities, authorization, profits) that an web compo-
nents will receive in playing that role, and the responsibilities associated to that
role. A role is also the placeholder for the description of patterns of interactions
in which an web components playing that role will have to perform.

In this paper we will explore how to design a composition framework of web
components based on organization.

The structure of this paper is as follows. First , we will introduce the role
of web components composition framework (section 1). Then , we will discuss
Principles of designing composition framework (section 2).In the following , we
will give a concept model of web components composition framework (section
3) . Finally ,we make a comparison between this framework with others and
conclude with a summary.

2 Principles of Designing Composition Framework

With organization and role, we can discuss how to build composition framework
.First we will refer to what the advantages the method is . Then we will give
some principles and designing process.

The main principles of designing composition framework is as follow:

Principle 1: The organizational level describes the “what” and not the
“how”. The organizational level imposes a structure into the pattern of web
components’ activities, but does not describe how web components behave.

Principle 2: No web components description and therefore no mental issues
at the organizational level. The organizational level should not say anything
about the way web components would interpret this level. Thus, reactive web
components as well as intentional web components may act in an organization.

Principle 3: An organization provides a way for partitioning a system, each
partition (or groups) constitutes a context of interaction for web components.
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This design method has many advantages First, it defines a clean separation
between the web components and the organization in which the web components
works, which in turn simplifies each design. Secondly, separating the organization
from the web components allows the developer to build a separate organizational
structure that can enforce the organizational rules. This is especially critical in
open systems where we do not know the intent of the web components working
within the system.

The process of organizational design comprises four related activities:

(1) Task specification and decomposition: the overall task of an enterprise is
divided into elementary subtasks. A subtask is called elementary if and only
if it can be solved by processing one single function.

(2) Selecting and integrating subtasks: Next, subtasks exhibiting similar charac-
teristics (e.g., operating on the same object, requiring the same type of skill,
etc.) are grouped together in order to create coherent bundles of subtasks
that can be mapped to individual actors or to circumscribed actor teams.
Each of these bundles provides a base to formally define an organizational
position.

(3) Selecting and clustering positions (organizational units): Organizational po-
sitions exhibiting similar characteristics (e.g., operating on the same object,
requiring the same type of activity, etc.) or having close interdependencies
are grouped together in order to create organizational units. Typical options
are grouping by product and by function. This process repeats until posi-
tions and organizational units are integrated into an organizational structure,
which may be a hierarchy.

(4) Linking actors to positions: Finally, each position needs to be filled with an
actor exhibiting an individual profile of skills which matches with the task
profile represented by the position.

3 A Concept Model of Composition Framework of Web
Components

This model describes an composition framework in three levels.

1. Organizational model (OM): it describes the desired or intended behavior
and overall structure of the society from the perspective of the organization
in terms of roles, interaction scripts and social norms.

2. Social model (SM): it populates the organizational model with web compo-
nents that are mapped to roles through a social contract. Social contracts
describe the agreed behavior for an web components within the society in
terms of externally observable events. Web components enacting a role are
called actors.

3. Interaction model (IM): it speci¯es interaction agreements between actors
and describes the actual behavior of the society.

The relation between these models is depicted in[2] In general, roles interact
with each other in different interaction scenes. For the sake of simplicity, in this
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paper we assume that an organizational model consists of only one interaction
scene. That is, the society structure is completely defined by a set of roles. In
the rest of this section, we will informally describe the concepts of role and web
components as used in the Web components Society Model and introduce the
working example which will be used in the rest of the paper.

Roles
Roles are one of the basic components of an organizational model. A role is the
abstract representation of a policy, service or function. Role descriptions in the
organizational model identify activities and services necessary to achieve society
goals and enable us to abstract from the individuals that eventually will enact
the role. Furthermore, roles must describe the necessary capabilities that must
be performed by any web components enacting that role. Roles are organized
into a role-relationship network.

In our model, roles can be seen as place-holders for web components and rep-
resent the behavior expected from web components by the society design. Roles
are specified by goals, norms, and interaction rules. The goals of a role describe
the results that the role enacting web components must seek to obtain. They are
equal to what in other approaches such as[3] are called the responsibilities of the
role. Norms of a role specify the obligations and prohibitions of the role enacting
web components. Interaction rules describe the interaction between roles and
specify how role enacting web components should interact with each other.

Web Components
In our model, web components are active entities that are able to enact roles de-
scribed in the Organizational Model. Web components join a society by adopting
some of its roles. In order to be able to take up a role in the society, it is neces-
sary for an web components to alter (extend, modify or limit) its own behavior
such that it will react within the society in ways that are in accordance to the
expectations of the role.

3.1 Organizational Model

The organizational model specifies the structure of an web components society
in terms of externally observed behavior and components. We define an orga-
nizational model as a tuple OM = (R, CF, I, N), where R is the set of role
descriptions, CF is the communicative framework, I is the set of scripts for in-
teraction scene and N is the set of society norms or rules. The elements of OM
can be referred to by:

roles(OM) = R
communication framework(OM) = CF
interactions(OM) = I
norms(OM) = N

3.2 Social Model

The interaction structure as specified in the organizational model indicates the
interaction possibilities for web components at each stage and the consequences
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of their choices. However, further representation of commitments between web
components is necessary in order to verify the ‘run-time’ behavior of the society.
Commitments enable actors to know how to proceed if the norm is violated
but first of all indicate to the web components what behavior they can expect
from the other web components. In this way, coordination can become possible.
Therefore, a formal language for specification of commitments is needed in order
to be able to evaluate and verify web components interaction. We define a social
model as a tuple:

SM = (OM, WC, M), where OM is an organizational model of an web compo-
nents society, WC is a set of web components and M is the set of social contracts
mapping web components in WC to roles. M represents the accepted agreements
for role-playing or contracts between web components and the society as of their
presence in the society.

A social contract SC: A×goles(OM)*→ g describes the conditions and rules
applying to an web components enacting role(s) in the society. C is the set of
contract clauses, defined as a tuple (P, N, V, S, T) where P is the set of pre-
conditions, N is a logical expression defining a deontic-modality describing the
role to be played by the web components, V is a time expression defining the
validity of the clause, S defines the possible states of the contract clause, and T
gives the transition rules between states.

Informally, social contracts must determine the operational roles and social
norms applicable to an web components that is going to play a role in the society.
Social contracts must describe:

Role(s) to be played by web components
Rules and interaction structures involved
Time period
Price and/or Conditions for web components action as enactor of role

3.3 Interaction Model

We define the interaction model of an web components society as a tuple IM =
(SM, IC), where SM is a social model and IC the set of interaction contracts be-
tween web components in SM. An interaction contract IC: web components(SM)*
→C describes the conditions and rules applying to interaction between web com-
ponents in the web components society. C is the set of contract clauses as above.
In the some way social contracts describe the roles and norms applicable to an
web components as enactor of a role in the society, interaction contracts describe
the operational roles and social norms applicable to the interaction between web
components. Interaction contracts have two or more contractors and must de-
scribe:

Description of the agreement(s)
Rules and interaction structures involved
Time period
Price and/or Conditions for action of each web components.
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4 Conclusions

Research on web components(web services) composition has become a hot topic
now. Mostly they are focus on how to compose web services , for example,
Web Services Modeling Framework (WSMF)[4], DAML-S [5], BPEL4WS [6] and
BPML [7]. The common point of them is centered on business logic and regarded
web services static entity with explicit interface. Pires, P considered web com-
ponents as a package mechanism and presented a concept of composition logic
accomplished by XML[8]but without referred to dynamic of services. From view
of organization , we present an composition framework of web components in
this paper. It can easily balance between global behavior of organization and
local behavior of web components, and can make use of the autonomy and intel-
ligence of web components. It is useful in process of developing services-oriented
software systems.
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Abstract. In this paper we present the design goals and implementation
outline of Carrot2, an open source framework for rapid development of
applications dealing with Web Information Retrieval and Web Mining.
The framework has been written from scratch keeping in mind flexibility
and efficiency of processing. We show two software architectures that
meet the requirements of these two aspects and provide evidence of their
use in clustering of search results.

We also discuss the importance and advantages of contributing and in-
tegrating the results of scientific projects with the open source community.

Keywords: Information Retrieval, Clustering, Systems Design.

1 Introduction

With a few notable exceptions, software projects rooting from academia are of-
ten perceived as useful prototypes, spike-solutions to use a software engineering
term, that provide proofs for novel ideas but turn out to be unusable in produc-
tion systems. In Carrot2 we made an attempt to provide a useful, flexible and
research-wise interesting system that can be efficient enough to satisfy real-life
demands of commercial deployments. Two different software architectures coex-
ist in the system: the XML-driven architecture is aimed at flexibility and ease
of use, the local-interfaces architecture, developed later, targets the efficiency of
processing.

Carrot2 is mostly known for its Web search results clustering components,
which successfully compete with commercial clustering solutions, such as Vivi-
simo or iBoogie (Carrot2 was written at the same time Vivisimo was first re-
leased). The goal of this paper is to provide some insight into the internal archi-
tecture of Carrot2 and to show that the applications of the framework are not
limited to search results clustering only.

2 Goals, Design Assumptions and Requirements

The primary goal of Carrot2 was to enable rapid research experiments with novel
text/web mining techniques. To minimize the effort involved in implementation
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and evaluation of a new algorithm, Carrot2 provides ready-to-use implementa-
tions of the most common text processing tasks, such as:

– an efficient JFlex-based (http://jflex.de/) text tokenizer,
– tigram-based language identification [1]
– stopword filtering, stemming for 7 languages,
– search engine interfaces (HTML scraping, API access),
– access to test collections, e.g. Open Directory Project data (http://dmoz.

org),
– presentation of results (HTML rendering) and automatic quality measure-

ments.

Additionally, Carrot2 contains implementations of a number of search results
clusteringalgorithms, includingclassicagglomerativetechniques(AHC),K-means,
fuzzy clustering [2], biology-inspired clustering [3], Suffix Tree Clustering (STC)
[4] and Lingo [5].

To be truly useful in both research and production settings, Carrot2 had to
meet a number of requirements:

Component Architecture. The project should be a library; a set of components
with clearly established communication interfaces and all the infrastructure needed to
combine them into useful applications. Some of these applications should be provided
as demonstration and proof-of-concept.

Flexibility. Components should be relatively autonomous and easy to reconfigure and
customize. That is, components can be taken out of the project and put into other
software easily.

Language and OS Independence. It should be possible to reuse components for
systems written in any language and working on any operating system.

High Performance. The infrastructure in which the components cooperate should
impose as little additional overhead as possible. In other words: efficient components
combined together should produce an efficient system.

Permissive Licensing Options. Certain open source licenses impose rigorous re-
strictions on derivative works. The framework and any third party libraries it includes,
should be covered by a permissive license that lets everyone use the framework, or its
subcomponents in other software (commercial or open source).

3 Overview of the Design and Implementation

3.1 Framework’s Fundamental Elements: Components

Central to the architecture of Carrot2 is the notion of a component. The task of an
input component is to acquire, or generate data for further processing based on some
query (usually typed by a human). Examples of input components include search engine
wrappers, test collections or even components returning random data. Filter compo-
nents transform the data in some way. Examples include text segmentation, stemming,
feature extraction, clustering or classification. Output components are responsible for
consuming the result of previous components. Output components usually present the
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Fig. 1. Query processing in XML-based and local interfaces communication schemes

result to the human user, but may also process the result automatically as in bench-
marking applications or tuning. A controller component combines other components
into a processing chain: an ordered list of components where data obtained by an input
component passes through a number of filtering components and is finally consumed
by an output component.

3.2 Two Architectures for Component Communication Layers

Flexibility is usually achieved at the cost of performance and performance rarely goes
along with flexibility. The mutually exclusive requirements are reflected in the frame-
work’s two different component communication layers: one design was aimed at lan-
guage independence, component distribution and flexibility (XML-based architecture)
the other was targeted at efficiency of processing (local interfaces architecture).

XML-Based Architecture. In the XML-based architecture, components commu-
nicate solely using HTTP POST requests, exchanging custom XML messages (an ap-
proach similar to XML-RPC protocol). The communication is mediated by the con-
troller component that knows the order of components to invoke from the current
processing chain (see Figure 1). This communication scheme is characterized by the
following features:

– components can be easily distributed – the controller component takes care of
remote components’ invocations, regardless of their physical location;

– components can be written in virtually any programming language that supports
rudimentary elements of XML parsing and HTTP protocol;

– data-centric processing; components may not know how or where the data is pro-
duced. The only required information is the format of the input and output XML
files;

– configuration and order of components in a processing chain takes place at the level
of the controller component. This makes load balancing and component failover
quite trivial to achieve.

Local Interfaces Architecture. The XML-based architecture provides a great
deal of flexibility with implementation and configuration of components. Alas, it also
involves much cost in parsing/ serialization of XML files and network transfers. For
production systems, an alternative solution had to be found.

We designed local interfaces architecture that stands for a very general concept of
combining components using local method calls rather than network APIs. Note that
from the viewpoint of the framework, nothing is known about these method calls – their
signatures are not available for the framework until the components are assembled in
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a processing chain at runtime – this poses a very interesting design challenge. We have
identified the following key criteria driving the local interfaces design:

Local Method Calls. Local method calls are the key to achieving high performance.
Data must not be passed via bounded buffers, but directly from component to compo-
nent.

Memory/Object Reuse. Intense memory allocation/ garbage collection slows down
any application by a factor of magnitude. The design must provide means to reuse
intermediate component data from request to request.

Incremental Pipelines. Components may not need all of their successors’ data at
one time. Data should be passed between components as soon as possible.

Flexible Data Types. Components should be able to exchange any data they need
(using local method calls). The framework should provide means for this to happen
with no extra overhead.

We separated the communication between components into system and application-
related method calls. System-related calls are defined at the core Carrot2 level. They
include component lifecycle management methods and request-lifecycle methods; all
components must implement these. Application-related method calls are unspecified,
the components must perform an initial ‘handshake’ to establish their compatible meth-
ods.

At runtime, each processing chain is assembled dynamically by the controller com-
ponent in the following way: each component knows its direct successor in the process-
ing chain and itself expects data from its predecessor. Each component also declares its
capabilities and capabilities it requires from the predecessor and successor component.
A processing chain is successfully assembled only if capabilities of all components are
pairwise compatible.

Capabilities are usually used to denote data-specific interfaces (with arbitrary
method signatures) to perform a narrowing cast from an abstract component to a
specific required type that lets the components communicate directly. For example, a
component declaring RawDocumentConsumer capability may also declare a Java method
void nextDocument(RawDocument document) that would accept a new document from
its predecessor. The predecessor component, knowing its successor must be a raw doc-
ument consumer, will simply cast the successor’s object reference to a known interface
and invoke the data-specific method nextDocument repeatedly for each new incom-
ing document. This ‘custom’ communication between components is depicted as gray
arrows in Fig. 1.

Each processing chain is assembled only once for all queries, so the casting and
verification of capabilities overhead is minimal. After that, everything is already known
and configured – almost no overhead at all is imposed by the framework at runtime.
This makes local method calls extremely fast.

4 Examples of Practical Deployment and Use

We developed Carrot2 to be a generic framework, but we also provided several im-
plementations of components serving for clustering of search results: clustering algo-
rithms, input (search engine wrappers) and output (XML/XSLT generators) compo-
nents. Shortly after publishing the framework, we received a great deal of positive
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Fig. 2. Screenshots from commercial and open source software using Carrot2 clustering
and linguistic components (marked with red circles)

feedback from the research community. New research projects and papers were based
on the foundation of the Carrot2 architecture: an ant-colony document clustering al-
gorithm [3] or a rough set approach to clustering documents from the Web [2]. Appli-
cations reusing certain components of the system were presented [6]. The framework
was used as a testbed for cross-comparison of existing algorithms [7].

We were equally pleased to observe substantial commercial interest in Carrot2 and
its selected components (see Figure 2 for screenshots of systems that somehow in-
tegrated Carrot2 components). The project’s clustering components (with local con-
troller components) were also swiftly integrated in other open source projects: Lucene
(http://jakarta.apache.org/lucene), Nutch (http://www.nutch.org) and Egothor
(http://www.egothor.org).

5 ‘Open Sourcing’ Academic Software

From the very beginning, development of Carrot2 followed the principles of open source
software. The project is licensed under very permissive BSD license and hosted at
SourceForge (http://carrot2.sourceforge.net). Communication among the devel-
opers and support for users community is provided through a mailing list. Public CVS
access to source code and continuous integration facility (nightly builds and a demo)
are also provided (http://carrot.cs.put.poznan.pl).

Our experience with Open Sourcing the software has been very positive. We espe-
cially appreciate broad interest and support from the user community – both academic
and commercial. Releasing academic software as open source helps to confront it with
real requirements and expectations of Web users. It also helps to make the software
last longer and gain a wider audience by integration with other Open Source products
– something the community is more than willing to undertake if there are evident gains
from such fusions.
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6 Summary and Conclusions

We have presented requirements and two different architectures for an efficient and
flexible component-based software framework for simplifying the development of Web
information retrieval and data mining applications. The presented ideas have been
implemented and published as an open source project that spawned other research and
commercial projects.
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Abstract. The traditional composition of web services is lack of seman-
tic, the semantic web services composition makes use of semantic, but in
the various research done here and abroad, the sequential and parallel
compositions of services are seldom touched upon in terms of seman-
tic matching. In order to address this deficiency, this paper proposes a
service composition mechanism based on multi-dimensional user model.
It realizes the sequential and parallel service composition. Employing
this mechanism of service matching is beneficial to the realization of the
service composition on the semantic web.

1 Introduction

Service composition is a key challenge to manage collaboration among web
services[1]. It is an exciting area which has received a significant amount of
interest. Recently, some work tries to solve the service composition problem by
using planning techniques based on theorem proving(e.g. SWORD[2]), but these
approaches assume that the relevant services description are initially loaded into
the reasoning engine and that no discovery is performed during composition. Re-
ferring to the mentioned existed problems, this paper refers to semantic matching
algorithm of semantic web service based on heuristic[3], emphasizes the two basic
models of service composition. In the rest of this paper, we will give a summary
about Description Logic and OWL-S, the main content of services composition
and the next step of the future work.

2 Description Logic and Semantic Web Services
Language

Description logic is objects-based formalization of knowledge representation. Be-
cause one of the most important applications of DL is to determine whether there
is composition relation among existed conceptions. Therefore, the hierarchy of
conception can be constructed.

� Sponsored by the Natural Science Foundation of China (No. 60472093).

P.S. Szczepaniak et al. (Eds.): AWIC 2005, LNAI 3528, pp. 445–450, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



446 Y. Xing, Y. Li, and X. Yu

OWL-S is a semantic web services description language that enriches web ser-
vices descriptions with semantic information, which is organized in three mod-
ules: ServiceProfile, ServiceModel and ServiceGrounding. OWL-S realizes the
explicit formalized expression of web service properties and functions.

3 Semantic Composition

Three parts realize this process: designing the user’s model, constructing the ser-
vice ontology, realizing the service composition based on the matching algorithm.

3.1 Designing of the User’s Model

The details of the user model are as following: M =< D,V,W >. In this model,
D =< D0, D1, ...,Dn > denotes a multi-dimension set of the user, Di describes
some aspect of the user. V =< V1, V2, ..., Vn >, Videnotes the proper set of values
corresponding to the Di in M, Vi = {v|v = E(Di)}in which E(Di) denotes
the admitted values of the Didimension.W =< W1,W2, ...,Wn >denotes the
weight value corresponding to the Di in M, which reflect the importance of this
dimension. Wi=F(xi, yi) (i=1,. . . ,n).F(x, y) is a function used for returning the
weight value of the Di.

In addition, to every user, we also need to set up a requirement profile
P based on the user models M to monitor the users’ behavior. As follows:
P = {E1(D1), E2(D2), . . . , En(Dn)}.Ei(Di) ⊆ E(Di).This profile can evolve
through monitoring the users’ behaviors. This process is: Give a user U1 , and
regard every service composition as a session, then in session K, user U1’s behav-
ior H1,K is: H1,K = (h1, h2, . . . , hn).h1 ∈ E1(D1), h2 ∈ E2(D2), . . . hn ∈ En(Dn).

The behavior of user U1 after q-steps sessions is Hl,k+q={h1+q,. . . ,hn+q}. We
introduce the variable Δ1,K→K+qshow the changes of behavior of user U1 after
q-step sessions: Δ1,K→K+q = H1,K+q−H1,K . We ascertain whether the profile of
user U1 make changes by Δ1,K→K+q, if Δ1,K→K+q = φ||(Δ1,K→K+q + P ) ⊆ P ,
the profile doesn’t change, otherwise user’s profile will change, and new user’s
requirement profile will be created: P’. As shown above, profile’s evolution can
be achieved.

3.2 Construction of Service Ontology

In this paper, we need to construct three kinds of ontology. They are as follows:
Initial service ontology: The initial service ontology is constructed based on

the initial information of the users and the users’ model.
Service ontology: They are registered web services including atomic and com-

posite services.
Object service ontology: According to users’ model M and users’ needs, con-

struct object service ontology. The input and output attributes of the object
service should be defined.

The construction of initial ontology and object ontology can adopt the Word-
Net technology [4].
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3.3 Service Composition Mechanism

Definition 1. In the same service procedure, a service is carried out after fin-
ishing another service, and calls such composition way as sequential composition.

Definition 2. In the same service procedure, the branch divided into a lot of
service units that carried out side-by-side after a certain service node, this kind
of composition is called parallel composition.

Based on these two basic composition models, more complex models can be
constructed, such as loop, select and nesting etc.

First of all, the effective space of matching for service composition should be
determined, which can be accomplished by semantically annotating the already-
registered service ontology, then the effective space of matching for service com-
position can be constructed heuristically by using those semantic meta-data.
Secondly, the input of the initial service ontology should be matched against
the input of the atomic service in the effective space. If the matching satis-
fies the judging requirement (as follows), then proceed to match the output of
the atomic service ontology against the output of the object service ontology,
if matched, then, the atomic service ontology which satisfy user’s requirement
will be found, otherwise, the user’s requirement need to be decomposed into
sub-requirement, and try to find the atomic or composite service which satisfies
the sub-requirement. The process will be the same as before, if the registered
service meeting the user’s requirement or sub-requirement cannot be found, then
service composition is needed.

Fig. 1. Sequential Model

(1) Sequential Model. Figure 1 describes the sequential model of the service
composition. Firstly, the multi-dimensional model M will be constructed. Sec-
ondly, construct the initial and the object service ontology.

The matching degree between services will be expressed by Match Degree
(class a, class b), the value range is [0,1]. Parameter ‘class a’ and ’class b’ is
the output/input of service S1 and S2.The model of composition will be decided
according to the interval.

θ1 < Match Degree(out S1, in S2) ≤ 1

If the matching degree is satisfied with formula (1), the sequential compo-
sition is chosen,θ1 ∈ (0.5, 1]. Since the matching degree is required stricter in

(1)
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sequential model, the prepositional value of θ1 is 0.7. Assume the initial ser-
vice ontology as a1’, the object service ontology as an’ and the atomic ser-
vice as ai :(i=1,2,..n). First of all , service registry should be searched, so the
input of atomic service ontology in effective space would be matched against
the input of initial service ontology ,using the algorithm presented in section
3.4 to compute the matching degree. As to atomic service ai , if the match-
ing degree satisfies formula (1): θ1 < Match Degree(in a′

1, in ai) ≤ 1,the result
shows that service(ai) is matched against the initial information of initial service
ontology(a1’).Because the matching degree of sequential composition is higher,
we select the sequential model. If matching degree of service aj and al’ satisfy the
formula: θ2 < Match Degree(in a′

1, in aj) ≤ θ1.θ2 ∈ [0.5, θ1], the prepositional
value of θ2is 0.5,then service aj is considered partially satisfy the initial informa-
tion of initial service ontology, then parallel model will be considered. If matching
degree satisfies the formula:0 < Match Degree(in a′

1, in ai) ≤ θ2, the two ser-
vices will be considered not matched. According to above, let’s assume the atomic
service ontology a1 which matches the initial service ontology, then matching the
output of a1 against the output of object service ontology, if the matching de-
gree between them satisfies formula (1), as below (θ1 = 0.7,θ2 = 0.5):0.7 <
Match Degree(out a1, out a′

n) ≤ 1. The output of atomic service a1 and object
ontology an’ is assumed to be matched, which shows the output of atomic service
a1 can satisfy user’s requirement. We use DL to describe the matching between
service ai and service aj . ai, aj ∈ (a1, a2,. . . .an).∀ out x ∈ out(ai),∃ in yi ∈
(aj), i, j = 1, ..., n. out(ai) ⊆ in(aj).Describing the sequential model of service
composition in figure 1 with DL as following:a′

1 ⊆ a1 ⊆ a2 ⊆ ... ⊆ an ⊆ a′
n.

(2) Parallel Model. Figure 2 show the structure of parallel composition model.:

Fig. 2. Parallel model

In the effective space, the sequential composition is the first choice. If the
sequential model is not proper, the parallel composition model should be con-
sidered.

Assume three atomic services ontology: a1, a2, a3. At the same time, assume
the matching degree between the output of atomic service ontology a1, a2 and
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the input of atomic service ontology a3 satisfies the formulas (θ1 = 0.7,θ2 = 0.5):
0.5 < Match Degree(out a1, in a3) ≤ 0.7; 0.5 < Match Degree(out a2, in a3)
≤ 0.7. According to these formulas, the input of atomic service ontology a1, a2
can only satisfy the input of a3 partially, now, we need to combine the output
of a1,a2 with the input of a3 with parallelism. 0.7 < Match Degree((out a1) ∪
(out a2), in a3) ≤ 1 Describing the process in DL: ∀ out x ∈ out(a1), out y ∈
out(a2),∃ in zi ∈ (a3), i ∈ N. (out a1) ∪ (out a2) ⊆ in a3. Describing the par-
allel mode of service composition in figure 2 with DL: b ⊆ (a1∪a2∪ ...∪an) ⊆ c.

We need to emphasize that: during every steps of the service sequential or
parallel composition, The output of service composition chain need to be match
against the output of the object service ontology in order to determine whether
the service composition chain that satisfy the user’s requirement has been cre-
ated. At the same time, sequential and parallel composition can combine with
each other, so the two simple service composition models can create more com-
plex service composition.

3.4 Semantic Algorithm of Service Matching

According to the matching relation between input and output[3] ,the matching
relations among services can be classified into three categories: Exact, Fuzzy,
Fail.

Exact(strong service matching):It means that the matching relation between
out S1 and in S2 is exact.(out S1 = in S2) or(out S1 is subclass of in S2).It is
the best matching.

Fuzzy (weak service matching): out S1 subsume in S2.It means in S2 is the
part of out S1.

Fail (non-matching): All the other matching results except those shown above
are considered as failure.

4 Application Scenario

This paper takes ‘Changing foreign currency’ for instance to illustrate the two
basic services composition mechanism involving the sequential and parallel com-
position. The composite service consists of several atomic services: Identity val-
idation (S1), Kinds of exchange (S2), Credit verification (S3), Inquire exchange
rate (S4), Currency exchange (S5). In these services, S3 and S4 cooperate to-
gether to achieve service S5. The sequential and parallel mechanism is adopted
in this process. Table 1 Matching degree calculation table

At last, we can get the final service composition chain (S1′ → S1 → S2 →
(S3∪S4) → S5 → S5′). S1’ and S5’ mean the initial and object service ontology.
The user-supervising agent monitors the users’ behavior and checks the minus
set of the profile. In this instance, the profile doesn’t change. Describing the
process in DL as:S1′ ⊆ S1 = S2 = (S3 ∪ S4) ⊆ S5 = S5′. The matching degree
of each step of this service composition is shown by table1.
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Table 1. Matching degree calculation table

Match Degree Value

Match Degree(in S1’,in S1) 1

Match Degree(out S1,in S2) 1

Match Degree(out S2,in S3) 0.688211

Match Degree(out S2,in S4) 0.579420

Match Degree(out S2,(in S3∪in S4) 0.810276

Match Degree((out S3∪out S4),in S5) 0.729601

Match Degree(out S5,out S5’) 1

5 Conclusion

This paper mainly presents a kind of service composition mechanism based on
multi-dimensional user model. This kind of mechanism realizes the sequential
and parallel composition and we give some preliminary implementation of the
algorithm of service matching. But how to refine the service matching space
in the effective space has not been fully addressed, which will be our research
emphasis in future.
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Abstract. In this paper we propose an ontology model to describe the do-
main of searching over multiple data sources (SND). The ultimate goal of
the model is to bridge the heterogeneity and to solve the distribution of
the multiple networked data sources. Based on the model a query recon-
struction algorithm is proposed to translate the initial query into different
local queries suitable for individual data sources. And the result process-
ing module defines grammar rules to extract the useful data returned by
the individual data source, consolidates the retrieved data into one unified
result, and presents the results in the web browser. In the ontology model
two constraint rules are defined to evaluate the performance of SND and
experiment results show that the federated retrieval offers a reliable and
efficient reproduction with the retrieved results from the independent data
sources. Moreover, the figures indicate the time comparisons among mul-
tiple data sources and give the contribution of each data source by the re-
turned searching results based on the same query set.

1 Introduction

The digital libraries have bought many academic data sources [1], which provides
retrieval functionalities by those noticeable website such as IEEE Society [2].
These data sources are autonomous and independent. Each has its own web user
interface, mostly comprised of HTML forms, uses web applications and back-end
databases to handle basic or advanced searching functionalities, and results in
dynamic HTML pages with its own organization of the searched documents. It’s
time-consuming to access and retrieve data from each data source one by one, so
the searching over multiple networked data sources (SND), a federated searching
platform, is provided to implement an integrated retrieval of the independent
data sources.

There are several papers in literature describing processes, methodologies and
tools related to the development of an information-integrated system [3] [4] [5].
Notice that the above papers are mostly focused on the integration of relational
databases. The networked data source which has its own user interface of web
forms and returns results of its own organization in HTML format, is almost
always disregarded. However, those aspects are extremely important relevant
for the data source integration in digital library.
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Our contribution is geared toward an integrated interface and the feder-
ated retrieval of multiple networked data sources. We propose an ontology-based
model for SND whose goal is to bridge the heterogeneity and to solve the distri-
bution of the multiple data sources. Based on the model a query reconstruction
approach is used to generate new query suitable for each data source. The ex-
tracting grammars are defined to facilitate the extraction of the result from
HTML pages and to consolidate them into a new XML document. As a conse-
quence, the user is not really tied to a specific data source and new queries can
be formulated, thus they can transparently access the multiple data sources.

The remainder of the paper is organized as follows: an ontology model de-
scribing the SND is proposed in section 2, then the query formulation approach
is presented in section 3 and the result processing is discribed in section 4. The
experiment results are discussed in Sections 5. Finally, the conclusions are given
in section 6.

2 An Ontology-Based Model for SND

Ontology consists of concepts, the relationships among these concepts and predi-
cates. It gives the user an unified semantic view of the whole system and provides
a high level of abstraction of the domain. From these concepts and the relation-
ships we can get the more clarified system view. It can be described in many
formats: UML and recently XML, which makes a domain machine-readable and
program-understandable.

An ontology-based model for SND has to specify abstractions representing
the application, its components, the relations between components, and the con-
straints in the application. Therefore, we define SND model from three aspects
as of concepts, relationships and constraints. The important concepts for SND
include Initial Query, Web-Form (web user interface of each data source), Con-
solidated Results and so forth. The relationships among all the concepts are
classified into several types including inheritance relation, aggregation relation,
and request-response relation. The model defines two constraints as the time
consistency and the space consistency. They are given as follows:

Definition 1. A model for searching over multiple networked data sources
SNDM = (V,E) is a directed graph, where

V = Vs ∪Vq ∪Vf ∪Vr is a set of nodes representing the concepts in the SND,
where Vs specifies the set of multiple data sources, Vq is the set of global queries,
Vf corresponds to the set of web forms, and Vr is the set of returned HTML
results.

E = Ei ∪ Eag ∪ Err is a set of edges specifying the relationships between
objects and is defined in definition 5 to 8.

Definition 2. We define the process of SND as Y = f(D,Q), where D is the
finite set of data sources, Q specifies the initial query, Y corresponds to the
returned results.
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Definition 3. We define Global Query as Q = (C,SD,P ) where C ∈ 2Vq is
the finite subset of concepts, SD = 2D, is the subset of data sources; P is a finite
set of predicates in the form of P = {(c ⊕ v)}, ⊕ ∈ {=, ε, θ}, c ∈ C, v ∈ M , M
specifies the value domain.

Definition 4. We define form as F = (a,m,HSet, ESet, s), where a specifies
the form element Action, which is the form handler in the server part the request
should be submitted to; m is the submit method in HTTP protocol, which has
two values with GET and POST; HSet is the finite set of hidden attributes;
ESet is the finite set of explicit attributes; s is the submit button. When it is
clicked on, the form elements paired with its values are submitted to the address
specified by element a using the m method.

Definition 5. The results returned by the SND is a 3-tuple R = (D,T, L),
where D is the finite set of data sources, T is the finite set of the retrieved titles,
L is the finite set of the retrieved links. For each t ∈ T , there is a l ∈ L, and
(t, l) ∈ 2D.

Definition 6. Eih ∈ V × V is the directed edges specifying the inheritance
relation between the concepts. For any two concepts v1,v2 ∈ V , then (v1, v2) ∈ Ei

indicates that v2 is derived from concept v1.

Definition 7. Eag ∈ V × V is the directed edges specifying the aggregation
relation between the concepts. For any two concepts v1,v2 ∈ V , then (v1, v2) ∈
Eag indicates v1 contains one or more v2 in one of the following two ways:

Concept v2 is defined as a sub concept in the concept v1.
Concept v2 is included into concept v1 as a part of concept v1.
For example, form element is a sub concept of form, whereas, concept of the

Initial Query is a part of concept SND.

Definition 8. Err ∈ V × V is the set of directed edges specifying the HTTP
request and response relation between client and the server part. For a client
request v1 ∈ V and a response page v2 ∈ V , then (v1, v2) ∈ Err indicates that v1

submits a request to the corresponding server data source and gets the returned
page v2 from the server.

Definition 9. Time consistency Ctime specifies that for any local query q to the
independent data source d with the retrieval time t, there has the time t′ from
the SND with the corresponding initial query. The t′ and t has the relationship
|t′ − t| < σ, where σ is the time latency, the smaller the performance better.

Definition 10. Spatial consistency Cspatial specifies that for any local query
q to the independent data source d with the returned result sets r, there has
the returned result sets r′ from the federated user interface of the SND with
the corresponding initial query. The r′ and r has the relationship r′ = r, which
specifies r′ is the same as r.
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3 Query Formulation

The goal of query formulation is to reconstruct the initial query into different
local queries suitable for individual data source. Combined with the selected data
sources, the initial user query is first collected into a global query. For example,
an instance of an initial query is described as retrieving the articles with the
title as Java, publishing time between 2002 and 2003, and the result ranking by
relevance. The selected data sources include IEEE Xplore, ACM and EI, thus
based on the ontology model the global query is described as follows:

({G.qwords, G.scope, G.yearf, G.yeart, G.order},
{Dieee, Dacm, Dei},
{qwords = Java; scope = TI; yearf = 2002; yeart = 2003; order = relevance}).
Then to retrieve the forms associated with the selected data sources from

the ontology model. They are annotated as XML-formatted documents in the
model.

Next to map the concept names of the global query to those in the web form
of the designated data source. For example, Map(Dieee) = {(qwords → query1),
(Scope → scope1), (yearf → py1), (yeart → py2), (order → SortField)}.

Finally to generate the name and value assignment pairs of the concept in
the local query. Based on the three rules defined in our earlier work [6] the local
query for the data source Dieee is generated as:

qieee = ({query1, scope1, py1, py2, SortField},
{Dieee},
{query1= Java; scope1=TI; py1= 2002; py2=2003; SortField =score; session

= ”21135”}).
Repeat the above steps until the local query sets for the data source Dacm

and Dei are generated too.

4 Result Processing

Result processing consists of three parts including HTML-Extraction, XML-
Consolidation, and Data Presentation.
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Fig. 1. The grammar for HTML-Extraction of EI

Combined with lexical analysis and syntactic analysis, using the predefined
grammars the process of extraction is implemented automatically in HTML-
Extraction. Lexical analysis is to recognize the useful tokens including the HTML
tags and the user defined metadata, and feed it into the syntactic analysis,
which can get the right content information based on the grammar rules and
the bottom-up parsing method. Finally, the parsed contents including the title

Fig. 1. The grammar for HTML-Extraction of EI

Combined with lexical analysis and syntactic analysis, using the predefined
grammars the process of extraction is implemented automatically in HTML-
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Extraction. Lexical analysis is to recognize the useful tokens including the HTML
tags and the user defined metadata, and feed it into the syntactic analysis,
which can get the right content information based on the grammar rules and
the bottom-up parsing method. Finally, the parsed contents including the title
of the result record and the link to it are stored in XML-formatted document.
For example, Figure 1 shows the grammar for the HTML-Extraction from the
EI data source.

In XML-consolidation, firstly, a new XML document with a root node is
created; then for each result set an indentification is assigned to denote the
heterogeneous data source uniquely, and finally, they are built up as an subtree
of the new XML document.

In Data Presentation XSLT [7] rules are introduced to help rendering the
data in the web browser.

5 Prototype and Experiment Results

The SNDM proposed in the paper offers an integrated retrieval over multiple data
sources with a high-level transparency. During implementation the searching
platform integrates part of the autonomous networked data sources [1] bought
by the school library. The accessing user interface, which is ”Least Common
Denominators” [8], consists of five basic searching elements and a set of optional
data sources. The searching result pages show the returned results consolidated
together from several data sources. When clicked on, the link is navigated to the
original data source articles.

Fig. 2. The time consumed by each data

source of SND

Fig. 3. The results retrived by each data

source of SND

Three data sources are selected to collect the experiment results includ-
ing EI CompendexWeb(EI), Elsevier ScienceDirect OnSite(SDOS), and Springer
Link(Springer). The time of independent retrieval from the data source is about
5, 1, and 2 seconds respectively by average. Figure 2 shows the retrieval time(ms)
of the three data sources in SND in relation to the number of the query words
given the certain criteria. Based on Ctime the σ for EI is 1.661s, for SDOS is
1.629s, and for Springer is 1.237s. Figure 3 shows the number of the retrieved
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results of three data sources of SND in relation to the number of the query
words. Compared with the independent retrieval, it is found that the Cspatial is
satisfied perfectly.

From Figure 2 we get a comparison among the time consumed by each data
source based on the same query set generated randomly. Also the contribution
of each data source can be seen from Figure 3. These can help the SNDM to
consider the data sources with priority for the users in different domains.

6 Conclusions

The diversity of the web query interfaces and the variance of the result organiza-
tions of the networked data sources make it difficult for the integration of SND.
To settle the problem we propose an ontology model for the SND to provide
a high-level abstraction of the multiple networked data sources to bridge the
heterogeneity. In the model the concepts, the relationships, and the constraints
are given to describe the domain of SND. Based on the model the initial query
is easily transformed into local queries and data extraction is performed by the
grammar rules associated with the original data sources.

Traditionally, The Precise and Recall rates are used to measure the perfor-
mance of the searching system. However, there are no established guidelines to
assess the adequacy of integrated retrieval. We propose two criteria including
spatial consistency and time consistency to test the performance of the SND
model and the experiment results show that both of the spatial consistency and
the time consistency are satisfied well. Moreover, from the experiment results we
can get the time comparisons among the data sources and the different contri-
butions of the diverse data sources, which can help for considering the priorities
of the data sources in different domain.

Networked data sources are steadily increasing. It is very likely that the
complexity of the query criteria or result organization will increase too. In other
words, the user interface is doing difficult to facilitate the transparent retrieval.
However, ontology is becoming a de-facto standard in semantic web. For this
reason we believe that it may be convenient to represent individual data source
by means of ontology extensions.

The model has been applied into the platform of searching over multiple
networked data sources in Xi’an Jiaotong University Library.
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Abstract. The efficiency of obtaining accurate knowledge in the WWW
is becoming more important than ever. It is therefore a critical issue for
the Web to precisely understand the semantic meaning of the words or
phrases chosen by users as well as to accurately locate the user’s re-
quirements. This article focuses on two approaches, CCAA and LCAA,
which can help the user acquire knowledge in ontological knowledge com-
munity of Semantic Web. It describes concepts and definitions about
context-awareness as well as content-awareness, and then brings forward
an awareness model in ontological knowledge routing. A proper instance
running in this tentative model is also provided in this article.

1 Introduction

This article aims to help users query knowledge in the ontological knowledge
community of Semantic Web. In the current Web, there is abundant informa-
tion, which can be understood by humans, but “Most of these sites do not yet
make their data available in a machine understandable form”[1]. Formal ontology
is a kind of knowledge which can be understood by both humans and comput-
ers. With the widespread use and maturity of ontological knowledge bases (such
as CYC, TOVE and NKI), we need a concept of knowledge routing, which is
built on the application layer of the OSI model, to quickly and effectively access
the ontological knowledge base. Here, the ontological knowledge routing means
that we need to design a router for knowledge delivery. Mark A. Sheldon made
a content routing program using a content labels to permit the user to learn
about available resources[2]. We ever brought forward a tentative plan in the pa-
per “A Kind of Ontological Knowledge Routing in the Communities of Semantic
Web”(has submitted to ICITA05 Conference). In this paper we also provided an
Ontological Knowledge Routing Model (OKRM, see part 3), the basic idea of
which is that the ontological knowledge bases can be organized into some vir-
tual communities on Semantic Web according to different domains of knowledge;
hence it is possible for the user query some knowledge through knowledge router

� Sponsored by National Science Foundation of China (No. 60472093).
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and find the ontological knowledge nodes (OKN) they need. In other words,
the model must accurately locate the user’s requirements. Moreover ontology
communities are those ontology groups, which share common conceptualization
terminology. So it is much easier for people of an ontology community with sim-
ilar background to communicate with each other in most domains of knowledge;
the OKN is in fact a representation of ontological knowledge, and is also the
destination of our ontological knowledge routing.

2 Related Work

The simplest definition of context-awareness is “acquiring and applying context.”
Applying context includes “adapting to context” [3] and “using context” [4]. In
this paper, we present a Computable Context-Awareness Approach (CCAA) to
enable the system to understand the user’s backgrounds in community manage-
ment, so user can gain knowledge in the corresponding ontology communities.

”content” in this article refers to representation of human in natural language,
and it contains the three aspects: content-awareness through semi-automatic
interaction, information acquisition of the user’s personal taste, and the factor of
transforming among different levels of knowledge. We call this model the Labeled
Content-Awareness Approach (LCAA), which means that both the content of
semi-automatic interaction and the user’s personality could be used as knowledge
labels to assist content-awareness system to comprehend the user’s intention [5].
The Semantic network for traditional knowledge representation can be shown by
a labeled directed graph. Also the data on the Semantic Web can be modeled
in a directed labeled graph, wherein each node corresponds to a resource and
each arc is labeled with a property type (also a resource)[1]. Thus, LCAA is a
primary but effective method to capture the deeper meaning of the user.

Our contribution is that we can determine the rough scope of dynamic com-
munity by making use of Context-awareness, and thus locate the meaning of fine
granularity knowledge (like OKN)by making use of Content-awareness .

3 Awareness Model in Ontological Knowledge Routing

The awareness model consists of 4 layers from the bottom to the top: knowl-
edge layer, analysis layer, management layer and user interface layer, as shown
in Fig.1. Here we focus on the shadowed parts: Login (receiving of login of the
user’s name etc), Input (receiving the user’s inputs about keywords or inter-
ested knowledge), User’s management (managing user’s profile and login file),
Community management (combining user’s profile, logins and inputs to locate
relative community) and Content awareness analysis module (analyzing inputs
using content-awareness and mapping them to OKN).

There are ten definitions and two algorithms to elaborate the functions of
five modules mainly in context-awareness and content-awareness.
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Fig. 1. An ontological knowledge routing model

3.1 Context-Awareness

The basic design train of thought: While user logs in, he or she can input or
select the most interested knowledge domain ( IKD), then the Role List of Com-
munities(RLC) can be formed though the process of context-awareness on the
basis of users’ profiles and the IKD input newly. Thus, user can choose one
community, which is usually the first one in the RLC list logged in the system.

Definition 1. User Profile:“The system maintains a user profile, a record of the
user’s interests in specific items.”[5] Here, it includes Basic Profile (BP), rep-
resented as a set BP {b1,b2,b3,. . . ,bn}, and Character Profile (CP), represented
as CP {p1,p2,. . . ,pm}.

Definition 2. Interested Knowledge Domain (IKD): the user’s inputs which are
his or her most interested domain knowledge, represents as IKD {d1,d2,. . . dh}.

Definition 3. Role List of Communities (RLC): a list of Communities in a
descending order formed by interest degree of users.

Definition 4. Community (C): a virtual ontological knowledge base, represented
as a set C {c1,c2,. . . ,cu}.

Definition 5. Employing Frequency (EF): depending on the situation of ob-
taining knowledge and selecting community roles for users, system can designate
bi ∈BP(or pv ∈CP,ordw ∈IKD) as a value f, called employing frequency, and
provide the value, which is 1 in default. Users can also specify a proper value
according to interest degree.
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Definition 6. Synonym Transforming Table (STT): this is used to transform
non-normalized words into normalized words as shown in Table 1.

Table 1. A Segment of Synonym Transforming Table

Key Normalized words Non-normalized Words

1 OS Operation system

2 Windows
Win98
Win2000

3 Unix
Linux
Saloris

. . . . . . . . .

Definition 7. Context-Awareness (CA) matrix: a procedure to confirm RLC
through BP, CP, IKD and Community.

Algorithm1 : the target of CCAA is to narrow down the scopes of knowledge
routing greatly; the whole execution of CCAA includes 3 steps:

1) Mapping rule through STT:
The community selection is implemented by mapping from BP, CP and IKD

using STT.
2) Constructing CA matrix:
First, u communities are expressed as u columns in CA matrix, the j column

is corresponding to cj. . Then m elements biin BP are described as m rows. And
the value of aijfor corresponding elementin the i row and the j column of CA
matrix is confirmed as:

ifR : bi→cj,aij= numerical value f of EF; otherwiseaij=0.

Finally, m elements in CP as m rows and h elements in IKD as h rows are
represented, the concrete constructing method is similar to the third step.

When there are no elements in IKD, system is able to only adopt BP and
CP to construct CA matrix; and while there are indeed some elements in IKD,
the order of users’ input is assumed according to the input of IKD, it represents
the interest degree to IKD, then system can fetch value according to formula:

Value of f =fmax +h-w +1, so that the most interesting community role can
be known. Here, fmax ={f|f= Max(aij );i=1,. . . n+m;j=1,. . . ,u}. Max ( ) is a
function to get maximal value.

3) Computing the sequence of community role according to CA matrix
After summing up the value of each column, placing the sum in c1,c2,. . . ,cu,

separately, then arranging them in descending order, we can get the order of
community roles.

3.2 Content-Awareness Analysis Model:

The basic design train of thought: if there are too many choices for ontologi-
cal knowledge classification then system must be able to analyze the essential
meaning of the knowledge through the OKN mapping.
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Definition 8. Input Knowledge (IK): the concrete knowledge inputted by users
after entering their communities, represented as IK {k1,k2,. . . ,ks};

Definition 9. Words (W): the word sets partitioning from IK set, represented
as W{w1,w2,. . . ,wq};

Definition 10. Ontology Knowledge Node (OKN): This describes ontologies
and instance data containing a hierarchical description of important concepts in
a domain (classes), and denotes ontological knowledge; it consists of a 6-tuple set,
which has domain semantic labels [6]. Individuals of OKN in the domain are in-
stances of these classes, and properties (slots) of each class describe various fea-
tures and attributes of the concept. The system can convert W{w1,w2,. . . ,wq}into
an OKN set , and represented as OKN {o1,o2,. . . ,ot}.

Algorithm2 :

The course of content awareness analysis, which reflects the implementation
of LCAA, can be stated as follows:

First, users input knowledge IK {k1,k2,. . . ,ks}. Then system deals with IK by
the natural language processing method (i.e. Words segmentation), and gets a set
of W {w1, w2,. . . , wq}. System can abstract the noun (subject or object) and verb
from knowledge ki of the IK set, to form main vocabulary sets, and then inte-
grate function words into other vocabulary set. Taking users’ habit of knowledge
acquisition into consideration, the system can exchange synonyms in terms of
STT, transforming the users’ essential meaning to some existing domain vocab-
ulary of the community, namely mapping the OKN, getting t OKN(ontological
knowledge nodes) {o1,o2,. . . ,ot}. Finally, these OKN having been converted can
be the input to the lower layer, then ontology knowledge routing continues.

4 Application Instance

To demonstrate how the model works, we will take a concrete example to facil-
itate understanding. To simplify the situation we choose 14 communities in our
system. These communities can be organized as a hierarchical tree, and a set C
of communities is determined by the method mentioned in part 3: C (Educa-
tion,Music,Movie,Computer,Software,Database,Oracle,SQL2000,OS,DOS, Win-
dows, Unix, Internet, Management). For example, Mr. White has successfully
registered and his profile has been produced. When he logs in the system, and
inputs “OS” and “Windows” as his interested knowledge domain, then the sys-
tem will analyze automatically and get BP, CP and IKD sets.

Finally, obtaining community roles list: c11c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c12

c13 c14.This list can be converted follows:
Windows, Education, Music, Movie, Computer, Software, Database, Oracle,

QL2000, OS, DOS, Unix, Internet, Management
Now, Mr.White can choose the ”Windows” community role to log in to the

system, and use knowledge about ”windows” under the ”Computer and OS”
backgrounds.



Studying on the Awareness Model in Ontological Knowledge Community 463

A short time after he logs into the system, he may find that there is too
much knowledge about Microsoft Windows, such as Windows 3.11,Windows NT
4.0,Windows 95,Windows 98, Windows ME, Windows 2000, Windows XP and so
on. However, the user Mr.White only want to know “Apple Computer Windows’
OS ” .So he can input such a sentence as “I want to find apple’s Windows’ OS.”
to get his most interesting knowledge,

Mr.White inputs his words, and the system process them according to Part
3.2.

Now, the system inputs OKN {Apple, Windows, OS} to the lower layer,
and carries on with ontology knowledge routing. The system lists knowledge as
follows:

[1] Mac Rumors: Apple’s Windows . . . . . . . . . ..
[2] Apple Macintosh . . . . . . .
[3] . . .

5 Conclusion

The Computable Context-Awareness Approach (CCAA) and the Labeled Content-
Awareness Approach (LCAA) are the core parts of the awareness model. In a
multi-object system, it is much more efficient to quantitatively calculate each
factor than to qualitatively describe it. The model is an effective method to add
content of query according to the information typed by the user. Therefore, the
ideas of CCAA and LCAA are very useful, but there are still many problems
which need further study. For example, how can we get as much information
as possible from the least amount of input in the user profile? What can we
do if the user makes mistakes or changes his mind? If the number of the user’s
increases, will the response time still can be acceptable? We will do our best
effort to improve the OKRM model and awareness model.
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We wish to extend a warm welcome to the readers of the First International
Workshop on Knowledge and Data Mining Grid (KDMG’05) proceedings. This
workshop was held in June 2005, in conjunction with the 3rd Atlantic Web
Intelligence Conference 2005 (AWIC’05). In the last decade, Grid computing has
become one of the most important topics to appear and one of the most widely
developed fields. Research into Grid computing is making rapid progress, owing
to the increasing necessity of computation resources in the resolution of complex
applications. Knowledge is playing an important role in current grid applications,
allowing researchers to investigate aspects related to services discovery, service
composition and service brokering. KDMG’05 aimed to provide a forum for novel
topics related to Knowledge and Data Mining Grid, providing an opportunity
for researchers to discuss and identify key aspects of this important area. The set
of technical papers presented in this volume comprises the KDMG’05 selected
papers. We can say that this selection was the result of a difficult and thorough
review process. The KDMG’05 workshop received 22 submissions of high quality
from which the 8 papers making up the technical program were selected. The
number of submissions and the quality and diversity of the resulting program
are testimony to the interest in this up-and-coming area.

This publication could not have taken place without considerable enthusiasm
and encouragement as well as sheer hard work. Many people have earned the
thanks of those who attended and organized KDMG’05. In particular, we would
like to thank:

– The many supporters of AWIC’05 for their contributions to the conference.
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several years.

– The members of the Workshop Program Committee who gave their time and
energy to ensure that the conference maintained its high technical quality
and ran smoothly. The many individuals we owe our thanks to are listed in
this volume.

– All those who submitted to the workshop. The standard set was higher than
our expectations and reflected well on the research work in the community.
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to this publication. This volume is the result of a close cooperation and hopefully
will allow us to contribute to the growth of this research community.
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Abstract. The increasing availability of clusters and grids of work-
stations allows to bring cheap and powerful ressources for distributed
datamining. This paper deals with high performance search of associa-
tion rules. It proposes to built an ”intelligent” database fragmentation
and distribution by using a prealable clustering step, a new method called
Incremental clustering allows to execute this clustering step in an effi-
cient distributed way.

Keywords: Grid parallel and distributed computing, Data Mining, clus-
tering.

1 Introduction

Knowledge discovery in databases is an increasing valuable engineering tool that
consists in extracting useful information from database. The huge amount of
data available goes increasing more and more. Then the computation of this
data need high computing capacities. To assure high performance computing,
having resort to parallel and distributed approaches appears to be a solution to
the problem . Thus DisDaMin project, context of this work, treats the prob-
lem of association rules (see Agrawal [A93] and Agrawal [A94]) by distributed
considerations. In a parallel and distributed context, such as a grid or a cluster,
constraints over the execution platform must be taken into account: the non-
existence of a common memory imposes to distribute the database in fragments;
the high cost of communications suggests that parallel treatments must be as
independent as possible. Since the problem of association rules needs to compare
all data together, it is necessary to find an intelligent data fragmentation to
distribute the computation (independent fragments). For the association rules
problem this fragmentation is related to data similarity in a fragment according
to the number of similar columns (attributes). This fragmentation could then
be produced by a clustering treatment from which database fragments for dis-
tributed treatments will be identified. Clustering methods will be describe before
introducing Incremental Clustering for execution on grid.
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2 Clustering

Clustering is the process of grouping data into classes so that objects within a
class have high similarity in comparison to each other, but are very dissimilar
to objects in other clusters. Similarity is based on the attribute values describ-
ing the objects. Distinct methods exist to solve the clustering problem. Two
well-known are: KMeans (see McQueen [M67], Forgy [F65]): that furnishes ap-
proximate results but has an acceptable complexity; and Agglomerative methods
(see Sokal [S63]): that furnishes exact results, but are limited with regard to the
number of data to consider.

Principle of Kmeans. KMeans is an iterative algorithm that constructs an
initial k-partition of data, and iterates by moving data from one class to another
one. This iterative relocation technique attempts to improve the partitioning
until an acceptable solution is obtained.

Principle of Agglomerative clustering. Hierarchical agglomerative cluster-
ing consists in a bottom-up approach of the problem that considers all data
separately as classes and merge two nearest classes at each iteration until a ter-
mination condition. This method uses a similarity measure matrix that makes
the method unsuitable to a huge number of data to compute.

Parallel algorithms. Parallel methods exist for KMeans (see for example For-
man et Zhang [F00]) and agglomerative clustering (see Johnson [J99]) on vertical
and horizontal data distribution (by attribute or by record instance), but need
number of communications what brings performance problems in a Grid context.
Those methods are adapted to supercomputers as CC-NUMA or SMP, using a
common memory and with fast internal interconnexion network (Parallel Data
Miner for IBM-SP3 for example).

Then it appears that classical methods need to be revisited taking under ac-
count constraints of a grid architecture. The Incremental Clustering method
presented in the next section is based on those constraints.

3 Incremental Clustering

Taking under consideration distributed constraints, the proposition of the In-
cremental Clustering method is inspired from a sequential clustering algorithm
called CLIQUE (see Agrawal [A98]). CLIQUE algorithm consists in clustering
data by projections in each dimension, and by identifying thick classes. Incre-
mental clustering works with back from CLIQUE, in a bottom up approach. It
starts from one-dimension clustering results and builds multidimensional results
by crossing unidimensional clusterings results. Thus first one-dimension cluster-
ings are computed by independant distributed treatments, and crossing of results
also takes benefits from distributed execution. The next paragraph explains the
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method of Incremental clustering with two-dimensional data. Three steps could
be identified: initial clustering step, crossing step and merging step.

The Initial Clustering step. consists in computing each attribute of the
database independently from others by one of the classical clustering algorithms
(see Section 2). This step brings to a discretization of data which is an important
information even outside the algorithm. Assuming that method is computed on
two-dimensionnal data over attributes X and Y (see Figure 3 A). The inital clus-
tering step over attribute X has fulfill 3 clusters over X: x1, x2, x3, respectively
2 clusters y1 and y2 over Y (see Figure 3 A ). For each cluster, center, minimal
and maximal values are known as well as associated records. Those unidimen-
sional clustering treatments are computed in distributed context according to
attribute fragmentation in the multibase.

Using initial clustering results, the Crossing step aims to fulfill candidates
clusters. Thus, the first stage consists in ”crossing” under-dimensionnal results
of clustering (see Figure 3 B). The second stage consists in pruning potentials
clusters by pruning empty two-dimensional clusters (see Figure 3 C). In the ex-
ample, six potentials clusters and three final non-empty clusters are identified
(Figure 3 B and C). This crossing step is computed taking advantages of the
distributed execution (see Grid specifities paragraph for more details about the
distributed execution).

Merging step. Crossing under-dimensionnal identified clusters will furnish
”candidates” clusters and could bring to a big number of clusters with regard
to the use that is intended for the results (database distribution). Adding other
dimensions in an incremental way brings to get a number of records clusters un-
suited to the problem to be treated, as obtained clusters will be in large number
(increasing the complexity with the number of considered dimensions) and will
represent a too thin distribution of records. Thus if the number of clusters after
the crossing step is too big (according to the intended use), clusters are then
considered as data for clustering algorithms to obtain a reasonable number of
resulting groups. A third step is added to the incremental clustering consisting
in grouping candidates clusters.

Grid specifities. As the previous method could be iterated, by incorporating
unidimensional or multidimensional results, existing multidimensional methods
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Fig. 1. Incremental Clustering Steps (over two-dimensional data)
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could be used in treatment for which data are available on a common site (multi-
base repartition - see next paragraph) and crossing and merging step could be
used between sites (see Incremental Way paragraph).

Macro-Iterative vision. To test impact of distributed executions, solutions using
unidimensional clustering for the initial step and solutions using multidimen-
sional clustering for this initial step were compared. Those multidimensional
clusterings could be computed on each site instead of computing several unidi-
mensional clusterings on the site. This will be called macro iterative vision in
the results presented in the Section 4.

Incremental way. The way ”under-clustering” results are incorporated (order,
integration of unidimensional or incremental clustering results) may have an
impact on results. Two incremental ways of integrating clustering results are
considered, a binary tree inspired way (see Figure 2 A) and a way dealing with
results one at a time (see Figure 2 B). The second way is oriented towards a
crossing as soon as available (from asynchronous execution on Grid). Testing
distincts ways of incorporation will permit to assure that the integration order
(depending on execution on the Grid) and Macro-Iterative improvements (to
exploit distribution on the Grid) don’t affect results.

C1         C2           C3             C4         C5             C6             C7          C8

                    C"1234                                                   C"5678

                                                           CFinal

        C’12                      C’34                      C’56                              C’78

A

C1         C2           C3             C4 

C ’12

           C"123

 CFinal B

Fig. 2. Incremental Scenarii (Ci: represent clustering results - unidimensionnal or

macro-iterative, Cij, Cijk...: intermediary Incremental Clustering results)

Position of Incremental Clustering in the Association Rules problem. It is looked
for an intelligent database fragmentation for the problem of Association Rules.
Then the Incremental Clustering takes place as a distribution step of data in a
general distributed schema for the association rules problem (see Fiolet [F02]).
The general method starts with a distributed database in a vertical split, results
of Incremental Clustering permit to deduce an horizontal split. Obtained groups
of data records respect clustering properties: most similar data instances in a
same group; less similar data instances in distincts groups. Groups could then
be treated independently for the problem of association rules.

4 Experiments and Results

Experiments for the incremental clustering were realized over data from 2 to
25 dimensions, synthetized in such a way that groups exist (initial groups are
known). According to the complexity of the agglomerative method, number of
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records was limited under 1000. Results from distinct scenarii were compared
with clusters in initial data (known), and with global multidimensional KMeans
and Agglomerative results.

Combination Principles Used. Clustering methods appear as initial and
as crossing clustering (see Section 3). For those two stages, KMeans as well
as Agglomerative methods could be considered. MA and MK represent respec-
tively multidimensional Agglomerative and KMeans clustering. UXCYZ repre-
sent incremental clustering scenarii with: X, initial clustering (A-gglomerative
or K-means); Y, cross clustering (A or K); Z incremental way (see Figure 2:
B-inary or O-ne by one). MUXCYZ represent macro-iterative visions (see Sec-
tion 3).

Generated Clusters. Of course referential groups (in synthetized data) are
identified by multidimensional agglomerative as well as multidimensional KMeans
clustering. Incremental scenarii using agglomerative clustering brings to false
results: when used for initial step (UACYZ, MUACYZ), resulting clusters rep-
resent a mix of initial groups; when used for cross step (UKCAZ, MUKCAZ),
the method converge until a ’huge’ cluster and ”unitary” ones. Scenarii using
KMeans for initial step (UKCYZ and MUKCYZ) produce clusters similar to
initial groups with some agglomeration of neighboor groups (10% of existing
groups don’t appear as independent resulting group but are included to a neigh-
boor group). Instead, those incremental scenarii (UKCYZ and MUKCYZ) could
be considered as good heuristical methods.

EXECUTION TIMES COMPARAISON

  MK     UKCKB        UKCKO      UKCAB      UKCAO     MUKCKB      MUKCKO      MUKCAB     MUKCAO

cross/merge

initial clustering

overcost

Fig. 3. Computation time comparison for scenarii including KMeans

Time Considerations. Tests permit to confirm that the use of agglomerative
method brings to most expansive computation for time considerations, as those
versions do not produce ‘right’ clusters, details about time’s consideration for
those methods are not given. Figure 3 represents computation times for KMeans
based versions of incremental clustering (MK, UKCYZ et MUKCYZ).UKCYZ
versions have computation’s time 15 time greater to a MK multidimensional
clustering, but offer high parallelisation capabilities. MUKCYZ versions have
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Table 1. Balances

Balance from using Agglomerative Balance over incremental clustering
or KMeans clustering and classical clustering

Version UACA UKCA UACK UKCK MA MK UKCKZ MUKCKZ
Time —— + —– ++ —- +++++ ++ ++++

Quality of clusters — —- —- +++ +++ +++ +++ +++
Possible parallelisations 0 0 +++ +++

computation’s time 6 time greater to a MK multidimensional clustering, but
also offer high parallelisation capabilities (see Table 1). Then macro iterative
scenarii furnish ’right’ clusters, but also good computation time (even including
a necessary overcost for the association rules problem, black zones on Figure 3).
Macro Iterative vision also contains parallelisation capabilities at several steps
(pluridimensional initial step as well as unidimensional, crossing..., see Table 1).
Then those MUKCKZ scenarii hold attention for futur works.

Balance Sheets. Table 1 presents balance from clustering methods (Agglom-
erative or KMeans) as initial clustering and merging clustering (see Section 3)
for execution time, quality of results and parallel capabilities, and balance from
using multidimensional clustering or incremental clustering.

5 Conclusions and Perspectives

Conclusions. Incremental clustering results appears acceptable relatively to
the possibility offered to distribute the algorithm in a suited way on a Grid. The
incremental way (binary tree or individual based from which the clustering is
done appears not to have a great influence on results since those results are sim-
ilar for each way, but could be used to take advantages of distributed computing
specificities and from the initial repartition of the multibase.

Perspectives. As the problem of incremental clustering has been studied to
solve the problem of an intelligent fragmentation of data for the association rules
problem (see Section 1), actual works consist in using this method as fragmenta-
tion in the general DisDaMin schema. Distributed considerations for incremental
way are then inspired from the initial repartition of the multibase and global
pipeline considerations are applied in relation with those incremental ways.
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Abstract. In this paper we present a novel infrastructure for data anal-
ysis based on the mechanism of updatable views. The views are used in
two ways: as wrappers of local servers, which allow one to adopt local
schemata to warehousing requirements, and as a facility for data inte-
gration and transformation to a federated canonical data model. Such
updatable views present virtual data to the clients, but they themselves
are also objects that can have methods and other features. The advan-
tage of our approach is a simple architecture and a user-friendly query
language for definition of views and for writing applications. Thus our ap-
proach can compete with Web Services, CORBA and other middleware
technologies in terms of universality, flexibility and maintainability. This
approach is based on the Stack-Based Approach to query languages, in
which the query language is treated as a kind of programming languages.

1 Introduction

Grid computing is a technology dealing with integrating many computers into
one big virtual computer which combines resources of particular computers (pro-
cessing power, storages, data, services, etc.) In this paper we focus on data-
intensive applications of grid where distribution of data implies distributed
and parallel computation. Data mining and knowledge discovery apparently are
among such data-intensive applications. In order to discover any hidden rules
and/or trends the data must be well integrated and there must exist means to
process them in a distributed environment.

The paradigm of distributed/federated databases as the basis for the grid
technology is materialized in Oracle10g [1]. Technologies and applications based
on CORBA [2] also follow this paradigm. It is based on data-centric (or object-
centric) view, in which the designers start from developing a canonical federated
data/object model and a data/object schema. In case of object-oriented models
objects are associated with behavior. The next phase is development of applica-
tions acting on such federated (global) data/object resources.

In majority of cases of distributed/federated databases the design assumes
the bottom-up approach, where existing heterogeneous distributed data and ser-
vices are to be integrated into the virtual whole that follows some canonical or
federated data/object model. This is just the idea of CORBA, which assumes the

P.S. Szczepaniak et al. (Eds.): AWIC 2005, LNAI 3528, pp. 480–485, 2005.
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definition of a canonical model via IDL and skeletons/wrappers/adaptors that
transform local server resources to the form required by the canonical model.

In this paper present a new infrastructure for data analysis, to handle prob-
lems with integration of data. In the approach we assume autonomy of local
databases. Autonomy means that in order to be connected to the grid the ser-
vice providers need not to change their current information systems (or change
only a little). Data and services of a particular server are made visible for global
applications through a wrapper that virtually maps the data/services to some
assumed canonical object model. Then, all contributing services are integrated
into the virtual whole by means of a updatable views. This way all data are seen
through a canonical federated schema.

Although the idea of using views for integration of distributed data is not
new (e.g. [3, 4]), the problem is still challenging due to updatability and practical
universality of view definitions. In [5] we described how one can deal with vir-
tual updatable object-oriented database views. In this paper we propose a novel
approach to grid based on this approach. The approach allows one to reduce the
time required for development of analysis framework. The proposed approach is
based on the Stack-Based Approach (SBA) to query languages and the idea of
updatable views defined within this approach.

The presented approach can be used as an integration framework for dis-
tributed and heterogeneous data/service resources. A view definition can handle
not only passive data but also methods (operations). A view delivers to the
clients virtual objects associated with operations. Such views offer similar fa-
cilities as Web Services and CORBA-based middleware. They also cover the
functionality of federated databases and the CORBA Persistent State Service.
The advantage of the approach is that it is much more flexible, universal and
user-friendly than the mentioned technologies.

The rest of the paper is structured as follows. In Section 2 we describe Stack-
Based Approach to query languages. In Section 3 we sketch approach to updat-
able views that is a core of the presented infrastructure for data analysis. In
Section 4 we explain ideas of the infrastructure. In Section 5 we illustrate this
approach by giving an example. Section 6 concludes.

2 Stack-Based Approach

In SBA [6] a query language is considered a special kind of a programming
language. Thus, the semantics of queries is based on mechanisms well known
from programming languages like the environment stack. SBA extends this con-
cept for the case of query operators, such as selection, projection/navigation,
join, quantifiers and others. Using SBA one is able to determine precisely the
operational semantics (abstract implementation) of query languages, including
relationships with object-oriented concepts, embedding queries into imperative
constructs, and embedding queries into programming abstractions: procedures,
functional procedures, views, methods, modules, etc.
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SBA respects the naming-scoping-binding principle, which means that each
name occurring in a query is bound to the appropriate run-time entity (an
object, an attribute, a method a parameter, etc.) according to the name scope.
The principle is supported by means of the environment stack, extended (in
comparison to programming languages) to cover database collections and all
typical query operators occurring e.g. in SQL and OQL. Due to stack-based
semantics we achieve full orthogonality and compositionality of query operators.
The stack also supports recursion and parameters.

SBA and its query language SBQL have several implementations: for the
LOQIS system, for XML DOM model, for the European project ICONS, for
Objectivity/DB and for the currently developed object-oriented platform
ODRA.

3 Views in SBA

Views are mappings of stored data into virtual ones. The main feature of views
is transparency, which assures that that the programmers should not distinguish
virtual and stored data by any syntactic options. Transparency of views is easy
to achieve for retrieval (see SQL), but it is an extremely hard issue for updat-
ing of virtual data. The problem of updatable database views has been known
for decades. There are a lot of theoretical proposals, but the practical impact
is very low, especially for object-oriented and XML-oriented databases. Some
(very limited) view updating capabilities are offered by Oracle. In the case of
relational databases (Oracle, MS SQL Server) the ”instead of” triggers are the
only sufficiently robust solution. Our approach goes exactly in this direction, but
it is not based on triggers, it is more flexible and universal.

The SBA approach to updatable views is presented e.g. in [5]. The idea is
to augment the definition of a view with the information on users’ intents with
respect to updating operations. The first part of the definition of a view is the
function, which maps stored objects into virtual ones (similarly to SQL), while
the second part contains redefinitions of generic operations on virtual objects.
The definition of a view usually contains definitions of subviews, which are de-
fined on the same principle. Because a view definition is a regular complex object,
it may also contain other elements, such as procedures, functions, state objects,
etc.

4 Infrastructure for Data Analysis

In this section we present our infrastructure for data analysis (see Fig. 1). The
heart of it is the global virtual object and service store (or global virtual store).
Global clients are applications that send requests and queries to the global vir-
tual store. The global schema is a collection of definitions of data and services
provided by the global virtual store. The infrastructure offers services and data
of local servers to these global clients. The local schema defines data and services
inside a local server.
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Fig. 1. The architecture of the grid

The first step of the integration of a local server into the grid is done by
the administrator of this local server. He/she has to define the contributory
schema which must conform to the global schema. It is the description of the
data and services contributed by the local server to the grid. The local server’s
administrator also defines contributory views that constitute the mapping of the
data to the form digestible to the grid.

The second step of the integration of local servers into the grid is the creation
of global views. These views are stored inside the global virtual store. The inter-
face of them is defined by the global schema. They map the data and services
provided by the local servers to the data and services available to the global
clients.

The communication protocol is the collection of routines used in the definition
of the global views. It contains the functions to check e.g. the state (up or down)
of a local server and the access time to a local server.

Global views are defined by the grid designer, which is a person, a team or
software that generates these views upon the contributory schemata, the global
schema and the integration schema. The integration schema contains additional
information how the data and services of local servers are to be integrated into
the grid. The integration schema holds only the items that cannot be included
in the contributory schemata.

In the figure solid lines represent run-time relationships i.e., queries, requests,
and answers. Global users ask global view for resources and the global view re-
quest resources from local servers. In the figure dashed arrows illustrate associ-
ation that are used during development of the grid software. The programmers
of global applications (global clients) use the global schema. The global views
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conform to the global schema. The grid designer uses the contributory
schemata, the global schema and the integration schema in order to develop
a global view.

5 An Example Application

We present a simple example of a data analysis application. It integrates re-
sources stored at multiple locations. We assume that we deal with multiple
stores located in Cracow, Warsaw and Radom. The application facilitates check-
ing rules. A global schema and contributory schemata are the same, Fig. 2.
Contributory views are the same.

Item

product
quantity
pricedate

customer

Sale
items *

Fig. 2. Schema of example database

In the integration schema we have only the information that global database
is a union of all three databases. The example global view that integrates these
distributed resources might look as follows:

create view mySaleDef {
virtual objects mySale {

return ((Radom.Sale) ∪ (Cracow.Sale) ∪ (Warsaw.Sale)) as s; }
on retrieve do {

return s.(deref(customer) as cust, deref(date) as date, items as items); }
}

In this example we implicitly use some routine of the communication protocol,
i.e., navigation (”.”). These routines are called as if they were performed locally,
although in fact they are performed on data from remote servers. Inside the
global virtual store these operations are to be implemented as communication
protocol features.

With this view in hand one can define procedures which check rules. These
procedures can be defined by global clients themselves or be provided by the
global virtual store. The following procedure uses the above view and checks the
support for rules of form: for s ∈ mySale holds p1 ∈ s.items.Item.product → p2 ∈
s.items.Item.product.
proc support(p1, p2) {

create local (count(mySale where
exists (items.Item where product = p1 and product = p2))) as a;

create local (count(mySale)) as b;
return a / b;

}
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Find pairs of products satisfying the rule with the support higher than 90

(unique(mySale.items.Item.product) group as p).(p as p1, p as p2)
where p1 �= p2 and support(p1, p2) > 0.9

This is a very simple application showing only location transparency avail-
able for the programmer due to the mySale view. The space limit does not allow
us to present more complex examples, where we can cope with heterogeneity
of local servers, replications, redundancies in source data and various forms of
fragmentation of objects and their collections. Views in this approach are com-
plex objects which can have any content, including local objects and procedures.
This makes it possible to create stateful views, which could e.g. store rules to
be tested, discovered rules, etc. Global users could use such views as a data
analysis framework that integrates data sources, stores the rules and performs
verification and applications of the rules.

6 Summary

We have presented a novel approach based on updatable views to implement-
ing data analysis frameworks. The approach fulfills requirements for database
integrating applications, such as transparency and interoperability. In the ap-
proach we integrate data sources using the query language SBQL and updatable
views which ensure a high abstraction level. The advantage is shortened time of
developing new applications and adapting existing application to changing re-
quirements. The presented view mechanism is flexible and allows one to describe
any mappings from a local database schema to any canonical federated database
schema. Furthermore, our views can have methods, thus our architecture offers
the same facilities as CORBA and Web Services.

Currently we are implementing this approach in the prototype platform
ODRA which is an object (or XML)-oriented database management system
based on SBA and SBQL.

References

1. Oracle 10g: Infrastructure for Grid Computing, Oracle White Paper, Sept. 2003.
2. OMG: OMG CORBATM/IIOPTM Specifications. http://www.omg.org/technology-

/documents/corbaspeccatalog.htm, 2002.
3. Halevy, A. Y.: Answering queries using views: A survey. VLDB J. 10(4): 270-294

(2001).
4. Bellahsene, Z.: Extending a View Mechanism to Support Schema Evolution in Fed-

erated Database Systems. Proc. of DEXA 1997, 573-582.
5. Kozankiewicz, H., Leszczy�lowski, J., Subieta, K.: Updatable XML Views. Proc. of

ADBIS, Springer LNCS 2798, pp. 385-399, Dresden, Germany, 2003.
6. Subieta, K., Kambayashi, Y., Leszczy�lowski, J.: Procedures in Object-Oriented

Query Languages. Proc. of 21-st VLDB Conf., 1995, 182-193.



SoPhIA: A Unified Architecture
for Knowledge Discovery

Dimitrios K. Korentzelos, Huaglory Tianfield, and Tom Buggy

School of Computing and Mathematical Sciences, Glasgow Caledonian University, 70
Cowcaddens Road, Glasgow G4 0BA, UK

{D.Korentzelos, H.Tianfield, T.Buggy}@gcal.ac.uk

Abstract. This paper presents a novel architecture Soph.I.A (Sophisti-
cated Intelligent Architecture), which integrates Knowledge Management
and Data Mining into a unified Knowledge Discovery Process. Within
SophIA Data Mining is driven by knowledge captured from domain ex-
perts. Knowledge Grid is briefly reviewed to envision the implementation
of the proposed framework.

Keywords: Data Mining, Knowledge Discovery Process, Knowledge Grid,
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1 Introduction

Data Mining (DM) is basically about knowledge discovery ([1] [5] [17]). Another
field on knowledge discovery is Knowledge Management [15]. The adherence of
DM with KM could be seen in Knowledge Mining. For instance, Knowledge-
Based Systems can be used to discover knowledge on Knowledge Repositories
[manipulating experts’ knowledge], Data Warehouses and OLAP systems.

”Knowledge Discovery is the Process based on an intelligent and sophisticated
mechanism, which works for the collection and process of data, information, and
knowledge. This leads towards the discovery of expedient facts or relationships
between them” [12]. The main characteristic of the Knowledge Discovery Process
is that it has no compulsory tasks.

The use of Domain Knowledge could significantly improve the efficiency of
Knowledge Discovery Process (KDP), if it is integrated within the process ([10]
[18]). The domain expert can prevent the data miner from researching or being
misguided within the database. It has to be noticed that during KDP, many
potentially interesting patterns can be found but few of them contain nuggets
interesting for the creation of new knowledge on the domain. Piatetsky-Shapiro
[16] did a further analysis on objective rule interestingness. Obviously, there
is a link between interestingness measures and domain knowledge. One of the
challenges is how to capture the domain knowledge from the domain expert so
to integrate it within the KDP mechanism.

Knowledge Management can have an important role during the KDP, in sup-
porting the assimilation and capture of essential knowledge from the domain
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expert. For successful Knowledge Management, it is essential to have an ef-
fective collection, documentation, refinement, dissemination and utilisation of
knowledge. Frank and Hampe [4] stress that Knowledge Management Systems
(KMS) provide a collection of views, which are illustrated from user’s perspec-
tive and conclude by sustaining that KMS can contribute towards overcoming
the gap between business and technology. This gap is one of the factors that can
block the effective use of computers and communications [11].

Another interesting perspective for processing human knowledge, so as to
be generally accessible (e.g. in an organizational environment), is to implement
Knowledge Management by the use of Ontologies. Gruber [7], defined ’Ontol-
ogy’, as the formal explicit specification of shared conceptualisation. Guarino [8]
denoted that the problem of the above definition is the vagueness of the term
’conceptualisation’. After analysing several definitions, Guarino defined ’Ontol-
ogy’ as: ”... a logical theory that constraints the indented models of a logical
language” [8]. The construction of a knowledge base can be based on ontology
and ontological theory. Guarino and Giaretta [9] gave three possible technical
senses to the word ’Ontology’: a)’ontological theory’; b)’Ontology’ is a synonym
of ’specification of an ontological commitment’; and c)’Ontology’is a synonym
of ’conceptualisation’.

Ontologies can help Knowledge Management to form knowledge in a way
so to be easily reusable. ”Next generation knowledge management systems will
likely rely on conceptual models in the form of ontologies to precisely define the
meaning of various symbols” [14].

2 SophIA: An Architecture for Knowledge Discovery
Process

This paper presents SophIA. SophIA’s Knowledge Discovery Process is divided
into four steps i.e. Domain Knowledge Assimilation, Data Preparation, Data
Mining, and Knowledge Dispersion. Defining the boundaries, between different
fields such as Data Mining and Knowledge Management, is helpful for the iden-
tification of malfunctions in KDP. Usually, several malfunctions happen during
the transition from one step to another, especially when these steps belong to
different disciplines. For example, the transition from ’Assimilation of Domain
Knowledge’ step (which involves how to manage knowledge) to ’Data Prepara-
tion’ step (that has to do with managing data). For a smooth transition from
one step to the other, the use of linkage steps (such as Data Understanding) is
considered more than essential. SophIA’s design supports the use of an object
oriented design, a common sense language/rules (either for business people or
for data miners) so to be able to translate/understand the messages from one
discipline to another, an integrated user interface system and finally an easily
comprehensible functionality.

SophIA’s Design Rationale is characterised by the following attributes: a
higher level of automation in KDP, higher level of abstraction, an effective User
Interface, utilisation of Domain Knowledge (in order to reduce both the time that
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is needed for Knowledge Discovery, the amount of data that has to be processed
during the KDP), and finally a unique repository of expert’s knowledge, which
can be fortified as intellectual capital.

Figure 1 presents the SophIA’s Framework for the Knowledge Discovery Pro-
cess. SophIA’s kernel is the Core Repository (CR). CR holds information gener-
ated by both DM and KM, which has the potential to be transformed into new
knowledge. The Sophisticated Mechanism, (see Figure 1) is responsible for man-
aging knowledge that comes from a domain expert. Its basic parts are as follows:
The Domain Knowledge Worker Repository (D-KnoWR ), where the knowledge
provided by the domain expert (with the help of a user interface) is stored,
an Ontology responsible to translate the above knowledge, and the Knowledge
Repository (KnoWR) where the translated domain knowledge from the Ontol-
ogy is transformed into information. The KnoWR is also responsible to find new
information, which could be considered as potential new knowledge (and so send
them to the CR). The Intelligent Mechanism, is responsible for managing the
data stored on a Data Warehouse. The results of mining, the Data Warehouse
are also stored on CR. The information stored on CR, is processed so to give the
new domain knowledge. With the help of a user interface, SophIA disseminates
the new knowledge. The user interface is also used to answer any queries related
to the new information.

Fig. 1. Framework of SophIA

The Functionality steps of SophIA include: domain knowledge acquisition,
data preparation, data mining, and knowledge dispersion.

Assimilation of Domain Knowledge. In general, the contribution of the busi-
ness analyst is crucial, in guiding the data miner, for designing the DM project.
Further assistance is essential for the data miner so to identify basic relation-
ships or patterns, which the business analyst already knows. It would be easier
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for the data miner to extract information from a database, instead of trying to
take advantage of the expert’s knowledge instantly. Another significant reason
for codifying business analyst’s knowledge is that the human brain has capacity
limitations and aging, comparing to computer databases, which are able to store,
transfer, and manipulate petabytes. This step is an effort in the direction of the
best possible way to codify domain knowledge. The main purpose is to enable
the codified knowledge to be easily and comprehensibly accessible for the data
miner. Figure 1 depicts SophIA’s sophisticated mechanism for codifying domain
knowledge: The business analyst, with the help of a user interface, passes his/her
knowledge on to D-KnoWR. By the use of text mining techniques, several key-
words are mined from D-KnoWR so to formulate an ontology. An object oriented
schema, can be used to identify data, which has the potential to be interesting
for the data miner. Finally, the data described from the ontology, is passed on to
KnowR. Consecutively, the data miner searches KnoWR for finding knowledge
relative with the project’s needs.

Data Preparation, in SophIA, involves the following steps: Transform the data
from KnowR to the CR, enrich the CR with data from the DW and finally, pre-
pare the data stored in CR for mining. This is feasible by organizing the data from
knowR (used as metadata) and the data from the DW, in a structured model.

Data Mining. After the data is ready for mining, a specific type of algo-
rithm (e.g. a back-propagation Neural Network algorithm) can be implemented.
The type of algorithm depends on the type and the volume of the data. For
instance, a clustering algorithm can be used to describe data that resides on
the CR database. The purpose is to discover patterns with the potential to be
characterised as new knowledge.

Knowledge Dispersion is the step where the results are expressed by the help
of a user interface in a comprehensible way for the business analyst. The success
of the whole process is measured primarily by checking if criteria as in man-
ager’s initial questionnaire have been answered, and secondly by investigating
the optimisation of the new patterns that came up from SophIA.

3 The Advent of Knowledge Grid

The astonishing evolution of the World Wide Web has proved the power of global
networking. The global use of the Web has created massive volume of data,
information, and knowledge, which resides on servers in the form of HTML,
XML documents and their derivatives. The superinduction of Ontologies, RDF
and OWL languages, have transformed the Web into Semantic Web. In chorus,
Grid technologies make an effort to take advantage of the data [data, information,
and knowledge] that resides on Semantic Web.

Knowledge Grid is a relatively new concept regarding Grid terminology and
definitions [2]. It can be said that Knowledge Grid is the evolution of merg-
ing Semantic Web with Grid Technology. Its effort is to collect and distribute
Knowledge using the power of a Grid. Zhuge et al defined ’Knowledge Grid’
as ”...a mechanism that shares and manages the distributed heterogeneous re-
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Fig. 2. Acquisition of Domain Knowlegde

sources spread across the Internet in a uniform way [19]. It has been advocated
that Grid Architectures should be compliant with Open Grid Services Architec-
ture (OGSA) [13] and Web Services Conceptual Architecture (WSCA) [3]. In an
extended report for Semantic Web, Grid Computing and Cognitive/Knowledge/
Semantic Grid, Geldof [6] describes the benefits, the applications, the current
status, critical issues and the challenges of Knowledge Grid.

4 Outlook

SophIA has been designed to take into consideration the use of domain expertise
for the best possible implementation of a Knowledge Discovery Process. SophIA,
is intended to manipulate knowledge that resides on the Knowledge Grid so
to utilise it for more efficient guidance of Data Mining algorithms. Therefore,
SophIA integrates an Unstructured Knowledge-Base and a Meta-Knowledge-
Base, using Ontology as an interface. Currently, SophIA is in the stage of eval-
uating possible tools and platforms particularly from Knowledge Grid research
for its implementation.
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Abstract. Data Mining is playing a key role in most enterprises, which have to
analyse great amounts of data in order to achieve higher profits. Nevertheless,
due to the large datasets involved in this process, the data mining field must face
some technological challenges. Grid Computing takes advantage of the low-load
periods of all the computers connected to a network, making possible resource
and data sharing. Providing Grid services constitute a flexible manner of tackling
the data mining needs. This paper shows the adaptation of Weka, a widely used
Data Mining tool, to a grid infrastructure.

Keywords: Data Mining, Data Mining Grid, Grid Services, Weka Tool.

1 Introduction

Data mining is a complex problem, mainly because of the difficulty of its tasks and the
huge volume of data involved in it. Roughly, the data mining tasks can be classified as
preprocessing, specific data mining tasks (e.g, rule induction) and postprocessing tasks.

Several initiatives have tried to eliminate this complexity. In this sense, one of the
most important trend is the development of high performance data mining systems [8].

Nevertheless, traditional and homogeneous distributed systems do not solve the
challenging issues related to data mining. Grid computing has emerged as a new tech-
nology, whose main challenge is the complete integration of heterogeneous computing
systems and data resources with the aim of providing a global computing space [4].
We propose the use of the grid technology as a new framework in which data mining
applications can be sucessfully deployed.

On the other hand, Weka [11] is a widely used Data Mining tool, written in Java.
This paper describes a generic architecture for making data mining grid-aware services.
It also addresses WekaG, an implementation of this architecture, which uses Weka.

This paper is organized as follows. Section 2 shows how the grid technology al-
lows data mining tasks to be performed in a flexible way. Section 3 describes WekaG,
an adaptation of Weka to a grid environment. Furthermore, a generic architecture for
making data mining libraries grid-aware is shown. This architecture is referred to as
DMGA (Data Mining Grid Architecture). Section 4 analyses a sample data mining al-
gorithm, the Apriori algorithm, deployed in a grid environment. Section 5 talks about
works related to our proposal. Finally, we conclude with some remarks and the ongoing
and future work.
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2 Data Mining Grid

Data mining applications demand new alternatives in the field of discovery, data place-
ment, scheduling, resource management, and transactional systems, among others. This
is due in part to the following reasons:

– It is required to access to multiple databases and data holders, in general, because
no single database is able to hold all data required by an application.

– In a generic scenario, multiple databases do not belong to the same institution and
are not situated at the same location, but geographically distributed.

– For increasing the performance of some steps of the data mining process, it is pos-
sible to use local copies of the whole dataset or subsets.

– Business databases or datasets may be updated frequently, which implies replica-
tion and coherency problems.

Several architectures have been proposed. In [3], Cannataro et al. define the Knowl-
edge Grid as an architecture built on top of a computational grid. This architecture
extends the basic grid services with services of knowledge discovery on geographically
distributed infrastructures.

Another different architecture has been proposed by Giannadakis et al. in [6], named
InfoGrid. InfoGrid is mainly focused on the data integration. This infrastructure in-
cludes a layer of Information Integration Services, which enables heterogeneous infor-
mation resources to be queried effectively.

In [10], we introduce a generic and vertical architecture (DMGA) based on the
main data mining phases: pre-processing, data mining and post-processing. Within this
framework, the main phases are deployed by means of grid services. WekaG, explained
in the following section, is an implementation of this architecture.

3 WekaG: A Data Mining Tool for Grids

Weka is a collection of machine learning algorithms for data mining tasks developed
at the University of Waikato in New Zealand [11]. Weka contains tools for all the data
mining phases: data pre-processing, data mining tasks (e.g. classification, regression,
clustering, association rules), and data post-processing. One important feature of this
toolkit is the flexibility of this tool for developing new machine learning schemes.

WekaG is thought as an extension of Weka for grid environments. WekaG is based
on a client/server architecture. The server side is the responsible of the creation of in-
stances of grid services by using a factory pattern. These grid services implement the
functionality of the different algorithms and phases of the data mining process.

We have also developed a WekaG client, which is responsible for communicating
with the grid service and offering the interface to users. In this way, Weka is not mod-
ified. We only add a new input in the Graphical User Interface for providing this new
capability.

The main purpose of adapting Weka to a grid environment is to define an infrastruc-
ture for data mining that includes at least the following components and features:
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– Coupling data sources, which can be dynamically installed and configured. This
characteristic makes easier data movement and replication. Data filtering, data repli-
cation and use of local datasets help to enhance the efficiency of data mining appli-
cations on grid infrastructures.

– Authorized access to data resources, providing a controlled sharing of data within
a virtual organization [5]. This implies the use of authentication and access con-
trol mechanisms, in the form of access policies, by using GSI (Grid Security
Infrastructure).

– Data discovery based on metadata attributes.
– Planning and scheduling resources to the data mining tasks.
– Based on the application, and maybe on other parameters provided by the user, we

can identify the available and appropriate resources to use within the grid. This task
could be carried out by a broker function. In this case, if we have several equal or
different grid services in different locations, we can use a trading protocol for de-
ciding at run time which one can provide the features which fit most to the client
requirements.

Although WekaG constitutes a useful tool for data mining, our main purpose is to
extend this functionality for several libraries and new algorithms. In this sense, WekaG
is a particular implementation of a more general architecture, whose name is DMGA
(Data Mining Grid Architecture). DMGA is shown in Figure 1.

As we can see in this figure, we have chosen the use of Globus Toolkit 3 (GT3 in
the figure). This release of Globus is stable.

Weka/Other Interface

PRE DM POST

Weka
Lib

Other
libs

GT3

OS

DMG Services

Fig. 1. DMGA Overview
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DMGA can be thought as a flexible way of making services grid aware. Our services
offer a client and an user interface, hiding all the problematic related to the management
of GT3, which is tackled by the appropriate grid service.

4 AprioriG: A WekaG Case Study

We have built a first prototype, which demonstrates the feasibility of our design. Our
first prototype only includes a sample data mining service, but we will intend to create
several grid services, which can be composed in order to create dynamic workflows,
which improve the Weka functionality. This prototype implements the capabilities of
the Apriori algorithm [1] in a grid environment. The Apriori service (buildAsso-
ciation), which produces association rules from a dataset, is specified by means of
WSDL (Web Services Description Language).

For the development of this functionality, we have used the object serialization,
in order to store and retrieve the state of the required objects. This feature allows
Weka to be extensible to support marshaling and unmarshaling and thus, to access to

Fig. 2. AprioriG demonstration
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remote objects. Most of the Weka classes are serializable, and specifically the Apriori
class:

public class Apriori extends Associator implements
OptionHandler, CARuleMiner {

/* Apriori class extends the abstrac class
Associator */

}

public abstract class Associator implements
Cloneable, Serializable {

/* Associator class implements the interface
Serializable */

}

Figure 2 shows an example of execution of the Apriori algorithm over a sample
dataset. The algorithm is performed by the AprioriG service, whose results are sent
back to the client graphical user interface.

For the deployment of the files to the Grid services nodes, we use GridFTP [2]. The
main reason is that GridFTP is integrated within the Grid stack and supports parallel
data transfer, which enhances the performance.

5 Related Work

Grid Weka [7] is being developed in University College Dublin. In this system, the ex-
ecution of all the tasks are distributed across several computers in an ad-hoc Grid. This
proposal does not constitute a real adaptation of Weka to a grid environment, because
the framework in which this tool is based is closed. Weka Grid provides load balanc-
ing and allow Weka to use idle computing resources. However, it does not provide a
“flexible, secure, coordinated resource sharing among dynamic collections of individ-
uals, institutions, and resources”. Moreover, Weka Grid does not use an OGSA-style
service, unlike WekaG, whose services are OGSA-compliant. Finally, WekaG is a spe-
cific implementation of a more general architecture (DMGA). Our purpose is to extend
the functionality of DMGA with different libraries and algorithms, providing a flexible
set of services for data mining, which can be used by different virtual organizations,
transcending geographical boundaries.

On the other hand, the authors of this paper have developed earlier other tools for
performing the Apriori algorithm in a parallel fashion. In [9], an optimization of this
algorithm is shown. This work adapts the underlying storage system to this problem
through the usage of hints and parallel features. Instead, WekaG and DMGA constitutes
a global optimization to data mining, allowing us to use and reap the advantages of Grid
computing in this heavy process.
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6 Conclusions and Ongoing Work

This paper describes a generic architecture for making data mining grid-aware services.
As an implementation of this architecture, WekaG provides all the functionality of Weka
in a grid environment. We have developed a prototype of WekaG, porting the logic of
the Apriori algorithm to this new framework.

The advantages of this proposal include the possibility of offering different data
mining services in a combined and flexible way, making use of trading and negotiation
protocols for selecting the most appropriate service.

As ongoing and future work, we are extending our prototype for building a com-
plete WekaG tool, which includes all the algorithms. Our future work will also include
the composition of grid services with the aim of providing suitable data mining ser-
vices. Additionally, we will evaluate the performance of WekaG in a grid environment
composed of different virtual organizations.
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Abstract. This paper presents a Framework for Concurrent Distribute
Transaction processing over Grid Environment, called DCP-Grid. DCP-
Grid complements Web Services with some OGSI functionalities to im-
plement the Two Phase Commit (2-PC) protocol to manage Distribute
Transactions properly in this kind of environment. Although DCP-Grid
is still under development at the Universidad Politécnica de Madrid, in
this paper, we present the design and the general characteristics associ-
ated to the implementation of our proposed Framework.

1 Introduction

The introduction of Services Oriented Architectures (SOA) [1] [2], in the last
few years, has increased the use of new distributed technologies based on Web
Services (WS) [3]. In fact, e-science and e-business processes have adopted this
technology to improve the integration of some applications. The coordination of
this type of processes, based on WS, needs the transactional capability to ensure
the consistency of those data that are being handled by this kind of applications.

A transaction could be defined as the sequence of actions to be executed
in an atomic way. This means that all the actions should finish - correctly or
incorrectly- at the same time as if they were an unique action.

The four key properties associated to the transactions processing are known
as the ACID properties - Atomicity, Consistency, Isolation, and Durability [4].
The aim of our proposal is to build a Framework, based on grid technologies,
to coordinate distributed transactions that are handling operations deployed as
Web Services.

The Grid Technology, which was born at the beginning of the 90s , is based
on providing an infrastructure to share and coordinate the resources through the
dynamic organizations which are virtually distributed [5] [6].

In order to make possible the development of DCP-Grid we will take into
account the Grid Web Services (GWS) characteristics. The GWS, defined in
the Open Grid Service Infraestructure (OGSI) [7], could be considered as an
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extensin of the WS. The GWS introduce some improvement on WS, which are
necessary to the construction of standard, heterogeneous and open Grid Systems.
The OGSI characteristics on which DCP-Grid has being designed and built are:
Stateful and potentially transient services; Service Data; Notifications; portType
extensin; Grid Service Handle (GSH) and Grid Service Referente (GSR).

OGSI is just an specification, not a software platform, and therefore, we
need a middleware platform, supporting this specification, in order to deploy
the DCP-Grid Framework. From all the possible patforms to be used, we have
decided to use the Globus Toolkit [8] platform for this Project because in the
most extended nowadays. More specifically, we have being working with GT3
(version 3.2) for DCP-Grid due to its stability.

In this paper we will start describing the state of the art in the dealing
area as well as their contributions to the DCP-Grid design, subsequently we
will move to the architectural design of our proposal and we will give some
details related to the framework implementation to finish with some conclusions,
ongoing directions and future work.

2 Related Work

The standard distributed transaccional processing model more extended is the
X/Open [14] model, which defines three rolls (Resource Manager RM,Transaction
Processing Manager TPM and Aplication Program AP) [9] [14]. Conceptually,
the three rolls interact as described in the following figure: Based on the Web
Service technology two specifications to standardize the handling of transac-
tions through open environments have arisen. These specifications are WS-

Fig. 1. X/Open Model Roles Interaction
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Coordination [10] and WS-Transaction [13], developed by IBM, Bea and Mi-
crosoft. In them, the way to group multiple Web Services as a transaction is
exposed, but the form of coordination of the transactions is not specified. On
the other hand, the Business Transaction Protocol specification (BTP) [13], pro-
posed by OASIS, defines a transaccional coordination based on workflows. This
specification is complex to handle and integrate [12]. Based on GT3 [8] we try
to construct a simple proposal for the implementation of a transaccional man-
ager adopting the X/Open model show in Fig. 1. In the proposed design, the
analogies are visible.

3 DCP-Grid Design

The architectural design for DCP-Grid, based on the X/Open model [14], raise
the RM and TPM roles as Grid WS taking advantage of the OGSI characteristics
[7]. The AP layer is defined as a Grid client to handle the transaction.

In the following sub-sections, we will describe the design of each of these
components.

3.1 Resource Manager (RM) Design

In DCP-Grid, the interface associated to the RM component is imbibed in the
TransactionSupportService Grid WS and therefore each transactional service be-
fore interacting with the TPM should extend from this service. Our design takes
advantage of the OGSI PortType Extensin characteristic. Due to this characteris-
tic, it is possible to extend the WS functionality with some inheritance relations.

The RM’s operations defined in the TransactionSupportService interface are:

Fig. 2. TransactionSupport interface

The commit, rollback and readyToCommitOperation operations will allow
to exchange information to coordinate the transaction in between the TPM and
the RM (Fig. 1, step 3). Any service could be part of a transaction coordinated
by DCP-Grid. This is the reason why the commit and rollback processes of each
of these services are delegated in the service development.

This is the reason why the commitAtomicOperation and rollbackAtomicOp-
eration operations are abstracts and must be implemented by their respective
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services extending from the TransactionSupportService service. For example, if
the service is an access to a RDBMS, then the commitAtomicOperation and
rollbackAtomicOperation operations will carry on a commit/rollback of the con-
nexion established with the RDBMS.

Moreover, the TransactionSupportService has associated a Service Data El-
ement SDE [7], named statusOperation, to keep the transactional state. These
estates are defined as PROCESS, READY TO COMMIT, ROLLBACK and
COMMITED. When the extended service request, the logic implemented in
TransactionSupportService change the value of the operation’s state as:

exampleService() {
try {
//Process service
// i.e. RDBMS Transaction
} catch (Exception e) {
rollback();
throw new RemoteException(e.getMessage());
}
readyToCommit();
}

The operation readyToCommit changes the SDE value and notify the changes
to the TPM:

readyToCommit() {
operationInfoType.setStatus(READY TO COMMIT);
operationInfoSDE.notifyChange();
}

As for the rollback operation, the sequence would be similar, but taking into
account that the rollbackAtomicOperation service knows that the transaction
has already failed.

3.2 Transaction Processing Manager (TPM) Design

The TPM is based on the subscription to the value changes of the SDE statu-
sOperation. Grid WS has this property when they are working in a listener mode
[7]. Once the service has processed the business logia, the operation will change
the value of the SDE and will notify the change to all the SDE subscriptions.

In DCP-Grid, the TPM is the Grid WS TXCoordinationService. This service
keeps the structure of the information associated to those services that comprise
the transaction. The addAtomicOperation(GSH) [7] operation will build this
structure, and once all the Grid Services Handle (GSH) has been added to this
structure, the beginTransaction() method will start the TPM process initialising
all the subscriptions to each of these Grid WS.

Every time that each of these atomics operations change the SDE statusOpera-
tion value, andnotify this change (see section 3.2), theTPMwill detect if the state’s
change,updating the information. In this change, thealgorithmtohandle the trans-
action will be processed with the new value obtained in the SDE statusOperation.
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Fig. 3. Global design of DCP-Grid

if (value == ROLLBACK) notifyRollback(); //Sends a ROLLBACK message
to all GSH less to the ROLLBACK sender.
if (value == READY TO COMMIT) {
updateInformation();
if (checkIfAllReadyCommit()) notifyCommit(); // Send a commit message (par-
allelly) to each GSH.

To provide a concurrent access, we have decided to deploy the TXCoordina-
tionService as Transient Service [7]. In this way, if there is not problems with
the concurrency while accessing to the instanced date associated to a statefull
Grid WS. In the following diagram (Fig. 3) it is possible to appreciate the blocks
previously described.

3.3 Aplication Program (AP) Design

The applicational layer is reduced to a logic in which the client will interact with
the TPM, through the TXCoordinationService. The sequence of steps that the
grid client has to follow to carry on a transaction will be:

1. Instance to the transient TXCoordinationService Grid WS
2. Add all the GSH that are comprising the transaction through the addAtomi-

cOperation operation
3. Invoke to the beginTransaction() method
4. Invoke to all the GSH comprising the transaction

4 Conclusions, Ongoing and Future Work

In this paper we have presented our approach to implement an architecture sup-
porting transactional Grid WS execution. This approach is based on some of
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the main properties of OGSI specification [7]. As ongoing work, currently we are
developing a similar framework for conversational distributed transactions on
grid environments which will be presented in the Workshop on Grid Computing
Security and Resource Management (GSRM’05). So many future research lines
has been opened for DCP-Grid but maybe the most interesting would be the
building of an environment to support transactions on distributed and hetero-
geneous databases based on the concepts and ideas that we have presented in
this paper.
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Abstract. The GRID e-workspace provides a web-based integrated and
collaborative hardware and software resources for an individual or an en-
terprise. Concentrates all services in a single domain for all citizens and
companies in a specific geographical region in a collaborative working
environment where it is possible to produce, post, search and exchange
structured information. The GRID e-workspace is defined to have four
interconnected aspects (a) digital storage, (b) network traffic, (c) process-
ing power and (d) web services. Implementation issues involve organiza-
tional, social, economical and technological aspects. General principles
driving our analysis could be summarized in the following: Co-operation
culture and technological level characterizing societies under considera-
tion determine: (i) business model (public-private funding mixture) and
(ii) technology (centrality of entities).

1 Introduction

According to [11] ”The HyperClustering framework, is a general operational web-
based structure for a local economy which semantically analyses, clusters, inte-
grates and boosts personal and social activities”. Institutions (government, NGOs
and private companies) and citizens are the two building blocks of the HyperClus-
tering framework (Fig. 2). For example, a freelancer uses software (citizens back
- office function) to produce a service, gets help in development from a company
(shared workspace) and adopts standards introduced by government authorities
(shared workspace). A small part of this process could be public in order to i.e.
attract potential customers and employees (public view). Section 2 describes the
GRID e-workspace as an envelope practice and a knowledge-based development
mechanism. Section 3 introduces a decision matrix for real conditions identifica-
tion and describes the adoption of Synchronization Point model as an information
and security management component.

2 The GRID e-Workspace: An Envelope Practice and a
Knowledge-Based Development Mechanism

The GRID e-workspace is defined to have four interconnected aspects:

1. Digital Storage (bytes)
2. Network Traffic (bits per second)

P.S. Szczepaniak et al. (Eds.): AWIC 2005, LNAI 3528, pp. 504–509, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. The HyperClustering framework methodology

3. Processing Power (hertz)
4. Web Services (one-stop service provision model [10])

The first three factors are related to technological infrastructure investments. One-
stop web services is the fundamental factor for ICT exploitation. In this context,
HyperClustering is introducing an innovative, complete and direct method to em-
ploy ICT for local development by offering a creative and functional environment
which encourages, structures and diffuses personal and social knowledge instau-
ration. At the first stage, we develop synergies among human activities by map-
ping implementation paths for the most popular of them. Based on this structured
information standard, a web-based Virtual Organization is constructed which in-
tegrates all the major activities of a local economy. The added value of Hyper-
Clustering focuses on upgrading business environment by creating and organizing
workflows between community members and exploiting the network externalities
and spillovers ICT offer. Our research focuses on less favored regions at E.U., where
there is locality awareness and substantial digital divide. We argue that access to
structured information and computing power has to be public good in order to
boost regional development. The final stage of HyperClustering constitutes the
creation of GRID [9] e-workspace for every citizen and company. HyperCluster-
ing is defined to be top-level clustering of all fields in business life. Concepts of
intra-regional learning networks [12], virtual communities of practice [4, 5, 6] on-
line communities [7] and super-networks [8] are subsets of the proposed framework.
Concurrently, operates on a semantic web portal basis as the unique electronic gate
for a specific geographical region promoting:
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1. Established web services like e-mail, yellow pages, maps, tour guides.
2. Innovative web services including semantic e-commerce and auctioning ser-

vices for local goods, human resources, raw materials.
3. Advantageous mega-marketing features by aggregating marketing expenses

under a single umbrella achieving economies of scale.
4. Personal and entrepreneurial productivity upgrade.
5. A structured, no disposable, comprehensive and expandable social knowledge

base available to all citizens.
6. eInclusion and direct democracy schemes in practice.
7. An innovative environmentwhere new ideas and individual creation can emerge

and diffuse in less cost.

3 Implementation Issues

3.1 Real Conditions Identification

Implementation issues involve organizational, social, economical and technolog-
ical aspects. General principles driving our analysis could be summarized in the
following: Co-operation culture (which includes business culture) and technologi-
cal level characterizing societies under consideration determine:

1. Business model (public-private funding mixture) and
2. Technology (centrality of entities).

In this context a decision matrix is introduced (Fig. 3.1). The fundamental idea
is that in a society with low cooperation culture and low technological level (square
1) governmental action, education and more ”centralized” technology is needed.
On the contrary, for developed societies (square 4) is proposed a highly flexible
private organizational scheme coupled by a powerful public-owned security and
personal privacy unit. At the technological level, open and decentralized GRID
services based on user’s content contribution complete the development path. In
the middle case at square 2 political decisions for technological investments are
required since people ”demand” effective means of cooperation. At square 3, tech-
nology is present but dissemination of its benefits to collaborative working envi-
ronment is needed.

3.2 Building a Collaborative Working Environment

In HyperClustering framework [11] in order to tackle the complex challenges of
building comprehensive user-centric model, a life-event approach was introduced.
The human life-cycle model proposed, is based on the socioeconomic needs dur-
ing different phases of a human being’s life. Consequently, time paths and interde-
pendencies between e-applications (Fig. 3.2) identified with the human life-cycle
model are modeled and described in machine-readable language based on Topic
Maps (www.topicmaps.org) and XML schemas. In this context, major role is as-
signed to an administrative unit consisting of three basic components: (1) Infor-
mation management and workflow component, (2) Security and personal data com-
ponent and (3) Standardization component. For components (1) and (2) model-
ing, the Synchronization Point (SP) methodology [12] is followed. ”SP starts when
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Fig. 2. Co-operation culture and technological level characterizing societies determine
business and technological model for GRID e-workspace to be implemented

Fig. 3. Building synergies between e-applications is a key factor to integrated web
services
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partners decide to start a cooperative activity in order to ful?ll a given objective.
Each partner only describes its activities, and contracts are established to express
conditions and terms of data exchange and share. ..The current implementation
is based on a distributed architecture that uses the Web services technology. Each
partner hosts a part of the SP repository and exchanges are done using SOAP [1]
messages..We use late binding to couple one activity to respectively an applica-
tion, a participant, a work?ow engine or a back-end process. The only requirement
is the description of process services using an WSDL [2] extended version for de-
scribing processes properties. An SP is managed by a tier (which can be viewed as
a broker). The tier stores organizations endpoints, projects, abstract descriptions
of processes, contracts, roles and all the information about SPs. A contract is a
XML document that helps us to filter what is the right information to provide to
the right participant at the right time by setting up the exchange between two or
more partners.”

3.3 Basic Framework for GRID Services

Web services originated in order to help and replace services occur in the tradi-
tional physical space. Due to heterogeneity and evolving nature characterizing hu-
man needs, combined to scarce resources available, emphasis must be given to
knowledge management of web services. Namely, an ex ante topic mapping for web
services interactions and interconnections could be crucial in comprehensive one-
stop services development (Fig. 4). Despite the fact that popular standards for
web services interoperability, information retrieval and knowledge discovery tech-
nologies analyze methods applied in existing and new datasets, have never being
used explicitly and systematically in motivating novel knowledge creation. The fi-
nal fundamental stage of HyperClustering is designed to be the introduction of
the GRID e-workspace. The GRID e-workspace provides a web-based integrated
and collaborative hardware and software resources for an individual or an enter-
prise. Concentrates all services in a single domain for all citizens and companies
in a specific geographical region in a collaborative working environment where it
is possible to produce, post, search and exchange structured information based
on Open Grid Services Infrastructure 1.0 specification [3] which integrates WS-
Resource Framework with GRID infrastructure. The HyperClustering framework
offers a creative and functional environment which encourages, structures and dif-
fuses personal and social knowledge instauration.

4 Further Research

Since the current paper is an introduction to the interdisciplinary analysis of the
GRID e-workspace many issues remain unsolved needed further research. Knowl-
edge representation techniques, XML schemas binding, GRID technologies for
many users and random demand, economical, political and social implications of
the GRID e-workspace, form an indicative list of issues for further investigation.
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Fig. 4. From physical to GRID e-workspace
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